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“For a successful technology, reality must take precedence over public relations, for
nature cannot be fooled.”

Richard P. Feynman, Personal Observations on the Reliability of the Shuttle, 1986

“I think there’s nothing cooler than being a lone wolf. Except at wolf picnics when
you don’t have a partner for the wolf wheelbarrow races.”

Norm Macdonald

“ ... To be sure, all this costs us all a good deal of money. This year’s space budget is
three times what it was in January 1961, and it is greater than the space budget of the
previous eight years combined. That budget now stands at $5,400 million a year–a
staggering sum, though somewhat less than we pay for cigarettes and cigars every
year. Space expenditures will soon rise some more, from 40 cents per person per
week to more than 50 cents a week for every man, woman and child in the United
States, for we have given this program a high national priority–even though I realize
that this is in some measure an act of faith and vision, for we do not now know what
benefits await us. But if I were to say, my fellow citizens, that we shall send to the
moon, 240,000 miles away from the control station in Houston, a giant rocket more
than 300 feet tall, the length of this football field, made of new metal alloys, some of
which have not yet been invented, capable of standing heat and stresses several times
more than have ever been experienced, fitted together with a precision better than
the finest watch, carrying all the equipment needed for propulsion, guidance, control,
communications, food and survival, on an untried mission, to an unknown celestial
body, and then return it safely to earth, re- entering the atmosphere at speeds of
over 25,000 miles per hour, causing heat about half that of the temperature of the
sun–almost as hot as it is here today–and do all this, and do it right, and do it first
before this decade is out–then we must be bold. ... ”

John F. Kennedy, We choose to go to the Moon, 1962

“Zkuste to bez drátů, milý Marconi.” In English: “Dear Marconi, try it without the
wires.”

Jára da Cimrman, An advice to Guglielmo Marconi, from Czech absurd comedy
Jára Cimrman ležící, spící.
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Abstract

One of the topics the thesis is focused on is the concept of chip-sized double-resonant-tunneling
diode (RTD) patch antenna oscillators capable of operating in the sub-THz and THz frequency
regions. The concept offers the advantages of simplicity, compactness, high isolation of the
oscillator from the external biasing circuitry, and substantial output powers comparable with the
output powers of more complex chip-sized oscillators. Implementing this concept into a practical
design with 1.6 nm barrier RTDs resulted in an output power of 10 µW at the fundamental
frequency of 525 GHz and 70 µW at 330 GHz. These results represent an order-of-magnitude
increase in the output power compared to previous reports on patch-antenna RTD oscillators. In
addition, the oscillators were fabricated using only optical lithography.

Further, from the analysis of the designed oscillators’ limiting factors, the hindering mech-
anisms for achieving higher frequencies were identified in the inductance of the slant bridges
connecting the RTDs and the patch antenna and in the parasitics of the used RTD. Therefore,
conical vias replacing the slant bridges and 1.0 nm barrier RTDs were used in the design’s next
iteration, reducing the influences of those parasitics. These changes resulted in the oscillator
operating with an output power of 9 µW at the fundamental frequency of 1.09 THz, 15 µW at
0.98 THz, and up to 27 µW at the lower frequencies of 620-660 GHz. These parameters are
close to the state-of-the-art level for all other types of RTD oscillators at around 1 THz. We
further demonstrate that there is much room for further improvement of the parameters of these
oscillators.

The constructed oscillators were used as sources for sub-THz FMCW radar and optical
coherent tomography. These two examples represent potential real-life applications of RTD
oscillators. For these applications, an RTD oscillator operating at 680 GHz, with a bandwidth
of 38 GHz, and output power of 23 µW provided a spatial resolution of 4 mm. The frequency
tuning of the RTD oscillator was done by the sweep of its bias voltage. The shape of the sweep
needed to be corrected to increase the system’s accuracy.

Next, we show that the theoretical maximum output power of a simple RTD oscillator is
fundamentally limited by the radiation conductance of its antenna and by a maximum RTD
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voltage swing for which the RTD still shows negative conductance. As such, this maximum
output power marks an upper bound for the RTD oscillators. The RTD current peak density and
the RTD capacitance then influence how close we can get to this bound. The value of the upper
bound gives us a tool for comparing the theoretical performance of different antennas.

Lastly, the thesis presents a model for analyzing dynamic large-signal characteristics of
double-barrier RTDs. The model is based on analyzing dynamical trajectories in phase space,
defined by the RTD bias and electron density in the RTD quantum well. We demonstrate that the
large-signal admittance of RTDs can be accurately represented with a simple equivalent circuit
composed of a capacitor, inductor, and two resistors (RLRC). These circuit elements correspond
to large-signal relaxation time, geometrical RTD capacitance, and low- and high-frequency
resistors. The same structure of the circuit was previously derived to model small-signal RTD
admittance; however, in the large-signal case, the model’s parameters depend on the AC-signal
amplitude. Further, we show that the large-signal RTD relaxation time can be shorter or longer
than the small-signal one. For the RTD oscillators, a shorter RTD relaxation time increases
the gain of the RTD at high frequencies, which allows one to get higher output power at these
frequencies. The availability of an accurate, general, but relatively simple, physics-based model
for analyzing large-signal RTD dynamics removes one of the main obstacles to the further
improvement of sub-THz and THz RTD oscillators. This model allows one to drop the quasi-
static approximation of the RTD parameters in the large-signal analysis of the RTD oscillators.
We also show that the model’s parameters can be estimated, relying only on a directly measurable
DC I-V curve and on a few other RTD parameters, which could be easily estimated with simple
DC calculations.
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Chapter 1

Introduction

1.1 Outline of the thesis

In the first chapter, we introduce the THz frequency range and the emerging applications operating
at frequencies of this region. We describe the fundamental obstacles to the construction of THz
sources and summarize the basic types of these sources. The second chapter is dedicated to the
description state-of-the-art of RTD oscillators. We introduce there the operational principle, basic
parameters, and technical realization of RTDs. Further, we describe the historical development
of RTD oscillators. We conclude the chapter with the estimation of the maximum operating
frequency of the RTD oscillators. In the third chapter, we describe the small-signal and large-
signal analysis of the RTD oscillators. The analyses lead to the estimation of the oscillation
frequency and of the output power of the oscillators. Further, we describe the origin of the power
generation from the RTD and explain the self-rectification process that changes the I-V curve
of an oscillating RTD. The chapter is concluded with the derivation of the upper bound of the
output power achievable with the RTD oscillators. The fourth chapter describes the design of
double-RTD patch antenna oscillators and presents their results. Additionally, we present in the
chapter a possible real-life application of the RTD oscillators, used as a source for FMCW radars
or for optical coherence tomography applications. In the fifth chapter, we put forward a model
for analyzing dynamic large-signal characteristics of double-barrier RTDs. We present a simple
RLRC model which can accurately represent the large-signal admittance of the RTD. Further, we
show that the response of the RTD to the dynamical changes of the bias can be slower or faster
than anticipated from its small-signal characteristics. We conclude the thesis in the sixth chapter.
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1. INTRODUCTION

1.2 Oscillators

At the museum of clocks in Vienna is a broad selection of different types of clocks. One of
the exhibits is a mechanical clock from 1699 constructed by Jakob Joachim Oberkircher, and
it served in St. Stephen’s Cathedral. It is an impressive machine, yet, its basic principle is
straightforward. There is a pendulum acting like a quasi-harmonic oscillator, where its length
determines the oscillation frequency. The pendulum is connected through an escapement gear (a
specifically shaped cog) by a shaft to a hanging weight, which gravity pulls down. The swinging
pendulum then periodically allows the weight to drop down. The weight movement unwinds a
rope that rotates the escapement gear with a frequency proportional to the pendulum oscillation
frequency multiplied by the number of the teethes of the cog. The escapement gear pushes and
thus accelerates the pendulum in the direction of the swings, compensating for the deceleration
due to frictional losses. Hence, the change in the weight’s potential energy is used to cover
frictional losses. The rotation of the shaft then moves the hands of the clock. Another example
of an oscillator can be water clocks or heat engines, which shows that artificial oscillators have
been built for centuries.

In the end, all artificial oscillators, with more or less abstraction, work on the above-described
principle. The description of the clock fits all dissipative oscillators, where an external energy
source covers the energy losses to produce steady oscillations. Every oscillator is formed by a
resonating part determining its oscillation frequency (such as a pendulum or an electric resonant
circuit), source of energy to cover for the losses (potential energy such as a water level height
or an electric potential of a battery), and element that allows converting the source energy into
the oscillating energy (the escapement gear shape or particularly shaped an I-V curve of an
electronic device).

In this thesis, we deal with electromagnetic oscillators that have found applications in far
broader ranges than mechanical clocks. The electric oscillators are used, e.g., to transform
energy from one form to another (e.g., DC electric motor), to provide a reference clock for the
world (atomic MASER clock), or, as this thesis partially describes, to generate electromagnetic
waves. As only the changes of the electromagnetic field carry energy in the free space over far
distances, the oscillators, which by their definition are producing the changes, are practically
used everywhere in our information age. The generation of electromagnetic waves is of particular
interest because of their capability to transfer large amounts of information over long distances
(communications) or to provide the signal source for spectroscopy and reflectometry.

Here we give a brief history of the development of electrical oscillators for generating
electromagnetic waves. One can see that the parameters in the development’s focus were to raise
the oscillation frequency, raise output power, decrease the oscillator’s sizes, and increase the
oscillator’s simplicity. These oscillators have been studied since the 19th century when Heinrich
Hertz developed the first radio wave transmitter using an induction coil and a spark gap, see [1].
When the voltage on the gap increases above a threshold the arc starts and the electrical resistance
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1.2. Oscillators

of the gap significantly decreases. The current-voltage characteristic of such a circuit would
then show so-called negative differential resistance, which means that the current decreases
with increasing voltage. The negative differential resistance (or, when appropriate; negative
differential conductance) is the central part of all oscillators, and this term will be used in this
thesis extensively. We should also mention that the induction coil instrument (used to generate
the sparks) that Hertz used was also an electrical oscillator. The problem with the spark system
is that it cannot sustain continuous wave operation and needs to be operated in a pulsed regime.
This problem was overcome using an arc converter, where the arc was never quenched. The
oscillation frequencies of the last spark oscillators were in the range of tens to lower hundreds of
kHz, and the output powers reached over 100 kW.

Vacuum tubes were invented at the beginning of the 20th century. Triodes (tubes with a single
grid) could have easily oscillated because of a parasitic capacitance (Miller capacitance) between
the anode and the grid that was able to create positive feedback. Early tetrodes (two grid tubes)
then showed negative differential resistances and could have been used in the oscillators when
appropriately connected to an LC tank circuit. Another worth mentioning vacuum tube capable
of oscillation is a cavity magnetron. In the cavity magnetron, the traveling electrons from the
cathode to the anode are because a transversal magnetic field is applied to them, traveling on a
spiral path. The anode is in the form of split ring resonators. As the anode resonators are being
excited by the arriving electron, the field in them oscillates at the resonance frequency given by
the geometrical shape of the cavities. The magnetrons are still being used today, e.g., in radars
and microwave ovens. The magnetrons can work up to 95 GHz, with an average output power of
tens of kW, see [2]. For other oscillating tubes, see, e.g., [1].

With the advent of semiconductor devices in the 1950s and 60s, transistor oscillators were
introduced, which work on a similar principle as the triodes and tetrodes. New semiconductor
diodes (two terminal devices) that exhibited negative differential resistance were invented along
with the transistors. As the semiconductor devices’ dimensions approach nano-metric scales, also
their parasitics are lower, and thus their oscillation frequency can be increased. On the other hand,
the small dimensions then limit the maximum generated power. In the 1960s, the first Lasers
were developed, which started to cover the infrared and visible light range of electromagnetic
radiation, see, e.g., [3]. The principles developed in these two decades are still being used
nowadays, and most modern electronic devices utilize them.

One of the semiconductor devices that is particularly suitable for high-frequency applications
is the resonant-tunneling-diode (RTD), which lies at the center point of this thesis. What makes
the RTDs so attractive is the fact that they exhibit negative differential resistance in the so-called
terahertz gap. Therefore, they represent a potential candidate for electrical oscillators in the
high-frequency range.
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1. INTRODUCTION

1.3 The terahertz gap

The terahertz (or THz) gap represents a frequency range in which the active electronic and
photonic devices are still not yet matured. The frequency range of the THz gap is defined from
0.1 THz to 10 THz, which corresponds to wavelengths of 3 mm (millimeter waves) to 30 µm
(far infrared), see e.g. [4], [5].

1.3.1 Applications of THz waves

The THz waves are interesting for various applications, both for scientific purposes and for
applications with which we may soon have contact in our daily lives.

The scientific application lies mainly in deep space exploration, where low-noise THz
detectors are necessary. By measuring the THz radiation spectrum, we can analyze the molecular
content of far galaxies, as spectral lines of many molecules lie in the THz range. The light
from the very far galaxies is red-shifted and lies in the THz range. Also, we can detect galaxies
hiding behind dust clouds, as the long wavelengths of THz waves can penetrate those. These
experiments help our understanding of the beginning of our universe, see [6].

THz waves are starting to be extensively used in biomedical sciences, as the radiation is
non-ionizing and highly sensitive mainly to the water content of the samples. Both the sources
and detectors can be utilized in this field. The THz waves are used for tomography, e.g., for Ex
vivo breast and skin cancer detection or in dentistry to probe the decay of teeth. The application
for cancer treatment is also being considered, see [7].

THz spectroscopy is used in biological sciences to detect and recognize molecules of, e.g.,
hazardous substances or proteins. The THz spectroscopy is typically used with the help of
meta-materials, which selectively amplify the spectroscopic response, see [8].

The radars at these frequencies are attractive as the THz radiation is non-ionizing while
allowing for high resolution due to the large bandwidth. Radars in the THz range serve in
security applications, e.g., at airports for scanning passing by persons to detect dangerous objects
they might carry, see [9]. However, the fast enough scanning and signal processing for these
applications still need to be improved. Recently, a system capable of scanning persons walking
at a speed of 4 km/h was developed, see [10]. Another possible application is scanning mail,
as the paper envelopes are nearly transparent to the THz radiation, while the dangerous items
ordinarily reflect and scatter the THz waves.

The THz waves can also be used for a quality check of the fabricated materials, see [11]: In
this specific case, to check the quality of the polymeric compounds. Alternatively, they can be
used in agriculture for crops or food inspection, see, e.g., [12].

The usefulness of the THz waves for telecommunications is being considered. For example
feasibility of utilizing sub-THz frequencies for the 6G networks is discussed in [13]. However,
telecommunication using THz frequencies is a topic in its early stages, and the literature shows
more a vision than a concept. However, e.g., compact oscillators operating in the sub-THz range
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1.3. The terahertz gap

were used to transport broadband signal (several tens of Gb/s) over a short distance (a couple of
meters) and were reported in [14].

For most of the above-stated applications, we need suitable THz sources to provide the THz
radiation. However, these sources suffer from specific problems, as explained in the following
subsection.

1.3.2 Challenges of the sources in the THz gap

The development of THz sources faces fundamental obstacles. As the THz-gap is being closed
by photonic and electronic devices, we can categorize the challenges accordingly. The photonic
devices generate electromagnetic waves from the electron transitions between electronic bands
within the active material. The transitions can be either spontaneous or stimulated. On the
other hand, electronic devices produce oscillations from a periodic movement of electrons in
a single band. The acceleration of the charge then produces electromagnetic waves. We start
by describing the problems on the photonic side, and then we follow with the description of the
problem on the electronic side.

The photonic side

The photon energy range corresponding to the frequency band of the THz gap lies between
0.4 meV and 40 meV. The magnitude of these energies leads to a fundamental problem. The active
photonic devices are almost exclusively made from III-V semiconductors, i.e., semiconductors
composed of alloys of the third and fifth atomic groups. The III-V semiconductors are polar,
meaning that there is an ionic bond between the atoms. The polarity allows for optical phonons
to exist. The optical phonons are vibrations of the semiconductor lattice, where the neighboring
atoms oscillate out of phase. Their dispersion characteristic in the dispersion diagram (angular
frequency versus the wave vector) intersects the dispersion line of photons. The intersection
allows for the optical phonons and photons to be coupled, as both the energy and the momentum
are conserved during the absorption/emission.

For example, the optical phonon energies for GaAs (the fundamental material for high-speed
electronics and photonics) are 33.2 meV and 36.1 meV for transversal (TO) and longitudinally
(LO) optical modes, respectively. These energies correspond to frequencies of 8.4 THz and
9.2 THz. The frequency band between these frequencies is called the Reststrahlen band, see [15].
In this frequency band, the real part of the dielectric constant is negative. Therefore, the
electromagnetic waves cannot propagate in this band through the crystal, as their wave vector is
complex. All other used III-V semiconductors show similar behavior at similar frequencies.

There is another problem, which originates from the relatively small energy of the THz
photons. To build a semiconductor laser, one needs to have an energy separation between two
levels in the band structure equal to the THz photon energy and a higher number of electrons
that can emit than the number of electrons that can absorb the radiation (population inversion).
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1. INTRODUCTION

However, because the THz photon energy is so low, which means that the energy of the two
states is very similar, it is difficult to maintain the population inversion because of scattering
effects on higher temperatures than cryogenic (kT at 300 K is ≈ 25.7 meV), see [16], [17].

The Reststrahlen band and the small separation of the states limit the photonics devices to
work only at high-frequencies (short wavelengths).

The electronic side

The electronic devices are limited by the everywhere-present RC circuit having an RC time
constant. The RC circuit behaves as a lowpass filter, limiting the devices to work only at low
frequencies. Such a circuit allows the currents to bypass the active devices, thus limiting the
maximum operating frequencies and output powers. The RC circuit originates from parasitic
elements of the physical device; the Ohmic losses and parasitic capacitances. The only suitable
solution for this problem is to minimize the parasitics by, e.g., using simple devices that limit the
parasitics’ effect or minimize the devices’ dimensions.

1.4 THz sources

For a comparison of THz sources, see Fig. 1.1. In the comparison, we state only the advantageous
candidates for compact sources, i.e., not tabletop systems. The figure shows the gap between
the electronic and photonic sources at around 1 THz. We should note that this comparison is
rather subjective, as it compares devices in the pulsed and continuous wave regime or room
temperature devices and devices requiring cooling to cryogenic temperatures. However, it still
does capture the power descending towards the higher frequencies for the electronic devices
and the power descending towards the lower frequencies for the photonic devices. For a further
detailed comparison of various THz sources, see, e.g., [18], [19].

1.4.1 Devices exploiting the negative differential conductance

The negative differential conductance (NDC) (or resistance (NDR), depending on the context) is
the central part of electronic oscillators. The NDC covers for the losses in the electrical resonators
and thus enables the generation of steady oscillations. On an NDC, the current decreases with
the voltage rise, which is an inverse behavior of a resistor.

No passive device can have negative conductance (resistance) at zero bias. However, devices
that show the NDC when biased exist. This means that the devices exhibit negative differential
conductance only locally; meanwhile, they are passive globally. That is why the device needs
to be biased into the NDC region by an external energy source. The connection of the device
with NDC and the bias source then effectively create an electronic part, which shows negative
conductance for changes in the applied voltage, thus negative differential conductance.
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Figure 1.1: Comparison of THz-wave sources that have the potential to be used in compact THz
applications. The photonic sources (THz QCL and QCL DFG) cover the high frequencies, and
the electronic sources (the rest of the listed devices) cover the low frequencies. The THz QCLs
need to be cooled down. The powers for the THz-QCL and the QCL-DFG correspond to the
peak power of a pulsed operation (if not explicitly stated otherwise). In contrast, the powers for
the other devices that work on the electronic principle correspond to the continuous wave (CW)
power. The figure shows the THz-Gap being closed from both sides. For a brief description of
here shown devices, see the next sections.

The state-of-the-art devices with NDC can be operated in the sub-THz and THz range in a
continuous wave regime and at room temperature. In the following subsections, we list their
types.

Esaki, Gunn and other diodes

Esaki diodes (or also Tunnel diodes) are composed of a connection of highly n- and p-doped
semiconductors. For small biases, the electrons from the conduction band of the n-doped part
can tunnel, due to the alignment of the bands, to the valence band of the p-doped part. With
increasing the bias voltage, the bands get progressively more and more misaligned, and thus
the current flow decreases. The decrease of the current with increasing voltage results in the
NDC. Esaki diodes have a high capacitance of the depleted region and therefore are limited by
the RC constant due to the contacts’ parasitic resistance, see [39]. The maximum fundamental
oscillation frequency achieved with GaAs tunnel diode is 103 GHz, see [40], and the theoretical
prediction of around 200 GHz, see [41], was never experimentally demonstrated.
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1. INTRODUCTION

Gunn diodes are composed of a heavily n-doped semiconductor except for a short region
(ones of µm) which is only lightly doped. The NDC originates from the increase of the electrons’
effective mass when the electrons are injected from the Γ-valley into the L-valley (in the case of
GaAs Gunn diodes). This injection is caused by an acceleration of the electrons by a relatively
strong electric field in the lightly doped region, which is generated by the applied bias. The
highest reported achieved frequency is 450 GHz with an output power of 23 µW. However, this
frequency corresponds to the third harmonic of the free-running oscillator [35]. The prediction
of the oscillation frequencies of Gunn diodes composed out of GaN report 3 THz, see [42].
However, one should take these results with caution because they are still left to be experimentally
confirmed for more than twenty years.

Impact ionization avalanche transit-time diode (IMPATT), tunnel-injection transit-time (TUN-
NETT), and barrier-injection transit-time (BARITT) are other two-terminal devices exhibiting
NDC in the sub-THz range. All these diodes work on a principle of injecting the carriers into an
intrinsic semiconductor, where the carriers are accelerated by an electric field and travel with
saturation speed (the bias maintains an electric field). The intrinsic region length is such that the
current reaching the collector is 180 degrees phase shifted in reference to the driving AC voltage,
which results in NDC behavior for the AC signal. The above-stated diodes differ in the injection
types [43]. TUNNETT diode in a waveguide achieved oscillation frequency 706 GHz, with an
output power of 0.2 µW [34].

Transistors

Contrary to diodes, transistors are three-terminal devices and thus offer better flexibility theoreti-
cally when building oscillators. When a positive feedback loop is established, either through
external circuitry or through the transistor’s inverse transmission, the transistor acts as a two-
terminal device with NDC, which can compensate for the losses in the resonant circuit, see,
e.g., [1]. Resonant circuits are parts of the feedback circuit, as they can shift the phase between
the input and the output signal. Because the feedback is frequency selective, the transistor
oscillators do not suffer from the low-frequency instability as the diodes.

The main parameter of transistors when building an oscillator is their fmax, which corresponds
to the maximum achievable oscillation frequency. It is a frequency for which the transistor’s
transducer unilateral gain is 1. However, in practice, it is not easy to achieve this limit, see [44].

There are different types of high-speed transistors used in oscillators: heterojunction bipolar
transistors, see [22], high electron-mobility transistors, see [20], [21], or classical metal oxide
transistors, see [23]. The transistor oscillators are ordinarily designed to operate in arrays and
generate signals with higher harmonics (typically the second or third harmonic), which are
sub-sequentially radiated. For their performance, see Fig. 1.1.
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1.4. THz sources

Resonant-tunneling diodes

Resonant-tunneling diodes (RTDs) are devices exploiting resonant-tunneling of electrons through
a double-barrier structure (eventually through a multiple-barrier structure). The I-V curves of
RTDs show negative differential conductance similar to the Esaki diodes. It has been shown they
can operate in oscillators up to 1.98 THz, see [30], and output powers of 11.8 mW at frequency
450 GHz, see [32]. As the RTDs play an integral part in this thesis, we describe them in more
detail in Chapter 2.

1.4.2 THz lasers

Quantum cascade lasers (QCLs) are photonic devices in which it is the stimulated emission that
generates electromagnetic radiation. QCLs are hetero-structures and super-lattices of quantum
wells and barriers. The width of the wells defines the energies of the discrete states that the
electrons can occupy. The transition of the electrons between the states then emits photons,
which results in electromagnetic radiation. The wells and barriers are periodically repeated in
many periods (tens to hundreds of periods) and, if biased, create a cascade. A single electron
injected from the top of the cascade then undergoes many transitions and generates in every
period one photon with an identical wavelength. If the QCL is situated in a cavity, then the
resonating electromagnetic waves trigger the stimulated emission, and the QCL starts lasing.
The QCLs are well matured in the infrared and far-infrared range, see, e.g., [45]. However, in
the THz range, they suffer from the above-mentioned thermal excitation of the carriers.

The infra-red QCL designs were optimized and simplified, which allowed the QCLs to
operate in the THz range (THz QCL). However, these still need to be cooled down far below zero
degrees Centigrade, see [16]. Recently, breakthroughs allowed the build of THz QCLs cooled
down by Peltier elements, allowing further minimization of the QCL systems, see [26], [46]. If
cooled down to cryogenic temperatures, these THz QCLs show in pulsed regime peak output
powers up to 2.5 W and can cover the frequency range from 1.5 to 6 THz, see, e.g., [28], [29].

Another principle of utilizing QCL for generating THz waves is the difference frequency
generation (DFG). This principle uses a QCL generating two lasing modes with differing
wavelengths. The frequency difference between the modes corresponds to a frequency in the
THz range. At the same time, the QCL active region exhibits strong nonlinearity, capable of
mixing the two modes into the electromagnetic radiation at the difference frequency, see [47].
The used QCL operates in the infrared range, where it does not require cryogenic cooling, and
thus QCL-DFG can generate THz waves at room temperature. These sources can work even
in the sub-THz range, although with very small output power. QCL-DFGs operating in the
frequency range from 0.42 THz to 6 THz and with a maximal output power of 1.4 mW in the
pulsed mode were demonstrated, see [24], [25].
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THz sources with frequency multiplication

A possible solution for generating the sub-THz waves is to use non-linear elements to gener-
ate higher harmonics of an applied harmonic signal. Schottky diodes are made from metal-
semiconductor contacts, have a non-linear I-V characteristic, and can be used as high-speed
devices. The efficiency of the higher harmonics with the number of harmonics is limited; thus,
creating a chain of multipliers is necessary to obtain considerable output power. Schottky mul-
tiplier chains have shown capability to produce approximately 900 mW at 0.1 THz, 1 mW at
1 THz, and 20 µW at 2.7 THz, see, e.g., [48], [49]. However, these systems are rather bulky,
require high input powers, and might require cooling.

Optically pumped sources

Similarly to QCL-DFG devices, the THz radiation can be generated by mixing two signals with
different optical wavelengths, where their frequencies differ by the wanted frequency of the
THz signal. The signal in the THz range is generated by focusing the optical signals onto a
non-linear semiconductor, which mixes their frequencies and produces the difference frequency.
The nonlinearity of the semiconductor is caused by photoconductivity. Typically, a broadband
antenna (e.g., bow tie antenna) is situated on the surface of the semiconductor and is split into
two arms by a gap in its middle. The antenna’s separated arms are biased, and the optical signal
is focused on the gap where the exposed photoconductive semiconductor lies. The difference in
the frequency of the signals composes a beat signal, periodically chaining the conductivity of the
gap. The currents on the antenna generated by the bias and the optical beat then radiate the THz
waves. The output power can reach 1.5 mW, and the system can operate from low frequencies of
tens of GHz up to approximately 2 THz, with output power in the range of tens of µW at 1 THz,
see [50].

Other THz sources

Another principle for the THz wave generation is to use a femtosecond laser and use the produced
pulse on the photoconductive antenna described in the previous section. The short femtosecond
pulse contains a broad spectrum of frequencies in the THz region, which is radiated by the
antenna. This system operates only in the pulsed regime. For details, see [51].

Additionally to the above-stated source are the following: glow-bar, discharge tubes, free-
electron lasers, optically pumped gas lasers, and vacuum tubes. For details about these, see,
e.g., [18] or other relevant literature reviewing THz sources.
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Chapter 2

Resonant-Tunneling-Diode Oscillators

All electronic oscillators work on the principle that an active device compensates for losses in a
resonant circuit, which allows for oscillations in the circuit with a steady amplitude. As the losses
are represented with resistors with positive resistance, components with the negative differential
conductance (NDC) locally represent resistors with negative resistance and thus can compensate
for the losses. For example, two-terminal devices such as gas discharge tubes have been used in
oscillators since 1922 [52]. Another worth mention examples are tunnel diode and Gunn diode
oscillators operating at microwave frequencies. In the end, also for transistor oscillators, the
transistors, which are three-terminal devices, are connected to the circuit so that they compensate
for the losses in the resonant circuit, which is equivalent to the description of the effects of the
negative resistance. Therefore, already before the advent of resonant-tunneling-diodes (RTDs)
oscillators, there was already broad knowledge about electrical oscillators.

Nevertheless, the RTDs can operate on the THz frequencies, and because the output power
generated by the RTD is fundamentally limited, the concept still had to be adjusted. At high
frequencies, losses of the conductive materials and dielectrics from which the oscillator is built
increase, resulting in decreased output power. Therefore, it is a good practice to avoid building
oscillators with long waveguides and rather couple out the generated oscillations as soon as
possible to the free space. That is why it is beneficial to use a resonant antenna, as both the
resonator, which defines the oscillation frequency and the radiator, which directly radiates the
generated waves.
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2. RESONANT-TUNNELING-DIODE OSCILLATORS

2.1 Introduction to resonant-tunneling-diode

oscillators

The benefits of using the RTDs as the active elements in oscillators are that they can be operated
in the THz range in the continuous wave regime and at room temperature, which allows us to
build compact, high-performance THz sources.

RTD oscillators are composed of: an RTD, which is the active element having the NDC,
i.e., the gain; a resonator, which determines the oscillation frequency; from a biasing circuitry
and an external bias source, which provides the energy to the oscillator; and from an antenna,
that provides the generated oscillation to the outer world. In state-of-the-art oscillators, the
resonator and the antenna are combined in a resonant antenna that directly radiates the generated
electromagnetic waves. However, this trend might be changing to the separation of the resonator
and the radiator; see further details in section 2.3.

RTD oscillators are typically free-running oscillators. However, as such, they can suffer from
phase noise, which would degrade their performance in real-life applications, see [53]. Thus,
experiments with injection locking the oscillator to a reference oscillator with a low phase noise
were performed which reduces the phase noise of the RTD oscillators, see [54], [55]. The RTD
oscillators were also operated in the harmonic mode, where it was a higher harmonic of the base
oscillation frequency that was used as the output frequency (a concept that is mainly used in
transistor oscillators), see [56].

As the RTD oscillators should be applicable in real-life applications, several parameters
are essential when researching and comparing them. These parameters are, among others, the
oscillation frequency, the output power, the DC-to-RF efficiency, their physical size, their ease of
use, and whether the frequency of the output signal is the fundamental harmonic.

Some of the already reported examples of the RTD oscillator used in real-life applications are:
use in radar sensors and optical coherent tomography systems, see [57], [58]; communications,
see [14], [59], [60]; or imaging [61], [62]. Only recently, an RTD oscillator operating in a comb-
like mode was reported, see [63], which might allow using the RTD oscillators for broadband
sensing applications.

2.2 Resonant-tunneling diodes

Theoretically, the resonant-tunneling-diodes were proposed in the 1960s based on the Esaki
diode [64]. However, the development of RTDs came together with the start of the molecular-
beam-epitaxy (MBE) method [65] and with the works of Chang, Tsu, and Esaki. At first, they
predicted resonant tunneling in hetero-structures, see [66], and then fabricated and measured the
first RTD, see [67], that showed the negative differential conductance (NDC). The materials used
for the conducting layers and the barriers were GaAs and AlGaAs, respectively. However, this
result was achieved at 77 K, the boiling temperature of liquid nitrogen. An RTD having NDC at
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2.2. Resonant-tunneling diodes

room temperature was developed in 1985, see [68], which was possible due to the changes in the
layers and the improved quality of the MBE’s grown films.

2.2.1 Principle of resonant-tunneling diodes

Resonant-tunneling diodes are two-terminal electrical components that exhibit the NDC. RTDs
work on the resonant-tunneling principle, which occurs in double (or multiple barriers) structures.
The space between the barriers composes a quantum well (QW), where the allowed energy levels
of the charge carriers are quantized. The quantization creates subbands in the QW. See Fig. 2.1
for a graphical illustration of the operational principle of double barrier RTDs. The double
barrier structure is highly transparent for the carriers with an energy matching the energy of the
quantized state and highly opaque for the others, see, e.g., [69], [70]. A direct analogy for this
phenomenon is the Fabry-Perot resonator, constructed out of two semi-reflective mirrors with
relatively high reflectivity facing each other. The light waves can pass the Fabry-Perot resonator
only when it is in resonance with the resonant cavity composed of the mirrors and the space
between them.

Double-barrier RTD is composed of a double-barrier band structure, which is uniform in a
plane (2D structure), and contacts that provide carriers capable of resonant tunneling through the
structure. As most of the RTDs are designed to work with carriers occupying the conduction band,
we will further speak about the charge carriers as electrons that are traveling in the conduction
band. The electrons in the contacts are distributed according to the Fermi-Dirac statistic, filling
the contacts’ states up to the Fermi level. The contacts are called the emitter and the collector,
which is based on the direction of the electron transport in reference to the double-barrier
structure. Because the RTDs are uniform in the two dimensions of the plane that is transversal
to the electron transport, the quantum confinement between the barriers takes place only in the
longitudinal dimension, and thus only those electrons with longitudinal momentum that matches
the energy of the quantized states can tunnel through. The longitudinal quantization allows the
electrons with various transversal momenta, but still matching the longitudinal momentum, to
fulfill the resonant condition and tunnel through the structure, e.g., [70], [71]. Although exotic
RTDs with multiple wells also exist (e.g., triple-barrier RTDs), here we only describe the single
well structures.

The current density flowing through the RTD is proportional to the tunneling rate of the
electrons tunneling through the double-barrier structure and to the available number of electrons
that fulfill the resonant condition. The tunneling rate depends on the thickness of the barriers and
on the width of the well and can be determined from the solution of the Schrödinger equation.
The number of electrons that match the resonant condition is proportional to the energy difference
between the Fermi level of the emitter and the energy level of the bottom of the corresponding
subband, see [70].

For the zero bias, the electron transport between the contacts surrounding the double barrier
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Figure 2.1: The operation principle of RTDs. Diagrams from top to bottom differ in the
applied voltage on the example RTD. The first column of the pictures shows the sketches of
the conduction band diagram of the RTD. The second column shows the dependency on the
transparency of the double barrier structure. The third column shows the dispersion diagrams for
the transversal direction, where the filled part corresponds to the filled states in the emitter. The
fourth column shows the I-V curve of the RTD, where we show in red an idealized I-V at zero
Kelvins without any scattering and an example of a real I-V curve; the red points mark the bias
points from the corresponding figures. For simplicity, we neglect the space-charge effect of the
electron in the QW. For further details about the space-charge effects, see Chapter 5. Mind the
conventional direction of the current which is opposite to the electron transport.
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2.2. Resonant-tunneling diodes

structure is in equilibrium. However, when we apply bias to the RTD, we disturb this equilibrium.
With the bias voltage increase, we mutually shift the quasi Fermi-levels of the contacts, and
because of this imbalance, the current through the RTD can start to flow.

With further increase of the bias, the RTD current also increases. This is happening because
simultaneously with the change of the energy difference between quasi Fermi-levels of the
contacts, we change the relative energy difference between the bottom of the QW ground
subband and the Fermi levels of the contacts. For the emitter, the bottom of the ground subband
shifts below the emitter’s Fermi level, and for the collector, the collector’s Fermi-level shifts
below the bottom of the QW ground subband. As the energy difference between the Fermi level
of the emitter and the bottom of the ground subband increases, the number of available electrons
fulfilling the resonant condition in the emitter increases. Similarly, in the collector, the number
of electrons fulfilling the resonant condition decrease. These two effects increase the magnitude
of the electron transport from the emitter to the collector, which results in the increase of the
current flowing through the RTD. The rise of the RTD current is approximately linear with the
rise of the applied bias.

The current raises with the bias until the energy level of the QW ground subband matches the
energy level of the emitter’s conduction band, where suddenly there are no available electrons
for the tunneling, which results in a sudden stop of the current flow. Theoretically, this transition
between the peak current and the state where no current flows is sharp. In real RTDs, the resonant
energies of the subbands are broadened from a finite lifetime of the electrons in the QW and
various scattering effects. Because of this broadening, there is a certain spread of energies for the
electrons that can tunnel through the structure. So as the ground subband energy level reaches the
conduction band of the emitter, some electrons are still available to tunnel through. Therefore,
the transition between the peak current and no current is smoothed out. This region is the part of
the I-V curve where the RTD shows the NDC; with increasing voltage, the current decreases.

As there are additional (excited) subbands in the QW with higher energies than the ground
one, with further bias increase, we shift the band diagram such that the number of electrons that
can tunnel through those increases. Thus, the RTD current can rise again after the current drop.
In real RTDs, the minimal current following the NDC region never goes to strict zero because
of the current conducted by these excited subbands and by thermally excited electrons that can
fly over the barriers. The point of the smallest current in the I-V curve after the NDC region
between the first current peak (due to the ground subband) and the second current peak (due to
the excited subbands) is called the valley current.

Notice from Fig. 2.1 that on the collector side of the RTD, with the increasing bias, a region
that is depleted of electrons arises. This region is called the depletion region. Its length is
bias-dependent and influences the capacitance of the RTD. The electrons constituting the RTD
current need to travel through it.
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2.2.2 Technical realization

To construct the RTDs, one needs to be able to create a device with the band diagram shown
in Fig. 2.1. Semiconductor heterostructures give one flexibility in designing various shapes of
the band diagram in the longitudinal direction. Semiconductor heterostructures arise from the
controlled application of various semiconductive materials in one structure. Typically layers
of varying semiconductors are sequentially deposited (e.g., grown by an MBE) one on another.
There are heterojunctions between the layers, which create discontinuities in the band diagram.
The barriers of the RTD are made out of a semiconductor with a larger bandgap than the
semiconductor from which the well and the contacts are made. From the ordered deposition
of these layers, we obtain the RTD. Along with the different band gaps, the band alignment
between the layers is also important in the overall band structure. The typical conduction band
discontinuity of the barriers is at around 1 eV, see e.g. [72], [73].

The used semiconductors are ordinary alloys of the III-V semiconductors, such as GaAs,
InGaAs, AlAs, AlGaAs, GaN, AlN, InAs, InSb, etc. The concentrations of the elements in
the alloys can also vary. The variety of the available materials gives flexibility in the designs.
Typically, alloys containing aluminum are used for barriers because of their larger band gap.
For high-frequency devices, semiconductors with high mobility of electrons and high saturation
velocity are favored for the QW and the contacts. Not all of these materials are compatible
because of their differing lattice constants. Thus they either need to be lattice-matched (adjusted
concentration of the alloys to match the lattice constant). Alternatively, only small thicknesses of
strained layers can be deposited, with a thickness smaller than the critical thickness (thickness of
the strained semiconductor at which the lattice relaxes). It is important to have lattice-matched
layers because the dislocations caused by the layers’ relaxations increase the electron scattering
and thus reduce the devices’ performance.

The emitter and the collector are doped by shallow n-type dopants, which raise the contacts’
conductivity. Additionally, doping in the emitter increases the number of electrons (raises the
Fermi level in the emitter) that can tunnel through the RTD, which increases the peak current.
For the III-V semiconductors, a typical n-type dopant is silicon. See Fig. 2.2 for an example
layer stack-up forming an RTD and the corresponding band diagram.

The RTDs are two-dimensional structures; thus, their final area can be scaled by fabrication
processes, which results in the truncation of the two transversal dimensions. The RTD current,
capacitance, and current-related parameters are scaled together with the area of the RTD. The
smallest working area of the RTD is limited because, for the tiny areas, the edge effect, which is
bending the band diagram in the lateral dimension and influencing the quantized states, starts
to dominate. Theoretically, for very small areas, we would get a quantum dot. The minimum
size depends on the RTD layers. As a rule of thumb, these effects start if the RTD has a smaller
diameters than ≈ 100 nm.

Because the RTD is a layered structure, if processed to be a column, it remembers a mesa
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Figure 2.2: An example of an RTD layer stack up, with In0.53Ga0.47As and AlAs layers, and its
corresponding conduction band diagram.

mountain, where from the side, one can see the layers of the mountain. Thus, the processed RTD
column is called a mesa.

In the emitter and the collector of the RTD resides an accumulated charge if we apply bias to
the RTD. This charge separation corresponds to the capacitance of the RTD. Together with a
parasitic resistance of the RTD originating from its contacts, the capacitance forms an RC circuit
that fundamentally limits the RTDs’ maximum operation frequency by its time constant.

Nowadays, the standard material of high-speed RTDs is InGaAs for the conductive layers and
AlAs for the barriers. For more details, see the next section, as the development of high-speed
RTD was connected to the RTD oscillators. The state-of-the-art RTDs are almost exclusively
grown layer by layer on a semiconductor substrate by the MBE. However, RTDs grown by the
metalorganic vapor phase epitaxy (MOVPE) were also reported, see [74].

We should add that there is research dealing with GaN/AlN RTDs. GaN material offers high
thermal stability of the devices and high saturation velocity of the traveling electrons. With
these benefits, GaN RTDs also bring drawbacks, such as growth difficulties, small peak-to-valley
current ratios when compared to InGaAs/AlAs RTDs, or band structure bending that results in
high operational voltages, see [75], [76]. RTD oscillator build with GaN RTD was reported in
[77], with the oscillation frequency of ≈ 1 GHz. However, experiments on the switching time of
GaN RTDs suggest that the devices might have the potential to be able to operate at millimeter
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Figure 2.3: An experimental example of an I-V curve of an RTD studied in [80]. The oscillating
case corresponds to the measured data of a fabricated device, and the stabilized case corresponds
to a result obtained from a simulation of the RTD with the same nominal parameters as the
fabricated device. Due to the NDC, the fabricated device oscillates during the measurement,
which hides the NDC’s actual shape due to a self-rectification effect. For details about the shape
of the oscillating I-V, see Chapter 3.

waves, see [76], [78]. For additional information about the GaN RTDs, see [79].

2.2.3 Parameters of RTDs

Important equivalent parameters of RTDs in the context of RTD oscillators are the following:
the peak current density jp, the ratio between the peak current and the valley current (PVCR),
the difference between the peak the valley current ∆I , the voltage difference between the peak
current and the valley current ∆U , and the voltage of the peak current density. These parameters
are defined on an I-V curve of an RTD in Fig. 2.3.

To obtain the equivalent parameters, one needs to perform DC measurements of the RTD’s
I-V curve. Because of the NDC of the RTDs, the RTDs are ordinary oscillating during the
measurement. This is caused by the measurement system’s parasitics, which create the resonant
circuit and allow the RTD to oscillate. In that case, one obtains an I-V curve similar to the
oscillating version shown in Fig. 2.3. One needs to stabilize the RTD to obtain a smooth
version of the I-V curve, but the stabilization requires additional considerations and is not
straightforward to achieve. The equivalent parameters, on the other hand, are useful because,
for their determination, one does not need the stabilized curve, and they can be used for the
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rough analysis of the oscillator. The current difference ∆I and the voltage difference ∆U are
approximately giving the magnitude of the NDC because the conductance G ≈ −∆I/∆U . G
influences the maximal oscillation frequency and the output power. The voltage difference
between the peak and the valley ∆U also determines the output power. The voltage of the current
peak and the peak current density then influence the DC-to-RF efficiency. These two parameters,
together with the thermal conductivity of the used material system of the RTD, influence the
maximum RTD area for which a thermal breakdown due to power dissipation does not occur.
For further details about the parameters, see Chapter 3.

In the optimal case for analyzing the RTD oscillators, the stabilized I-V curve and the RTD
capacitance as a function of the voltage are known. This allows one to use, e.g., SPICE circuit
simulator for the analysis, see [81]. However, those parameters are fully known only on quite
rare occasions. Moreover, these parameters are frequency dependent and nonlinear. For further
details, see Chapter 5.

We can roughly attribute the above-stated equivalent RTD parameters to the RTD physical
parameters. An increase in the barrier height decreases the current due to the thermionic
excitation of the electrons. However, it also decreases the peak current. A decrease in the barrier
thickness increases the RTD’s current density. An increase in the doping in the contacts also
increases the current density. However, it also may disproportionately increase the valley current
and thus decrease PVCR. The increase of the well’s width decreases the voltage of the peak
current density but also increases the valley current because the energy separation between the
ground subband and the excited subband with it decreases.

2.3 State-of-the-Art of the RTD oscillators

2.3.1 Standard RTD oscillators

This section briefly describes the RTD oscillators in a (mostly) chronological order. For a more
detailed summary of RTDs used for RTD oscillators, see, e.g., [71]. We state here only those
RTD oscillators operating on the fundamental harmonic. For a plot of achieved oscillation
frequencies and output powers of here presented oscillator, see Fig. 2.4. For a summary of the
here-stated parameters, see Tables 2.1 and 2.2 at the end of this section.

We note here a couple of standard design practices in RTDs that we do not explicitly state in
the following sections if not necessary. Usually, the RTDs have thin (ones of nm) spacers that
separate the barriers from the dopants of the contacts. Additionally, the RTD collector contains a
thicker undoped spacer (ones to tens of nm), which lowers the RTD capacitance and increases
the ∆U parameter of the RTD. Contact layers usually surround the RTDs with layers that have
very high doping levels (ones of 1019 cm−3) that lower the serial and contact resistance of the
RTDs.
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Figure 2.4: Oscillation frequencies and output powers of RTD oscillators operating at the
fundamental harmonic. Results for arrays of oscillators are not shown. The variants of the marks
correspond to the institutions in which the oscillator was achieved. The colors then group the
points to the reference number, which are shown in the square brackets near the marks. The
shadings of the points then correspond to the types of oscillators shown above the figure and are
described in more detail further in the text.

First RTD oscillator

The first free-running RTD oscillator was constructed by using a coaxial cable 1984, in Lincoln
Laboratories, see [93]. The RTD was made out of GaAs/Al0.3Ga0.7As the quantum well was not
doped (as was usual in prior RTDs), both the barrier thickness and the width of the well were
5 nm, and doping of the layers surrounding the barriers was 1× 1018 cm−3. The samples were
processed as follows. The wafer, on which the RTD layers were grown by an MBE, was cleaved
into small samples. Then metallic electrode was evaporated and structured, which defined the
mesa sizes that were consequently etched. The second contact with the RTD was made on the
bottom side of the sample, onto which a metallic electrode was deposited. The diameter of mesas
was, on average, 3 µm (area of 7 µm2). The current density of the RTD was 0.06 mA/µm2,
and the peak-to-valley current ratio (PVCR) was 2.8 (-) at 100 K. The samples were mounted
onto a conductor, which terminated the outer conductor of the coaxial line on one of its ends.
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The electrical connection to the top metallic layer of the mesas was made by a gold whisker
connected to the coaxial cable’s inner conductor. The enclosing of the resonant cavity was
accomplished by a capacitive stub between the inner and the outer conductor of the coaxial line.
The generated waves were leaking through the stub to the coaxial line and were subsequently
measured. The biasing of the RTD was also done through the coaxial line, and the biasing circuit
was decoupled using a bias tee. The RTD needed to be cooled down to 200 K for the circuit to
oscillate (PCVR at 200 K was not stated). The highest obtained frequency at this temperature
was 8.2 GHz with the output power of 5 µW.

Room temperature RTD oscillators

The first free room temperature RTD oscillator was then constructed in 1985, see [68], where
the configuration of the resonator was the same as described above. In this work, the RTD was
adjusted by lowering the doping level of the layer surrounding the barriers to 5 × 1016 cm−3.
This might have decreased the current through the second resonant current in the valley region,
as the Fermi level in the emitter decreased, and thus it might have increased the PVCR, which
was maximally 1.5 (-) at room temperature. The peak current density was 0.016 mA/µm2. The
RTD layers were otherwise identical to those in the previous work. However, the quality of the
growth might have also played a role. The achieved oscillation frequency was 80 MHz, and the
output power was approximately 20 µW.

In further, we report only the room-temperature RTD oscillators. In the subsequent works,
the RTD barriers were grown out of pure AlAs, which shows a larger barrier height, and thus
the barriers better suppress the thermionic current. Placing the RTD into a small rectangular
waveguide resulted in the oscillation frequency of 200 GHz with the output power of 20 µW,
see [94]. A whisker wire was used to contact the RTD mesas, similarly as in the previous work;
however, in this work, the whisker was installed to the cavity directly though a bias tee. The
whisker thus served for the RTD biasing and as a probe coupling the RTD into the cavity. A
shiftable back-short then tuned the cavity. For the configuration, see Fig. 2.5. The material of the
RTD was GaAs/AlAs, with barrier thickness of 1.7 nm, width well width of 4.5 nm, and doping
level of 2 × 1017 cm−3, which resulted in peak current density of 0.4 mA/µm2, and PVCR of
3.5 (-).

Further thinning the barrier to the width of 1.1 nm led to the RTD having a peak current
density of 1.5 mA/µm2 and PVCR of 1.5 (-). Using the RTD in the rectangular cavity resulted in
the oscillation frequency of 420 GHz with the output power of 0.2 µW, see [95].

High-frequency waveguide RTD oscillator

The change of the RTD materials made another step towards higher frequencies. Replacing the
GaAs layers with InAs and the barrier material AlAs by AlSb resulted in an RTD capable of
sustaining oscillations at 712 GHz with the output power of 0.3 µW, see [92]. Electron mobility is
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Figure 2.5: A principal sketch of the RTD oscillator with resonator formed by a cavity from a
rectangular waveguide. The rectangular waveguide guides the generated waves. The biasing
circuit is in the sketch simplified.

in the InAs roughly five times higher than in GaAs, and due to the staggered type band alignment
between InAs and AlSb, the transmission coefficient rose in contrast with the GaAs RTD. These
materials made the RTD faster which allowed for the high oscillation frequency. For this RTD
the barrier thickness was 1.5 nm, the well width 6.4 nm, and the doping was 5× 1018 cm−3. The
peak current density of the RTD was 2.8 mA/µm2, and the PVCR was 3.4 (-). The oscillator was
again built in a rectangular waveguide with a tunable back-short, see Fig. 2.5.

In0.53Ga0.47As and the first monolithic RTD oscillator

Another investigated material used for the RTDs was In0.53Ga0.47As lattice matched to InP
substrate, which replaced the GaAs layers, see [96]. The material of barriers was AlAs. These
materials are still used in today’s state-of-the-art RTD oscillators. The benefits of these materials
are the relatively large barrier height of the AlAs for InGaAs (1.2 eV), high electron mobility
due to the relatively small band gap (0.74 eV), and large saturation velocity of the electrons.
However, the lattice constant of AlAs differs from the lattice constant of In0.53Ga0.47As. This
creates strain in the AlAs layers, which complicates the growth and limits the barriers’ maximal
thickness.

A monolithic RTD oscillator that radiated the generated waves into the free space and in
which the RTD was made from the materials mentioned above was reported by the University
of California [97]. The used RTD in this work had the following parameters; the RTD barrier
thickness was 1.4 nm; the well width was 4.1 nm; and the emitter doping was 1× 1018 cm−3.
On the collector side of the RTD, there was a 35 nm long spacer that was directly contacted
by a metallic contact, which formed a Schottky contact. The RTD peak current density was
5 mA/µm2, and the PVCR was 1.7 (-). This oscillator was built using a slot antenna that served as
the radiator and resonator. The reported oscillation frequency was 650 GHz, although the output
power for this frequency was not measured. For an oscillation frequency of 290 GHz, the output
power was 28 µW. The slot antenna RTD oscillators were operated in an array configuration,
where for the highest frequency, an array of 64 devices was used, and for the 290 GHz device,
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an array of 16 elements was used. The slot antennas were produced on a sample together with
the definitions of the RTDs by micro-manufacturing processes, thus creating a monolithic RTD
oscillator. However, because the oscillator’s substrate was InP, which has a high dielectric
constant, most of the radiated energy went through the substrate. Therefore, the waves were
decoupled from the substrate to the free space by a silicon hemispherical lens.

This design also solved low-frequency instability problems of the oscillator that the RTD
oscillator with the cavity had. This problem arises because the RTD can form an oscillator
together with a parasitic LC created by the biasing circuit. These oscillations are parasitic and
ordinary lays in the low-frequency range having the oscillation frequency typically ones of GHz.
These oscillations need to be suppressed, which can be done by a shunting resistor that attenuates
the parasitic oscillating mode but does not influence the active wanted mode. In this work, the
shunt resistors were composed of Schottky diodes grown together with the RTD layers that were
fabricated during the micro-manufacturing processes on the slot antennas’ ends.

In the forward listed works, we use InGaAs to designate In0.53Ga0.47As lattice matched to
InP if not explicitly stated otherwise.

Hemispherical lens

The hemispherical or hyper-hemispherical also lenses prevent the reflection of waves from
the bottom side of the InP substrate, as the dielectric constant of the silicon is relatively close
to the dielectric constant of the InP. The silicon is nearly transparent to the THz waves. The
shape of the lens then prevents refraction and total reflection. However, due to the dielectric
constant mismatch of the silicon and the free space, the lens still introduces internal reflection
and hence is not entirely transparent for the THz radiation. The Fresnel law can be used to
compute the transparency of the lens. For the dielectric constant of the silicon, the transparency
is approximately 72 % for the normal direction of the incidence. The hyper-hemispherical lenses
can partially collimate the beam of the out-coupled radiation due to intentional refraction on the
lenses’ surface.

Slot antenna RTD oscillator radiating above the semiconductor substrate

A research group at the Tokyo Institute of Technology (Tokyo Tech) further used and modified
the slot antenna RTD oscillator principle. In their particular design, the hemispherical lens was
not necessary for operations of the oscillators, see [98], because the waves were radiated above
the semiconductor substrate. The RTD materials of the conductive layers and the barrier were
InGaAs/AlInAs, respectively. The barrier thickness of the RTDs was 2.3 nm, the well width
was 5 nm, and the doping level of the emitter was 1× 1017 cm−3. The RTDs had a peak current
density of 1.4 mA/µm2 with a PVCR of 2.67 (-). In the presented topology of the oscillator, a
secondary radiator (another slot antenna) was coupled to the RTD oscillator with the slot. The
secondary radiator was primarily radiating to the free space above the substrate without the
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Figure 2.6: Principal sketch of the RTD oscillators with slot antennas. The oscillator requires the
usage of the hemispherical silicon lens. The sketch on the right-hand side shows the oscillator
on a scale with the lens.

necessity of the silicon lens. The achieved oscillation frequency was 254 GHz. However, the
output power was not measured.

In this work, the shunting of the RTD for the parasitic oscillations was done by an ex-post
fabricated shunting resistor from a conductive material (Bismut) that was in parallel with the slot.
Variants of this type of stabilization are common in the state-of-the-art RTD oscillator. However,
it greatly reduces the oscillators’ wall-plug efficiency, and thus DC decoupling of the shunt is
being used, as will be described in further sections

Tapered slot RTD oscillator

The RTD oscillators with slot antennas were further advanced. In one of the further works,
see [88], the researchers from Tokyo Tech used only one slot as both the antenna and the resonator.
However, they opened one side of the slot by tapering it, which caused the slot to emit radiation
in the horizontal direction along the tapering, similarly as would a Vivaldi antenna radiate. This
allowed to not to use of the silicon lens. See Fig. 2.8 for a sketch of a similar design. The tapered
slot rested on a structured semiconductor substrate. The RTD was made from InGaAs/AlAs,
and the AlAs barriers had a thickness of 1.2 nm. The QW well had a thickness of 4.5 nm. The
doping level of the barriers surrounding layers was 1× 1018 cm−3. The current density of the
RTD was 7 mA/µm2, and the PVCR was 1.9 (-). The output power of 60 µW at the oscillation
frequency of 405 GHz was reported in this work.

The first THz RTD oscillator

An RTD oscillator working at the fundamental harmonic with oscillating frequency over 1 THz,
was constructed by Tokyo Tech, see [99]. The output power was 7 µW. In this case, a simple slot
antenna was used, acting both as the resonator and radiator.
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Figure 2.7: Principal sketch of the RTD oscillator with a directly connected patch antenna. We
do not display here the details of the biasing circuit.

The slot incorporates two electrodes connected through an RTD by an air bridge in the center
of the slot’s longer side. On the far edges of the slot, the electrodes are shorted for the AC
oscillations and decoupled for DC bias voltage by a metal insulator metal (MIM) capacitor.
Due to its simplicity, this topology turned out to be convenient for RTD oscillator development,
although it still requires the silicon lens. For further details about the design, consult [100].

In the work that reached 1 THz, InGaAs/AlAs RTDs were used with a barrier thickness
of 1.2 nm. The RTD well with a thickness of 4.5 nm was made indium-rich In0.7Ga0.3As,
which decreases the peak voltage due to its low band gap. The doping level of the emitter was
3 × 1018 cm−3. The emitter was additionally graded in this work, with three InGaAs layers
differing in the indium content situated in the emitter next to the barrier. The graded emitter
further lowers the peak voltage. This was necessary because RTDs with high peak current
densities, which was, in this case, 24 mA/µm2, might suffer from thermal overheating, and thus,
it is necessary to decrease both their area and the operating bias voltage. The PVCR of the RTD
was 2.2 (-).

Patch antenna RTD oscillator

Another concept of the RTD oscillator developed by Canon was the usage of a patch antenna
as the resonator/radiator, see [82] and the sketch in Fig. 2.7. In this case, an RTD is directly
connected between the patch electrode and a ground plane. The oscillator radiates above the
substrate, releasing us from using the silicon lens. In this work, a triple barrier diode was used.
For the details about the RTD layers, see the reference. The peak of the RTD current density was
2.8 mA/µm2, and its PVCR was 3 (-). The design achieved a maximum oscillation frequency of
517 GHz with an output power of 1 µW.
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Figure 2.8: Principal sketch of an RTD oscillator with a Vivaldi/tapered antenna as the radiator.
The resonator of the RTD is predominantly composed of a slot antenna. The sketch shows the
Vivaldi antenna resting on a silicon membrane. In the tapered slot case, the antenna resides on a
structured semiconductor substrate instead of on a membrane.

Vivaldi antenna RTD oscillator operating at 1.1 THz

RTD oscillator operating on 1.1 THz was thereafter reported by the University of Darmstadt,
where the slot was used as the resonator, and a Vivaldi antenna as the radiator, see [90]. A
silicon membrane was used to support the antenna. The resonator and radiator were coupled by
leakage through the MIM. For a simplified sketch of the design, see 2.8. The oscillator does not
require the use of a silicon lens. The RTD was made of InGaAs/AlAs with a barrier thickness of
1.2 nm. The QW was a composite, where an InAs mini-well with the thickness of 1.2 nm was
sandwiched by two In0.53Ga0.47As layers both with the thickness of 1.2 nm. Such a designed
QW lowers the energy of the ground subband because it has the maximum of the corresponding
wave function in the center of the well, where the InAs layer lowers the potential profile. At the
same time, the first excited state is barely influenced because it has the node at the center of the
QW well. This increases the separation of the ground and the first excited state, which leads to a
decrease in the valley current due to the conduction through the second resonant state. Adjusting
the partial thicknesses of the composite QW adds an additional degree of freedom to the RTD
design. The adjacent layers to the barriers of the used RTD had doping level 1.5× 1018 cm−3.
The RTD had a peak current density of 14 mA/µm2, and the PVCR was 3.5 (-). The oscillator’s
output power at the highest achieved oscillation frequency was 0.1 µW. To lower the contact
resistance of the RTD, a highly doped cap layer facing the top contact was implemented.

Thinning the RTD barriers for higher oscillation frequencies

The magnitude of RTDs’ NDC can be increased by thinning the barriers. Using the simple slot
antenna and thinning the barriers down to 1 nm led to the oscillation frequency of 1.31 THz
with the output power of 10 µW, see [86]. The RTD was composed of InGaAs/AlAs, with
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indium-enriched QW In0.7Ga0.3As having a thickness of 3.9 nm. The emitter was graded in
three steps, with layers containing varying indium content. The peak current density of the RTD
and the PVCR was not stated. However, the current difference between the peak and the valley
was 8.5 mA/µm2.

High-power slot antenna RTD oscillator

High-power RTD oscillators with the output power of 420 µW using an asymmetric slot antenna
oscillating at 548 GHz were reported by Tokyo Tech, see [87]. The same type of RTD as in
the above-described work was used. However, this time the peak current was only 12 mA/µm2

(the exact layer structure is not stated in this work). The high output power was achieved by the
increase of radiation conductance of the slot, which was accomplished by shifting the bridge
closer to one of the MIM capacitors, making the slot asymmetrical. The short side of the slot
acted inductively, which is necessary to fulfill the oscillation conditions (see Chapter 3), while
the prolonged side increased the radiation conductance. The oscillators were combined into
an array of oscillators resulting in the output power of 610 µW at 620 GHz. The DC-to-RF
efficiency of the oscillator, without the shunting resistor, was 1.45 %.

Decrease of the RTD capacitance and increase the high-frequency performance

Increasing the collector spacer thickness of RTDs can decrease the RTD capacitance and thus
reduce the RTD RC time constant. The spacer optimization was performed in [101]. In this work,
the simple slot antenna was used, and InGaAs/AlAs RTDs with a spacer length of 12 nm. The
reduction of the RTD capacitance led to oscillations at the frequency of 1.42 THz with the output
power of 1 µW. The peak current density of the RTD was 19 mA/µm2, and PVCR was 1.9 (-).
The emitter of the RTD was enriched with aluminum in ratios of In0.53Al0.1Ga0.37As, which has
a larger band gap than In0.53Ga0.37As (of ≈ 0.1 eV). This results in a similar effect as the graded
emitter described above, i.e. decreasing the peak voltage, which was, in this case, 0.4 V.

In contrast to the effect described in the previous paragraph, by reducing the collector spacer
thickness of the RTD, one can increase RTD’s high-frequency magnitude of the NDC, see [102]–
[105]. We have dedicated Section 2.4.2 and Chapter 5 for the details about this effect. RTDs
with the reduced collector spacer to 6 nm used in simple slot antenna oscillators were able to
sustain oscillations at a frequency of 1.46 THz with the output power of 0.36 µW, see [84].
Additionally, output powers of ≈ 10 µW in the sub-THz range were achieved by varying the RTD
area. These RTDs were made of InGaAs/AlAs with 0.9 nm thick barriers. The QW was made
from indium rich In0.9Ga0.1As, and had width of 3 nm. The material of the emitter contained
additional aluminum content in the ratios of In0.53Al0.1Ga0.37As. The doping level of both the
emitter and collector was 3× 1018 cm−3. This resulted in the RTD having a peak current density
of 24 mA/µm2 and a PVCR of 1.8 (-). The voltage of the peak current was 0.27 V.
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These results show a counter-intuitive effect for the collector spacer. Prolonging/shortening
the spacer lowers/raises the capacitance but also lowers/raises the high-frequency magnitude
of the NDC. Additionally, prolonging the spacer can lower the time constant of the RTD given
by the electron transit time in the spacer, see [106]. From these results, it seems that the exact
RTD type should be adjusted to the (optimized with) radiator/resonator and the values of the
parasitics.

Slot antenna optimization

Using the RTD with the 12 nm long spacer, the oscillation frequency was increased by slot
antenna optimization. In [107], the slot antenna was shortened to 16 µm (in contrast with the
previous length of 20 µm), which resulted in the oscillation frequency of 1.55 THz with the
output power of 15 µW. The RTD equivalent parameters are not known for this work.

In the next work of Tokyo Tech, see [85], a lossy conductive InGaAs layer underneath the
bridge connecting the RTD was etched out, and the bridge width was increased. This reduced
the loss of the slot, which made the oscillator capable of oscillating at 1.92 THz with the output
power of 0.4 µW. The antenna length was reduced to 12 µm. The same RTD was used as in the
previous work with the optimized RTD capacitance. In this work, the RTD peak current was
50 mA/µm2, and the PVCR was 1.7 (-).

Eventually, a 1.98 THz RTD oscillator was constructed in [30]. The metal forming the slot
antenna was thickened from ≈ 100 nm to 2 µm. The antenna length was further reduced to 9 µm.
The same RTD was used as described above, except that the barriers were thinned to 0.9 nm.
The RTD peak current density was 31 mA/µm2, and the PVCR was 1.81 (-). In this work, the
output power was not reported. However, it was indirectly reported in [19] to have the output
power of 0.1 µW. The reported spectrum of the oscillator’s spectral line shows by its width that
the oscillator was barely oscillating.

On-Chip RTD oscillator

At the University of Glasgow, a high-power on-chip oscillator with the output power of 1 mW at
the oscillation frequency of 260 GHz was constructed, see [33]. The oscillator was not emitting
into the free space, but the generated waves were transmitted along a coplanar waveguide (CPW).
The resonator was composed of a terminated stub of a CPW or a microstrip line, see Fig. 2.9. The
used RTDs were of the InGaAs/AlAs type, with a barrier width of 1.4 nm and with a relatively
low doping level of 2× 1016 cm−3 in 25 nm long layers sandwiching the barriers. These layers
are further contacted by layers with a doping level of 2× 1018 cm−3. The peak current density
was 3 mA/µm2, and the PVCR was 3 (-). The efficiency of the oscillator without the shunting
resistor was 2.5 %.
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Figure 2.9: Top views of the high-power on-chip oscillators’ principal sketches. The sketch on
the left-hand side shows an RTD oscillator with a microstrip line resonator. The sketch on the
right-hand side shows an RTD oscillator with a CPW resonator. The oscillator with the CPW
resonator operates with two symmetrically connected RTDs. The parts of the transmission lines
forming the resonators are terminated by a MIM capacitor representing a short AC signal. The
produced oscillators are, in both cases, guided by CPWs to a detector.

2.3.2 Chip-sized RTD oscillators

For practical applications, the usage of oscillators that require the silicon lens can be problematic
due to their final dimensions. The side length size of monolithic RTD oscillators is without the
silicon lens in a scale of hundreds of µm. However, the silicon lens raises the final dimension to
≈ 5 mm. This also adds to the costs of the RTD oscillators.

Paradoxically, most of the RTD oscillators already contain an antenna, and thus the need for
the use of the silicon lens is just a parasitic property of the slot antenna. Therefore, designing
RTD oscillators that do not require the lens is advantageous.

The above summary already described oscillators with the Vivaldi antenna that radiates
horizontally along the InP substrate and does thus not require the lens. Also, a patch antenna
RTD oscillator was presented that radiates the waves upwards from the substrate. This happens
for the patch because the substrate is covered by a metallic ground plane which decouples it from
the oscillator.

Secondary radiator

An alternative approach to radiate the waves in the upward direction from the substrate is to use
an additional radiator coupled to the slot antenna RTD oscillator. In this case, the slot antenna
act mainly as the resonator, and the secondary antenna as the radiator.

This principle was employed in [107], where the slot was inductively coupled to an above-
laying patch antenna. The patch antenna was lying on a BCB polymer. See the sketch in Fig. 2.10,
where a similar design concept is shown, with a Yagi-Uda antenna instead of the patch. The
oscillator operated at 1 THz with the output power of 15 µW. Three oscillators were used in an
array, which resulted in the output power of 55 µW. However, as the patch antenna is a resonant
antenna, the resonance of the patch antenna and the oscillating frequency of the slot need to be
matched. This requires a very high control of the system parameters, thus making this system
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Figure 2.10: Sketch of the chip-size RTD oscillator with a secondary antenna. The oscillators
use a slot antenna as a resonator and a dipole array (Yagi-Uda) as the secondary radiator, which
radiates the generated oscillations.

difficult to fabricate reliably. The used RTD was InGaAs/AlAs type with the peak current density
of 15 mA/µm2 and with PVCR of 2 (-).

This problem was addressed in [31], where an array of dipole antennas with varying lengths
was used instead of the patch. The various length of the dipoles made the radiator broadband. See
the sketch of the design in Fig. 2.10. This topology is similar to Yagi-Uda antennas. This design
achieved the output power of 21 µW at the oscillation frequency of 1.04 THz. The DC-to-RF
efficiency of the oscillator was 0.4 %. Instead of the BCB polymer, the COC polymer was used
for the dipole array, which was reported to have lower losses. Further employing of this oscillator
into an array of 83 locked oscillators resulted in an output power of 0.73 mW.

Another inquisitive approach was to conduct the waves produced by the oscillating slot
antenna into guided waves trapped in a waveguide made from the InP substrate, see [108]. The
substrate’s front and back sides were metalized, creating the radial waveguide in which the waves
could have propagated. An array of secondary slot antennas subsequently radiated the guided
waves. The slots of this array were fabricated together with the metalization of the front side.
This oscillator generated circularly polarized electromagnetic waves and was used to demonstrate
a communication link with a data transmission speed of 1 Gbps. The oscillation frequency of
this design was 507 GHz, with an output power of 40 µW. The RTD was InGaAs/AlAs type,
with a 0.9 nm barrier. The properties of the RTD were not stated in the report.

Instead of the slot as the resonator, a CPW can be used as was shown in [91]. The radiator
was, in that case, a patch antenna that radiated above the substrate and was coupled to the
resonator by a microstrip line. The achieved oscillation frequency, in this case, was 692 GHz,
and the output power was 9.3 µW. The RTD was InGaAs/AlAs type, with a barrier thickness of
1.2 nm, and the well was a composite sandwich of InGaAs/InAs/InGaAs with partial thicknesses
of 1.1 nm. This design also used DC decoupling of the shunt resistor by a serial capacitance with
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the shunt. This increases the total DC-to-RF efficiency, see [56], however, the RTD is still only
conditional stable, and the bias source needs not support very low-frequency oscillations.

To increase the output power of the oscillators with the secondary antennas, one can replace
the primary slot antenna with a structure that allows one to use a large area of the RTD. Such
a structure can be a two-dimensional rectangular cavity with the RTD situated in the middle,
forming a double-barrel-like geometry. The cavity is theoretically scaleable in the third dimension
together with the RTD area, without much influence on the oscillation frequency. A large RTD
area can increase the output power, as we will show in Chap. 3. Nowadays, this concept is
underneath intensive research promising close to an mW output power of a single oscillator at
1 THz, see e.g. [109]. The antenna then takes various forms of the shape and of the coupling
methods to the resonator, see e.g. [110].

Double-resonant-tunneling-diode patch-antenna

The fabrication of the chip-size RTD oscillators is dramatically simplified if the secondary
radiator can be omitted. The patch antenna RTD oscillators in which the RTD is directly
connected to the patch are examples of such simple devices. This design was described in the
subsection: Patch antenna RTD oscillator, and in Ref. [82]. However, this configuration has a
conceptual problem because the bias circuit and the oscillator are strongly coupled. This results
in parasitic oscillations, which can lead to unpredictable behavior of the oscillator and to the
possibility of misinterpreting the results.

The problem of parasitic oscillation with the biasing line can be solved by including an
additional RTD to the oscillator, thus a Double-RTD oscillator, which mirrors the first RTD. This
induces a symmetry in the structure that allows the bias line to be completely decoupled.

The double-RTD principle was reported in [80], where the oscillators could cover the sub-
THz up to 525 GHz, with output power ranging from 70 to 10 µW, and in [89], where oscillators
operating above 1 THz, were reported. This thesis partially deals with these designs; thus, for
details, see Chapter 4.

Building on this principle, Canon optimized such oscillator, see [32], by impedance matching
of the patch antenna to the RTD. The impedance matching was done by shifting the double-RTD
pair from the edges of the patch closer to its center, which is a very similar concept that was
shown in [87]. The oscillation frequency of the oscillator was 450 GHz, and the output was
320 µW. An exceptional result was achieved, using the Double-RTD principle, when 36 devices
were used in a locked array of oscillators. The output power of the array was over 10 mW. The
RTD used in this work is poorly documented, and thus the work might be hard to reproduce by
the scientific community. This work also used the AC decoupling of the shunt resistor, which
increased its wall-plug efficiency.
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Traveling-wave oscillator

Recently, an RTD oscillator working in Laser like mode was predicted in [111], [112] and
experimentally observed in [113]. In this configuration, the RTD is in the form of a long
microstrip line that is on one side terminated by an open circuit and on the other side coupled to
an antenna. The RTD stripe, together with its terminators, behaves as a resonator, and due to the
gain of the RTD, the system can oscillate. Various types of antennas can be connected to the
traveling-wave oscillator, and thus it allows to build of chip-size oscillators. A possible benefit
of this configuration can, for example, be a high tunable frequency range of the oscillators.

2.3.3 Design considerations for the RTD oscillators

From the above-listed brief history of the RTD oscillators, we can conclude for the RTDs the
followings:

• For the RTDs, the InGaAs and AlAs are well-established materials.

• To achieve high frequencies, one needs to:

– Increase the ratio ∆I/∆U , i.e., the magnitude of the NDC, which can be done
by thinning the barriers, optimizing the emitter’s doping level, and optimizing the
composition of the well and its thickness.

– Lower the parasitic time constants of the RTD. This can be done by thinning the
barrier (increasing the magnitude of the NDC) and increasing/decrease of the collector
spacer, which lowers the capacitance/increases the high-frequency NDC (see the
discussion about this effect above in the corresponding subsection). Moreover, by
increasing the quality of the RTD contacts, i.e., lowering the contact resistance.

• To achieve high output power, one needs:

– Increase ∆U , ∆I , and reduce the thermal heating of the RTD by lowering the peak
voltage. The thermal stability of RTDs can also be improved by an introduction of a
material with a higher thermal conductivity than the InGaAs has, close to the actual
RTD layers, see [114].

– Decrease the time constants (as discussed in the point dealing with high-frequencies)
if high powers at high frequencies are required.

• For the high efficiency of the oscillators, the peak voltage needs to be reduced, which is
influenced by the emitter and the well design.

For the resonators/radiators, we can conclude that:

• High oscillation frequencies can be achieved with the slot antennas.
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Ref. [93]∗ [68] [94] [95] [92] [97]
Year 1984 1985 1988 1989 1991 1997
Freq. (GHz) 8.2 0.08 200 420 712 650
Power (µW) 5 20 20 0.2 0.3 -
Cond. Mat. GaAs GaAs GaAs GaAs InAs InGaAs
Barr. T. (nm) 5 5 1.7 1.1 1.5 1.4
Well W. (nm) 5 5 4.5 4.5 6.4 4.1
Barr. Mat. Al.3Ga.7As Al.3Ga.7As AlAs AlAs AlSb AlAs
Well Mat. GaAs GaAs GaAs GaAs InAs InGaAs
Dop. (1018 cm−3) 1 0.05 0.2 2 5 1
Emi. Spac. (nm) - - - - - 5
Col. Spac. (nm) - - - - - 35
jp (mA/µm2) 0.06 0.016 0.4 1.5 2.8 5
PVCR (-) 2.8 1.5 3.5 1.5 3.4 1.7
∆U (V) 0.1 0.05 0.7 0.3 0.3 -
∆I (mA/µm2) 0.039 0.005 0.286 0.500 1.976 2.059
Peak U (V) 0.31 0.6 0.75 0.6 1.5 0.95
Type Coax. Coax. WG cavi. WG cavi. WG cavi. Slot
Emitter - - - GD - -
Remark - - - - - FS, SL, A
DC-RF Eff. (%) 2.4 - - 0.001 0.005 -
Inst. Lin. Lab. Lin. Lab. Lin. Lab. Lin. Lab. Lin. Lab. Uni. Cal.

Ref. [98] [88] [99] [82] [90] [87]
Year 2004 2009 2010 2010 2011 2012
Freq. (THz) 0.25 0.4 1.04 517 1.1 0.55
Power (µW) - 60 7 1 0.1 420
Cond. Mat. InGaAs InGaAs InGaAs InGaAs InGaAs InGaAs
Barr. T. (nm) 2.3 1.2 1.2 1.3/2.6 1.2 1.2
Well W. (nm) 5 4.5 4.5 7.6/5.6 3×1.2 4.5
Barr. Mat. AlInAs AlAs AlAs AlAs+InAlAs AlAs AlAs
Well Mat. InGaAs InGaAs In.7Ga.3As InGaAs InGaAs/InAs In.7Ga.3As
Dop. (1018 cm−3) 0.1 1 3 2 1.5 3
Emi. Spac. (nm) 2.6 5 - 5 1 -
Col. Spac. (nm) 2.6 5 25 5 1 25
jp (mA/µm2) 1.4 7 24 2.8 14 12
PVCR (-) 2.7 1.9 2.2 3 3.5 2
∆U (V) 0.4 0.26 0.35 0.3 0.5 0.26
∆I (mA/µm2) 0.88 3.68 13.09 1.87 10 6
Peak U (V) 0.7 - 0.8 0.65 0.65 -
Type Slot+Slot Slot + Vival. Slot Patch Slot + Vival. Asym. Slot
Emitter - - In-Graded - - In-Graded
Remark FS FS, Cap FS, SL, Cap FS FS FS, SL
DC-RF Eff. (%) - - 0.1 0.02 0.004 1.45
Inst. Tok. Tech Tok. Tech Tok. Tech Canon Uni. Darm. Tok. Tech

Table 2.1: The first part of the RTD oscillators summary. Used abbreviations: ∗ marks a not room
temperature device, GD marks a graded doping in the emitter, FS marks an oscillator emitting
into the free space, Cap marks an optimized layer for lowering of the contact resistance, SL
marks the necessity of the silicon lens, and InGaAs corresponds to the lattice matched layers to
the InP.
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Ref. [86] [101] [84] [85] [107] [83]
Year 2012 2014 2014 2014 2015 2016
Freq. (THz) 1.31 1.42 1.46 1.55 1 1.92
Power (µW) 10 1 0.36 0.4 15 0.4
Cond. Mat. InGaAs InGaAs InGaAs InGaAs InGaAs InGaAs
Barr. T. (nm) 1 1 0.9 1 - 1
Well W. (nm) 3.9 3 3 3 - 2.5
Barr. Mat. AlAs AlAs AlAs AlAs AlAs AlAs
Well Mat. In.8Ga.2As In.9Ga.1As In.9Ga.1As In.9Ga.1As - In.9Ga.1As
Dop. (1018 cm−3) 3 3 3 3 - 3
Emi. Spac. (nm) 2 2 2 2 - 2
Col. Spac. (nm) 25 12 6 12 - 12
jp (mA/µm2) - 19 24 - 35 50
PVCR (-) - 1.9 1.8 - 2 1.7
∆U (V) 0.23 0.35 0.28 - - 0.4
∆I (mA/µm2) 8.5 9 10.7 - 17.5 20.6
Peak U (V) - 0.4 0.12 - - 0.4
Type Slot Slot Slot Slot Slot+Patch Slot
Emitter In-Graded 10% Al 10% Al 10% Al - 18% Al
Remark FS, SL, Cap FS, SL, Cap FS, SL FS, SL, Cap FS FS, SL, Cap
DC-RF Eff. (%) - 0.06 0.05 - - 0.03
Inst. Tok. Tech Tok. Tech Tok. Tech Tok. Tech Tok. Tech Tok. Tech

Ref. [30] [31] [33] [91] [89] [32]
Year 2017 2019 2019 2021 2022 2022
Freq. (THz) 1.98 1.04 0.26 0.69 1.09 0.45
Power (µW) - 21 1000 9.3 9 320
Cond. Mat. InGaAs InGaAs InGaAs InGaAs InGaAs InGaAs
Barr. T. (nm) 0.9 1 1.4 1.2 1 -
Well W. (nm) 2.5 2.5 4.5 3×1 3×1.1 -
Barr. Mat. AlAs AlAs AlAs AlAs AlAs InAlAs
Well Mat. In.9Ga.1As In.9Ga.1As InGaAs InGaAs/InAs InGaAs/InAs -
Dop. (1018 cm−3) 3 3 0.0225 nm/2 - 3 -
Emi. Spac. (nm) 2 2 1.5+25 1 1.2 -
Col. Spac. (nm) 12 12 1.5+25 1 12 -
jp (mA/µm2) 31 30 3 6.6 23.6 -
PVCR (-) 1.81 2 3 1.3 3.7 2.5
∆U (V) 0.51 0.35 0.7 0.3 0.33 0.55
∆I (mA/µm2) 13.9 15 2 1.5 17.2 14
Peak U (V) - 0.5 1 0.65 0.5 0.55
Type Slot Slot+Yagi-Uda CPW/MS CPW+Patch Patch Patch
Emitter 18% Al 18% Al - - 10% Al -
Remark FS, SL, Cap FS, Cap On-Chip, GD FS, NS FS, 2-RTD, Cap FS, 2-RTD, NS
DC-RF Eff. (%) - 0.4 2.5 0.27 0.25 1
Inst. Tok. Tech Tok. Tech Uni. Glas. NNFC TU Wien Canon

Table 2.2: The second part of the RTD oscillators summary. Used abbreviations: GD marks
graded doping in the emitter, FS marks an oscillator emitting into the free space, Cap marks an
optimized layer for lowering of the contact resistance, SL marks the necessity of the silicon lens,
InGaAs corresponds to the lattice matched layers to the InP, NS marks the DC decoupling of the
shunt resistor, CPW marks the coplanar waveguide, MS marks the microstrip line, and 2-RTD
marks use of two RTDs in one oscillator.
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• For high-frequency oscillators, one needs to decrease the losses of the resonator/radiator.

• For high-power and high-efficiency single oscillators, one needs:

– Add an additional degree of freedom for the control of the resonator/radiator parame-
ters for the impedance matching.

– Increase the radiation conductance of the radiator, for details see Chapter 3. This is
ordinarily accomplished by an increase in the radiator’s electrical dimensions.

– Lower the parasitic losses of the resonator/radiator.

• High power of the devices can then be increased by employing multiple oscillators in a
locked array.

2.4 Frequency limitation of RTD oscillators

In this section, we investigate the fundamental mechanism limiting the highest oscillation
frequency of RTD oscillators. We can distinguish three different contributions to the frequency
limitation:

• Influence of the contact’s parasitics

• RTD dynamics

• Resonator losses and dispersion

Due to the nature of the RTD oscillators, these effects are coupled, and therefore separate
investigating of the contributions gives prediction only for the cases where the given parameter
dominates. All of these contributions are application-specific and depend on the oscillator’s
parameters, such as the used RTD, resonator, and materials. However, similarly to transistor
oscillators, we can determine the maximum frequency of an RTD, on which it cannot satisfy the
oscillation conditions (derived in the next chapter) anymore, thus leaving the resonator type out
of the discussion.

For further discussions about the resonator influence in the high-frequency oscillators, see,
e.g., [30], [115], [116].

2.4.1 Contact parasitics

The RTD is connected to the oscillator’s circuit through semiconductor-metal contacts. Fig-
ure (2.11) schematically shows a cross-section of the physical layers of contacted RTD in a
standard topology and the corresponding small-signal equivalent circuit. The inner RTD lay-
ers are connected to the circuit through semiconductor layers, which are then contacted with
deposited metallic layers. The semiconductor-metal interface induces contact resistance. In
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Figure 2.11: Cross-section of the physical RTD connection to the circuit and the corresponding
small-signal equivalent circuit.

the depicted schematic, the contact resistance of the top contact is denoted as Rc. Because
the current is homogeneous along the top contact, the contact resistance of the top contact is
inversely proportional to the contact area. A charge accumulation can be induced on the contacts’
interfaces. This results in contact capacitance Cc that is in parallel with the contact resistance
and is also proportional to the contact area.

The current that flows through the top contact and the RTD then spreads underneath the RTD
in the n++ layer (heavily doped semiconductor) and to the metallic bottom contact. In this case,
the current does not flow homogeneously through the bottom contact, and thus the dependence of
the bottom equivalent contact resistance on the RTD area is more complex than at the top contact
case. The resistance due to the spread of the current and the distributed bottom contact resistance
is represented in the equivalent circuit by Rspread. The contact capacitance of the bottom contact
is also present. However, for the simplicity of the circuit, it was omitted from the schematic. If
needed, we can transform the resistance Rspread to an impedance and include the capacitance
as such. Physically, there also exists a parasitic inductance for the current paths. However, this
inductance ordinary has a negligible effect due to the sub-micrometer scale of the RTD and its
contacts, see [100].

The contact parasitics are connected in the oscillator in series between the RTD and the
resonator. As is typical in electrical circuits, an RC time constant originating from the contact
parasitics is considered to limit the frequency operational region. To determine the maximal
operation frequency of an RTD, we replace it with the equivalent small-signal equivalent circuit,
which is a parallel connection of the RTD capacitance CRTD and conductance GRTD, see [71],
[100].

Simplified parasitics

At first, we simplify the problem and neglect the spreading resistance and investigate the
maximum oscillation frequency. We return to the effect of the spreading resistance further in the
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section. For this case, at the outer port RTD, we can write the input small signal admittance as:

Y = A
1

Rc

1+jωCcRc
+ 1

G+jωC

, (2.1)

where A is the active area of the RTD. We search for the frequency at which the real part of
the admittance is zero, as this marks the frequency where the system shows no NDC for the
resonator. For this case, we can write:

ω2
0 = −GRTD

1 +RcGRTD

GRTDC2
cR

2
c +RcC2

RTD

. (2.2)

Let us assume an RTD with the conductance of −50 mS/µm2 and the capacitance of 12 fF/µm2,
and the contact parasitics with the resistance value of 2 Ωµm2 and the capacitance value of
20 fF/µm2. In that case, the maximum frequency is approximately 2.3 THz. Although this is a
crude approximation, it is quite close to the highest achieved oscillation frequency of the RTD
oscillators of 1.98 THz , see [30], which was achieved with an RTD with similar parameters.

Often in RTD oscillators a condition RcGRTD ≪ 1 is satisfied (because typically Rc ≈ 1

to 10 Ωµm2 and GRTD ≈ −1 to −100 mS/µm2s), and C2
RTD/C

2
c ≈ 1 and thus we can write a

simplified formula:

ω2
0 ≈ − GRTD

RcC2
RTD

, (2.3)

which gives, for our example RTD the maximum frequency of 2.1 THz. This formula clearly
shows the influence of the RTD parasitics, CRTD and Rc, on the maximum frequency. The RTD
RC time constant due to the parasitics is, in the simplified case, equal to the geometrical mean of
the partial RC time constants; RcCRTD and −CRTD

GRTD
.

Typical values of the contact parasitics

In the above analysis, we have used specific values for the parasitic elements. The value of
the contact resistance is for the real devices difficult to estimate as this depends on the quality
of the metal-semiconductor interface, which also depends on the processing steps. Therefore,
one ordinary has to rely on measured values. It seems that the best results are achieved for the
InGaAs RTDs if the strained cap layer for the top contact is used. The strained cap is enriched of
Indium, see [117]. Typically the composition for the enriching is In0.7Ga0.3As. If the contacts
are then stripped from oxides before the metal deposition, and Ti/Pd/Au metallic layers are
deposited, then the contact resistance can be as low as 2-3 Ωµm2, see, e.g., [80], [118].

The estimation of the contact capacitance can be performed as outlined in [73] (Sections
(2-9) and (2-10)), which is based on the Schottky barrier height. However, due to the Fermi
level pinning (from the interface states), the barrier height needs to be also determined from a
measurement in this material system, see e.g. [119], [120]. Estimation for the doping level of
5× 1019 cm−3 and In0.7Ga0.3As (barrier height ≈ 100 meV) gives the contact capacitance in the
range of 18-25 fFµm2, which lines up with values obtainable from the literature, see [71], [121].
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Figure 2.12: Equivalent circuit for describing the spreading resistance for an axially symmetric
RTD.

Spreading resistance

Next, we address the estimation of the spreading resistance and its effect. This contribution
arises from the currents spreading through the underlying semiconductor conducting layer and
spilling over a portion of the bottom electrode.

For axially symmetric RTDs (cylindrical geometry of the mesa, usually used), we can derive
an expression for the spreading resistance from the transmission line theory, see [122]–[124].
The transmission line method is only applicable if the transfer length, which is the effective
length of the contract (the length over which the current is being absorbed to the contact), is
much larger than the thickness of the conductive layer because then one can assume uniform
current distribution in the semiconductor layer. In RTDs, the spreading depth is generally limited
by the depth of the doped layer underneath the RTD layers, which is usually in the range of 0.5-1
µm.

For the equivalent circuit describing the spreading resistance, see Fig. 2.12. Here r is the
radial coordinate, I is the current flowing through the RTD, rm is the mesa radius, Rsh is the
sheet resistance of the conductive layer beneath the mesa, rg is the radius to the outer bottom
contact, and ρc is the contact resistance of the bottom contact. We assume a uniform distribution
of the current in the RTD mesa, represented by the current sources in the mesa part.

For the equivalent circuit of the spreading resistance, we can write the following differential
equation:

d2U(r)

dr2
+

1

r

dU(r)

dr
+

Rsh

2πr
I ′p(r) = 0, (2.4)

where I ′p is the current flowing in the parallel branches of the circuit to the channel, for which
we can write:

I ′p(r) =


I0

2πr
πr2m

, if r ≤ rm

0, if rm < r ≤ rg

−U(r) ρc
2πr

, if r > rg.

(2.5)

From the solution of the differential equation, we obtain the following solutions for the three
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regions: 
Rspread,1 =

Rsh

4π
, if r ≤ rm,

Rspread,2 =
Rsh

2π
ln rg

rm
, if rm < r ≤ rg

Rspread,3 =
�

ρc,b
Rsh

Rsh

2πrg

K0

��
Rsh
ρc,b

rg

�
K1

��
Rsh
ρc,b

rg

� , if r > rg.

(2.6)

where K0 and K1 are the zeroth and first-order modified Bessel kind of the second kind, respec-
tively. The spreading resistance is then:

Rspread = Rspread,1 +Rspread,2 +Rspread,3. (2.7)

The mesa column itself has a resistance that we still need to include in our assessment. This
resistance is equal to the following:

Rmesa = Rsht
h

πr2m
, (2.8)

where t is the thickness of the n++ channel, and h is the height of the mesa.
The dependencies of the contributions of the contact parasitics for cylindrical rotation

symmetrical geometry on the mesa area are shown in Fig. 2.13. The figure shows plots for the
resistances of the top contact, spreading resistance, mesa resistance, and total parasitic resistance
for the following parameters of the model: ρc,t = 2 Ωµm2, ρc,b = 10 Ωµm2, Rsh = 4.4 Ω,
h = 0.15 µm, and t = 0.45 µm, which are realistic parameters of the state-of-the-art RTDs
used in RTD oscillators. The pole of the impedance function of the bottom contact resistance
and contact capacitance (assuming 20fFµm2) is at ≈ 0.8 THz, and thus we can assume that
this contact is for the high-frequencies (HF) (around 2 THz) shorted, making Rspread,3 = 0. In
Fig. 2.13, we show the DC and HF cases for the bottom contact. The pole of the impedance
function of the top contact is for the example parameters at ≈ 4 THz, and thus we neglect the
influence of the contact capacitance of the top contact.

From Fig. 2.13, we can see that the spreading resistance has minimal effect for the small RTD
areas. The high-frequency RTD oscillators have RTD areas in the range of 0.2 to 0.5 µm2. For
these areas, the resistance of the top contact dominates, and thus our estimation of the maximum
frequency from the top contact’s influence was relatively precise. The spread resistance influence
dominates for large RTD areas.

2.4.2 Frequency dependence of the RTD conductance

The circuit parameters of the RTDs differ at DC and high frequencies. Generally, the magnitude
of the NDC decreases with increasing frequency. Two known effects play a role in the high-
frequency response:

• Relaxation time of the electrons in the QW

• Transport time of the electrons in the depletion layer
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Figure 2.13: Comparison of the contributions of the parasitic resistances. The DC case corre-
sponds to the case where the bottom contact resistance is in effect, and the HF case corresponds
to the shorted bottom contact resistance by the contact capacitance.

RTD Relaxation time

For details about the description of the following effect, see [71], [102]–[104], [125]. Here we
deal mainly only with an intuitive understanding of the effect.

In the sequential tunneling picture of the RTD, see [126], it is assumed that the electrons
transport through the RTD by, at first, their tunneling to the QW, where their phase is broken,
and thus they are localized there, and by their following tunneling out of the QW. During this
process, the electrons dwell in the QW for a certain time before tunneling out. Predictions from
the sequential tunneling picture are the same predictions as the predictions from the coherent
tunneling picture, see [70]. We will speak here only about electron transport through the ground
subband. As the electrons tunnel in and out of the QW, a certain average number of electrons
occupy the QW. The number of electrons dwelling in the QW depends in the stationary case on
the applied bias voltage. If the bias voltage is rapidly perturbed to a new bias, then the number
of electrons in the QW is not equal to the stationary number of electrons corresponding to the
new bias. It takes a certain time before the QW relaxes into the new steady state. This time for
small perturbation of the bias is the dwell time which is given as:

τdwell =
1

νe + νc
, (2.9)

where νe and νc are the tunnel rates of the electrons from the QW to the emitter and collector,
respectively. The tunnel rates depend on the barrier thickness, QW width, and the position of the
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QW ground state in the band diagram relative to the contacts (emitter/collector).
However, because the electrons carry the electric charge, there are Columb interactions

between the electrons in the QW. Adding a new electron to the already charged QW increases
the energy necessary to add another one. Therefore, with the increasing electron density in the
QW, while keeping the bias constant, the QW shifts towards higher potentials. In the DC case,
the current density flowing through the RTD is proportional to the electron density in the QW,
which means that the electron density is maximal at the peak current. This effect influences
the idealized I-V curves of RTDs we have described in the section about the principle of RTDs,
such that the voltage of the peak current is shifted towards larger voltages, while the voltage of
the valley current is almost not influenced. This shift of the current peak voltage amplifies the
magnitude of NDC (the NDC region becomes steeper).

If we consider the Columb interactions for the perturbation of the bias voltage, the relaxation
time for the QW now can be longer or shorter than the dwell time. The relaxation time is then
given as follows:

1

τrel
≈ 1

τdwell
+ β

�
νe − Ne −N2D

ρ2D
ν ′
e (Vwe) +

N2D

ρ2D
ν ′
c (Vwc)

�
, (2.10)

where β = e2ρ2D/C, in which C is the QW capacitance, ρ2D is the density of states of the
electrons in the QW, Ne is the electron injection concentration for the ground subband from
the emitter, ν ′

e (Vwe) and ν ′
c (Vwc) are the first derivations of the tunnel rates, for the emitter and

collector respectively, with the change of the corresponding well-emitter Vwe and well-collector
Vwc energy variations, see [102].

If the RTD is biased in the NDC region νe gets small, ν ′
e (Vwe) > 0, and for small petrurbations

of the bias inequality Ne > N2D is always valid. Than τrel is longer than τdwell. The effect is
reversed for the positive differential conductance region, and τrel is shorter than τdwell.

If periodic variations of the bias take less time than is τrel, the charge density in the QW
cannot keep up with the changes, and for very fast variations, the charge density limits to a
constant. Although the charge in the QW is nearly constant for the very fast periodic variations
of the bias, the current through the RTD still changes. However, the constant charge density
disables the effect on the I-V that the Columb interactions have, and thus the amplification of the
NDC is not active. We can conclude that the magnitude of NDC decreases with the frequency
and converges to a certain high-frequency value.

The external RTD current is proportional to a weighted average of the QW-emitter and
collector-QW currents. The weight for the QW-emitter current is d/(d + l), where d is the
equivalent length of the emitter, and l is the equivalent length of the collector. The weight for
the collector-QW current is l/(d+ l). The equivalent lengths contain half the width of the well,
the corresponding barrier thickness, and the corresponding space charge regions, composed of
the screening length for the emitter and the depletion layer for the collector. These weighting
coefficients originate from the current continuity equations for the emitter, collector, and QW.
For the periodic bias variations, the partial current densities are not equal. The collector current
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Figure 2.14: Small-signal equivalent circuit of an RTD resulting from the Columb interaction
dynamics. The circuit consists of two resistors, inductance, and capacitance, thus we call the
circuit RLRC.

depends on the QW’s static charge density and the barrier’s transparency. The emitter current,
except for those, also depends on the available number of electrons in the emitter fulfilling the
resonant condition of the QW. In the NDC region, the collector current has a PDC character
for the very fast periodic bias variation because of the change in the transparency of the barrier.
The emitter current has an NDC character because of the change in the number of electrons
available for the tunneling. Therefore, the RTD can still show NDC at high frequencies if the
ratios d/(d + l) and l/(d + l) do not lower the magnitude of the NDC contribution from the
emitter current below the PDC contribution of collector current.

It can be shown that the frequency dependence of the RTD admittance is:

yRTD = jωcec + g∞RTD +
g0RTD − g∞RTD

1 + jωτrel
, (2.11)

where cec is the emitter-collector capacitance, g0RTD is the DC conductance, and g∞RTD is the HF
conductance that we have described above. The above-listed RTD parameters are in the units per
unit area. This dependence can be represented by the RLRC equivalent shown in Fig. 2.14.

Let us apply the above-presented model to an example RTD, with 1.0 nm barriers, that was
experimentally studied in [89]. The frequency dependence plots of conductance (real part of
admittance of the RLRC model) and the capacitance (imaginary part of admittance of the RLRC
model scaled by the 1/ω) at the point of the largest NDC of the RTD are shown in Fig. 2.15. From
the plots, we can observe the drop in the conductance magnitude with frequency. Together with
the conductance, the capacitance also lowers. The figure also graphically shows the influence of
τrel, which was, in this case, ≈ 97 fs and corresponded to the roll-off frequency of ≈ 1.65 THz.
We have used the here presented method to estimate the parameters for the RTD for which we
have performed maximum frequency analysis due to the contact resistance in Section 2.4.1.

The above-presented principle is valid only if the bias voltage perturbation is small. Chapter 5
of this thesis, and references [105], [127], are then dedicated to the description of this effect for
the large bias perturbations.
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Figure 2.15: Frequency dependence of the conductance and the capacitance of an RTD, with
1.0 nm barriers, that was experimentally studied in [89].

Electron transport time

Except for the QW relaxation time, the electron transport time in the carrier-free region of the
collector limits the RTD performance. The carrier-free region consists of the spacer and the
depletion region of the collector and has the length of ddep. The electrons injected from the QW
into this region must travel through it to the electron reservoir in the collector, which takes a
certain time. Typically these electrons are quickly accelerated to the saturation velocity due
to the strong electric field. The maximum velocity arises from the interaction of the traveling
electron with the semiconductor lattice by the coupling to acoustic and optical phonons, see [43].
Thus it takes time τdep = ddep/vsat for the electrons to reach the collector. For the In0.53Ga0.47As
alloy the saturation velocity is 3× 105 m/s, see [100].

From the Shockley-Ramo theorem, see [128], [129], the external RTD current is constituted
from the average of the traveling current. It can be shown that RTD shows no gain if the depletion
layer causes π phase difference between the driving voltage and the current reaching the collector,
see [121].

Then, the maximum achievable frequency due to the electron transport time is:

fmax,transport =
1

2τdep
. (2.12)

For an RTD with a spacer length of 12 nm, the depletion transport time is τdep = 40 fs, and
the corresponding maximum frequency is fmax,transport = 12.5 THz. This maximum frequency
is much higher than the maximum frequency caused by the RTD parasitics (contact resistance
and the RTD capacitance), which was ≈ 2.3 THz, and the roll-off frequency (corresponding to
the relaxation time), which was, for the example RTD ≈ 1.65 THz. Considering the effect of the
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electron transport time on the RTD conductance solely, then at 2 THz, the gain drops only to
≈ 96 % when compared to the DC conductance. Thus the electron transport time in the collector
is not the dominant effect lowering the performance of RTDs with short spacers.
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Chapter 3

Analysis of RTD oscillators

This chapter consists of two parts. The first part describes the well-known analysis of autonomous
nonlinear circuits that we have reduced and translated for the RTD oscillators. We offer methods
for designing RTD oscillators that are easy to take over. The second part contains original
scientific contributions, that were published in a peer-reviewed journal, see [130]. In this part,
we establish the fundamental power limitation of the RTD oscillators, which marks the upper
bound in the output power. We show that the maximum power does not depend on the peak
current density of the RTD but rather on the voltage separation of the peak and the valley current
and the value of the output conductance (e.g., for antennas, the radiation conductance). The
RTDs’ peak-to-valley current difference and capacitance determine how close we can approach
the upper bound.

More specifically, the first part of this chapter describes the small-signal and large-signal
analysis of RTD oscillators. We start with the small signal analysis of the oscillator, where
we introduce a small signal equivalent circuit and the oscillation conditions, which gives us a
tool for whether the oscillator can oscillate and on which frequency. Using the small-signal
approximation, we describe the mechanism of the start of the oscillations. Next, we show
the connection between the small signal and the large-signal analysis. Further, we present the
large-signal analysis of the oscillators in the quasistatic regime, which allows us to determine the
output power of the RTD oscillators. Next, we describe the large-signal effects of oscillations on
the RTDs’ I-V curves. The methodology developed in this chapter is not exclusive to RTDs and
can be used in analyzing all oscillators using an active part with the NDC.
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L C

IRTDIres

GL AgRTD AcRTDU
YRTDYres

Figure 3.1: Linear equivalent circuit of an oscillator with NDC element with its parasitic
capacitance considered. The RTD capacitance and conductance are being scaled with the active
area A.

3.1 Small-signal analysis of an oscillator with NDC

In this section, we assume that all the devices and parts used for the description behave linearly,
which means that for every component, the magnitude of the response is directly proportional to
the magnitude of the excitation and the superposition principle applies. The small-signal analysis
is used to determine whether the system can oscillate and the frequency of the oscillation.

Because of the linearity, we can perform the analysis in the domain of the Fourier images,
i.e., with admittances/impedances of the elements. For the equivalent circuit of the resonator,
we use a parallel resonant circuit formed of inductance L, capacitance C, and conductance
Gloss. The conductance Gloss represents the resonator’s losses. The RTD in its simplest form
can be approximated as a parallel combination of its differential conductance gRTD per unit area
and the equivalent differential capacitance cRTD per unit area, which comes from the intuitive
geometrical topology of RTDs. In the previous chapter, we introduced the RLRC model for the
RTD, which we can transform into the parallel connection of gRTD and cRTD, and take these
values to be frequency dependent fitting the admittance of the RLRC model. The equivalent
parameters of the RTD are then scaled with the actual active area of the RTD A. In the previous
chapter, we described the effect of the contact parasitics that limited the performance of the
oscillators. For the small-signal analysis, we can simplify the circuit and include these in the
admittance of the resonator.

Figure 3.1 shows the equivalent circuit of the RTD oscillator. Yres is defined as:

Yres = GL + jωC +
1

jωL
, (3.1)

where ω is the angular frequency. YRTD is defined as:

YRTD = A (gRTD + jωcRTD) . (3.2)

We use the slightly more abstract mathematical language of eigenvalues to describe the
circuit, as we can then easily generalize the analysis for oscillators with multiple RTDs. For the
current flowing into the resonator, we can write:

Ires = YresU , (3.3)
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3.1. Small-signal analysis of an oscillator with NDC

and for the current flowing into the RTD:

IRTD = YRTDU . (3.4)

Then, if we connect the circuits as shown in Fig. 3.1, where from the definition of the directions
of the currents IRTD = −Ires, we can write:

0 = (Yres + YRTD)U . (3.5)

This equation is an eigenvalue equation. To avoid a trivial solution of U = 0 (resulting in no
oscillations), the determinant of this equation needs to be zero. In our case, the linear system is
one-dimensional, and thus the eigenvalue is simply:

0 = Yres + YRTD . (3.6)

Equation (3.6) is the oscillation condition. If we substitute in the oscillation condition the
admittances for the resonator and the RTD and split the equation for the real and imaginary parts,
we can write:

0 = Gloss + AgRTD , (3.7)

0 = ωC − 1

ωL
+ ωAcRTD , (3.8)

From Eq. (3.8) we can write for the frequency:

f =
1

2π
�

L (C + AcRTD)
. (3.9)

Equations (3.7) and (3.9) tell us that the losses of the resonator need to be compensated by
the gain (negative losses, the NDC) of the RTD and that the oscillation frequency is equal to the
resonant frequency of the combinations of the reactive parts of the resonator and the RTD by the
Thompson formula. Although these equations give us an intuitive description of the system in
practice, one typically uses Eq. (3.6) (split into its real and imaginary parts) because the values
of the admittances are usually known only numerically, and are frequency dependent.

With Eq. (3.6), our small-signal analysis can end. However, it is worth a while to understand
the processes of how the oscillations start. This discussion also should explain why we sometimes
discuss the NDC as a gain. We consider the simplest circuit possible, in which we combine
the capacitances and conductances of the RTD and the resonator into new parts Cc and Gc,
respectively, in whose the RTD contributions are already scaled by the active area. This results
in an equivalent circuit shown in Fig. 3.2. Then we can write for the common node:

iGc + iCc − iL = 0 , (3.10)

which, if differentiated with respect to time, corresponds to the following homogeneous differen-
tial equation:

d2

dt2
u(t) +

Gc

Cc

d

dt
u(t) +

1

LCc

u(t) = 0 . (3.11)
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Figure 3.2: Simplified linear equivalent circuit of an RTD oscillator.

In the time domain, the general solution of this differential equation is:

u(t) = exp

�
− ω0

2Q
t

�
(U1 cos (ω1t) + U2 sin (ω1t)) , (3.12)

where ω1 = ω0

�
1− 1

4Q2 which is the oscillation frequency, ω0 = 1√
LCc

which is the eigen

frequency of the system, and Q = 1
Gc

�
Cc

L
which is the quality factor of the system. If we than

arbitrary specify initial conditions, e.g. as u(0) = 0 and iL(0) = I0, then we can write:

u(t) =
I0

ω1Cc

exp

�
− ω0

2Q
t

�
sin (ω1t) . (3.13)

Then, if Gc < 0, then Q < 0, and we get sinusoidal oscillations with the frequency of ω1 whose
amplitude is exponentially raising with time. The magnitude of the amplification is indirectly
proportional to the circuit Q-factor. In the linear analysis, the amplitude is not limited and rises
to infinity. We address the problem of the amplitude limitation in the large-signal analysis. The
circuit amplifies its own response due to the negative value of Gc. Therefore, we can call the
negative value of Gc the gain. In this thesis, we used the terms gain and negative conductance
equivalently, as the context will require.

Note that the oscillation frequency ω1 can also be purely imaginary for small values of
|Q|. For these cases, u(t) does not have oscillatory character anymore but only exponentially
raises/drops (based on the sign of Gc).

Alternatively, we can write a set of two equations for the above-mentioned equivalent circuit
as:

du

dt
=

1

C
(iL − iGc) =

1

C
(iL −Gcu) , (3.14)

diL
dt

= − 1

L
u . (3.15)

We can visualize the solution of this set in a phase diagram of the state variables u and i, where
we evaluate for them the time derivatives. An example of the oscillator’s phase space is shown in
Fig. 3.3. The figure also shows the negative differential resistance and an example trajectory of
the rising oscillations. The adjected plots then show the rise of the current and of the voltage.
For this specific example, we have chosen artificial parameters of an oscillator, where C = 1 fF,
L = 0.1 pH, and Gc = −0.5 mS. The initial conditions were iL = 1 µA and u = 0 V.
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Figure 3.3: Phase space of the oscillator with parameters C = 1 fF, L = 0.1 pH, and Gc =
−0.5 mS. The straight blue line corresponds to the NDC, and the red spiral represents a dynamic
raise u and iL. The initial conditions were il = 1 µA and u = 0 V. The adjacent plots then show
the trajectory in the time domain for the corresponding quantity.
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We have assumed the initial disturbance, which resulted in the initial conditions. How did it
happen that there was stored energy (current flowing through it) in the inductor and no energy
stored in the capacitor (voltage on it) in the beginning? Whether we chose the inductor, the
capacitor, or both to store the energy at time zero is arbitrary, as we are changing only the initial
phase and amplitude of the oscillations. In the analogy of the mechanical clock, this would
correspond to a situation in which we would displace the pendulum from the equilibrium position
(potential energy) and release it or to a situation where we would give it an initial impulse force
resulting in kinetic energy. In both cases, the outside world is needed to take action to start the
oscillations.

The same principle is valid also for our electronic oscillator. There are two evident sources
of such an action. One is the thermal noise, and the other one is a transient effect, appearing
when we change the bias at the RTD to the NDC region. The thermal noise comes, for example,
from the Johnson–Nyquist noise (resistor noise), as the RTD generally acts as a resistor. The
Johnson–Nyquist noise is a white noise and can temporarily induce a current through the RTD
with a frequency equal to the oscillation frequency, and thus start the oscillations.

Alternatively, as the RTD needs to be biased, there is a transient voltage change in the circuit
during the biasing. This transient has a broad spectrum that also contains the frequency of
the oscillations and thus can also start the oscillations. Exact quantifications of the starting
mechanism are not crucial for the oscillators operated in the harmonical steady state because
Eq. (3.13) shows the starting amplitude only shifts the oscillations in time. Due to the finite
quality factor of the system, the oscillator is started by a broader frequency range than the exact
oscillation frequency can start the oscillations. The knowledge of the exact mechanism of the
start-up might be important in certain applications, for example, in high-speed communications
with on-off keying. We should add that decreasing the values of the Q-factor increases the
magnitude of the phase noise, see, e.g., [131].

As the oscillation amplitude increases, the energy periodically stored in the inductor and the
capacitor also increases. In the above differential equation, this rise in energy is covered by the
NDC of the RTD. However, a passive device exhibiting NDC at zero bias does not exist. The
RTD with the NDC is a passive part, meaning that its current-voltage (I-V) curve occupies only
the first and the third quadrant of the corresponding characteristic, i.e., the current sign is the
same as the sign of the applied voltage. Thus, an external biasing source, which provides the
energy, is necessary for the oscillators. See Sec. 3.4 for details about the energy in the system.

We have used the here-derived oscillation condition Eq. (3.7) in the previous chapter, where
we dealt with the maximum oscillation frequency of the RTD oscillators.

52



3.2. Relation between the large-signal and small-signal analysis

−1

0

1

2

3
j R

T
D
(m

A
/µ

m
2
)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−5

0

5

10

u (V)

g R
T
D
(m

S
/µ

m
2
)

Figure 3.4: An example of a current-voltage (I-V) curve and its first derivative (gRTD) of a device
exhibiting NDC. The used curve is a polynomial of the third order. The blue shading marks the
NDC region where gRTD is negative, and the red shading marks the positive gRTD region.

3.2 Relation between the large-signal and small-signal

analysis

For an example of a physical, although still idealized, I-V curve which show the NDC, see
Fig. 3.4. The I-V curve is, in this case, constructed from a polynomial of the third order:

jRTD = g(u− U0) + b(u− U0)
3 + J0 , (3.16)

where g, b, u0, and i0 are the polynomial parameters, u is the voltage on the RTD, and jRTD

is the current density per unit area flowing through the RTD. Notice that the I-V curve resides
only in the first and third quadrants of the diagram. This description of the NDC devices for
oscillators was done in [132].

With the introduction of the polynomial of the third order, we cannot use the linear analysis
any further, and we need to proceed to the non-linear large-signal analysis. To be able to use the
real I-V curve for the small-signal analysis, we have to rewrite Eq. (3.11), assuming linearity of
the resonator and scaling the RTD with the active area, as:

C
d2u

dt2
+

d2AσRTD

dt2
+GL

du

dt
+

dAjRTD

dt
+

1

L
u = 0 , (3.17)

where σRTD is the charge per unit area stored in RTD’s capacitance. Using the chain rule, we can
write:

C
d2u

dt2
+

∂AσRTD

∂u

d2u

dt2
+

∂2AσRTD

∂u2

�
du

dt

�2

+GL
du

dt
+

∂AjRTD

∂u

du

dt
+

1

L
u = 0 . (3.18)
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Assume that we still analyze the circuit for small amplitudes, then we can neglect the second-
order varactor term and write:

(C + AcRTD)
d2

dt2
u+ (GL + AgRTD)

d

dt
u+

1

L
u = 0 , (3.19)

where:

gRTD =
∂jRTD

∂u

!!!!
u=Ubias

, (3.20)

cRTD =
∂σRTD

∂u

!!!!
u=Ubias

, (3.21)

are the differential conductance and capacitance of the circuit. The resulting equation is identical
to Eq. (3.11) in its form, and therefore it has the same solution, although limited only to small
voltages in this case. We can use it to determine whether the system with a custom I-V can fulfill
the small-signal oscillation conditions, which would tell us whether the system is capable of
oscillations.

Figure 3.4 also depicts the first derivative of the I-V curve, which corresponds to its small
signal conductance at the given bias voltage calculated from Eq. (3.20). The plot of Gdiff shows
that there is a minimum of Gdiff and that Gdiff is negative only in certain parts of the I-V curve
(blue region). This is the NDC region of the I-V curve.

3.3 Large-signal analysis

3.3.1 General method

To determine the oscillation frequency, we needed only the small-signal RTD response. However,
in such an analysis, we have assumed the oscillating voltage to be infinitely small. Being able to
predict the oscillating amplitude is crucial because it determines the oscillator’s output power.
For the output power generated by an RTD oscillator on a load directly connected to it, we can
write:

P = Gload
1

T

ˆ T

0

u2
RTD (t) dt (3.22)

where Gload is the loading conductance on which the power is dissipated, uRTD is the oscillating
voltage, and T is the period of the oscillations. Infinitely small voltage amplitude then results in
limiting to zero output power. However, for practical applications, the output power needs to be
non-zero. Therefore, our analysis needs to include the large signal response of the RTD. This
section describes a method for uRTD estimation.

As the RTD is a non-linear element with memory, its external output current is, in general, a
functional of the applied voltage and its history:

jRTD (t) = j (uRTD (t)) . (3.23)
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iRTDiLin

RTDuRTDLinear circuit

Figure 3.5: Non-linear circuit corresponding to the RTD oscillator. We can separate the circuit
into the linear part containing all the linear elements and the part containing the non-linear RTD.
For the lack of a better symbol, we designated the RTD by the symbol for tunnel diodes.

Our task is to find uRTD that non-trivially solves this equation. The equation can be multi-valued;
thus, to find the physical solution, we should find every solution and analyze its origins, i.e.,
track the dynamic behavior of their start-up. We will demonstrate the tracking of the solutions in
the following subsection.

Further, we assume that the oscillator already operates in the steady harmonic state, i.e., its
response is periodic and can be described by a Fourier series. For the periodic oscillations, we
can expand uRTD and the RTD current density jRTD by the Fourier series as:

jRTD (t) = Re

� ∞ 
n=0

J
(n)
RTD exp (jnω0t)

�
, (3.24)

uRTD (t) = Re

� ∞ 
n=0

U
(n)
RTD exp (jnω0t)

�
, (3.25)

where n is the harmonic number, ω0 corresponds to the angular oscillation frequency and J
(n)
RTD

and U
(n)
RTD to the amplitudes of the corresponding current/voltage harmonics.

The equivalent circuit for the RTD oscillator, where the RTD is assumed to have a non-linear
response, is shown in Fig. 3.5. We separated the circuit into the purely linear part, which includes
the resonator and the parasitics, and the non-linear part, which corresponds to the RTD. For the
lack of a better symbol for the RTD, we use the schematic symbol for a tunnel diode.

From our definition of the current directions and Kirchhoff’s current law, the current flowing
into the linear circuit ilin needs to be equal to the negative value of the RTD current scaled by the
RTD active area AjRTD:

iLin = −iRTD = −AjRTD , (3.26)

where iLin can be expanded similarly as jRTD by the Fourier series, into I
(n)
Lin coefficients. Ex-

ploiting the orthogonality property of the Fourier expansion, we can then write:

I
(n)
Lin = −AJ

(n)
RTD . (3.27)

For the relation between the current and voltage in the linear circuit, we use its impedances at
the corresponding frequencies of the harmonics, which allows us to write:

0 = U
(n)
RTD + Z

(n)
LinAJ

(n)
RTD . (3.28)
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We note that J (n)
RTD for a specific harmonic depends on all of the harmonics of URTD through

Eqs. (3.23), (3.24), and (3.25). To obtain the oscillating voltage, we need to solve the system of
equations for all harmonics composed from Eq. (3.28). In other words, we need to balance it
by adjusting the harmonic coefficients U (n)

RTD. This is why this method is called the method of
harmonic balance.

In a complete general case, the set of equations is infinite and thus is for little use if we do
not truncate the solution only for a limited number of harmonics. The truncation is justifiable, as
the oscillation voltage needs to have finite power, and thus its bandwidth should be limited. In
practice, one can truncate the harmonics based on the nonlinearity strength (meaning amplitude
of the generated higher harmonics in reference to the first harmonic) and the corresponding
values of Z(n)

Lin. However, the truncation is based on empirical knowledge, and its validity should
be consistently checked.

To simplify the solution, we consider for the linear circuit the simple equivalent resonant
circuit from Fig. 3.1. Then the impedance of it for the higher harmonics is approximately
represented only by the capacitance. Because the capacitor impedance decreases with the
frequency, we can assume that this capacitance is shorting the higher harmonics of the RTD
current in Eq. (3.28). Based on this argument, we can assume that the harmonics play only a
minor role in the analysis. Of course, this argument may fail for strong nonlinearity and small
values of the capacitor. However, we stick to it at this point because it allows us to derive an
analytical formula for the oscillator voltage. If we truncate the harmonics as:

Z
(n)
Lin =

Z
(1)
Lin n = 1

0 else
,

we can write a single equation for the voltage amplitude:

0 = U
(1)
RTD + Z

(1)
LinAJ

(1)
RTD . (3.29)

Next, we apply a bias voltage UB through the linear circuit, biasing the RTD into the center
of the NDR region, and thus we can write the voltage on the RTD:

uRTD = UB + U
(1)
RTD cos (ω0t) . (3.30)

We have fixed the phase of the oscillating voltage to cosine because there is phase freedom due
to the circuit being time-invariant in the harmonic steady state. Generally, we can do this only
for one of the harmonics and in a case with multiple non-linear elements only at one circuit node.
Then from the RTD response given by Eq. (3.23) to uRTD we can get the first harmonic of the
RTD current as:

j
(1)
RTD = 2

ω

2π

ˆ 2π
ω

0

j (uRTD (t)) exp (−jω0t) dt , (3.31)

where the real part of the result corresponds to the current that is in phase with the driving
voltage (active current), and the imaginary current part corresponds to the current that has a π/2
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3.3. Large-signal analysis

phase shift (reactive current). Multiplying with the factor of two, we add the contribution of the
projection of the current to the negative frequency of the first harmonic.

From the projection of the current, we can define a large signal (LS) admittance of the RTD:

Y
(1)
RTD = A

j
(1)
RTD

U
(1)
RTD

, (3.32)

which is scaled by the RTD active area. In a more detailed way, we can rewrite the admittance as
and define the large signal conductance GRTD and susceptance BRTD:

Y
(1)
RTD = A (gRTD + jbRTD) = A

Re

j
(1)
RTD

�
U0, U

(1)
RTD

�
U

(1)
RTD

+ j Im

j
(1)
RTD

�
U0, U

(1)
RTD

�
U

(1)
RTD


 .

(3.33)
From Eq. (3.33), we can see that the LS admittance depends both on the bias voltage U0 and

the amplitude of the first harmonic of the oscillating voltage U (1)
RTD. If we substitute Eq. (3.32) to

Eq. (3.29), and use Y
(1)
Lin = 1/Z

(1)
Lin we can write:

0 = Y
(1)
RTD + Y

(1)
Lin . (3.34)

This equation represents the oscillation conditions for the large-signal case (if the truncation
to the first harmonic is justified). In its form, the equation is equivalent to the small-signal
oscillation condition given by Eq. (3.6). The large-signal condition defines the oscillation voltage
amplitude and the oscillation frequency, which can differ from the small-signal case if the RTD
capacitance is non-linear.

The power generated on the conductance of the linear circuit G(1)
Lin (real part of Y (1)

Lin ) by the
first harmonic of the voltage is then from Eq. (3.22) given as:

P (1) =
1

2
G

(1)
Lin

�
U

(1)
RTD

�2

. (3.35)

3.3.2 Third-order I-V curve approximation

Next, we show the results of the above-described method for an idealized example I-V curve. For
simplicity, we assume that the RTD capacitance is linear. We thus replace the RTD with a parallel
connection of its linear capacitance, which we can immediately add to the linear circuit, and a
third-order polynomial I-V curve, of which example we have shown in Fig. 3.4 and described it
with Eq. (3.16). If we apply in Eq. (3.16) the equation for the voltage sweep given by Eq. (3.30),
then the projection of the current to the first harmonic computed from Eq. (3.31) is:

I
(1)
RTD = A

�
gU

(1)
RTD +

3b

4

�
U

(1)
RTD

�3
�

. (3.36)

From Eq. (3.32), this results in the conductance of the RTD to be:

G
(1)
RTD = A

�
g +

3b

4

�
U

(1)
RTD

�2
�

. (3.37)
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3. ANALYSIS OF RTD OSCILLATORS

Using the large-signal oscillation condition given by Eq. (3.34) and evaluating its real part, we
can determine the oscillation amplitude as:

U
(1)
RTD =

���� 4

3b



−G

(1)
Lin

A
− g

�
. (3.38)

Note that the parameter g is negative when the RTD is biased in the NDC region. The derived
voltage is used in Eq. (3.22) to determine the output power. Also note that GLin does not need to
be equal to Gload. This corresponds to cases where GLin is composed of Gload and an additional
parasitic conductance repsresenting parastic losses. For details about this phenomenon, see
Section 3.5.

We can estimate the parameters g and b, so the polynomial approximately fits an I-V curve
of a real RTD, by matching the stationary points of the I-V curves, as:

g = −3

2

∆J

∆U
, (3.39)

and
b = 2

∆J

∆U3
= −4

3

g

∆U2
, (3.40)

where ∆J is the current density difference between the valley and the peak of the I-V curve, and
∆U is the voltage difference between the peak and the valley-current densities.

Using these expressions, we can write for the oscillating amplitude:

U
(1)
RTD = ∆U

�
1 +

G
(1)
Lin

Ag
. (3.41)

Remembering that g is negative as Eq. (3.39) shows, Eq.(3.41) tells us that A|g| ≥ GLin for the
system to oscillate. The oscillation amplitude raises with decreasing GLin (or increasing A|g|)
and saturates to ∆U . Because all the reactive elements were assumed to be linear, the oscillation
frequency does not depend on the voltage and is the same as in the small-signal case.

There might be a question of whether the used bias point in the center of the NDR is the best
choice. If we choose a bias point with shifted with voltage Ud from the center of the NDC to
either side, we can again write for the first harmonic of the oscillating voltage as:

U
(1)
RTD = ∆U

�
1− 4

U2
d

∆U2
+

G
(1)
Lin

Ag
, (3.42)

The equations show that if the bias deviates from the NDC center, we get a consistently smaller
amplitude of the oscillation than in the center. So the oscillation voltage achieves maximum at
the center of the NDC. However, this principle is not general and is only strictly valid for the
third-order polynomial and not for the general I-V curve, as we will show in the further section.

If we substitute the real part of Eq. (3.34) back into Eq. (3.42) we can calculated the
dependence of g(1)RTD on U

(1)
RTD. Fitting the parameters g, b, I0, and U0 from an example I-V curve

shown in Fig. 3.7 results in gain plots shown in Fig. 3.6 for a pick of Ud. The figure also shows a
solutions for Eq. (3.42) in an example case where the area of RTD is 1 µm2 and G

(1)
Lin = 5 mS.

The inset shows the dependecy of U (1)
RTD on the bias voltage Ub for the specified load and area..

58



3.3. Large-signal analysis

0 0.1 0.2 0.3 0.4 0.5 0.6
−25

−20

−15

−10

−5

0

5

10

Ud
= 0 V

0.1

0.2

0.3

−G
(1)
lin for A = 1 µm2

U
(1)
RTD (V)

G
(1
)

R
T
D
(m

S
/µ

m
2
)

0.7 0.9 1.1
0

0.2

0.4

Ub (V)

U
(1
)

R
T
D
(V

)

Figure 3.6: Large-signal conductance of an I-V curve of an example RTD (see Fig. 3.7 for details)
approximated by the third-order order polynomial. The large-signal conductance is a function of
the first harmonic amplitude of the oscillating voltage, and plots of various deviations of the bias
point from the point of the maximal gain are shown. The dashed line corresponds to the negative
value of G(1)

Lin, for which we choose a value of 5 mS. The highlighted points correspond to the
solution of Eq. (3.42) for RTD area equal to 1 µm2. The inset shows the oscillation amplitude
voltage dependence on the bias voltage for the specified load and area.

3.3.3 Real I-V curve

The third-order polynomial can serve as a good tool for fast estimation of the RTD voltage
if its parameters g, b, I0, and U0 are well fitted to an I-V curve of a real RTD. However, its
simplicity hides important features and brings an error in the power predictions when designing
the oscillator.

Here we show the use of the same procedure for calculating g(1)RTD as in the previous subsection,
but in this case, we utilize an I-V curve of a real RTD. To be more specific, we use the I-V shown
in Fig. (3.7) of an RTD that was experimentally studied in [80]. Similarly, as in the third-order
approximation case, the large signal conductance g

(1)
RTD depends both on the amplitude of the

first harmonic and on the bias point.

Applying the I-V curve in Eqs. (3.30), (3.31), and (3.32) we compute g(1)RTD for the sweeps of
amplitudes and of various biases. From this, we obtain plots shown in Fig. 3.8. In the figure,
we also show an envelope function, which represents the minimums of g(1)RTD for all of the bias
voltages at the specific U (1)

RTD. The envelope function shows the maximum attainable gain for the
corresponding voltage amplitude that the RTD can show. We can use this function to calculate
the maximum power, as shown in the next section.
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Figure 3.7: I-V curve of an example RTD with 1.6 nm barriers that was detailed studied in [80],
and the corresponding third-order polynomial fit. The peak current density was approximately
6 mA/µm2.
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Figure 3.8: Large-signal conductance g
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RTD plots for the example RTD for several biases. The

envelope function shows the maximal attainable gain.

60



3.3. Large-signal analysis

In general, plots of g(1)RTD (and b
(1)
RTD if the RTD capacitance is non-linear) are not monotonous

functions of U (1)
RTD. From the solution of differential equation (3.11), we can conclude that for the

system to be in a stable harmonical steady-state together with the fulfillment of the large-signal
oscillation conditions, we need:

∂

∂U
(1)
RTD

�
G

(1)
RTD +G

(1)
lin

�
> 0 . (3.43)

This condition tells us that the stable harmonic-steady-state happens for such U
(1)
RTD, where a

slight increase of U (1)
RTD would decrease the gain in the system and thus as a result, U (1)

RTD would
decrease. If the inequality in the condition is reversed, then the increase of U (1)

RTD is increasing
the gain, and thus U (1)

RTD would further increase, which would result in an unstable solution. In
doing this analysis, one has to remember that with U

(1)
RTD, g(1)lin generally varies with frequency, as

the oscillation frequency (the frequency corresponding to the admittance of the linear circuit),
due to the b

(1)
RTD dependence on U

(1)
RTD, can be changing.

Next, we describe the process of how the oscillation voltage U (1)
RTD changes with the direction

of the bias voltage sweep, for an example oscillator, i.e. the solution tracking. Figure 3.9 shows
the mechanism of the oscillation amplitude dependence in the large-signal conductance vs. U (1)

RTD

plot when the bias voltage is quasi-statically swept in the forward direction. The dashed line
shows an example of a loading conductance (its negative value) for the RTD area of 1 µm2. For
low biases, the oscillation conditions are not satisfied, and thus the circuit does not oscillate. As
the bias is increased, we get to a point (the green line) where the oscillation conditions can be
satisfied only for relatively large U

(1)
RTD. The oscillation could start in this regime only if there

would be a large perturbation that would produce large enough voltage amplitude to start the
oscillations. However, if we rely only on the small pertrurbation from the noise or from the
slow sweep, then the gain needs to be larger than the losses, even for the small amplitudes. As
we increase the bias further, the RTD gain surpasses the losses also for the small amplitude.
However, note that for our example RTD, this point is unstable as the derivative of the gain’s
slope is positive (the orange line). Therefore, the amplitude rises, and it follows the curve until
it reaches a point where the gain and losses are equal and also the point is stable (the slope
is positive). We mark this transient with purple points and arrows. After this transient, the
system reaches the first red point (the orange line). If the bias is then increased further, the
oscillation amplitudes increase, and in the plot, it follows the red arrows (the purple and pink
lines). The amplitude reaches the envelope function (black line), representing the maximal
achievable voltage for the example load. The envelope point is a turning point, and with a further
increase of the bias, the oscillation amplitude drops, which is represented by the blue arrow and
point (the olive line), until the oscillation conditions are again violated (the brown line), at which
point the oscillations stop. We have chosen Glin of 11.8 mS and the active area of the RTD of
1 µm2, arbitrarily, as this allows us to show the mechanism more clearly. However, these values
are not far from the values of used practical resonators.
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Figure 3.9: Mechanism of the dependence of the oscillating amplitude U
(1)
RTD on the bias voltage

for the forward bias sweep for the real RTD IV curve. The colored solid lines correspond to the
dependence of the LS conductance on U

(1)
RTD. The dashed line shows an example of a negative

value of the loading conductance, which was, in this case, Glin = 11.8 mS. The purple points
and arrows show a transient effect when the oscillations start. The red point corresponds to the
foward bias sweep, where U

(1)
RTD is increasing. The blue points and arrows also correspond to

the forward sweep. However, now the voltage is decreasing. The inset shows the corresponding
dependence U

(1)
RTD on U0 for the forward voltage sweep. The solutions marked by the points and

arrows are done for the example RTD with an active area of 1 µm2.

Figure 3.10 then shows the same mechanism of the oscillation amplitude dependence on the
bias, but for the reverse voltage sweep, i.e., from higher to lower voltages. The concept is exactly
the same as for the forwardly swept bias, however, the starting and the ending point differ, which
results in a hysteresis between the sweeps.

Figure 3.11 puts into perspective the hysteresis in the sweeps as it joins the insets of Figs. 3.9
and 3.10. In the figure, we also show the squared value of U (1)

RTD, which is according to Eq. 3.35
directly proportional to the output power of the oscillator. This behavior of the output power
with the bias voltage is confirmed in the sections dealing with experimental results of Chap. 2.

At the beginning of this section, we stated that the third-order approximation brings an error
in the estimation of the output power. The magnitude of the error differs between the various
I-V curve and thus is rather specific, depending on the exact shape of the real I-V curve. In
Fig. 3.12 we plot the comparison between the output power, given from Eq. (3.35), between the
approximation and the result from the real I-V curve as a function of the loading conductance, in
which the RTD area was A = 1 µm2. Although the maximum output power for both cases is
approximately the same, it happens for differing loading conductances. Further, the third-order
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Figure 3.10: The mechanism of the dependence of the oscillating amplitude U
(1)
RTD on the bias

voltage for the reverse bias sweep for the real RTD IV curve. The parameters of the oscillator
are the same as in Fig. 3.9.

approximation fails in predicting the large values of the loading conductance. Nevertheless, in
our case, the error near the peak power is approximately 5 to 10 %.

Rigorousness of the analysis

In the above discussion, we treated the problem only from the point of the real part of the
RTD admittance. In the rigorous analysis, one also needs to consider the imaginary part and
satisfy Eq. (3.28) for all harmonics. As has been stated, the RTD capacitance is also non-linear.
Therefore, the oscillation frequency depends on both the bias voltage and the amplitude of the
oscillating voltage. The problem can be solved with the method of harmonic balance, assuming
that the charge-voltage (Q-V) dependence of the RTD is known. Contrary to the I-V curve, the
Q-V dependence for the large-signal response is practically not directly measurable. Moreover,
both the RTD large-signal I-V dependence and the Q-V dependence are additionally frequency-
dependent. For more details about estimating the frequency-dependent large-signal parameters
of RTDs, consult Chapter 5.

3.3.4 Effect of the oscillations on the I-V curve

The nonlinearity of the RTD I-V curve can generate not only the higher harmonics of the current
but also a rectified DC current that changes the I-V curve that one measure. We can understand
this as the RTD self-rectification of the oscillation voltage. We can show this effect analytically
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Figure 3.11: The oscillation voltage U
(1)
RTD dependence on the bias voltage Ub for the exampled

RTD and the loading conductance. The top plot shows the magnitude of the voltage, and the
bottom shows the square magnitude, which is proportional to the output power. The color of the
lines then correspond to the forward and backward voltage sweeps. The plots show the hysteresis
typical for the RTDs. Also, notice that the oscillations’ start and end points do not start with
infinite small amplitudes but with already large amplitudes.

with the third-order approximation. If we again apply the voltage Eq. (3.30) to the third order
current approximation given by Eq. (3.16) we can write:

j = J0 + g (UB − U0) + b (UB − U0)
3 +

3

2
h
�
U

(1)
RTD

�2

(UB − U0)+1−
�
U

(1)
RTD

�2

∆U2
− 4

(UB − U0)
2

∆U2

 gU
(1)
RTD cos(ωt) + higher harmonics. (3.44)

The first three terms correspond to the DC current density of a stabilized RTD. The fifth term
corresponds to the current of the first harmonic used in the large-signal analysis. The fourth
term is an additional DC current representing the rectified oscillating current. If we use the same
solution for the amplitude of the oscillation voltage as in Fig. 3.6, we get the I-V curve of the
oscillating device shown in Fig. 3.13 (a). The I-V curve for the oscillating system is altered by
the self-rectified current, where in its central part, its slope is lower than for the stable system.
Next, we show the result of the effect when applied to the I-V curve of the real RTD. Same as for
the third-order approximation, we use a constant conductance of the linear circuit with the value
of 5 mS. The area of the RTD is also 1 µm2. The resulting I-V curve of the oscillating device is
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between the estimation from real I-V curve and its third-order fit. The RTD area was in these
calculations equal to 1 µm2.

shown in Fig. 3.13 (b). The I-V curve is altered in the oscillating region and has a plateau-like
character. Additionally, as a consequence of the hysteresis in the oscillating voltage in the bias
voltage sweeps, the I-V curve of the real oscillating RTD also shows the hysteresis. Notice that
in both cases, exists a point where the I-V is not changed. At this point, the rectified current is
zero because the shape of the curve balances it.

3.3.5 Limiting cycle

Similarly, as in the linear case, we can reduce the equivalent circuit of the non-linear oscillator
to its simplest form composed of an inductor, capacitor, RTD, and voltage source, as shown in
Fig. 3.14. For the third-order polynomial approximation of the RTD I-V curve, we can write the
following set of differential equations for the voltage on the capacitor and current the current
(already scaled by the RTD area) on the inductors:

du

dt
=

1

Cc

(iL − iRTD) =
1

Cc

�
iL − g(u− U0)− h(u− U0)

3 − I0
�

(3.45)

diL
dt

=
1

L
(U0 − u) (3.46)

We can then plot the time derivatives of u and iRTD in their phase space u-iRTD as is shown
in Fig. 3.15, where we choose example circuit parameters to be L = 0.1 pH, C = 10 fF, and
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Figure 3.13: Example of the self-rectification of the third-order fit of an RTD I-V curve. The
RTD area in the calculations was 1 µm2, and the load conductance was 5 mS.
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Figure 3.14: Simples equivalent circuit of an RTD oscillator with the DC bias source.

the I-V curve is the third order fit of our example RTD. We put G(1)
lin = 0 mS for clarity. The

figure shows the trajectory of rising oscillations and the limiting cycle to which the oscillations
converge. The initial conditions were, in this case, u = U0 and i = I0 + 0.001 mA. The adjected
plots then show the current and voltages in the time domain. The parameters we have chosen are
close to those of the real RTD oscillators. The time domain plots show that although the RTD
current is highly influenced by its higher harmonics, the voltage in the circuit is nearly higher
harmonics free. Because the oscillator is not loaded by the conductance, the oscillations voltage
amplitude are reaching the maximal voltage of ≈ 0.55 V.
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Figure 3.15: Phase space of a non-linear RTD oscillator. The parameters of the oscillator were
L = 0.1 pH, C = 10 fF, and the I-V curve is the third-order fit of our example RTD. The bias
voltage was set up to the center of the NDC region. The red spiral line is a trajectory of the
rise of the oscillations for initial conditions u = U0 and i = I0 + 0.001 mA. The oscillations
are reaching the limiting cycle. The adjunct plots show the oscillations of the corresponding
quantities in the time domain.
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3.4 Power generation mechanism

In Fig. 3.13, we have shown how oscillations alter the I-V. In that case, the oscillator was loaded
by a conductance on which power was dissipated due to the oscillation voltage. However, from
the I-V curve, we can observe that the DC current can be the same for the oscillating and stable
RTD. Therefore, the oscillating system consumes the same DC power from the external bias
source as the stable system, yet there is the power dissipated on the load in the oscillating case.
At first glance, this might indicate that the energy conservation law is violated. In this section,
we explain the origin of the power dissipated on the load and show that the power is conserved.

We can determine the power dissipated on the RTD from:

PRTD = A
1

T

ˆ T

0

uRTDjRTDdt . (3.47)

The oscillator operates in the harmonic steady-state mode and thus we can distinguish the power
of the corresponding harmonics as:

PRTD = P
(0)
RTD + P

(1)
RTD + higher harmonics , (3.48)

where P
(0)
RTD is the DC power dissipated on the RTD and P

(1)
RTD is the dissipated power from the

first harmonic. If we apply the approximated voltage (neglecting higher harmonics) given by
Eq. (3.30) and use the current from the third-order approximation by Eq. (3.44) we can write for
the DC power:

P
(0)
RTD = UB

�
J0 + g (UB − U0) + b (UB − U0)

3 +
3

2
h
�
U

(1)
RTD

�2

(UB − U0)

�
, (3.49)

and for the power of the first harmonic:

P
(1)
RTD =

1

2

�
U

(1)
RTD

�2

1−
�
U

(1)
RTD

�2

∆U2
− 4

(UB − U0)
2

∆U2

 g . (3.50)

Setting the bias to the center of the NDC region (UB = U0) and remembering that g is negative,
results in the power P (1)

RTD being negative for U (1)
RTD < ∆U ; in this case PRTD < P

(0)
RTD. The

excess of the power, PRTD − P
(0)
RTD, is equal to the power delivered to the load P (1) defined in

Eq. 3.35 and thus P (1) = −P
(1)
RTD. This is where the heart of power generation lies: when the

voltage on the RTD is oscillating the RTD consumes less power than is delivered from the
external power source; the excess of the power (−P

(1)
RTD) is then delivered to the load. For

details see Fig. 3.16 which shows this principle for two cases of the bias voltage for our example
RTD. Notice that when the bias is at the center of the NDC, P (0)

RTD is strictly equal to a power that
is dissipated when the RTD is stable (P (0)

RTD is constant). This means that in the oscillating case,
the oscillator (the system) still consumes the same power as in the stable case, yet PRTD < P

(0)
RTD,

so the RTD consumes less. This property is a direct consequence of the NDC (negative g).
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Figure 3.16: Power dissipation on the example RTD with the active area of 1 µm2 for the bias at
the center of the NDC and if deviated from it by positive 0.1 V. The dotted line shows a negative
value of power dissipated on an external load (7 mS for 1 µm2 RTD). The vertical lines and the
corresponding points mark the solutions of the large-signal oscillation conditions for the external
load.

If we change the bias, then P
(0)
RTD can be higher or lower than would be for the stable system.

Nevertheless, P (1)
RTD is still negative in this case for stable oscillations (PRTD < P

(0)
RTD) and this

excess is delivered to the load. For details, see Fig. 3.16, which shows this principle for two
cases of the bias voltage for our example RTD.

A simplified example comparing devices with NDC and with PDC is shown in Fig. 3.17. The
figure shows that the device with NDC consumes less energy when the voltage on it oscillates
than at the stable bias point over the same time. Meanwhile, the device with PDC consumes
more for the oscillating voltage. We have chosen linear versions of PDC and NDC here as they
clearly show the principle. For nonlinear devices, we also need to consider self-rectification and,
thus, the change of their bias DC current.

We were discussing this topic in the harmonic steady-state where the large-signal oscillation
conditions are satisfied. When the oscillations are starting, the harmonic steady-state analysis
is not rigorously applicable anymore. However, we can still say that when the oscillations
are starting, there would be an additional excess of power (the powers are not balanced in the
steady-state, see the difference between the dotted line and the red line in Fig. 3.16 before
the solution points), which would be charging the LC resonant circuit until the large-signal
oscillation conditions would are satisfied.
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Figure 3.17: Idealized example visualization of the power relations for devices with PDC and
NDC. The top plot shows voltage sweeps with an amplitude of 0.5 V and bias voltage also of
0.5 V on I-V curves of the PDC and NDC devices and a corresponding map of the instantaneous
power p = ui. The bottom plot shows the instantaneous powers for both of the devices. The total
power consumed by the device with the NDC when the voltage oscillates is lower than over the
same time when the voltage is stationary at the bias point. However, due to the linearity, the DC
power consumed from the source is equal to the power at the stable bias point. The excess power
is delivered to the load. Meanwhile, the device with PDC consumes more when the voltage is
oscillating, which would need to be supplied to the oscillator for stable oscillations.
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3.5. Output power and its limitation

3.5 Output power and its limitation

In this section, we establish the upper bound on the output power of the RTD oscillators. This
shows shows results that were partly published in the peer-reviewed journal article C. Spudat,
P. Ourednik, G. Picco, et al., “Limitations of output power and efficiency of simple resonant-
tunneling-diode oscillators,” IEEE Transactions on Terahertz Science and Technology, vol. 13,
no. 1, pp. 82–92, 2023. DOI: 10.1109/TTHZ.2022.3228069.

The output power of the oscillator that is delivered to a load conductance G
(1)
load can be

reformulated from Eq. (3.35) as:

Pout =
1

2
ηG

(1)
lin

�
U

(1)
RTD

�2

, (3.51)

where η is the system efficiency which we define as η = G
(1)
load/G

(1)
lin , in which G

(1)
lin is (in the

simplest case) the parallel combination of G(1)
load and of a conductance G

(1)
loss. G

(1)
loss represents the

parasitic conductance (losses) of the system. U (1)
RTD is still understood to be function of G(1)

lin and
of the RTD properties.

Having defined P
(0)
RTD from the previous sections and Pout we can directly define the DC-to-RF

effectivity as:

ηDC-to-RF =
Pout

P
(0)
RTD

. (3.52)

Its value depends on the exact I-V curve.
In practical systems, G(1)

load is usually limited to a certain value. For example, suppose we
want to radiate the generated power by an antenna directly connected to the RTD. In that case,
G

(1)
load is the radiation conductance of the antenna, which is confined to a value that depends on

the antenna geometry and the oscillation frequency. We can then ask a question: what is the
maximum power that RTD can generate for the specific load? If we keep ηG

(1)
lin in Eq. (3.51)

constant, the output power is maximized, when U
(1)
RTD is maximized. In practical applications,

one is also limited by the RTD design of the RTD wafer, which determines the I-V curve of the
RTD, i.e., the peak current density, peak-to-valley ratio, and ∆U . Thus, to find the maximum
power for the specific output conductance, we have restricted ourselves only to the change in the
RTD area.

We use the third-order approximation of the I-V curve to simplify the analysis. Further,
we set the bias point to the center of the NDC region where we have shown the output power
is maximal. In this case U

(1)
RTD is given from Eq. (3.41), and if we let A → ∞ we obtain the

maximum power:

PA→∞
out =

1

2
ηG

(1)
lin∆U2 . (3.53)

Therefore, the maximum output power depends only on the conductance of the load, and on
the voltage difference between the peak and valley current. We have to note that this power
represents the unattainable upper bound. It is because in practical oscillators, the oscillation
conditions need to be satisfied, and to compensate for the large capacitance of the RTD due to
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3. ANALYSIS OF RTD OSCILLATORS

the large area, we need to compensate with the resonator geometry. However, this compensation
ordinary leads to a decrease of η. The peak current density of the RTD does not play a role in
Eq. (3.53), and thus it is only ∆U2 that determines the maximum power. The peak-to-valley
current difference, and the capacitance per unit area of the RTD then only determine how close
one can get to the maximum power. Increasing the current difference increases the magnitude
of g which allows using of smaller areas to achieve the same output voltage (Eq. (3.41)). For a
detailed discussion about the output power limitation, see [130].

Similarly, we can write for the DC-to-RF efficiency for the third-order approximation as:

ηDC-to-RF =
ηG

(1)
lin∆U2

2AU0J0



1 +

G
(1)
lin

Ag

�
. (3.54)

which shows that for A → ∞ the efficiency ηA→∞
DC-to-RF → 0.

The above-presented principle of the maximal output power can be quite easily graphically
illustrated on the dependence of the RTD conductance on the squared amplitude of the oscillation
voltage. In Fig. 3.18, the highlighted areas are proportional to the partial powers in the system.
The generated power is the power generated by the RTD; the potential output power is the
power that would be delivered to G

(1)
load if not for parasitic; and output power is the actual power

delivered to G
(1)
load. The output power corresponds to the intersection between the generated and

potential output power. With increasing area (or with increasing g by change of the RTD), the
slope of the RTD conductance is increased, which increases the output power until the line is
entirely vertical, which marks the maximal attainable power. The plot also shows that the simple
parasitic losses (parallel connection of the parasitic loss conductance with the active load) always
decrease the output power. Notice that with the increasing area, the effect of the losses on the
output power decreases. In practical systems G(1)

load decreases with A.

The above-described principle is valid not only for the third-order approximation but also
for real RTDs. The envelope function of the gain plot in Fig. 3.8 is a monotonous function of
the voltage, and thus increasing the active area of the RTD leads to the same behavior of power
limitation as was shown in Fig. 3.18. For our example real RTD the maximum squared voltage is
≈ 0.72 V2. However, because of the concave shape of the envelope function, the power limits to
is maximum slower with the area (for antenna conductances ≲ the maximal RTD conductance)
than for the third-order approximation.

The slot antenna on a semiconductor substrate is a standardly used antenna for the RTD
oscillators and its maximal radiation conductance is ≈ 7 mS at the lambda/2 resonance, see [130].
This conductance results in the upper bound of the output power for our example RTD in
≈ 2.5 mW if we use the actual I-V and ≈ 1.1 mW for the third order approximation. However,
as we stated above, this bound is not achievable, because in practical RTD oscillators if A → ∞
then due to the capacitive loading of the antenna G

(1)
load → 0, and thus the output power → 0.

Therefore, there exist an achievable maximum of the output power for finite areas of the RTD,
that depends on the radiation conductance, parasitic losses, the susceptance of the antenna,
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Figure 3.18: Graphical illustration of the output power dependency on the RTD area. The
full line is the conductance dependence on the squared amplitude of the oscillation voltage.
The dashed lines correspond to G

(1)
load and G

(1)
lin . The circles mark the solutions for the voltage

amplitudes. The powers in the system are proportional to the highlighted areas. The red shading
corresponds to the power delivered into the total load G

(1)
lin . The purple shading corresponds to

the output power if the oscillator would have η = 1. The area from the intersection of these then
corresponds to the actual output power delivered to G

(1)
load.

and on the RTD parasitics. This maximum can be found by optimization of the RTD area
using the large-signal analysis described in this chapter. We show the theoretical prediction and
experimentally confirmation of this maximum in Chapter 4.

What we have so far described is valid if the load and the loss conductances are connected
directly in parallel to the RTD. In practical systems, there can exist various parasitic separating the
load and the RTD (for example, the contact impedance of the RTD or an impedance transformer)
that transforms the value of the RTD oscillation voltage to a voltage at the load conductance.
Eq. (3.51) is still valid also in these cases, however, the definition of η needs to take into account
this transformation effect, and G

(1)
lin needs to include the additional circuitry, see [100].

We should add that the above-described approach is in contrast to an optimization of the
power by change of the loading conductance G

(1)
load while keeping the RTD parameters and its
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area constant as was done in Refs. [100], [130], [132]. For the third order approximation of I-V
curves, we can derive this optimum using Eq. (3.41) and Eq. (3.39) in Eq. (3.50) and searching
for its inflection point for G(1)

lin we get:

P opt
out =

3

16
ηA∆U∆J , (3.55)

for
G

(1)
lin,Pmax

= −Ag

2
. (3.56)

The maximum output powers for the RTD area of 1 µm2, for the actual I-V curve and its third-
order polynomial approximation, are shown in Fig 3.12. For the conductance G

(1)
lin,Pmax

, the
DC-to-RF efficiency is also the highest, and we can express it as:

ηmax
DC-to-RF =

3

16
η
∆U∆J

U0J0
. (3.57)

For typical values of state-of-the-art RTD oscillators η ≈ 0.05, ∆U ≈ 0.5 V, ∆J ≈ 10 mA/µm2,
U0 ≈ 0.5 V, and J0 ≈ 10 mA/µm2, we get that the maxium DC-to-RF efficiency is ≈ 1 %.

The fact that the P opt
out and ηoptDC-to-RF happens for the same G(1)

lin is valid only for the third-order
approximation and is generally invalid for I-V curves of real RTDs, see [130]. Also, the optimum
power and the maximum efficiency values differ for the real RTD from the values derived here.
However, the tools derived in this chapter can be easily used to obtain these.

3.6 Conclusions

In this chapter, we have presented the well-known analysis of the RTD oscillators. We have
derived the small-signal oscillation conditions for RTD oscillators, and we have shown their
operation principle of the amplitude rise in the time domain. Next, we have presented a method
for determining the oscillation amplitude and the output power. Based on this, we have derived
large-signal oscillation conditions. Next, we have explained the nature of the hysteresis, the
plateau-like character of I-V curves, and the dependence of the oscillating voltage on the bias
voltage. We have described the mechanism of power generation and shown why the system can
generate power.

Besides the well-established analysis, we have derived here the fundamental power limitation
of RTD oscillators delivered to a load with specific load conductance, which is proportional to the
squared voltage difference between the peak current and the valley current. We have also shown
that parasitic losses can only decrease the output power in a system without contact parasitic.
This part represents an original scientific contribution that was published in a peer-reviewed
journal, see [130].
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Chapter 4

Double-RTD Oscillator

In this chapter, we describe the concept of double-RTD patch antenna oscillators, which allows
us to build the true chip-size sub-THz and THz oscillators. The concept offers the advantages
of simplicity, compactness, high isolation of the oscillator from the external biasing circuitry,
and substantial output powers comparable with the output powers of more complex chip-sized
oscillators. Using this concept and operating 1.6 nm RTDs resulted in output power of 10 µW at
the fundamental frequency of 525 GHz and 70 µW at 330 GHz. The relatively thick barrier RTD
allowed us to use solely optical lithography processes. The presented oscillators represented an
order-of-magnitude increase in the output power compared to previous reports on patch-antenna
RTD oscillators.

Next, we present an optimized design of the double-RTD patch antenna oscillators, in
which to achieve operating frequencies over 1 THz, we have reduced the influence of the
system’s parasitics. The patch antenna’s parasitics were reduced by replacing the slanted bridges
connecting the RTDs with conical vias, which decreased the parasitic inductance of the antenna.
Further, instead of 1.6 nm barrier RTDs we implemented 1.0 nm barrier RTDs. These changes
resulted in the oscillator operating with an output power of 9 µW at the fundamental frequency
of 1.09 THz, 15 µW at 0.98 THz, and up to 27 µW at the lower frequencies of 620-660 GHz.

In the further part of the chapter, we show examples of potential real-life applications of
RTD oscillators. The fabricated oscillators were used as sources for sub-THz FMCW radar and
optical coherent tomography. For these applications, an RTD oscillator operating at 680 GHz,
with a bandwidth of 38 GHz, and output power of 23 µW provided a spatial resolution of 4 mm.
We have used frequency tuning of the RTD by the sweep of its bias, which course needed to be
corrected to achieve reliable operations.

In the final part of the chapter, we describe well-known measurement methods used to
characterize the presented oscillators.
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4.1 Sub-THz chip-size double-RTD oscillator with patch

antenna

Results shown in this section were partly published in the peer-reviewed journal article P. Oured-
nik, T. Hackl, C. Spudat, et al., “Double-resonant-tunneling-diode patch-antenna oscillators,”
Applied Physics Letters, vol. 119, no. 26, 263509, 2021. DOI: 10.1063/5.0068114.

4.1.1 Operation principle

The most direct and simple way to build a chip-size RTD oscillator is to use a single resonant
patch antenna that acts simultaneously as a resonator and a radiator. The RTD is, in this case,
directly connected to the antenna. The RTD oscillator in this configuration emits upwards from
the chip. This approach demonstrated the fundamental oscillation frequency of 517 GHz with
the output power in the 1 µW range; at ≈ 330 GHz, the output power was in the 10 µW range,
see [82]. In this section, we describe a design that solves issues of this approach of the simple
patch oscillators and demonstrate an order of magnitude higher output power at similar and
slightly higher frequencies than previously reported.

In the simplest configuration, as was done in [82], an RTD patch-antenna oscillator contains
only a single RTD. However, a symmetric double-RTD (DRTD) configuration we study in this
chapter, which schematic is shown in Fig. 4.1, has several advantages. First, a DRTD oscillator
can potentially generate higher output power, and we demonstrate that. However, the radiation
efficiency of an antenna drops with larger RTD areas due to a larger capacitive load, see Fig. 4.8.
This behavior determines an optimum relation between the patch-antenna dimensions and RTD
area. Second, we design the oscillator to operate in an asymmetric mode, i.e., there is a phase
difference of π between the AC voltages on the RTDs. That guarantees that the RTD oscillator
is strictly decoupled from the external circuitry at its fundamental oscillation frequency since
the bias line is connected at the node of the electric field distribution in the patch antenna, see
Fig. 4.1.

The symmetry of the oscillator does not fully solve the decoupling issue because the RTDs
can also operate in a symmetrical mode (AC voltages are in phase at both RTDs). The patch
antenna in this mode is typically strongly coupled to the bias line (see Fig. 4.1) and the external,
with respect to the patch, parts of the oscillator. This mode needs to be suppressed. Otherwise, it
might become the fundamental oscillation mode. The characteristics of this mode are determined
by the parameters of the patch antenna with RTDs, bias line, metal-insulator-metal (MIM)
capacitor, and a shunt resistor. The parameters of these elements are chosen so that the mode is
shifted to low frequencies and attenuated (the oscillation conditions for the must not be fulfilled
mode). To increase the damping, we choose to make the bias line fabricated on a thin dielectric
(≈ 160 nm Si3N4) and make the line relatively long, with a length of 250 µm. The shunt
resistor also contributes to the damping of the symmetrical mode. However, to maximize the
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RTD
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Figure 4.1: Sketch of the proposed design. The RTDs are symmetrically connected to the patch
antenna. They are biased through the bias line, which is terminated by a MIM capacitor and
a shunt resistor to suppress low-frequency parasitic oscillations. The insets show the sketches
of the electric field distribution in the patch antenna in the cross-section planes “a-a,” and “b-b”
perpendicular to the ground plane for asymmetric and symmetric modes, the polarization of the
emitted radiation is also indicated. See also the distribution of the electric field at the surface of
the ground plane in Fig. 4.2.

attenuation contribution from the shunt resistor, its resistance should match the impedance of
the parallel plate waveguide formed by the MIM, which is difficult to achieve due to the MIM’s
low impedance. In addition, the shunt provides isolation of RTD’s NDC from the biasing circuit.
When the sum of the RTD conductance and that of the shunt is positive, the shunted RTD is
unconditionally stable from the point of view of the external biasing circuitry.

Electric field distribution

Figure 4.2 shows the plots for the electric-field component normal to the ground plane of the
oscillator for asymmetric and symmetric oscillation modes, illustrating the origin of the emitted
polarization and the operating principle of the oscillators. For the example shown in Fig. 4.2 we
choose a 150 µm patch antenna with 6 µm2 (double) RTD area.

The electric-field polarization of the oscillating asymmetrical mode, shown in Fig. 4.2(a),
is in the y-direction, i.e., along a line connecting two RTDs. The node of the mode is in the
middle of the patch between two RTDs. On the other hand, the polarization of the lowest-order
symmetrical mode, see Fig. 4.2(b), is in the perpendicular direction, and its node is near the
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connection point between the microstrip bias line and the MIM capacitor.

4.1.2 1.6 nm RTD

The essential parts of the oscillator are the RTDs, which have to provide sufficiently high NDC
to compensate for the ohmic and radiation losses, as was shown in Chapter 3. In this case, we
intentionally choose an RTD design with relatively thick barriers of 1.6 nm and rather low current
density (<10 mA/µm2) when compared with the state-of-the-art RTD oscillators, see Chapter 2
or Refs. [71], [106]. Although that inevitably leads to frequency and power limitations of our
oscillators, that has allowed us to use rather large-area RTDs in the oscillators and to rely only
on the optical lithography for the fabrication of the devices.

In this work, we have been using InGaAs/AlAs RTDs grown on an InP substrate with
the design of the layers similar to the one used in the RTD oscillators (with diverse RTD-
barrier thicknesses) in the past, see [90], [105], [133], [134]. Our RTDs had 1.6 nm AlAs
barriers sandwiching a composite In0.53Ga0.47As/InAs/In0.53Ga0.47As quantum well (QW) with
the nominal thickness of each sublayer of 1.2 nm. The barriers are surrounded by In0.53Ga0.47As
layers, which are n-doped at the level of 1.5 × 1018 cm−3 except for 1.2 nm undoped spacers
immediately next to the barriers. The more distant n++ In0.53Ga0.47As layers were doped at the
level of nominally 5× 1019 cm−3. The RTDs’ measured and simulated I-V curves are shown in
Fig. 4.3. The peak current density of the RTDs is 5.8 mA/µm2 with a peak-to-valley current ratio
of 8.9 as measured on test RTDs on the same wafer. The measured I-V curve of an oscillating
RTD in Fig. 4.3 was obtained by subtracting the shunt current, ensuring that the peak-to-valley
current ratio corresponds to that of the test RTDs. The roll-off of the RTD conductance (GRTD)
and also capacitance (CRTD) with frequency is determined by the RTD charge-relaxation time
(τrel), which is defined both by the electron tunnel lifetime in the QW and also essentially by the
Coulomb-interaction effects, see Chapter 2 and [102]–[104], [125]. At the frequencies around
500 GHz, our RTDs are working in the regime, where ωτrel ∼ 1, therefore the conductance
roll-off effects are becoming significant for the frequency limitation of our RTD oscillators.

4.1.3 Analysis of the oscillators

Figure 4.4 shows an equivalent circuit used in the theoretical analysis of the oscillation frequen-
cies of RTD oscillators. Yant represents the admittance of a bare (without RTDs) patch antenna,
as seen from the port 1-1’ connected at the positions of RTDs. The part Im(Yant) describes
the antenna susceptance, the part Re(Yant) contains the antenna losses, including its radiation
conductance, ohmic losses in the metal layers, and the dielectric losses (in SU-8). For the
asymmetric and symmetric modes, we calculate the admittance of the antenna (with the rest of
the oscillator circuitry, including the bias line, MIM, etc.), assuming the corresponding symmetry
of the electromagnetic fields. Yant can be obtained from the two-port admittance matrix (Yij ,
which is calculated by the electromagnetic simulator, Ui denotes the RTD voltages, the indexes 1
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4.1. Sub-THz chip-size double-RTD oscillator with patch antenna

a)

b)

Figure 4.2: The figures show the distribution of the normal to the ground plane (z-axis) component
of the electric field at the surface of the ground plane in the resonance for the (a) asymmetric
and (b) symmetric modes. The structure parameters are chosen so that the symmetric mode is
damped (attenuating). Due to the symmetry of the structure with respect to the x-z plane, the
electric field in the emitted radiation should be polarized along the y-axis for the asymmetric and
along the x-axis for the symmetric modes.
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Figure 4.3: Measured (green) and calculated (blue and orange) I-V curves of an RTD, which was
integrated with a square patch antenna with the length of 50 µm; the nominal DRTD area was
4 µm2, the oscillator was working at 525 GHz. A stable (no oscillations) DC I-V curve is also
shown in blue for comparisons. The I-V curve exhibit hysteresis regions, which were predicted
in Chapter 3. Arrows indicate the bias-sweep directions.

Im (Yant) Re (Yant) Cp

Yc

1

CRTD GRTD

1′

Figure 4.4: Small-signal model of the oscillator.
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and 2 correspond to two RTDs in the oscillator; because of the structure symmetry: Y11 = Y22,
Y12 = Y21) as shown in the following derivation:


Y11 Y12

Y21 Y22

�

U1

U2

�
=



Yant 0

0 Yant

�

U1

U2

�
(4.1)



Y11 − Yant Y12

Y12 Y11 − Yant

�

U1

U2

�
= 0 (4.2)

(Y11 − Yant)
2 − Y 2

12 = 0 (4.3)

Yant = Y11 ± Y12 (4.4)

where the positive and negative signs correspond to symmetric and asymmetric modes, respec-
tively. Eq. (4.2) is an eigenequation similar to Eq. (3.5) from Chaper 3, except now the system is
two-dimensional.

The right part of the equivalent circuit from the port 1-1’ represents the RTDs with the
frequency-dependent capacitance CRTD(ω) and conductance GRTD(ω), calculated based on the
model described in Refs. [102]–[104], [125]. Cp is a stray parasitic capacitance, and Yc represents
the contact admittance of the RTDs, which includes the contact resistance (also the spreading
one) and capacitance of the top and bottom ohmic RTD contacts.

Figure 4.5 shows the simulated susceptances at the port 1-1’. The crossing point with the
zero axis of the curve Im(Yant) shows the eigenfrequency of a bare patch antenna without RTDs.
When RTDs load the antenna, the crossing (resonance) points shift to the lower frequencies
due to the RTD capacitance, which is proportional to the RTD area. That is a significant effect.
The oscillators operate at frequencies significantly below the eigenfrequency of the bare patch
antenna; the patch has predominantly inductive behavior at these oscillation frequencies.

For the large-signal analysis, we perform the same analysis outlined in Section 3.3 for the
first harmonic. To include the higher harmonic effect in the DRTD case, we would need to
consider harmonics for both RTDs, which doubles the rank of the equation system. If we truncate
the system only for the fundamental harmonic, then the solutions from the linear analysis for the
symmetric and asymmetric modes are still valid. In this case, we can simply use the conductance
given from Eq. (4.4) and combine it with the contact parasitics, which results in Ylin. This
conductance is then used in the large-signal analysis to determine the oscillation amplitude and
the output power for the asymmetrical and symmetrical modes. Note that one can fix phase only
on one of the RTDs and for a single harmonic.

4.1.4 Fabrication of the devices

Figure 4.6 shows a scanning-electron-microscope (SEM) image of a patch-antenna RTD oscillator.
The patch antennas were squares with the side length varying between 50 and 200 µm with a
50 µm step. For the fabrication, a 1× 1 cm cleaved sample was used.
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Figure 4.5: Susceptance plots for 150 µm large bare antenna without RTDs and for antennas
loaded by RTDs with different areas (indicated in the figure). The crossing points with zero axis
mark the oscillation frequencies.

Top RTD contact

The fabrication process starts with the deposition of Ti/Pd/Au as a top RTD contact with the
(single) mesa areas ranging between 2 and 5.5 µm2. The layers were deposited by an E-beam
evaporator, and the corresponding thicknesses of its sublayers thickness were 15/15/170 nm. The
titanium layer serves as an adhesion layer, and the palladium layer acts as a diffusion barrier
for the gold. This relatively large thickness improves the heat transport from the RTD layers
during operation. For the patterning, we used a bi-layer photoresist process, in which PMGI
(lift-off resist (LOR)) and AZ-5214e (patterning resist) were used. The patterning AZ-5214e
photoresist is photosensitive to UV light (i-line) and can be used for both positive and negative
photo-lithography. Although it shows an undercut when used in the negative tone, the undercut
slope is still insufficient for lift-offs of relatively thick metal layers. The LOR can be developed
without any exposure. If covered from the top by the patterned resist, the developer slowly
and controllably develops the LOR from the open side underneath the patterned resist. The
underdevelopment increases the undercut of the resists system. The patterning resist was then, in
our case, used in the positive tone because it increases the maximal resolution.

We performed two sequential spin-coatings and soft-bakes, first for the LOR and then for
the patterning resist. The spin-coated thickness of the LOR was 300 nm. We diluted 1:1 the
patterning AZ-5214e resist with its solvent (EBR) to decrease the spin-coated thickness also to
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4.1. Sub-THz chip-size double-RTD oscillator with patch antenna

Figure 4.6: SEM image of a DRTD oscillator with 50 µm patch antenna.

300 nm, which helps to increase the lithography resolution. The mask was aligned to the sample
with an MJB4 mask aligner, and 365 nm UV light was used to expose the photoresist. Both the
patterning resist and the LOR were developed in the same step, using AZ MIF 726 developer.
After the development, a short O2 plasma etch was done to ash the residual photoresist. Right
before the evaporation, the sample was etched with a 20 % HCl acid to etch the native oxide
of the InGaAs layer. The metal stack was evaporated in an electron beam evaporator, and the
lift-off of the unwanted metal was done in a DMSO stripper at 80 ◦C.

Together with the RTD top contact, we have fabricated auxiliary 2D arrays of mesas for
characterization purposes (including a big contact pad for the second contact) and alignment
markers used to align the sub-sequential layers.

We have estimated the specific contact resistance of the top contacts fabricated with the
above-described procedure to be in the range ≈ 2-3 Ωµm2 according to the measurements on
test samples. The contact resistance was measured by the transmission line method.

RTD Mesa definition

The RTD mesas were defined by a wet etching process, where the evaporated top contact
served as a mask during the etching. For the etching, we have used a diluted Piranha solution
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H2SO4/H2O2/H2O, with a molecular weight ratio of 1:1:80. The etching solution was cooled
down in an ice-bath close to 0 ◦C. The etch rate was then approximately 1.4 nm/sec. The
etch rate and the etch depth were measured with a Dektak profilometer. The RTD wafer was
wet-chemically etched down to the bottom n++ layer. For our RTD, we have etched 180 nm
deep. After the etching, the sample was left for two hours in a deionized water bath, which was
heated up to 80 ◦C, to dissolve an arsenic oxide contamination from the etching.

The auxiliary arrays introduced in the previous section differed by design in the area of the
RTD mesas. After the etching step defined the mesas, we could have contacted them with a gold
whisker (bonding wire with 25µm in diameter) and measured their I-V curves.

Lower contact for the RTD and passivation

Next, we deposited a second contact metallic contact layer on the sample’s entire surface (except
small auxiliary trenches lying far from the active region of the future antennas). The patterning
process for the trenches was done the same way as for the top contact. The metallic layers
composed of Ti/Pd/Au with thicknesses of 15/15/60 nm were evaporated with the electron beam
evaporator. These layers formed the RTDs’ lower electrode and the patch antenna’s ground plane.
We have estimated the contact resistance of the lower electrode to be ≈ 10 Ωµm2, from TLM
measurements on a test sample.

The top RTD contacts were under-etched during the wet etching process defining the RTDs’
active area. This under-etching resulted in an undercut, which we used during the deposition
of the lower contact as an auto-masking feature. The auto-masking guaranteed an electrical
separation between the top and the lower electrode, allowing the lower electrode to be as close
as possible to the mesa’s stalk. This process helps to decrease the spreading resistance.

Further, we have dry-etched the trenches by a reactive ion etching with inductively coupled
plasma (RIE-ICP). The trenches serve as an electrical separation of the contact pad in case of
errors in the passivation. The gas used for the etching was Ar/Cl, and we used a soft mask from
the PMGI resist patterned by the patterning resist. The patterning resist was before the etching
stripped off. The depth of the tranches was approximately 700 nm, reaching the semi-insulating
InP substrate. They can be seen in Fig. 4.6 around the contact pad at the bottom of the picture.

The sample surface was then covered by 160 nm Si3N4 passivating layer. We deposited
the Si3N4 layer by the plasma-enhanced chemical vapor deposition. The passivation layer was
opened at the top of the RTD mesas, exposing the top RTD contacts. The human-controlled
alignment was too difficult as the design required precision greater than 200 nm over the whole
sample. The mesas represent an irregularity in an otherwise plane sample at this step. Therefore,
we used the method of planarization to open the RTDs selectively. A thick layer of 1µm PMGI
resist was spin-coated and consequentially baked, above its glass transition temperature, at
220 ◦C. The spin-coating and resist reflow evened out the sample’s surface into a single plane.
Next, we dry-etch the resist with an O2 plasma to a thickness ≈ 200 nm. At this thickness,
the tops of the RTD mesas were uncovered, while the rest of the sample was still covered by
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4.1. Sub-THz chip-size double-RTD oscillator with patch antenna

the resist. The passivization layer was then dry etched by the RIE, using CHF3 and O2 gasses.
Before this, we covered the sensitive parts of the design that were not intended to be opened by
an additional resist, which protected these parts during the planarization.

Next, we used a soft mask made of patterned AZ-5214e, with which we opened the contact
pads for the lower electrode and the shunt resistor contacts to the lower electrode in the passivation
layer, with the same dry etching process as for the mesa openings. The resulting patterned SiN
layer forms the MIM capacitor insulator and the antenna bias line.

Antenna dielectric, bridges, the antennas, and the shunt resistor

For the dielectric of the patch antenna, SU-8 negative tone photoresist was used. SU-8 is a
permanent resist when cross-linked. 4 µm thick blocks from SU-8 were then formed as the
patch-antenna dielectric between the RTD pairs. The SU-8 was spin-coated, soft-baked, exposed
with a negative mask, cross-linked by an additional illumination and by a hard-bake, developed
in acetone and isopropyl alcohol, and cured at 200 ◦C. The dielectric constant of SU-8 was
assumed to be 2.8, and its tan δ was assumed to be equal to 0.03 in the working frequency range
of the oscillators, see [135].

Because the SU-8 is a negative tone photoresist, its side walls naturally have a negative slope
(slight undercut). However, we need a metallic connection between the RTDs lying on the base
and the antennas on top of the blocks. Tilt the samples during the metal deposition was not
available for us. As the blocks are much higher than the thickness of the metal we could deposit,
we needed to introduce a smooth transition between the mesas and the top of the block. For this,
we have patterned adjacent blocks and partially overlapping of PMGI resists to the SU-8 blocks
with a thickness of ≈ 800 nm and width of 3 µm. Next, we have reflowed the blocks with the
same procedure as for the planarizing. This process formed the blocks into smooth barrel-like
shapes.

Further, we used the same bi-layer process we used for the top contact to create the antennas,
bridges to the top RTD contacts, bias line, and the top metallization of the MIM capacitor.
However, this time we used the non-diluted patterning resist with a thickness of 1.4 µm to cover
the SU-8 blocks better. Of course, the bridges from PMGI were slightly developed during the
development. However, its resistance against development rises with the baking temperature
and time, which were high during the previous reflow step. Subsequently, a metal stack Ti/Au
with the corresponding thicknesses of 15/185 nm was deposited by evaporation. To increase the
thickness of the antenna layer metal and fix occasional cracks in the bridges, we electroplated
an additional 0.8 µm thick gold layer, where the plating was constrained only in the vertical
direction by an extra lithography step.

As the last step, a shunt resistor was fabricated. The same bi-layer process was used with the
non-diluted patterning resist. The shunt resistor was made out of indium-tin-oxide, which has
conductivity approximately 1× 105 S/µm. The deposition was done by an RF sputtering. The
deposited thickness of the shunt was 200 nm.
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Figure 4.7: Measured frequency spectra for three oscillators with the patch-antenna lengths of
150, 100, and 50 µm, and the combined areas of two RTDs of 6 and 4 µm2.

4.1.5 Oscillators’ performances

Oscillation frequency

Figure 4.7 shows several representative spectra of the RTD oscillators. For the given set
of patch antennas dimensions and combined areas of two RTDs in the range 4-6 µm2, the
oscillation frequencies were in the range from 300 GHz up to the highest frequency of 525 GHz.
The spectra confirm that the oscillators were working at their fundamental frequencies; no
indications for the subharmonics have been measured below the fundamental frequency lines,
see Fig. 4.7. The spectra measurements have been done with a Fourier-transform interferometer
in the Martin-Puplett configuration. For details about the Martin-Puplett interferometer principle,
see subsection 4.4. The low-frequency limit of the interferometer is roughly 50 GHz, its
frequency resolution is around 1 GHz, and a Golay cell has been used as a radiation detector in
the interferometer.

Output power

The output power of the oscillators was measured by a calibrated pyroelectric detector, see
Sec. 4.4, and corrected for the overlap of the antenna radiation patterns with the opening window
of the detector. Figure 4.8 shows the output power and the fundamental frequencies of a set of
patch-antenna oscillators. The maximum power of 70 µW was achieved at 330 GHz for the
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Figure 4.8: Output power vs. fundamental frequency for our patch-antenna RTD oscillators
with different antenna and RTD dimensions. Numbers next to the symbols give DRTD areas in
µm2, red and orange lines show simulated output power for the 50 and 150 µm patch antennas
with different RTD areas; the solid black line indicates the maxima of such lines for different
patch dimensions. The dashed lines show simulated output-power maxima for further optimized
designs with reduced parasitics and thinner RTD barriers (1.6-1.0 nm, with the same “∆U” as
the measured I-V for 1.6 nm). The plot also shows the data on other reported on-chip (no Si lens)
RTD oscillators operating at the fundamental frequency at the time of the presented oscillators’
development. The only previous report on fundamental-frequency single-patch-antenna RTD
oscillators was Ref. [82].

antenna length of 200 µm with the DRTD area of 4 µm2. At the maximum achieved frequency
of 525 GHz (50 µm antenna with the DRTD area of 4 µm2), the output power was 10 µW.

Figure 4.9 shows the measured dependence of the output power vs. bias in the NDC region of
RTDs, where one can see the typical (see Chapter 2 or, e.g., [105]) hysteresis behavior, depending
on the direction of the bias sweep. The origin of the hysteresis and the plateau-like profile in the
NDC region was explained in the previous Chapter. The theoretical dependence of the output
power vs. bias is in good agreement with the measurement data, see Fig. 4.9, including the
hysteresis behavior and the current step in the I-V curve. For the model of the RTD in the
large-signal analysis, we used the DC large-signal conductance of the fundamental harmonic
of the RTD. We have scaled the DC large-signal conductance at the operation frequency by the
frequency dependence of the small-signal conductance from the model derived in Refs. [102]–
[104].

The same procedure has been used for the calculation of the output power of the oscillators
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Figure 4.9: Theoretical and measured dependence of the oscillator oscillating at 525 GHz output
power on the bias voltage and corresponding sections of the measured and simulated I-V curve.
Both I-V curves and power characteristics exhibit hysteresis regions. Arrows indicate the bias-
sweep directions.

for antennas with different dimensions and different RTD areas, see Fig. 4.8. The calculation
results are in good agreement with the measurement data. The output power and operating
frequency of DRTD patch-antenna oscillators could be further increased, see Fig. 4.8, if one
would use RTDs with thinner barriers and higher current density (that would require smaller-
size RTDs and the use of e-beam lithography) and if one would reduce the parasitics in the
oscillators, e.g., by making shorter vertical RTD air bridges with smaller parasitic inductance (the
contribution of the horizontal part of the air bridges to the total antenna inductance is proportional
to the horizontal length times a relatively large scale factor, which is the ratio of the patch and
the air-bridge widths). The output power of ≳10 µW at 1 THz should be achieved with such
optimized oscillators with 1 nm barrier RTDs. Staying with low-current-density 1.6 nm barrier
RTDs, as in this design, one can, e.g., increase the thickness of the patch dielectric up to 6 µm
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Figure 4.10: The radiation patterns of the oscillators measured in the plane perpendicular to
the ground plane and connecting the RTDs for an oscillator with two RTDs and a single RTD.
The radiation patterns are of single- and double-RTD, but otherwise identical, oscillators with
150 µm patch antennas and 4 µm2 single-RTD areas.

keeping the same antenna dimensions, which would extend the oscillator frequency to 670 GHz
with the output power of ≈ 1 µW.

Active mode

Our oscillators were designed to be operating in the lowest-order asymmetric mode. To verify
that, we have measured the radiation pattern and the polarization of the output radiation. The
asymmetric mode has the electric field polarization along the axis of the two patch-antenna
RTDs (the signal level for the cross-polarization was below the noise floor, not measurable).
On the contrary, the polarization of the symmetric mode is in the orthogonal direction. The
lowest-order asymmetric mode should also have a symmetrical single-lobe radiation pattern with
the maximum perpendicular to the substrate. However, the next higher-order asymmetric mode
should have a two-lobe radiation pattern with the maxima close to the plane of the substrate.
The measurements of the radiation pattern, see Fig. 4.10, and of the polarization, as well as
the good agreement of the measured and calculated operating frequencies and output powers,
confirm that all our DRTD oscillators were operating in the lowest-order asymmetrical mode
at the fundamental frequency. The symmetrical oscillation modes were suppressed in all these
oscillators.
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The radiation pattern measurements shown in Fig. 4.10 were not highly precise due to
disturbance of the radiation pattern by the contact needles, reflections from the detector, and the
environment, which is seen in a slight asymmetry of the radiation pattern of a DRTD oscillator.
For comparison, we have measured the radiation pattern of a single-RTD, but otherwise identical,
patch-antenna oscillator. As expected, the radiation pattern is tilted in the direction of the RTD:
the RTD creates a capacitive load to the patch antenna, which tips its radiation lobe. We note that
our single-RTD oscillators had approximately half the output power of their DRTD counterparts.
Specifically, for the antenna length of 200 µm the maximum DRTD oscillator radiated power
was 70 µW at 330 GHz, although the single-RTD counterpart was operating at 329 GHz and
radiating 40 µW.

4.1.6 Patch antenna loss assessment

The dielectric losses in SU-8 (although significant) do not play a dominant role in our oscillators
at their operating frequencies. Their contribution to the total losses in the patch antennas is
approximately three to four times less than the contribution from the metal losses, see Fig. 4.11.
The patch antennas in our oscillators are operated at frequencies significantly below their self-
resonant frequency (no RTDs). Therefore, the energy stored in the antennas is dominantly
magnetic, and the corresponding magnetic field causes surface currents and losses in the metals.
The energy stored in the electric field of the patch increases with the increase of the operating
frequencies of the patch antennas towards their self-resonance. Therefore, the contribution of the
dielectric (SU-8) losses is also getting higher.

4.1.7 Summary for the sub-THz patch antenna oscillators with
bridges

In summary, the concept of a DRTD patch-antenna oscillator offers a series of advantages
compared to other types of RTD oscillators. First, it emits the radiation upwards from the
substrate and does not require a Si-lens, which gives an advantage of compactness compared
to typical slot-antenna RTD oscillators with Si lenses. Second, the patch antenna operates
simultaneously as a resonator and a radiator. Therefore such oscillators are simpler than the other
types of on-chip oscillators with coupled resonator-radiator designs. Third, compared to single-
RTD patch-antenna oscillators, the DRTD design can provide potentially higher output power,
and its asymmetric mode of operation inherently guarantees the decoupling of the oscillator from
the external bias circuitry at the fundamental oscillation frequency. We demonstrate an order
of magnitude higher output power experimentally at slightly higher frequencies compared to
previously reported patch-antenna RTD oscillators. We have demonstrated ≈ 10 µW output
power at the fundamental frequency of 525 GHz and 70 µW at 330 GHz using RTDs with
relatively thick barriers of 1.6 nm and relatively low peak current density of 5.8 mA/µm2. Only
optical lithography has been used in the fabrication process. We also show that significantly
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Figure 4.11: Power losses normalized to accepted power for: a) 200 µm, b) 150 µm, c) 100 µm
and d) 50 µm patch antennas. The shaded blue regions mark ranges of the operational frequencies
for the presented antennas.

higher operating frequencies and output powers are achievable with further optimization of the
patch antenna and RTD parameters.

4.2 Bridge-less double-RTD oscillator beyond 1 THz

Results shown in this section were partly published in the peer-reviewed journal article P.
Ourednik and M. Feiginov, “Double-resonant-tunneling-diode bridge-less patch-antenna oscil-
lators operating up to 1.09 thz,” Applied Physics Letters, vol. 120, no. 18, 183501, 2022. DOI:
10.1063/5.0090519.

The above-described design was limited in its performance by the parasitics of the DRTD
oscillator. In this section, we demonstrate that these parasitics can be substantially reduced.
Additionally, we use thinner-barrier (1 nm) RTDs. These modifications allowed us to extend
the fundamental operating frequencies of these oscillators above 1 THz and demonstrate the
output power in the range of ten(s) of µW, which is close to the state-of-the-art level of chip-size
oscillators.

A schematic of the DRTD patch-antenna oscillator is shown in Fig. 4.12. The oscillators
share many features with the above-described design. The patch, as in the previous design,
lays on a dielectric layer above the metalized ground plane of the chip. Metal bridges/vias
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Figure 4.12: A sketch of a DRTD patch-antenna oscillator with conical vias. The DC bias is
applied between the upper MIM metal layer and the ground-plane metallization. The shunt
resistor prevents low-frequency parasitic oscillations. The “a-a” and “b-b” cross sections show
the distribution of the electric field and the radiation polarization for the asymmetrical and
symmetrical modes, respectively. The other insets show conical (a) and vertical (b) vias and a
slanted bridge (c) for connection between the RTDs and the patch.

symmetrically connect the patch on both sides to two nominally-identical RTDs. The oscillator
supports the two modes, the asymmetric and the symmetric, from which the asymmetric is the
wanted one, and the symmetric needs to be suppressed. We optimized the bridges connecting the
RTD and the patch in this design, along with the optimization of the RTDs themselves.

4.2.1 Conical vias

The patch antennas in RTD oscillators typically operate below their λ/2 Eigen (no RTDs)
frequency since the RTD capacitance is rather high. In this regime, the patch impedance is
predominately inductive. To increase the operating frequency of the oscillator, one needs to
reduce the inductance and (inductive) parasitics of the patch, especially those related to the
bridges connecting the patch to the RTDs. The reduction of parasitics is one of the crucial traits
of the oscillators that allowed us to increase the oscillation frequency.

In the previous design, the bridges were narrow slanted metal stripes, as in Fig. 4.12 c).
The inductance due to the horizontal (parallel to the ground plane) length of the stripe could be
estimated as that of a piece of a microstrip: µ0lsthst/wst, where µ0 is the free-space permeability,
lst, hst and wst are the length, height, and width of the microstrip, respectively. The width of
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Figure 4.13: Measured (green and purpler) and simulated (red) RTD I-V curves. The green
curves correspond to an oscillating 0.67 µm2 DRTDs integrated with 40 µm patch antenna. The
purple curve corresponds to a mesa-field measurement. The red curve is for a stable RTD.

the stripe bridge is much smaller than the width of the patch. Thus its parasitic inductance
is large (compared to the same-length section of the patch). The vertical portion of the stripe
(vertical via) could be roughly regarded as a coaxial structure with the inductance proportional
to log(lp/2wst), where lp is the patch length between RTDs. From both perspectives, increasing
the bridge width should reduce its parasitic inductance.

Specifically, in the previous design, we have used slanted stripe bridges, as in Fig. 4.12 c),
with 3 µm width, 7 µm length, and 4 µm thick patch dielectric. In this investigation, we keep
the same thickness of the patch dielectric but replace the stripe bridge with a conical via, as in
Fig. 4.12 a), with the upper diameter of 10 µm; this leads to the reduction of the bridge parasitic
inductance by 3.8 pH, which corresponds to a large value compared to the inductance of 3.2 pH
of a square 40 µm patch. For smaller patches, the relative reduction of inductance is even more
dramatic. Additionally, the conical via has a lower ohmic resistance due to its larger surface: for
the above parameters of the bridges, the conical via gives the reduction of the skin-effect ohmic
resistance by 1 Ω at 1 THz. For comparison, the replacement of the slanted stripe bridge with the
above parameters by a vertical column via with square cross-section, see Fig. 4.12 b), with the
sides equal to the stripe width would give a reduction of the parasitic inductance by 3.1 pH and
of the ohmic resistance by 0.5 Ω (at 1 THz).
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4.2.2 1.0 nm RTD

Another crucial trait of the presented oscillators is using RTDs with thin (1 nm) barriers. The
RTDs were grown on semi-insulating InP substrate and had nominally 1.0 nm AlAs barriers
sandwiching a composite In0.53Ga0.47As/InAs/In0.53Ga0.47As quantum well with the nominal
thickness of each sublayer of 1.1 nm. On the emitter side of RTDs, we incorporate a 25 nm
long In0.53Ga0.37Al0.1As step emitter, see [99], with the n-doping of 3× 1018 cm−3, the collector
side contained a 12 nm undoped In0.53Ga0.47As spacer. The other layers surrounding the above
barrier region on both sides were In0.53Ga0.47As layers with the n++ doping of 5× 1019 cm−3.
The I-V curve of the RTDs is shown in Fig. 4.13. The peak current density is 23.6 mA/µm2 with
a peak-to-valley current ratio of 3.7. For RTDs with a current density around 20 mA/µm2 and
above, it is the highest reported peak-to-valley current ratio to date, see, e.g., .[30], [101], The
characteristic inverse-relaxation-time frequency (1/2πτrel) for these RTDs in the NDC region
is ≈ 1.6 THz. Hence, at the frequencies around 1 THz, which is our focus in this design, we
assume that the RTDs are working in the quasi-static regime (ωτrel ≪ 1). The theoretical I-V
curve (which is in good agreement with the experimental one, see Fig. 4.13) and the relaxation
time were calculated following the procedure described in the previous section.

4.2.3 Fabrication of the optimized devices

We needed to decrease the RTD capacitance and the inductance of the patch antennas to achieve
high frequencies. Both of these parameters are influenced by the sizes of the corresponding
parts. To achieve oscillation frequencies over 1 THz, the RTD area of the oscillators needed to
be smaller than 1 µm2. Although theoretically possible, reproducible fabrication of the devices
on this scale is challenging in practice with conventional lithography with direct contact with the
mask and the sample. Especially the alignment that would comfort the error margins at these
scales was beyond our capabilities. Therefore we changed our technology to electron beam
lithography (EBL), where a well-controlled flow of electrons does the exposure (electron energy
is in the range of tens of keV). The EBL system is simultaneously an SEM, which allowed us to
perform the required high-precision alignment. However, here described fabrication should be
possible using industrial-grade optical lithography.

Because of the use of the EBL, we needed to change the used photoresists to those sensitive to
the electron beam. For the lift-off processes, we kept using the LOR as the layer for the undercut
and replaced the patterning resist with PMMA AR-P 679.04. We followed the instructions in its
datasheet for the fabrication steps. We have been stripping this combination of the resists in the
DMSO and the acetone.

The fabrication process started with the fabrication of the RTD mesas. The patterned top
electrode made of Ti/Pd/Au with thicknesses 10/10/180 nm was deposited onto the RTD sample’s
surface. The wet-chemical etching formed the mesas by the Piranha solution described in the
previous section, with which we etched ≈ 180 nm deep, reaching the bottom contact layer of the
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RTD. The combined areas of double RTDs were in the range of 0.4-1.4 µm2 (single RTDs with
the areas ≳ 1 µm2 were prone to thermal breakdown).

Following the mesa forming, the second metallization layer was evaporated, which formed the
bottom electrode for the RTDs and the ground plane for the patch antennas. The “self-aligning”
process was again used here. The second metalization was also Ti/Pd/Au, with corresponding
thicknesses 10/10/60 nm.

The whole surface was then covered by 180 nm Si3N4, which formed a dielectric layer under
the bias line and of the MIM capacitor. The SiN layer was opened at the top of the mesas and in
the areas of the contact pads to the ground plane. The opening was done in this case by the EBL,
not by the planarization. Although the planarization does not require high precision alignment, it
is prone to open the passivation on unwanted places where contamination particles are present,
which can lower the yield of the working devices.

After the opening, the sample was covered by a 4 µm thick negative photoresist (AR-N
7720.30), which formed a dielectric layer under the patch antenna. This fabrication step was
critical because the design required a smooth photoresist surface in the regions of the conical
vias. For this purpose, the 4 µm thick resist was spin-coated in four (0.2, 0.8, 1.5, and 1.5 µm
thick) layers. Each layer was exposed by the electron beam and developed, forming open
larger-diameter circles subsequently around the RTD mesas. Each layer of the resist has been
thermally re-flowed to form a smoothed dielectric under-layer of the conical via with an upper
diameter of around 10 µm. Additionally, the re-flowed photoresist created a smooth slanted
external edge, which was used to connect the patch and the bias line. Figure 4.14 shows an SEM
micrograph of a fabricated oscillator with conical vias.

Further, a structured Ti/Au layer with a thickness of 10/350 nm was then deposited by
RF sputtering. This layer formed the patch antenna, bias line, upper metal of MIM, and the
metallization of the conical vias to RTDs at the edges of the patch antennas, see Fig. 4.14. The
sputtering helped better to cover the slanted edges of the dielectric layer. The patch antennas
had a square geometry with side lengths in the range of 40-80 µm. Finally, a shunt resistor
(Indium-Tin-Oxide) was deposited by the RF sputtering between the upper MIM metal layer and
the ground plane.

In the implementation, we have omitted the usage of the trenches, as the deposited Si3N4

as the quality and thickness of the layer allowed us not to. However, these trenches should be
introduced again for devices where a wire bonding for the biasing would be utilized.

4.2.4 Perfomarnace of the optimized design

Oscillation frequency

As in the previous case, the spectra of fabricated DRTD patch-antenna oscillators were measured
with the Martin–Puplett interferometer with the Golay cell as a detector. A set of representative
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100 µm40 µm

Figure 4.14: SEM micrograph of a 1.09 THz oscillator with 40 µm patch antenna. The dark
gray substrate is the gold ground plane covered by the Si3N4. The light-gray lower and upper
squares are the contact pads to the ground plane and the upper MIM layer (top RTD electrode).
The inset shows details of the patch. The illusion of the antenna being melted into the dielectric
under-layer is due to the electrostatic charging inside SEM.

spectra is shown in Fig. 4.15. The spectra contained no indications of subharmonics or additional
spurious frequency lines.

Additionally, we have proven that the emitted radiation has electric-field polarization along
the line connecting the double RTDs in the patch antennas: the Martin–Puplett interferometer
contains a linear polarizer at its input. When the sample was rotated by 90◦, no radiated signal
was measurable for the cross-polarization. The orientation of the emitted radiation (see Fig. 4.12)
and the clean measured spectra prove that the oscillators at the measured frequencies were
working at the fundamental asymmetric modes.

Output power

The emitted power was measured in a separate double-parabolic-mirror setup with a pyroelectric
detector, see Sec. 4.4. The measured power was corrected for the solid angle of the collection
mirror by considering the patch antenna’s radiation patterns. Figure 4.16 shows the measured
output powers and the operating frequencies of several sets of DRTD patch oscillators with
different patch dimensions and different DRTD areas. The highest achieved frequency was

96



4.2. Bridge-less double-RTD oscillator beyond 1 THz

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2

10−4

10−3

10−2

10−1

100

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2

10−4

10−3

10−2

10−1

100

Frequency (THz)

Si
gn

al
(a

.u
.)

0.67 µm2, 40 µm
0.80 µm2, 40 µm
1.10 µm2, 40 µm
0.95 µm2, 50 µm
0.80 µm2, 70 µm
0.95 µm2, 80 µm

Figure 4.15: Representative measured spectra of DRTD bridge-less patch-antenna oscillators.

1.09 THz, where we have measured 9 µW with an oscillator with 40 µm patch and 0.67 µm2

double RTDs, 15 µW have been reached at 0.98 THz. At lower frequencies, around 620-660 GHz,
we could measure the output power of 27 µW. The measured data points show an intuitively
expected behavior: the larger patch antennas operate at lower frequencies; the smaller the RTD
areas, the higher the operating frequency, but the output power is getting lower.

As an illustration, Fig. 4.17 shows the simulated output power vs. bias for the device
oscillating at the frequency of 1.09 THz. The figure also shows the corresponding section
of the simulated and measured I-V curve for an oscillating RTD; it has a characteristic step
and hysteresis in the NDC region due to the self-rectification effect, both for the output power
and I-V curves. The simulations are in good agreement with the measurement results. The
simulation procedure for the oscillator output power, including the self-rectification effects, has
been described for the above-described sub-THz design with the bridges.

4.2.5 Comparision with the chip-sized RTD oscillators

The above parameters demonstrate an essential improvement compared to our previous design
of the DRTD patch-antenna oscillators, where the operating frequencies were limited to 330-
525 GHz. The data also represents a significant improvement compared to other reported
fundamental-frequency patch-antenna single-RTD oscillators, which had power in the range
1-10 µW at 330-517 GHz, see [82]. In general, the parameters of our oscillators are better or
close to the other types of on-chip RTD oscillators without Si lens; however, those oscillators
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Figure 4.16: Radiated power vs. frequency for a set of samples with different patch-antenna sizes
and DRTD areas. The previously reported literature data for RTD oscillators without Si lenses
are also shown for comparison in the plot at the time of the presented oscillators’ development.
The box around the symbol highlights the simple patch-antenna oscillators.

have significantly more complex multi-antenna designs, where the RTD slot resonators are
coupled either with other emitting slots or additional patch/Yagi-Uda/Vivaldi radiators, see [31],
[88], [90], [91], [107], [108]. The highest power for all types of RTD oscillators above 1 THz
was reported with the slot RTD resonators coupled to Yagi-Uda radiators (36 µW at 1.04 THz),
see [31]; the data we report for the DRTD patch-antenna oscillators are getting close to this
level. Comparing the here presented devices to common (bulky) slot-antenna fundamental RTD
oscillators with Si-lens that can operate at higher frequencies and that have reached the output
power of 30 µW at 1.25 THz, see [101], we conclude that our (compact) DRTD patch-antenna
oscillators are already not far away from them.

Figure 4.16 also shows the simulated dependencies of the output power vs. frequency for
different patch antennas and varying RTD areas. The simulation and measurement results are in
very good agreement with each other, and simulations are well in agreement with the qualitative
behavior of the oscillators described above.

4.2.6 Losses in the dielectric

Apart from the radiation losses, the main loss mechanisms in the patch antennas are due to the
ohmic (metal) and dielectric resonator losses. The ohmic metal-surface resistance is increasing
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Figure 4.17: Measured and simulated output power vs. RTD bias and the corresponding section
of an oscillating device’s measured and simulated I-V curves. The shown data are for the device
oscillating at the frequency of 1.09 THz.

with frequency due to the skin effect. The losses in the dielectric materials are usually also
increasing with the frequency in the THz range, although that depends on the specific properties
of the dielectrics. However, the level of particular losses depends on the resonant mode’s
electromagnetic properties in the patch antenna. The amounts of the electric and magnetic energy
periodically stored in a patch antenna are equal at the antenna eigen-resonance (without RTDs)
frequency. For our patch antennas, the dielectric losses overweight by far the metal (ohmic)
losses in this regime, see, e.g., the normalized losses for 40 µm patch antennas in Fig. 4.18.
However, when the antenna is capacitively loaded by RTD(s) and its resonance frequency is
reduced, the electric energy is getting localized in the RTD capacitance for the most part, and
only (predominantly) magnetic energy remains periodically stored in the patch. Consequently,
the fraction of the dielectric losses in the patch compared to the metal ones is dropping very
rapidly with the reduction of frequency (with the increase of the RTD area); in the operating
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Figure 4.18: Dielectric, metal, and radiation losses normalized to the accepted power of the
antenna of size 40 µm. The blue region corresponds to the operating frequencies of our 40 µm
oscillators.

frequency range of our oscillators, both types of resonator losses are approximately at the same
level. In other words, the metal resonator losses do increase at higher operating frequencies.
However, the dielectric losses are increasing much faster due to the rapid build-up of the electric
energy in the patch when the operating frequency is getting close to the eigenfrequency of the
patch resonator.

The dielectric properties of the photoresist AR-N 7720.30 we used in our patch antennas are
not documented at THz frequencies. Thus, we have assumed them to be close to the properties of
SU-8, considering that both the photoresist and SU-8 are based on Novolac resin. The reported
SU-8 dielectric constant in the working range of our oscillators is 2.7, and the reported tan δ

varies from 0.05 to 0.14 at 1 THz, see [135], [136]. In our electromagnetic simulations of the
patch antennas, we used the worst-case value of 0.14 for tan δ. The resulting calculated output
power level of our oscillators is well in agreement with the experimental values, see Fig. 4.16.
We note that our previous estimate of the expected output-power level, in the previous section,
below ∼1 THz with 1-nm barrier RTDs was more optimistic since we assumed tan δ=0.03
previously and “δU” of ≈ 0.55 V instead of ≈ 0.35 V, which have the RTD used in this work.
We write “δU” in quotation marks because we used the actual I-V curve for the output power
estimations and not the third-order approximation.
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Figure 4.19: Simulated radiated power for patches with AR-N 7720.30 as a dielectric and for
empty patches. The solid lines show envelopes created from sweeps of the antenna sizes and
DRTD areas, and the dashed lines show radiated power for 40 µm antenna where the DRTD
areas were swept.

4.2.7 Summary for the THz patch-antenna DRTD oscillators

The above discussion indicates that the dielectric losses are crucial to achieving higher output
power and higher operating frequency of the patch-antenna RTD oscillators. Figure 4.19 shows
the expected output power of our oscillators for a sweep of antennas sizes and DRTD areas
and, specifically, for the 40 µm patch antenna with the photoresist as a dielectric and if the
dielectric would be removed. One should be able to achieve a significantly higher output power
in the latter case. We have attempted to remove the photoresist by the O2 ashing process but
were not yet successful since the thermal expansion of the photoresist during the process was
destroying the contacts to RTDs. To achieve higher oscillation frequencies, we also reduced the
dimensions of patch antennas. Optimization of the DRTD patch-antenna oscillators along these
lines should improve their performance beyond the level achieved by the RTD oscillators so far
in the frequency range above 1 THz.

In this part, we demonstrated double-resonant-tunneling-diode patch-antenna oscillators
having output powers of 9 µW at the fundamental frequency of 1.09 THz, 15 µW at 0.98 THz,
and up to 27 µW at the lower frequencies of 620-660 GHz. These parameters are substantially
superior to those previously reported for patch-antenna RTD oscillators, and they are close to the
state-of-the-art level for all other types of RTD oscillators at around 1 THz.
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Figure 4.20: Band diagram of an RTD with the explicit depiction of the depletion region. The
depletion region separates the accumulation of the charge in the emitter and the collector, creating
a capacitor. The length of the depletion region is voltage-dependent. Thus the RTD capacitance
is also voltage-dependent. The RTD acts as a varactor.

4.3 FMCW and OCT application of RTD oscillators

Results shown in this section were partly presented at the scientific conference and published
in its proceedings P. Ourednik, G. Picco, and M. Feiginov, “Chip-size resonant-tunneling-
diode oscillator as a fmcw and oct source,” in 2022 47th International Conference on Infrared,

Millimeter and Terahertz Waves (IRMMW-THz), 2022, pp. 1–2. DOI: 10.1109/IRMMW-
THz50927.2022.9896064.

In this section, we show the behavior of resonant-tunneling-diode (RTD) oscillators regarding
their frequency tuning and investigate the possibility of employing the RTD oscillators in
THz frequency-modulated continuous wave (FMCW) radars and optical coherent tomography
(OCT) applications. The frequency tunability of RTD oscillators was addressed, e.g., in [137].
However, the behavior of fast linear frequency chirps was never shown. In this part, we use the
above-described double-RTD oscillator with a nominal barrier thickness of 1 nm.

4.3.1 RTD oscillator frequency tunability

The oscillation frequency of an RTD oscillator depends on the bias applied to the RTD since
the RTD depletion region and quantum-well capacitances are bias-dependent. In Fig. 4.20, we
show the depletion layer in the band diagram of the RTD. Therefore, the RTD oscillator can be
used as a voltage-controlled oscillator with bias control. However, the frequency response of
the oscillator is not linear with a linear bias voltage sweep. FMCW radars require the source to
generate linear frequency chirps in time to determine the target’s distance and speed reliably.
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Figure 4.21: The dependence of the oscillator operation frequency on the bias voltage and the
relevant part of the I-V curve (shunt subtracted). The frequency tuning shows the non-linear
inflection character. The arrows indicate the backward and forward sweeps of the relevant part
of the I-V curve in the oscillation range.

For this study, we have used the concept of the oscillators described in the previous section.
However, to enhance the tune-ability, we have fabricated a device with 60 µm antenna and
1.5 µm2 DRTD area.

The measured frequency response as a function of the bias voltage of our RTD oscillator is
shown in Fig. 4.22. The bottom plot shows details of the I-V curve zoomed in the oscillation
region. The I-V curve is striped of the shunt resistor contribution, which is needed to suppress
the low-frequency parasitic oscillations. The oscillation region is between the two hysteresis
regions. The data shows two regions of possible operation, before and after the maximum. The
first part gives a higher tunability range, which was 38 GHz in our case. The second part gives a
lower tunability but an almost constant output power (for our device, see, e.g., Fig. 4.17). We
use the first part with a wider frequency range in this example. As the measurement has shown,
the shape of the frequency vs. bias voltage curve is not linear. The non-linear frequency sweep
would cause a not constant FMCW-detection frequency, hugely decreasing the final resolution.

4.3.2 Frequency response linearization

To linearize the frequency response in time, one must create a non-linear voltage sweep to
compensate for the frequency non-linearity. An arbitrary waveform generator generated the
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Figure 4.22: Sequence of the linearized chirps for the first section of the first frequency region
and the corresponding sequence of the bias voltage sweeps that are linearizing the response.

properly shaped voltage sweep with a duration of 1 ms. It consisted of 50 segments with a
duration of 20 µs each. The resulting linearized frequency sweep with the span of 38 GHz is
shown in Fig. 4.22). The frequency-sweep rate is limited by the control equipment, the external
parasitics of the oscillator, and by the RTD-resonator properties. The internal (inverse) time
constants of RTD itself are in the THz range; thus, they do not impose any relevant limitations.
Much faster sweep rates are possible.

A control voltage was applied to the RTD oscillator, which corresponds to a continuous
train of saw-tooth linearized frequency sweeps. The modulated RTD oscillator generates a
nearly rectangular spectrum with a bandwidth of 38 GHz, which is shown in Fig. 4.23). A
slight deviation of the spectrum from an ideal rectangular shape is due to the bias dependence
of the RTD oscillators’ output power, as shown in the previous sections. The calibrated pyro-
electric detector measured the output power of 23 µW. The spectrum was measured with an
interferometer in the Martin-Puplett configuration, see 4.4, and a Golay cell as the detector. The
interferometer basically corresponds to a typical OCT measurement configuration; given a linear
frequency sweep with a rectangular spectrum, the interferogram in Fig. 4.24 has a sin(x)/x

shape, as expected. The peak of the interferogram corresponds to the configuration when both
interferometer mirrors have an equal offset from the wire-grid interferometer polarizer. The peak
width shows a 4 mm OCT resolution, corresponding to the 38 GHz bandwidth of the oscillator
frequency sweeps.
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Figure 4.23: Measured frequency spectrum of the RTD oscillator with applied linearized fre-
quency modulation. The inset shows zoomed part of the spectrum near the operation frequency.
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Figure 4.24: Measured interferogram of the output oscillator signal with the applied linearized
frequency modulation. The period of the sin(x)/x function (OCT resolution) corresponds to half
of the reciprocal bandwidth.
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Figure 4.25: Detected FMCW-radar signals for the linear bias chirp and the corrected frequency
chirp for a target at a distance of 23 mm in the time domain.

4.3.3 FMCW Radar

To confirm the functionality of the source, we tried to build an FMCW radar. The mutual shift
of the mirrors in the interferometer allows one to create two paths with different times of flight.
The power detector then mixes the delayed responses due to the square-law detection. The
output frequency is then equal to the difference between the input frequencies. The Golay cell’s
response time is 30 ms; therefore, for the expected range of the detected frequency, we used
a chirp with a duration of 490 ms. Fig. 4.25 compares the detected time domain signals for
a simple linear bias chirp and a corrected chirp linearizing the frequency sweep. The target
(static mirror in the moving arm of the interferometer) was at 23 mm. The linear chirp shows a
frequency modulation in time. In contrast, the corrected chirps show a sinusoidal signal with
a constant frequency. Fig. 4.26 then shows the corresponding range plots. The shape of the
curve corresponding to the linear chirp shows a noticeable broadening of the peak, effectively
decreasing the resolution and the signal strength. The corrected linearized chirp shows a clear
peak corresponding to the target’s distance.

4.3.4 Summary for the FMCW and OCT RTD oscillator source

We have presented one possible real-life application of the RTD oscillators: the functionality
of RTD oscillators as sources for sub-THz and THz FMCW radars and OCT applications. The
presented source provided a spatial resolution of 4 mm with an output power of 23 µW with an
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Figure 4.26: Detected FMCW-radar signals for the linear bias chirp and the corrected frequency
chirp for a target at a distance of 23 mm in the range plot.

average operation frequency of 680 GHz and 38 GHz (5.5 %) bandwidth. This is an FMCW
radar operating at the highest frequency so far. However, the RTD oscillators are like all other
oscillators, prone to locking to a signal with a similar frequency as their oscillation frequency if
such a signal impinges on the oscillator, see, e.g., [138]. In the FMCW radar, the returning echo
from the target towards the oscillator can cause the oscillator to lock to it (injection locking).
This would distort the frequency tuning, which would then rather be insteps than in a continuous
manner. Thus, the echoing signal needs to be suppressed by either putting the source of the axis
or by an isolator. In our case, signal isolation is one of the key properties of the Martin-Pupplet
interferometer, see section 4.4 fro more details. Another solution can be employing another
modulation schema, such as subcarrier modulation of the RTD, see [57]. In this scheme, the
amplitude of the RTD oscillations is modulated with a linear frequency modulation signal. Then,
although the oscillation frequency is locked, the amplitude can still be adjusted, and thus the
modulation can be performed. The subcarrier modulation concept requires high bandwidth of
the modulation signal, the same bandwidth as the detection bandwidth. In the direct modulation,
as described in this section, a large bandwidth is generated by the RTD; thus, the requirements
on the driving circuitry are much more moderate.

4.4 Measurement system

In this section, we briefly describe the measurement system used to measure the oscillation
frequency of the oscillators and for the FMCW radar. Here presented measurement methods
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are well-known. However, it is important to describe them to put the obtained results into
the right perspective. The core of the frequency measurement apparatus is the Martin-Puplett
interferometer.

Martin-Pupplet interferometer

We used an interferometric approach to measure the oscillation frequency of the oscillators. In
this method, the incoming signal, in the form of a collimated beam, is divided into two arms of
the interferometer with a beam splitter. The length (and thus its delay) of one of the arms can
be changed. The split signals are merged again, and their interference is detected with a power
meter. For the sinusoidal input signal, if the merged signals are in the phase, we detect maximum
power and minimum if they are out of phase. Changing the delay of the arm, we get a periodical
maximum and minimums of the detected signal (interferogram), which period corresponds to
the frequency of the input signal as:

f =
c0
2
d, (4.5)

where c0 is the speed of light and d is the spatial distance corresponding to the detected signal’s
period. In case the input signal is composed of many frequencies, we perform a Fourier transform
of the detected signal over the full span of the delay that the interferometer can deliver. This gives
us the input signal spectrum, where the formula mentioned above transforms the spatial dimension
into the frequency dimension. The frequency resolution of the interferometer corresponds to the
maximal delay of the variable arm over which we can detect at least one period of the detected
signal. In our case, the interferometer arm length was 30 cm, and thus the maximum resolution
of the system was 1 GHz. The resolution limit also limits the minimum measurable frequency.
However, additionally by the detector’s frequency sensitivity, alignment of the interferometer,
and the divergence of the collimated beam. For our system, the minimal frequency was due to
the beam divergence of approximately 50 GHz. The beamsplitter’s operation range, detector
sensitivity, and alignment give the maximum frequency.

Semi-transparent mirrors can be used for the beamsplitter, e.g., a silicon plate for the THz
frequencies. However, due to the certain thickness of the mirrors, the beamsplitters act as
Fabry-Perot resonators, which limits their frequency band, see [139].

The Martin-Pupplet interferometer works similarly to standard interferometers, except that it
manipulates the polarizations of the beams, see the principal schematic in Fig.4.27. It polarizes
the input beam by a wire grid to have only, in our case, vertical polarization. Then it splits
it by wire grid polarizer (beam splitter) into two beams having both vertical and horizontal
polarizations. The wire grid of the beamsplitter is rotated to split the signal with a ratio of 1:1.
In our case, for splitting the beam under the angle of 45◦, the angle between the wire grid and
the horizontal plane should be 36.26◦. The split beams are reflected back to the beam splitter
by rooftop mirrors that flip only the horizontal polarization (depending on the orientation of
the mirror), making the beam that propagated through the beamsplitter during the splitting
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Figure 4.27: Principial schematic of Martin-Puplet interferometer. The polarization is of the
electric field and is shown in the view of the propagation. The beam splitter is, in this case, a
grid polarizer. The mirrors in the interferometer are rooftop mirrors that flip only the horizontal
polarization. The interferometer has two inputs and two outputs. The secondary input (that
would be reflected from the first grid polarizer) is not marked, and the output for horizontal
polarization (shown in the brown fading color) was not used.

is reflected from the splitter, and the beam that was reflected during the splitting propagates
through the splitter. The output signal’s polarization changes with the shiftable arm’s delay. If
we filter out one of the polarization, we obtain the interferogram. The wire grid polarizer does
not introduce the Fabri-Perot resonator and thus can be used in the interferometer to measure
large frequency bands. The maximum operating frequency of wire grid polarizers is limited by
the wire separation length, which must be smaller than is than half of the wavelength.

Because of the flips of the polarizations by the rooftop mirrors, there are no back-reflected
waves toward the signal source. This feature allowed us to build the FMCW radar without
locking the oscillator. However, this left the radar to be usable in this configuration only for
targets flipping one of the polarizations.
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4. DOUBLE-RTD OSCILLATOR

Detectors and the Lock-in amplification

As the detector for the frequency measurement, we used GC-1P Golay cell. The Golay cell is
a sensitive detector with noise equivalent power of ≈ 1.5× 10−10 W/Hz1/2. However, it is not
well-suited for precise power measurements because of the difficulties in reliably calibrating it.

For the output power measurement, we used a pyroelectric sensor, SLT THz 20 HS. The
pyroelectric sensor has much lower detectivity than the Golay cell and suffers from acoustic
distortion. According to the manufacturer, the minimum measurable power is ≈ 10 µW. However,
it can be reliably calibrated by a metrology authority. The used pyroelectric was calibrated by
PTB. During the power measurement, we tried to accurately recreate the same measurement
setup used during the calibration with a double parabolic mirror setup, in which we focused the
output signal from the RTD onto the detector.

Due to the thermal noise in the system, the noise generated from the amplifiers of the
detectors, 1/f noise, and the limited output power of the RTD oscillators, we need to employ lock-
in amplification of the signal. The input signal is modulated by amplitude modulation (on-off
keying) for the lock-in amplification. The detected signal is then multiplied by the modulation
signal and integrated by a low-pass filter, which is equivalent to a homodyne detection scheme.
Because of the filtering, we suppress the broadband noise. The modulation additionally shifts
the detected signal from DC to the modulation frequency, which reduces the 1/f noise and allows
us to use amplifiers with high gain without drift compensation.

The modulation can be done by a chopper, a fan that periodically blocks the beam path.
However, the used detectors are sensitive to the turbulent air in their vicinity, and thus we can
also modulate the bias of the RTD with the on-off keying to achieve the same result. The used
detectors are relatively slow; thus, the modulation frequency is in the range of tens of Hz.
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Chapter 5

Large signal RTD dynamics

This chapter shows the dynamical behavior and inner mechanics of RTDs as responses to the
dynamical perturbation of the bias voltage. What differentiates the work described in this chapter
from the previous works is that, in this case, the perturbation does not need not to be small,
and thus we call this chapter Large signal RTD dynamics. This chapter shows results that were
partly published in the peer-reviewed journal article P. Ourednik, G. Picco, D. Tuan Nguyen, et

al., “Large-signal dynamics of resonant-tunneling diodes,” Journal of Applied Physics, vol. 133,
no. 1, p. 014 501, 2023. DOI: 10.1063/5.0134223.

As we have shown in Chap. 2, RTD oscillators are close to satisfying basic requirements
for practical applications. However, the design and analysis of RTDs in RTD oscillators is
still, to a large extent, based on empirical and phenomenological modeling. That hinders
further development of RTD oscillators, thus indicating an urgent need to develop an accurate,
sufficiently-general, but also sufficiently-simple, physics-based method for the simulation of the
RTD dynamics. The aim of this chapter is to provide such a method.

An RTD oscillator consists of a resonator/radiator and an RTD as an active element; the
analysis of such an oscillator can be split into two parts. The resonator/radiator is the linear
part, its modeling is straightforward and can be reliably done with commercial electromagnetic
simulators. The RTD, on the other hand, is an essentially nonlinear component; its nonlinearity
eventually determines the oscillation amplitude and the output power of the RTD oscillators.
Therefore, an accurate large-signal (LS) (i.e., nonlinear) dynamical model for RTDs is required.

So far, the dynamical RTD models are available only in the small-signal (SS) approxi-
mation, see [102]–[104], [125], [140], [141]. Those models show that the charge-relaxation
processes govern the RTD dynamics with a certain bias-dependent SS relaxation time constant
τrel, see [102]–[104], [125]. Until now, LS analysis of RTDs in RTD oscillators has been done in
the following ways: (i) quasi-static LS analysis of RTDs; in this case, one relies on the measur-
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5. LARGE SIGNAL RTD DYNAMICS

able static RTD I-V curves; this approach is applicable only at low frequencies (ωτrel ≪ 1, ω
is the angular frequency); (ii) extrapolation of the nonlinear DC RTD characteristics to higher
frequencies, see [80], [100], [142], accuracy and validity of such approaches are questionable;
(iii) high-frequency (ωτrel ≫ 1) LS model, see [105] in this case, the quantum-well (QW) charge
cannot follow the AC oscillations and effectively gets “frozen” (Coulomb interaction of the QW
electrons is effectively suppressed in this regime), which greatly simplifies the LS analysis.

None of the above approaches provides an accurate dynamic LS RTD model for the interme-
diate frequency range (ωτrel ∼ 1), which is the most common operating range in state-of-the-art
RTD oscillators. This chapter aims to develop such a physics-based model; the model should
also cover the low- and high-frequency regimes.

Another problem we address concerns the set of parameters required to construct an accurate
dynamical LS model. Among such basic parameters are the tunnel rates through the RTD
barriers, the electron concentration in the QW (N2D), and the geometrical RTD capacitances.
These parameters could be calculated with the help of commercial simulators for RTDs and
quantum structures, e.g., these simulators can fairly well reproduce the RTD peak current density
and its bias position. However, those simulators fail to accurately describe the NDC region of
the experimental RTD I-V curves since the NDC and the neighboring regions are governed by
more subtle parameters, like the broadening of the quantum levels, scattering rates, structural
imperfections, etc. Those parameters are not known and hardly measurable in practice. Therefore,
our second objective is to formulate an approximate but sufficiently accurate dynamic LS model
that relies solely on the measurable DC RTD I-V curve and the basic RTD parameters, which
can be easily and reliably calculated or estimated, knowing the nominal parameters of the RTD
layers.

The chapter is organized as follows: In Section 5.1, we formulate the static and dynamic
RTD models. Section 5.2 explains how the RTD dynamics can be described in a phase space,
defined by the RTD bias and QW electron density. In Section 5.3, we demonstrate that an LS
RTD admittance can be with good accuracy described by a simple RLRC equivalent circuit. In
Section 5.4, we formulate a simplified model for RTD dynamics, which is based on the knowledge
of the basic RTD parameters and measured (or measurable) RTD I-V curve. Section 5.5
explains the connection between the LS and SS dynamical RTD parameters. In Section 5.6,
the RTD dynamics in the high-frequency limit is discussed. In Section 5.7, we discuss the
main approximations of our dynamical models. Section 5.8 gives a qualitative explanation for
the variation of the RTD dynamical characteristics with the AC amplitude. We conclude in
Section 5.10.

5.1 Static and dynamic RTD models

For illustrative purposes, we applied the theoretical models to an RTD, which we have experi-
mentally studied and used in RTD oscillators up to 0.5 THz that were described in Chap. 4 and
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Figure 5.1: Measured and simulated (Hartree approximation) I-V curves of an RTD studied in
Ref. [80] and used as an example structure in the present work. The colored circles correspond
to several bias points, for which we discuss representative RTD-response characteristics in this
chapter.

in Ref. [80]. This is a representative RTD, and it has rather typical characteristics for RTDs used
in the state-of-the-art sub-THz and THz RTD oscillators.

5.1.1 Static RTD model

The static (DC) characteristics of an RTD are calculated by a self-consistent solution of the
Schrödinger and Poisson equations (Hartree approximation) in the active RTD region between
(and slightly within) the highly-doped contact regions on both sides of the barriers. The calculated
DC I-V curve of the above RTD is shown in Fig. 5.1, where the RTD nominal parameters were
fine-tuned to fit the measured data.

We further used the computed static RTD parameters to calculate the SS dynamic RTD
characteristics, see [102]–[104], [125] The maximum of τrel of this RTD in the NDC region is
≈ 350 fs, which corresponds to the characteristic frequency of ≈ 450GHz when the condition
ωτrel ≈ 1 is fulfilled. The results presented in this chapter are also applicable in a straightforward
manner to other RTDs with thinner or thicker barriers with accordingly modified τrel; the
characteristic frequencies are rescaled as ∝ 1/τrel in this case.
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5.1.2 LS dynamic RTD model

We formulate the dynamic (AC) LS RTD model in the sequential-tunneling approximation,
see [126]. Further, we assume that the current density is homogeneous in the emitter- and
collector-barrier regions of the RTD. This is a valid approximation if the electron transit time
(τdep) through the collector-depletion region is small (ωτdep ≪ 1). This condition is usually
satisfied since the typical THz state-of-the-art RTDs have a short depletion region, see, e.g. [84],
[101], where τdep ≪ 100 fs, as we have described in Sec. 2.4.2 of Chap. 2. Also, τdep is usually
≪ τrel in such RTDs; therefore, we neglect τdep in the subsequent analysis. We also neglect
the effect of the plasma oscillations in the contacts, because the plasma oscillation frequency
(> 10 THz) is much higher than is the operation frequency of the RTD oscillators.

The alignment between the QW subbands and the emitter and collector regions determines
the currents flowing in those regions. These currents also define the time evolution of the QW
charge. These internal currents, the QW charge evolution, and the connection of the internal
RTD parameters (charges and currents) to the external RTD parameters (URTD and jRTD, where
URTD is the bias across the RTD and jRTD is the external RTD current density) can be described
by the following set of equations:

je = e


 
i

Ne,iνe,i −N2Dνe,1

�
, (5.1)

jc = e (N2D −Nc) νc , (5.2)

∆j
def
= je − jc = e ∂tN2D , (5.3)

jRTD − je = −∂tQe , (5.4)

Fe = Fe(URTD, N2D) , (5.5)

Fe − Fc = −eN2D

ε
, (5.6)

URTD = Uc (Fc) + Ue (Fe) , (5.7)

where e is the elementary charge; t is the time; ε is the dielectric constant of the RTD layers; je
and jc are the current densities in the emitter- and collector-barrier regions, respectively; N2D

is the 2D density of electrons in the QW; νc is the electron tunneling rate from the ground QW
subband to the collector; νe,i is the corresponding tunneling rate from an i-th QW subband to the
emitter; Nc is the 2D collector injection electron concentration for the ground QW subband (it
is equal to N2D if the ground QW subband is kept in equilibrium with the collector); Ne,i are
the corresponding emitter injection electron concentrations for the respective QW subbands; Qe

is the screening charge in the emitter; Fe and Fc are the electric fields inside the emitter and
collector barriers, respectively; Uc and Ue are the potential differences between the collector- and
emitter-Fermi levels and the bottom of the first QW subband, respectively.

A sketch of the RTD band diagram corresponding to the set of Eqs. (5.1-5.7) is shown in
Fig. 5.2. The model describes forwardly biased RTDs. Equations (5.1) and (5.2) describe the
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Figure 5.2: The sketch of the Γ-band diagram of a typical RTD. The sketch does not show the
detailed band structure of the QW, which can be more complicated due to a mini-well. The
number of resonant states is truncated to only two, as typically, only those play the dominant
role in electron transport. Note that the currents have the conventional direction.

tunnel currents through the emitter and collector barriers, respectively. The terms with N2D

describe the outgoing electron flow from the QW; in these terms, we assume that all electrons
in the QW are in the ground subband, i.e., the electrons tunneling into excited subbands are
immediately scattered to the ground one. The other terms in (5.1) and (5.2) describe the electron
flows into the QW. νe,i, νc, Ne,i, and Nc are determined by the alignment of the QW subbands
with the emitter and collector regions. νe,1 is strongly dependent on the broadening (scattering,
interface roughness, etc.) of the ground QW subband; this broadening eventually defines the RTD
characteristics in the NDC region and its vicinity. Equations (5.3) and (5.4) are the continuity
equations for the QW and emitter charges, respectively. Equations (5.5), (5.6), and (5.7) describe
the voltage drops across the RTD. One can represent Uc and Ue as unique functions of Fc and Fe,
respectively; the sum of Uc and Ue is equal to the total RTD bias, as stated by (5.7). The fields Fc

and Fe are connected to each other and N2D by the the Poisson equation, that leads to Eq. (5.6).
We can also note that the field Fe is uniquely defined by the RTD bias and N2D; we denote this
by Eq. (5.5).

A simplified version of the model described by Eqs. (5.1-5.7) has been used in the past
for the analysis of LS high-frequency (ωτrel ≫ 1) RTD characteristics in Ref. [105] and a
linearized version of the model has been used for the analysis of the SS RTD characteristics in
Refs. [102]–[104], [125]. However, the model has not been applied to the analysis of the LS
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RTD dynamics in a general case.

With Eqs. (5.1-5.7), one can represent all internal RTD parameters (current densities, tunnel
rates, etc.) as functions of just two parameters: N2D and URTD. In this sense, these two
parameters (N2D and URTD) define the phase space of an RTD. Indeed, N2D and URTD fully
define the potential band profile inside an RTD and, therefore, all its state parameters. These
two phase-space parameters also determine the external RTD current density (jRTD). We can
make this dependence explicit in the following way. Starting with Eq. (5.4), expressing Qe via
Fe (using the Poisson equation) as:

Fe = −Qe

ε
, (5.8)

we get:

jRTD = je + ε∂tFe . (5.9)

From the chain rule for the time derivative of Fe we get:

∂tFe =
∂Fe

∂URTD

∂tURTD +
∂Fe

∂N2D

∂tN2D (5.10)

Using Eq. (5.6) we can write for the partial derivatives:

∂Fe

∂URTD

=
∂Fc

∂URTD

, (5.11)

∂Fe

∂N2D

=
∂Fc

∂N2D

− e

ε
. (5.12)

Next, we can write for the partial derivate of the emitter voltage according to URTD:

∂Ue

∂URTD

= d
∂Fe

∂URTD

, (5.13)

where d = ∂Ue

∂Fe
, and using Eq. (5.7) we can express this partial derivative as:

∂Ue

∂URTD

= 1− l
∂Fc

∂URTD

, (5.14)

where l = ∂Uc

∂Fc
. In their definition, l and d have the meaning of the effective thicknesses of the

collector- and emitter-barrier regions, which include the screening and the depletion lengths, the
respective barrier thickness, and half of the QW width, see Fig. 5.2. We can intuitively understand
this definition if we rewrite, the definition of l using the Poisson equation as δQc =

ε
l
δUc. The

collector charge is changing only at the end of the depletion region because the depletion layer
is fully “filled,” and thus the length l corresponds to its entire length. This is in contrast to the
position of the center of the “mass” of the collector charge, which is located in the center of the
depletion region.

Set of Eqs. (5.13-5.14) can be solved for the partial derivative of Fe using Eq. (5.11) as:

∂Fe

∂URTD

=
1

l + d
, (5.15)
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Analogically, we can write the partial derivatives of the emitter voltage according to N2D and
solve them using Eq. (5.12) as:

∂Fe

∂N2D

= −e

ε

l

l + d
, (5.16)

Using the above-derived expressions for the partial derivatives and Eq. (5.3) allows us to rewrite
the equation for jRTD as:

jRTD = jc +
d

l + d
e ∂tN2D + Cec∂tURTD, (5.17)

where Cec = ε/(l + d) is the geometrical RTD capacitance.

In the following analysis, we will use Eq. (5.17) rewritten further in the following form:

jRTD = eN2Dνc +
d

l + d
∆j + Cec∂tURTD, (5.18)

where we used Eq. (5.3) to eliminate the time derivative of N2D and replaced jc with Eq. (5.2),
neglecting the back injection from the collector (the term with Nc). The latter assumption holds
true in almost all RTDs used in RTD oscillators, except for some rather exotic structures with
very high doping in the collector, see, e.g., [84]. We also note that Eq. (5.17) (if we replace
e ∂tN2D with ∆j) and Eq. (5.18) correspond to the Shockley-Ramo theorem, see [128], [129].

5.2 RTD dynamics in phase space, “full model” (FM)

Our next task is to determine the time evolution of the parameters N2D and URTD. If we know
them, then, as stated above, we can determine all internal RTD parameters with Eqs. (5.1-5.7)
and also the external RTD current with Eq. (5.17) or (5.18). In other words, we need to find the
dynamical RTD trajectories in the N2D-URTD phase space.

The time evolution of N2D is determined by Eq. (5.3), and ∆j can be expressed as a function
of the static values of N2D and URTD. Knowing ∆j, we can fully describe the dynamic evolution
of N2D for an arbitrary time-dependent RTD bias (URTD). For the calculation of the RTD
trajectories, we only need to know ∆j. A map of ∆j(URTD, N2D) calculated by a static solution
of the Schrödinger and Poisson equations (N2D and URTD are fixed at each point) is shown in
Fig. 5.3.

To make the analysis more intuitive, we note that the current difference ∆j(URTD, N2D) can
be regarded as a “restoring force” for the deviations of N2D from its equilibrium (DC) values
NDC

2D . It describes the dynamics of the relaxation of N2D to NDC
2D , when N2D is perturbed (the

perturbation is not necessarily small) for a fixed URTD. When URTD varies in time, Eq. (5.3)
describes the trajectories of N2D in the phase space.

Further, we apply a harmonic AC bias with the amplitude of UAC in addition to a DC bias
UB:

URTD = UB + UAC cos (ωt) , (5.19)
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Figure 5.3: ∆j in the phase space of URTD and N2D for the example device. The white contour
highlighted by the dash-dotted line corresponds to the equilibrium. The continuous lines show
trajectories of N2D at the frequency of 1 THz for various amplitudes at the bias voltage of
UB = 1V. The dots on the bias line correspond to N2D averaged over one period.

and calculate N2D. Several N2D steady-state trajectories for the frequency of 1 THz and various
UAC are shown in Fig. 5.3. Knowing the trajectories, we calculate the RTD current density
with Eq. (5.18). If the first harmonic of the RTD current is selected, then its real and imaginary
components combined define a complex (1st harmonic, marked by the (1) in the superscript)
RTD admittance:

YLS = GLS + jBLS =
j
(1)
RTD

UAC

. (5.20)

The AC amplitude does not need to be small in this analysis; therefore, we denote it as a large-
signal (LS) response. GLS is the LS conductance, and BLS is the LS susceptance. The frequency
dependence of GLS at different biases and for different AC amplitudes is shown in Fig. 5.4. The
variation of GLS with the AC amplitude is relevant for determining oscillators’ output powers,
see, e.g., [130].

5.3 RTD LS equivalent circuit

The large signal conductance GLS shown by the curves in Fig. 5.4 takes quasi-static values
(corresponding to the DC I-V curve) at low frequencies; we denote these values as G0

LS. On the
other hand, they converge asymptotically to specific high-frequency values with an increase in
frequency, as was shown in Ref. [105]; we denote them as G∞

LS. These values correspond to a
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Figure 5.4: GLS for various bias voltages and AC amplitudes. The dashed lines correspond to
approximations with the RLRC model. The numbers on the lines correspond to the AC voltage
amplitudes. An example of τLS estimation is shown for the case of Uac = 0.5 V and UB = 1.00 V.

situation when the frequency of the applied AC signal is so high that the QW charge cannot
follow the bias variations: N2D → constant in this case and the trajectories in Fig. 5.3 become
horizontal.

Further, the roll-off of GLS with the frequency we approximate with:

GLS = G∞
LS +

G0
LS −G∞

LS

1 + (ωτLS)
2 , (5.21)

giving the correct low- and high-frequency asymptotic values. τLS is a fitting parameter, defined
as τLS = 1/ω at the frequency, when the simulated curve crosses the middle level between the
low- and high-frequency asymptotic values, denoted as GτLS

in Fig. 5.4. τLS is dependent on UAC

and the bias point UB. The approximate curves are very close to those obtained by full-model
simulations, see Fig. 5.4.

Due to the causality of a response function, Eq. (5.21) has to satisfy the Kramers-Kronig
relation. With the account of the last term (with Cec) in Eq. (5.18), that leads to the following
expression for YLS:

YLS = jωCec +G∞
LS +

G0
LS −G∞

LS

1 + jωτLS
. (5.22)

The expression corresponds to an equivalent RLRC circuit shown in Fig. 5.5. The circuit has
the very same structure as the one derived for the small-signal RTD response in Ref. [102]
by linearizing Eqs. (5.1-5.7). The only difference is that the small-signal parameters (SS DC
conductance G0, SS HF conductance G∞, and τrel) need to be replaced by the LS ones.
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Figure 5.5: RLRC equivalent circuit for the LS response of the RTD. The circuit elements in the
model depend on the bias UB and AC amplitude UAC.
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5.4. Reconstruction of the phase map, “simplified model” (SM)

Fig. 5.6 shows the UAC-dependence of τLS for different bias points and the dependence of LS
conductance for frequencies corresponding to τLS. At low UAC, τLS is converging to (SS) τrel, as
it should, but τLS does show a strong dependence on UAC for larger AC amplitudes. Particularly
important is that τLS can significantly decrease at higher UAC and become significantly smaller
than τrel. That allows RTDs to operate at higher frequencies than anticipated from the SS analysis,
e.g., RTD can then provide larger than anticipated output power at intermediate frequencies. The
curve at UB = 0.69 V is particularly important in this context since it corresponds to a maximum
of NDC, and it is a typical operating point of RTDs in oscillators: τLS is significantly decreasing
with UAC in this case.

τLS can diverge because the first-order RLRC equivalent circuit is not able to capture the fine
details in the frequency dependence of GLS, see plots in Fig. 5.4. If G0

LS ≈ G∞
LS, then those fine

details become dominating, and τLS shows a diverging behavior. However, those divergences do
not affect the accuracy of the model since GLS ≈ constant in such cases, and their frequency
dependence can be neglected. Additionally, this typically happens for large UAC when GLS

becomes positive: such UAC is of no interest to RTD oscillators since GLS must be negative in
oscillators. Therefore τLS is shown with fainted colors in Fig. 5.6 in such regimes.

5.4 Reconstruction of the phase map, “simplified

model” (SM)

To calculate the phase map as in Fig. 5.3, one needs to start with a self-consistent solution of
the Schrödinger and Poisson equations and then calculate the internal parameters of the RTD,
like the tunnel rates through the barriers, the positions of the QW subbands, the QW charge, etc.
The procedure has been described above, and it relies on a number of assumptions related to
the internal RTD parameters, which are not well known and not directly measurable (barrier
thicknesses, exact band profile (actual layer compositions), broadening of the subbands, etc.).
Therefore, for practical use, it is desirable to simplify the procedure of the reconstruction of the
phase map and to make it defined by the parameters, which are either directly measurable or can
be more or less reliably estimated, knowing the nominal parameters of the RTD layers.

To this purpose, we define a simplified model based on the following main assumptions: (i)
the whole tunnel RTD current is ascribed to the tunneling via the ground QW subband, and back
injection from the collector into the QW is neglected; (ii) the parameters d, l, and νc are kept
constant. Knowing these parameters and the measured RTD I-V curve, we further estimate νe,1.

We start with assumptions (ii). Keeping d as a constant is justifiable since the screening
length in the emitter is only weakly dependent on Fe. The variation of l is larger since the
depletion length in the collector is changing with bias. However, for the biases in the NDC
region and around it, the variation of l becomes limited: l is changing by about 10 % at most
for our example RTD in this bias range, as this RTD has relatively high collector doping. This
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scale of variation of l is typical for THz RTDs. We fix l equal to the value it takes in the NDC
region. For the RTD analyzed in this work, we estimate d to be 9 nm, taking into account the
Thomas-Fermi screening length in the emitter. Considering the collector’s depletion length, we
estimate l to be 15 nm in the NDC region. In the following, we keep the lengths fixed.

Keeping d and l constant near the NDC region lets us derive a simple equation for Ue from
Eqs. (5.6) and (5.7):

Ue = Ue,0 +
d

l + d
URTD − 1

C
eN2D, (5.23)

where C = ε(l + d)/ld is the QW capacitance and Ue,0 is an initial value of Ue. We will need
Eq. (5.23) relating Ue to N2D and URTD in the subsequent steps. Note that Ue and N2D are not
necessarily zero at zero bias, and l can have a somewhat different value at zero bias than in the
NDC region. To define Ue,0 with good accuracy, one can choose a bias point in the NDC region,
keep N2D = 0, and then calculate Ue and define Ue,0 as a deviation of Ue from URTDd/(l + d) at
this bias point.

Further, νc is bias-dependent. However, contrary to νe,1, νc does not exhibit abrupt changes
with bias. It is a monotonous and smooth function of bias (of Fc, to be more precise). In the NDC
region and its vicinity, the variation of νc typically does not exceed about 5 %. Therefore, we
fix νc at its level in the NDC region. For our example RTD, we estimate νc to be approximately
5.2·1012 s−1 in the NDC region. We keep it fixed at this level in the following. Those estimates for
d, l, νc, and Ue,0 can be done with relatively-simple static calculations or commercial simulators
based on the nominal parameters of the RTD layers.

Now we come back to the assumptions (i). We are primarily interested in an accurate
description of the RTD characteristics at the biases in and near the NDC region. At such biases,
the back injection of electrons from the collector into the QW is typically negligibly small.
Therefore, we neglect the term with Nc in Eq. (5.2). Further on, as mentioned above, that also
allows us to use the simplified Eq. (5.18) for the calculation of the external RTD current (jRTD).
As a next step, knowing νc and the measured RTD I-V curve, we reconstruct NDC

2D from Eq. (5.2),
since jc = jDC

RTD in the DC case: NDC
2D ≈ jDC

RTD/eνc.
We note that in the DC case, je = jDC

RTD as well. The tunneling rate νe,1 changes dramatically
in the NDC region compared to νc, and its derivative actually defines the shape of the NDC
region in RTDs. We can estimate νe,1 in the following way. We can approximate the emitter
current, keeping only the contribution of the ground QW subband, as:

je = eνe,1 (Ne,1 −N2D) , (5.24)

where Ne,1, taking into account the Fermi distribution of electrons available to tunnel into the
QW, can be written as:

Ne,1 = ρ2D kT ln

�
1 + exp

�
eUe

kT

��
, (5.25)

where ρ2D is the 2D density of states in the QW, k is the Boltzmann constant, and T is the
temperature, which is 300 K in our case. Thus, Eq. (5.24) allows us to determine the behavior
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of νe,1. We proceed as follows. We sweep the bias (URTD) for a measured RTD I-V curve. For
each point of URTD, one calculates NDC

2D from jDC
RTD, as described above; next, one computes Ue

and Ne,1 with Eqs. (5.23) and (5.25); then one calculates νe,1 with Eq. (5.24). νe,1 is physically a
function of Ue and this procedure relates νe,1 to Ue in a wide range of values of Ue. These values
cover all the values of Ue, which can occur in the phase space in the vicinity of the NDC region.
In such a way, we define νe,1(Ue).

In Eq. (5.24), the whole tunnel current injected from the emitter into the QW is ascribed to the
direct injection into the ground subband. This picture is physically accurate for the description of
the RTD in the current-peak and NDC regions of the I-V curve. However, it becomes inaccurate
in the valley region of the I-V curve, and at higher biases. This is because the current growth
in the valley region is due to the electron tunneling to the second subband (with subsequent
scattering into the ground one). In Eq. (5.24), we basically artificially increase νe,1 at such biases
to mimic the second-subband current by attributing it to the direct tunneling into the ground
subband. This is a mathematical trick, which allows us to describe accurately the injection
current in the whole range of biases with the tunnel rate νe,1 only, whereas νe,1 is modified and
not more physical in the valley region. Yet the subsequent comparison of the time constants
shows that the resulting error is relatively small because the behavior of the relaxation processes
in the valley region of the I-V curve is dominated by νc, i.e., by the tunneling to the collector,
since νc is typically ≫ νe,1 in the region.

In such a way, we determine d, l, νc, and νe,1 (Ue). Then using the equation for the collector
current (5.2), the approximation of the emitter current for the ground subband (5.24), and the
solution for the emitter voltage drop from (5.5), (5.6), and (5.7), we can approximately reconstruct
the phase map for ∆j and analyze the RTD dynamics (trajectories), as in the full-model case.

We restrict the operating voltages to the values where the tunneling of electrons from the
collector to the QW is negligible since we neglect this mechanism in our model. If necessary,
this mechanism can easily be added to the model in the same way as we have done that for the
injection current from the emitter in Eqs. (5.24) and (5.25).

5.5 Connection between the LS response and the SS

relaxation time constant

To shed more light on the RTD dynamics, we reconstruct the phase map in a different but
equivalent way, starting with the parameter τrel. In the SS approximation, τrel describes the
charge relaxation processes for small deviations (denoted with δ) from the stationary DC states:
∂tδN2D = −δN2D/τrel. By linearizing Eqs. (5.2-5.4), (5.24), and using (5.23), similarly as was
shown in Ref. [102], one can derive the following equation for τrel:

1

τrel
≈ 1

τdwell
+ β

�
νe,1

1 + exp
�− eUe

kT

� +
Ne,1 −N2D

eρ2D
ν ′
e,1 (Ue) +

N2D

eρ2D
ν ′
c (Uc)

�
, (5.26)
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Figure 5.7: τdwell and τrel as functions of URTD for the full model (FM) and the simplified model
(SM). For small biases, the SM reconstruction is inaccurate due to neglect of the back injection
from the collector. On the other hand, the error for large biases is mostly because νc is kept
constant in the framework of the SM model.

where β = e2ρ2D/C and τdwell = νc+ νe,1 is the electron dwell time for the ground QW subband.
In Eq. (5.26), we have neglected the back injection from the collector and tunneling via excited
QW subbands, as in the definition of the SM model. In further analysis, we also neglect the
last term in Eq. (5.26) with ν ′

c (Uc), to keep the approximations conform with the SM model of
Section 5.4, since νc ≈ constant. Using the parameters νc, νe,1, N2D, l, and d calculated with the
SM model, we can compute the bias dependence of τrel and τdwell. Fig. 5.7 shows a comparison
of τrel and τdwell calculated in such a way with the full-model (FM) simulations.

Next, we can extend τrel over the whole phase space by using Eq. (5.26), as shown in Fig. 5.8.
In Fig. 5.8, we are clipping the low biases values where the back injection from the collector
has a noticeable effect, and the reconstruction procedure is inaccurate. One can observe the tilt
of the τrel peak in the phase space, the slope of which is given by Eq. (5.23) when we keep Ue

as a constant (τrel peak occurs at the maximum of NDC at a specific value of Ue). The slope is
proportional to the collector capacitance Cwc = ε/l, i.e., eδN2D = CwcδURTD. The space charge
in the QW causes the tilt due to the Coulomb interaction. Additionally, Fig. 5.8 shows the effect
of the explicit dependency of τrel on N2D, which leads to a decrease of τrel with N2D in the NDC
region. Both of these effects influence the dynamic parameters describing the LS response.

We note then that we can come to the definition of τrel by linearizing Eq. (5.3):

δN2D
∂∆j

∂eN2D

= ∂tδN2D =⇒ ∂∆j

∂eN2D

= − 1

τrel
. (5.27)
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Figure 5.8: Calculation results based on the simplified model, which relies on the measured
RTD I-V curve and estimates of RTD parameters. Reconstruction of τrel in the phase space. The
white dashed-dotted line shows NDC

2D , and the full lines show trajectories of N2D at the frequency
of 1 THz for various AC amplitudes at the bias of UB = 1V. The dots lying on the bias line
correspond to N2D averaged over one period.

The phase map of τrel represents a map of the derivative of ∆j. Then, knowing 1/τrel (or rather
∂∆j/∂eN2D), we can reconstruct ∆j in the phase space by integrating it as:

∆j (URTD, N2D) = −e

ˆ N2D

NDC
2D

dN2D

τrel (URTD,N2D)
. (5.28)

Knowing the map of ∆j reconstructed in such a way, we can calculate the LS response, and thus
τLS, in the same way as it was shown in the previous sections. A comparison of τLS calculated
with the approximated procedure with the accurate full simulations of τLS is shown in Fig. 5.9.
The results from the reconstruction procedure of the simplified model, based on the measured
data and the limited knowledge of the RTD parameters, are in good agreement with the results
produced by the full model.

5.6 High-frequency (HF) response

At very high frequencies, the electron density in the QW asymptotically approaches a constant
value N∞

2D. We can find N∞
2D, if we put the averaged (over one cycle) value of ∆j equal to zero

while keeping N2D constant:

⟨∆j (URTD, N
∞
2D)⟩ = 0. (5.29)
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Figure 5.9: Comparison of τLS given by the full-model solution and the reconstructed solution
from the simplified model. The full lines are obtained from the full model, and the dashed lines
are from the SM reconstruction.

The procedure implies that there is no net change of the QW charge in a cycle. Although
Eq. (5.29) has to be solved numerically to find N∞

2D, the solution is straightforward and simple.

Knowing N∞
2D, the time-dependent course of the HF difference current ∆j is given by

Eq. (5.28), which we can use in Eq. (5.18) to determine the RTD HF external current. A
comparison of the HF current calculated from the full model and the reconstructed model with
the DC current is shown in Fig. 5.10 for UB = 1V and UAC = 0.5V. We can observe the shift
of the peak current towards lower voltages for both methods. The reconstructed (SM) model
shows a slightly lower peak-to-valley ratio than the full model. That is mainly caused by the
error in τrel prediction in the positive differential conductance (PDC) region (neglect of back
injection from the collector and νc = constant).

Using the HF RTD current in Eq. (5.20), we can determine G∞
LS. For example, for the

amplitude of 0.5 V, G∞
LS is 1.7 mS/µm2 for the full model and 2.0 mS/µm2 for the simplified

(reconstruction) model, which are quite close to each other. The above-presented method liberates
us from the requirement to know the complete set of RTD parameters to determine G∞

LS, and it
can serve as a complement to the method described in Ref. [105].

5.7 Second-subband current

Throughout the chapter, we have used several assumptions related to the second-subband charge
and current.
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Figure 5.10: Comparison of the real current flowing through the RTD for the DC case, full model
(FM) solution, and the SM reconstruction for UB = 1V and UAC = 0.5V.

First, in the operation regime of RTDs around their peak, NDC, and valley regions, the
second-subband electron concentration N2D−2 is negligibly small compared to that in the ground
subband (N2D), and its influence on the RTD band profile is neglected. This assumption is
justified as the second-subband current (which could be dominating in the valley region) does not
exceed the peak current (dominated by the ground subband) in the operation regimes of RTDs.
Further, those currents are proportional to the electron concentration in each of the subbands
multiplied by the respective tunnel rates. However, the tunneling rate is much higher for the
second subband than for the ground one, which leads to the strong inequality N2D−2 ≪ N2D,
justifying our assumption.

Second, we have assumed that the scattering time from the second to the ground subband
(τscat−2) is much shorter than the second-subband tunnel lifetime (τdwell−2), i.e., τdwell−2 ≫
τscat−2 and the electrons tunneling into the second subband are immediately scattered to the
ground one. Together with the first assumption above, this justifies the use of the phase space
for the description of the RTD states: the RTD band profile and the QW currents are fully
determined by just two parameters, N2D and URTD. If the second assumption is not fulfilled
(τdwell−2 ∼ τscat−2), we need to take into account the second-subband scattering rate, and the
self-consistent calculation of the trajectories in the phase space would require accounting for the
time evolution of N2D−2. That would require more extensive numerical calculations to describe
the RTD dynamics.

However, in the opposite limiting case, when τdwell−2 ≪ τscat−2, a simplified analysis of the
RTD dynamics could be again recovered. The calculation procedure for the ground-subband
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trajectory (its N2D, τrel, τLS, currents, etc.) described here is applicable in this case, the ground
subband becomes decoupled from the second one. Knowing the ground-subband trajectory, one
calculates afterward the second-subband current, which is essentially a parallel channel to the
ground-subband current. The ground- and second-subband currents should then be summed up
to get the total RTD current. The only difference to the calculation procedures described here is
that the phase-map reconstruction is no longer applicable since the measured current contains
the contributions of both subbands.

5.8 Discussion on acceleration of LS response

The simulations we presented in this chapter show that the RTD dynamics and τLS are dependent
on UAC. Particularly, τLS can become shorter or longer than SS τrel at certain RTD biases. This
behavior can also be explained qualitatively.

At low frequencies, the RTD operates in a quasi-static regime, and its trajectories in the phase
space closely follow the DC line. At high frequencies, the trajectories are horizontal: N2D does
not change anymore with AC voltage. If we take an intermediate frequency (ω ∼ 1/τrel) and
look at the behavior of the trajectories for different AC amplitudes UAC, then the trajectories
will be closer to the DC line when the RTD is fast in this regime (short τLS), or closer to the
horizontal line when the RTD is slow (long τLS). These considerations are helpful for a qualitative
understanding of the RTD dynamics.

One specific bias point we can look at is UB = 1V. This point is close to the right edge of
the NDC region, where RTD oscillators typically provide the highest output power and the RTD
AC amplitude takes the largest values. Fig. 5.6 shows that RTD is fast for UAC ≲ 0.25V, since it
is operated in the region with fast relaxation, see Fig. 5.8. Then τLS starts growing with further
increase of UAC and reach a maximum at UAC = 0.31V, see Fig. 5.6. That happens because the
AC voltage swing culminates at lower biases in the slow-relaxation region, see the trajectory for
UAC = 0.31V in Fig. 5.8; that slows down the RTD response, and the trajectory becomes more
horizontal. With further increase of UAC, the sinusoidal AC voltage swings pass through the
slow-relaxation region and culminate in the region with fast relaxation, see the trajectory with
UAC = 0.5V in Fig. 5.8; the trajectory follows more closely the DC line. The RTD response
is accelerated, τLS drops, see Fig. 5.6. With further increase of UAC, see the trajectory with
UAC = 0.7V in Fig. 5.8, the trajectories culminate in the PDC regions, where a fast relaxation to
DC N2D values below the peak and above the valley levels occurs. The trajectory becomes more
horizontal, and the RTD response somewhat slows down, τLS grows a bit, see Fig. 5.6.
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Figure 5.11: Dynamic trajectories in the phase space for τrel (calculated with the full model)
for an RTD biased at the maximum NDC for different AC amplitudes (UAC) at the frequency
corresponding to the reciprocal SS relaxation time constant (1/2πτrel). The colored points
represent the average value of N2D over one cycle for the corresponding amplitude.

5.9 Dynamic response at the bias point of the highest

NDC

Another characteristic bias point is UB = 0.69V, where NDC has a maximum, see dynamic
trajectories in Fig. 5.11. The SS τrel has a maximum at this point as well, as one can see in
Fig. 5.7, i.e., the SS RTD response is the slowest at this bias. One can see also in the map
for τrel in Fig. 5.11 that τrel has a maximum (yellow stripe) at this bias point. For a detailed
description of the trajectories, see Fig. 5.12. The trajectory with UAC = 0.01V (Fig. 5.12 a))
at the frequency corresponding to the reciprocal SS relaxation time constant (1/2πτrel, i.e., ≈
450 GHz) has a noticeable tilt towards the horizontal line when compared to the DC line. With
the increase of UAC, the RTD is driven outside the slow-response region (into the blue areas in
Fig. 5.11), which leads to the acceleration of the RTD response: τLS decreases with the increase
of UAC, see Fig. 5.6. The trajectory with UAC = 0.2V follows more closely the DC line, see
(Fig. 5.12 b)). This behavior occurs for UAC ≲ 0.2V, when the AC voltage swings are lying
roughly between the peak and valley points. This mechanism of the acceleration of the RTD
response is particularly efficient at this bias point since the AC voltage swing is sinusoidal, and
the RTD spends disproportionately more time in the phase space at extreme points of the AC
voltage swing (culminations), where the RTD response is fast. With further increase of bias, the
AC voltage swings culminate in the PDC regions. The fast relaxation at the extreme points then
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drives N2D to DC values, which are below the peak and above the valley levels. The trajectory
eventually becomes more horizontal (see Fig. 5.12 c) with UAC ≲ 0.5V), RTDs are getting
slower in this regime, τLS grows with the increase of UAC, when UAC ≳ 0.2V, see Fig. 5.6.

For illustrative purposes, the map of τrel in Fig. 5.11 was calculated with the full model,
although Fig. 5.8 shows the τrel map calculated with the simplified model. Both maps look
almost identical, which gives one more indication of good accuracy of the simplified model.

Here, we discuss the RTD dynamics at the bias point of the NDC maximum. To better
qualitatively describe the RTD behavior, we introduce a projection of the phase-space trajectory
onto the cosinusoidal first harmonic as:

N2D,R (t) =



ω

π

ˆ 2π
ω

0

N2D (t) cos (ωt) dt

�
cos (ωt) . (5.30)

The slope of the projections in the phase space shows how vertical the dynamic characteristic
is. The speed of the response can then be qualitatively described if we compare the slope at
the operational frequency with the slope at the low-frequency limit. The projection also partly
determines GLS through Eqs. (5.18) and (5.20). At DC and low frequencies, the conductance is
given solely by the first term in Eq. (5.18), which corresponds to N2D,R. At high frequencies, the
projection is zero, and the conductance is given solely by the second term in Eq. (5.18).

Fig. 5.11 shows the responses on the map of τrel in the phase space at the frequency corre-
sponding to the reciprocal SS relaxation time constant (1/2πτrel). Figure 5.12 shows the dynamic
responses on the map of ∆j in the phase space when the RTD is biased at the maximum of the
NDC. We show plots for very low frequency (LF), very high frequency (HF), and frequency
corresponding to the reciprocal SS relaxation time constant (1/2πτrel), which is ≈ 450 GHz
in this case. The figure shows responses for UAC of a) 0.01 V, b) 0.20 V, and c) 0.50 V. The
colored dashed lines show N2D,R shifted by the averaged value of N2D. The insets then show the
projections N2D,R only. The slope of the “relaxation frequency” (blue) lines, when compared
to the LF responses (red) lines, show the speed of the response: the more horizontal the line
is, the slower the response. The plots show the trend described in Section 5.8 of the response
accelerating with the increasing amplitude until a certain point when the response starts to
decelerate.

5.10 Conclusion

We have presented a simulation model for the analysis of the large-signal (LS) dynamics of
RTDs. The model is based on the analysis of dynamical trajectories in phase space, defined by
N2D and URTD; the trajectories are governed by the emitter-collector difference current (∆j).
We have shown that the map of ∆j in the phase space can be reconstructed based on a simplified
procedure relying on the measured DC RTD I-V curve and a few relatively simple and rough
assessments for the tunnel rates through the RTD barriers. The resulting approximate dynamical
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Figure 5.12: Dynamic responses in the phase space for ∆j (calculated with the full model) of the
RTD biased at the maximum NDC for UAC of a) 0.01 V, b) 0.20 V, and c) 0.50 V. The full-colored
lines show the general response of N2D, and the colored dashed lines show the projection N2D,R

shifted by the average of N2D. The insets then show N2D,R only.
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RTD characteristics are in good agreement with exact calculations. We further demonstrate
that the frequency dependence of the LS RTD admittance can be described by a simple RLRC
equivalent circuit, which has the same structure as the circuit previously derived for the small-
signal (SS, linearized) RTD admittance. The elements of the circuit are: the measurable DC
RTD conductance, the high-frequency RTD conductance, the geometrical RTD capacitance, and
a relaxation time constant (τLS), which defines the transition frequency between the quasi-static
and high-frequency operation regimes of an RTD. We further show that τLS is, in general, strongly
dependent on the RTD operation bias and also on the amplitude of the AC signal. We show
that τLS can be shorter than SS τrel, i.e., RTDs can exhibit faster LS dynamics than otherwise
predicted by SS analysis.
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Chapter 6

Thesis Conclusions

In this thesis, we have dealt with RTD oscillators in the context of sub-THz and THz sources.
In the first chapter, we have summarized the problem of the generation of THz waves and their
applicability. We have introduced there the THz gap and the electronic and photonic devices that
are progressively closing it. However, the operability and output parameters of these devices
suffer in the THz from their fundamental limitations. The photonic devices are closing the gap
from the side of high frequencies. They operate on the principles of Lasers and face fundamental
limitations because the THz photon energy is comparable to and smaller than the thermal energy
at room temperature. This limits the photonic devices to operate on temperatures far below zero
degrees Centigrade and in a pulsed regime. On the other side, electronic devices are closing
the THz gap from the low-frequency side. They operate on principles of electronic oscillators
or frequency multipliers and are limited by the RC time constants of their parasitics. This
limits electronic devices to very small dimensions. The RTDs are used in the sub-THz and THz
electronic oscillators because they show the negative differential conductance in the THz band.

In the second chapter, we have shown a detailed overview of RTD oscillators. We have
described the operation principle of the RTDs and showed that their I-V curves show an NDC
region. The NDC can compensate for losses in resonant circuits and thus support stable oscilla-
tions. Next, we have followed the historical development of the RTDs in the context of the RTD
oscillators, from which we have concluded the state-of-the-art of the RTD oscillators. Nowadays,
these RTD oscillators are directly radiating the output power to the free space, their operating
frequencies are attacking 2 THz (the current record is 1.98 THz), their output power is reaching
1 mW (on chip) for single oscillators and 10 mW for arrays of oscillators in the sub-THz range
and tens of µW when operated around to 1 THz, their DC-to-RF efficiencies are attaining ones
of %, and their dimensions are getting closer to the true chip-size devices. Further, we have
analyzed the fundamental maximum frequency limitations of the RTD oscillators due to the RTD
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parasitics, which are the contact parasitics of the RTD, the RTD capacitance, and the roll-off of
the RTD gain with the frequency. The rough analysis of the parasitics’ effects showed that the
state-of-the-art RTDs’ maximal frequency is limited to approximately to 2.3 THz.

The third chapter can be divided into two parts, review and scientific. The first review part
describes the well-known methods for the analysis of the RTD oscillators. At first, we described
a linearised model of the RTD, which resulted in the small-signal oscillations conditions of the
RTD oscillators. These conditions determine the oscillation frequency and also the minimal gain
(magnitude of the NDC) that the RTD needs to have for the system to oscillate. Next, we have
introduced the large-signal analysis where the non-linearity of the RTD was not disregarded. The
analysis based on the harmonic balance method has resulted in large-signal oscillation conditions,
which determine the amplitude of the oscillation voltage and the oscillation frequency. The
knowledge of the voltage amplitude is essential because the output power of RTD oscillators is
proportional to its square. Based on the argument that the capacitance of the RTD is shorting
the higher harmonics of the oscillation voltage, we have simplified the analysis by considering
only the first harmonic of the voltage. This simplification led us to the derivation of large-signal
conductance and susceptance of the RTD, which allowed us to analyze the non-linear RTD
oscillator in simple terms. We have introduced a third-order polynomial fit of an I-V curve of a
real RTD, using which we could have analytically explained the self-rectification effect of the
oscillations that adds the plateau-like character in the RTD I-V curve of an oscillating device.
Also, we have shown the essence of power generation, which is based on the fact that for an
oscillating voltage, a (linear) device with an NDC consumes less power than is delivered from the
external energy source. The second part of the chapter presented novel scientific contributions by
deriving the not-achievable upper bound of the RTD oscillators’ output power. The upper bound
of the output power depends solely on the maximum radiation conductance of the antenna and
on the amplitude of the maximum voltage for which the RTD still shows negative conductance.
The RTD peak-to-valley current difference and the RTD capacitance influence how close the
output power can get to the power optimum. The upper bound can serve as a tool for comparison
of the performance of varying antennas and RTDs.

In the fourth chapter, we have described a chip-size simple RTD oscillator design that radiates
above the substrate. The oscillator used a patch antenna as both the resonator and the radiator.
Although a similar design is known from the past, we have significantly revised it and eliminated
its main drawback, which lies in parasitic oscillations with the biasing circuit. Using two RTDs
connected to the patch in mirrored configuration and thus making the oscillator symmetric made
the oscillator completely decoupled from the bias circuitry for the asymmetrical operation mode.
Besides that, the asymmetric mode has a symmetric radiation pattern with the maximum pointing
perpendicularly to the substrate. Using the pair of RTDs in one oscillator can also increase the
output power. Using RTDs with 1.6 nm thickness of barriers, we have been able to construct
oscillators operating at the maximum oscillation frequency of 525 GHz with an output power
of ≈ 10 µW, and with the maximum power of 70 µW at 330 GHz. These results represented
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an order of magnitude increase in the output power compared to the previous result The RTDs
with the 1.6 nm thickness of the barriers had the peak current density of ≈ 6 mA/µm2 (with
peak to valley current ratio of 8.9), which allowed us for the fabrication of the oscillators to
use solely optical lithography processes. The analysis of the limiting factors has shown that to
increase the oscillation frequency of our oscillators, we need to reduce the parasitics induced by
the slant bridges connecting the RTDS and the patch, the RTD contact parasitics, and the ohmic
losses in the antenna. Therefore, we have replaced the bridges with conical vias that reduced
their parasitic inductance and resistance. Furthermore, we have used RTDs with 1.0 nm barrier
thickness having the peak current density of ≈ 24 mA/µm2 (with peak to valley current ratio
of 3.7), which have been able to cover for the parasitics losses at higher frequencies. Using the
conical vias, the optimized RTD, and reducing the size of the antenna and the areas of the RTD
(which required the usage of the electron beam lithography), the oscillators have been able to
operate up to 1.09 THz with the output power of ≈ 9 µW and to cover the sub-THz range from
620 GHz to 1 THz with output powers in the range between 15 to 27 µW. These results are
comparable with the state-of-the-art RTD oscillators radiating above the ground plane. However,
the here presented design brings substantial simplicity of the design, which leads to simplified
fabrication processes and better controllability of the final parameters of the oscillators. We
have shown that for the further increase of the oscillation frequency and of the output power, the
limiting factor is the losses in the antenna dielectric, which can be reduced by a change of the
dielectric material or by the removal of the material (sacrificial layer) after the fabrication. Next,
we have used one of these RTD oscillators as a source for FMCW radar and OCT applications in
the sub-THz range. The presented source provided a spatial resolution of 4 mm with an output
power of 23 µW with an average operation frequency of 680 GHz and 38 GHz (5.5%) bandwidth.
The output frequency of the source was tuned by the change of the RTD bias, for which the
bias sweep needed to be corrected to achieve optimal performance. We have proved this by the
detection of an example target. However, as the RTD oscillators are prone to injection locking,
the source needs to be isolated from the reflected waves. In our case, this isolation was provided
by the Martin–Puplett interferometer.

In the fifth chapter, we have presented a model for analyzing the dynamic large-signal
characteristics of RTDs. The model is based on the analysis of dynamical trajectories in
phase space, defined by the RTD bias and electron density in the RTD quantum well. We
have demonstrated that a simple equivalent circuit, composed of a capacitor, inductor, and
two resistors (RLRC), accurately describes the large-signal admittance of RTDs. The circuit
components can be described in geometrical RTD capacitance, relaxation time, and low- and
high-frequency resistors. The equivalent circuit has the very same structure as that previously
derived for small-signal RTD admittance, although with deviating parameters, which are now
dependent on the AC-signal amplitude. We have shown that the large-signal RTD relaxation time
can be shorter and longer than the small-signal one. The shorter large-signal relaxation time for
the RTD oscillators leads to higher output powers at high frequencies. We have further shown
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that an accurate dynamic model can be reformulated approximately, relying only on a directly
measurable DC I-V curve and a few other RTD parameters, which could be easily estimated
with simple DC calculations. The design and analysis of RTDs in RTD oscillators are still, to a
large extent, based on empirical and phenomenological modeling. The presented method in this
chapter is accurate, physical-based, and sufficiently uncomplicated, which can remove one of the
significant obstacles to the further development of THz RTD oscillators.
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Date of birth: 14.12.1991
Nationality: Czech Republic

OBJECTIVE Candidate for the title: Doctor of Engineering Sciences, Dr. Ing., at the
Department of Electrical Engineering and Information Technology, TU Wien

EDUCATION 2014
Bachelor Degree with Honors, Bc., in Communications, Multimedia, Electron-
ics
Czech Technical University in Prague, Faculty of Electrical Engineering
Programme: Communication Technology

2016
Master Degree with Honors, Ing. (equivalent to Master of Science in Engi-
neering), in Communications, Multimedia, Electronics
Czech Technical University in Prague, Faculty of Electrical Engineering
Programme: Wireless Communication
Thesis: Digital USB Oscilloscope

2018-present
Doctoral Study, in THz Electronics
Department of Electrical Engineering and Information Technology, TU Wien
Research Topic: THz and Sub-THz RTD Oscillators
Thesis: Advanced concepts of THz resonant-tunnelling-diode oscillators

EXPERIENCE 2015-2018
Application Engineer
Applications of RFID and NFC systems, ST Microelectronics, Prague, Czech
Republic, EMEA

2016-2018
Junior Researcher
Microwave Circuits, Systems, and Measurements, Department of Electromag-
netic Field, Faculty of Electrical Engineering, Czech Technical University in
Prague

153


	Acknowledgements
	Table of content
	Abstract
	Introduction
	Outline of the thesis
	Oscillators
	The terahertz gap
	Applications of THz waves
	Challenges of the sources in the THz gap

	THz sources
	Devices exploiting the negative differential conductance
	THz lasers


	Resonant-Tunneling-Diode Oscillators
	Introduction to resonant-tunneling-diode oscillators
	Resonant-tunneling diodes
	Principle of resonant-tunneling diodes
	Technical realization
	Parameters of RTDs

	State-of-the-Art of the RTD oscillators
	Standard RTD oscillators
	Chip-sized RTD oscillators
	Design considerations for the RTD oscillators

	Frequency limitation of RTD oscillators
	Contact parasitics
	Frequency dependence of the RTD conductance


	Analysis of RTD oscillators
	Small-signal analysis of an oscillator with NDC
	Relation between the large-signal and small-signal analysis
	Large-signal analysis
	General method
	Third-order I-V curve approximation
	Real I-V curve
	Effect of the oscillations on the I-V curve
	Limiting cycle

	Power generation mechanism
	Output power and its limitation
	Conclusions

	Double-RTD Oscillator
	Sub-THz chip-size double-RTD oscillator with patch antenna
	Operation principle
	1.6 nm RTD
	Analysis of the oscillators
	Fabrication of the devices
	Oscillators' performances
	Patch antenna loss assessment
	Summary for the sub-THz patch antenna oscillators with bridges

	Bridge-less double-RTD oscillator beyond 1 THz
	Conical vias
	1.0 nm RTD
	Fabrication of the optimized devices
	Perfomarnace of the optimized design
	Comparision with the chip-sized RTD oscillators
	Losses in the dielectric
	Summary for the THz patch-antenna DRTD oscillators

	FMCW and OCT application of RTD oscillators
	RTD oscillator frequency tunability
	Frequency response linearization
	FMCW Radar
	Summary for the FMCW and OCT RTD oscillator source

	Measurement system

	Large signal RTD dynamics
	Static and dynamic RTD models
	Static RTD model
	LS dynamic RTD model

	RTD dynamics in phase space, ˋˋfull model'' (FM)
	RTD LS equivalent circuit
	Reconstruction of the phase map, ˋˋsimplified model'' (SM)
	Connection between the LS response and the SS relaxation time constant
	High-frequency (HF) response
	Second-subband current
	Discussion on acceleration of LS response
	Dynamic response at the bias point of the highest NDC
	Conclusion

	Thesis Conclusions
	Bibliography
	List of publications
	Curriculum Vitae

