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Abstract 
Single molecule localization microscopy (SMLM) covers a group of stochastic photo-switching 

super-resolution microscopy methods for example PALM, and STORM, in which fluorescent 

signals are localized using fitting algorithms. The goal is to image a sufficiently low density of 

non-overlapping, randomly active fluorophores to determine their sub-pixel position and 

reconstruct a super-resolved image from thousands of images. Localization of sparsely 

distributed single molecule signals allows SMLM to break the resolution limit and localize 

emitter centres with sub 20 nm precision. 
 
In the four contributions included in this thesis, I applied SMLM and advanced software tools 

to analyse the morphology of subcellular structures and the spatial distribution of proteins. In 

my first contribution, we applied SMLM to observe the actin cytoskeleton of platelets at 

different morphological states. The three major actin reorganization states of platelets were 

imaged and the width of filopodia was determined. Improved imaging buffers containing 

glycerol and an oxygen-scavenger system allowed the localisation of single molecule signals 

with an accuracy of 12 nm. In the second contribution, we developed software tools for 

comparative analysis of protein distributions. We studied the distribution of CD41 (integrin α-

IIb) and CD62P (P-selectin) in an artificial platelet clot model using 3D SMLM. Hierarchical 

clustering confirmed that CD41 and CD62P have different distributions at the nanoscale level. 

In the third contribution, I improved real-time 3D SMLM localization algorithm by combining 

the least-square approach with template images. Automated control of a reactivation laser based 

on real-time localizations allowed to counteract photo-bleaching and to ensure optimal 

molecule density throughout the experiment. In my final contribution, I developed a platform 

combing microfluidics, simultaneous two-colour 3D SMLM and advanced software tools. This 

platform was applied to a blood vessel model to study platelet activation on the endothelial 

monolayer under flow conditions. Our results prove a link between activated platelets and 

stressed endothelial cells determined via machine learning assisted mitochondrial morphology 

analysis. Furthermore, laser-treated cells showed no sign of platelet activation. Quantitative 

analysis of platelet volumes showed that dynamic incubated platelets on an endothelial 

monolayer have increased volumes compared to static incubation. 
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In summary, the work presented in this thesis demonstrated that advanced software tools in 

combination with SMLM enable a more detailed analysis of subcellular processes, cellular 

structures, and protein distribution at a nanometre level. Automation, real-time analysis, and 

improved imaging buffers increased the image quality necessary for precise post-processing. 

Simultaneous two-colour SMLM has proven its utility in linking nanoscale protein distributions 

with macroscopic subcellular structures in 3D.
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Kurzfassung 
Die Einzelmoleküllokalisationsmikroskopie (single molecule localization microscopy, SMLM) 

umfasst eine Gruppe von stochastischen photo-schaltenden hochauflösenden Mikroskopie 

Methoden, z.B. PALM und STORM, bei denen Einzelmolekülpositionen mit Hilfe von 

Algorithmen lokalisiert werden. Ziel in SMLM ist es eine ausreichend geringe Dichte an nicht 

überlappenden und zufällig aktiven Fluorophoren auf einem einzelnen Bild aufzunehmen. Die 

bestimmten Einzelmolekülpositionen von mehreren tausend dieser Bilder werden dann 

verwendet, um ein einzelnes hochauflösendes Bild zu rekonstruieren. Die Lokalisierung von 

spärlich verteilten Einzelmolekülsignalen ermöglicht SMLM, die Auflösungsgrenze zu 

durchbrechen und Einzelmolekülzentren mit einer Genauigkeit von unter 20 nm zu bestimmen. 

 

In den vier Beiträgen dieser Arbeit habe ich SMLM und fortschrittliche Softwaretools 

eingesetzt, um die Morphologie subzellulärer Strukturen und die räumliche Verteilung von 

Proteinen zu analysieren. Im ersten Beitrag haben wir SMLM angewandt, um das Aktin-

Zytoskelett von Thrombozyten in verschiedenen morphologischen Zuständen zu beobachten. 

Die drei wichtigsten Zustände von Thrombozyten wurden dabei aufgenommen und die Breite 

der Filopodien wurde bestimmt. Verbesserte Bildgebungspuffer, die Glycerin und ein 

Sauerstoffabfangsystem enthielten, ermöglichten die Lokalisierung von Einzelmolekülsignalen 

mit einer Genauigkeit von 12 nm. Im zweiten Beitrag entwickelten wir Software-Tools für die 

vergleichende Analyse von Proteinverteilungen. Dabei untersuchten wir die Verteilung von 

CD41 (Integrin α-IIb) und CD62P (P-Selektin) in einem künstlichen Modell eines 

Blutgerinnsels mittels 3D SMLM. Hierarchisches Clustering bestätigte, dass CD41 und CD62P 

unterschiedliche Verteilungen im Nanometerbereich aufweisen. 

 

In meinen dritten Beitrag habe ich Echtzeit-3D-SMLM-Lokalisierungsalgorithmus verbessert, 

indem ich die least-square Methode mit Vorlagenbildern von Einzelmolekülen kombiniert 

habe. Die automatische Steuerung eines Reaktivierungslasers auf der Grundlage von Echtzeit-

Lokalisierungen ermöglichte es, dem Effekt von gebleichten Fluorophoren entgegenzuwirken 

und während des gesamten Experiments eine optimale Moleküldichte zu gewährleisten. In 

meinem letzten Beitrag habe ich eine Plattform entwickelt, die Mikrofluidik, simultane 

zweifarbige 3D-SMLM und fortschrittliche Softwaretools kombiniert. Diese Plattform wurde 

auf einem Blutgefäßmodell angewandt, um die Thrombozytenaktivierung auf dem Endothel 
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unter Strömungsbedingungen zu untersuchen. Unsere Ergebnisse belegen eine Verbindung 

zwischen aktivierten Thrombozyten und gestressten Endothelzellen, die mit Hilfe von 

maschinellem Lernen unterstützter Analyse der mitochondrialen Morphologie festgestellt 

wurde. Darüber hinaus zeigten laserbehandelte Endothelzellen keine Anzeichen einer 

Thrombozytenaktivierung. Schließlich zeigte die quantitative Analyse der 

Thrombozytenvolumina, dass dynamisch inkubierte Thrombozyten auf dem Endothel ein 

größeres Volumen aufweisen als bei statischer Inkubation. 

 

Zusammenfassend lässt sich sagen, dass die in dieser Arbeit vorgestellten Arbeiten zeigen, dass 

fortschrittliche Softwaretools in Kombination mit SMLM eine detailliertere Analyse 

subzellulärer Prozesse, zellulärer Strukturen und der Proteinverteilung auf Nanometerebene 

ermöglichen. Automatisierung, Echtzeitanalysen und verbesserte Bildgebungspuffer erhöhten 

die für eine präzise Nachbearbeitung erforderliche Bildqualität. Darüber hinaus zeigte die 

simultane 3D Zweifarben-SMLM ihre Nützlichkeit bei der Verknüpfung von 

Proteinverteilungen im Nanobereich mit makroskopischen zellulären Strukturen. 
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1 Introduction 

1.1 Microscopy  

Optical microscopes are designed to magnify and enhance the image of a specimen to allow for 

observations in the micrometre domain. Image quality is influenced by magnification, contrast, 

and aberrations. However, it has been known since 1873 that light microscopy is limited by 

diffraction to a spatial resolution of roughly 250 nm [1]. Structures with finer features cannot 

be distinguished from each other. Abbe couldn’t improve resolution even with more precisely 

manufactured lenses. The reason is due to the limited light collection of objective lenses. Due 

to the objective lens aperture, light can only be collected within a limited angular range and is 

described by the numerical aperture (NA). Consequently, point-light sources appear on the 

imaging plane as an Airy function which is the impulse response of the point-light source 

convolved with objective lens aperture. Usually, these diffraction patterns of point-light sources 

deviate from the ideal Airy function due to aberrations introduced by the optical system 

(microscope) and are then called point spread function (PSF). 

 

One possibility to improve image quality is to use contrast-enhancing microscopy extension. In 

bright-field microscopy, specimens are uniformly illuminated using white light. The contrast in 

the image is caused by light absorption and attenuates intensities in dense areas. Contrast-

increasing techniques such as phase contrast microscopy use a phase-shift and filter ring to 

visualise phase shifts as brightness variations. Dark-field microscopy utilizes a condenser phase 

ring to stop parts of the light so that only scattered light is imaged. Differential interference 

contrast microscopy utilizes interference of polarized light to increase the contrast. Usually, 

interfaces with different refractive indices are well highlighted by this method. 
 
Although bright-field microscopy can resolve cellular detail by contrast-enhancing techniques, 

subcellular structures are often difficult to distinguish from one another. Fluorescence 

microscopy provides a significant improvement in contrast. Fluorescent labelling allows 

subcellular structures and specific proteins to be stained by fluorescent dyes. Fluorescence 

microscopy uses highly concurrent and frequency-specific light sources (e.g., lasers) to excite 

fluorescent dyes. Additional filters for specific fluorophores help to block unwanted 

wavelengths from reaching the camera and further increase the contrast. However, fluorophores 
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outside of the desired focal plane are still illuminated, which decreases the quality of 

fluorescence imaging. To avoid out-of-focus emissions, several methods have been proposed. 

In light-sheet fluorescence microscopy, a thin slice of the specimen is illuminated perpendicular 

to the optical axis. Cylindrical lenses have been proposed for illumination from the side. The 

specimen is axially moved though this beam [2]. Furthermore, total internal reflection 

fluorescence microscopy uses critical angle illumination where the fluorophores are only 

excited by evanescence waves a few hundred nanometres above the coverslip (typically < 100 

nm, up to 200 nm) [3]. 

1.2 Image acquisition 

Two major technologies are currently used for scientific applications: charge-coupled device 

(CCD) and complementary metal-oxide semiconductor (CMOS) cameras. The quality of 

images captured by modern camera sensors depends not only on sensor size, pixel size or pixel 

density but also on the achievable signal-to-noise ratio (SNR) and quantum efficiency (QE) of 

the device. SNR and QE are inherently wavelength dependent due to photon absorption or 

reflection in the silicon layers. In some applications, it can be beneficial to use cameras with 

smaller sensors and low pixel densities to collect more photons on fewer pixels, which increases 

the contrast and photon count. Equally important is the consideration of noise. Read noise adds 

Gaussian distributed intensities to the camera pixel values and originates from the photoelectron 

conversion process. Dark noise or dark currents result from thermally generated electrons that 

influence camera pixel values. Finally, shot noise introduces random high-value intensity spikes 

from natural photon fluctuations (quantum fluctuations) or high energy radiation (cosmic or 

background radiation) [4]. 

 

Cooled and electron-multiplier CCD (EM-CCD, typically back-illuminated) produce high-

quality images even in low-light conditions (read noise < 1 e– with EM gain) by amplifying 

photoelectron signals before digital conversion (QE up to 97%). EM-CCDs are well-suited for 

high-sensitive microscopy but have relatively low readout speeds (pixel readout rate ~20 MHz). 

In comparison, scientific CMOS (sCMOS) cameras solve this problem by utilizing active 

camera pixels to archive higher readout speed (~500 MHz), higher pixel densities and larger 

chip sizes. sCMOS cameras are also well-suited for high-sensitive microscopy (read noise 1 ~ 

2 e–), and back-illuminated cameras with QE of 95% were reported [5]. However, sCMOS 

cameras introduce an additional pixel-depended noise (non-uniform read noise) [6]. To 
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counteract this sCMOS specific noise, several correction algorithms have been developed and 

implemented by the scientific community [4]. 

 

Important for fluorescence microscopy experiments is also the time-sensitive control and 

synchronization of the exposure systems (e.g., lasers, LEDs) with the camera. This precise 

control of camera triggers and illumination sources is critical for fluorescence experiments with 

low photon yield or time-sensitive illumination sequences (e.g. “fluorescence recovery after 

photobleaching” (FRAP) [7], “thinning out clusters while conserving stoichiometry of 

labelling” (TOCCSL) [8], or other bleaching protocols). Timings should be precise down to 

microseconds. In general, standard computers are incapable of real-time control and specialized 

hardware is required. Arduino microcontrollers are often utilized for automation and signal 

generation due to their simplicity and cost [9, 10]. Other commercial solutions from National 

Instruments (DAQ cards) or Triggerscope (Advanced Research Consulting) use predefined 

protocols that are sent to the device prior to the start of the sequence. Furthermore, field 

programmable gate arrays (FPGAs) have been used as a controller with microseconds 

resolution and parallel input/output control [9–11]. A widely used and open-source software for 

controlling microscopy systems is “micromanage”. It provides an extensive library of 

controllable hardware components (e.g. different lasers, cameras, positioning stages, …) and a 

user interface to combine, configure and control hardware [12]. 

1.3 Breaking the diffraction limit 

A measure for the spatial resolution limit or diffraction limit was proposed by Rayleigh. It is 

defined as the minimum distance 𝑑 at which two point-light sources with overlapping point 

spread functions - PSFs can still be distinguished from each other. Rayleigh’s resolution [11] 

is defined as 𝑑 = 0.61 𝜆𝑁𝐴, where 𝜆 is the wavelength of the point light source and NA is the 

numerical aperture of an objective lens in epi-configuration. Another definition of resolution 

can be derived from the Fourier transform of the PSF. The Abbe criterion states that the absolute 

value of the Fourier-transformed PSF, which gradually decays with increasing spatial 

frequency, reaches zero at a maximum frequency 𝑘𝑚𝑎𝑥 (due to the limited collection of 

information from spatial frequencies). Finally, the Abbe diffraction limit for lateral resolution 𝑑𝑥,𝑦 =  𝜆2𝑁𝐴 can be derived from the inverse of 𝑘𝑚𝑎𝑥 [11]. Similarly, the axial resolution can be 

calculated by the Abbe criterion, which results in 𝑑𝑧 ≈ 2𝑛𝜆(𝑁𝐴)2, where n is the refractive index. 
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Overall, the spatial resolution limit of about 250 nm (𝜆~700 𝑛𝑚, 𝑁𝐴~1.4), cannot be 

overcome with conventional optical microscopes and lenses. 

 

At the end of the 20th century, several fluorescence microscopy techniques crossed the 

diffraction limit. These methods are referred to as super-resolution fluorescence microscopy or 

nanoscopy. Eric Betzig, Stefan W. Hell, and William E. Moerner were honored with the Nobel 

Prize in Chemistry for the development of super-resolution fluorescence microscopy (2014). 

Stefan W. Hell developed a super-resolution scanning method, stimulated emission depletion 

(STED) microscopy, which uses an excitation laser pulse and a depletion laser pulse with a 

central zero-intensity spot generated by PSF engineering (doughnut-shaped). This eliminates 

all fluorescence signals outside of this central spot, resulting in a much smaller volume in which 

the fluorophores can emit photons [12]. Dependent on the illumination (pulsed or continuous), 

a typical resolution of less than 30 nm for organic fluorophores is possible for STED. 

Improvements to STED such as LocSTED, which involve sub-pixel fitting of fluctuations in 

STED images, could resolve molecules down to at least 15 nm resolution [13]. In addition, 

MINFLUX, a tracking/triangulation method, achieved sub-nanometre resolution using the 

STED principle [14]. 

 

In 1989, William E. Moerner was the first to detect a single fluorescent molecule [15]. Later, 

he found that green fluorescent protein derivatives can be turned on and off using two different 

wavelengths of light [16]. Based on the work of Moerner, Eric Betzig developed a stochastic 

super-resolution method that trades temporal resolution for an increase in spatial resolution. 

This involves turning off fluorophores and allowing only a small random subset of fluorophores 

to emit photons. The goal is to image a sufficiently low density of non-overlapping active 

fluorophores to determine the sub-pixel positions and reconstruct a super-resolved image from 

about ten thousand images. The requirement to acquire several thousands of images follows 

from the condition to ensure high spatial resolution during reconstruction. Depending on the 

application and field of view, up to 107 single molecule signals are required. Several strategies 

for stochastically switched fluorophores were developed and involve two-laser switching 

(photoactivated localization microscopy (PALM) [17], stochastic optical reconstruction 

microscopy (STORM) [18]), chemically switching (direct STORM (dSTORM) [19]), 

fluorescent fluctuation (Super-resolution Optical Fluctuation Imaging (SOFI) [20]), or binding 

kinetics (Point Accumulation for Imaging in Nanoscale Topography (PAINT) [21]). Still, 

stochastic blinking events of single molecule signals require image processing to reconstruct a 
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super-resolved image. Stochastic photo-switching super-resolution techniques that localize 

fluorescence signals using fitting algorithms are then referred to as single molecule localization 

microscopy (SMLM). In this context, SMLM can archive resolutions of 20 nm or better. The 

resolution gain by SMLM is dependent on the number of collected photos N per single molecule 

signal and increases with the square root of N. 

 

In the context of SMLM, PSF engineering can be utilized to enable 3D imaging. In general, the 

width of the PSF changes with axial positions. However, the axial direction cannot be 

determined because the PSF is symmetric around the focus [22]. In 2008, B. Huang et al. 

presented astigmatism 3D SMLM to solve this problem. They added a cylindrical lens into the 

detection pathway to introduce additional astigmatism to the measured PSFs. Astigmatism 

elongates the PSF around the focus and changes the magnitude and direction of elongation 

depending on the axial position. Thus, additional information about the axial position is 

encoded into the PSF shape and the axial direction can be determined [23]. In the biplane 

method, two images with different focal planes are generated by a beam splitter with additional 

lenses. Due to the different foci of the two image planes, the axial direction can also be 

determined to archive 3D SMLM [24]. More sophisticated PSF engineering approaches use 

phase masks, deformable mirrors or spatial light modulators in the detection pathway to produce 

axially asymmetrical PSFs (e.g. double helix [25], tetrapod PSF [26]). These methods allow 

more precise localization and higher possible axial depths than astigmatism. 

1.4 Chemistry of SMLM 

In order to select the correct fluorescent dye for an SMLM experiment, a basic understanding 

of the concept of fluorescence is necessary. A characteristic feature of a dye is its ability to 

absorb visible light. The two electrons in the lowest molecule orbital are usually spin-paired 

(opposite spins, singlet state S0) and reside in a relaxed ground state. A photon absorption of a 

certain wavelength causes a transition from the electronic ground state to an excited electronic 

state. Photons with insufficient energy are not absorbed and simply pass through. The transition 

from the ground to an excited state (S1, S2, …) corresponds to the excitation of an electron 

from an occupied, binding π-orbital into an unoccupied, anti-binding π*-orbital. Energy 

transitions and electronic states of a molecule can be illustrated by the so-called Jablonski 

diagram (see Fig 1a). The absorption colour of a dye results from the energy difference between 

the highest occupied and the lowest unoccupied π-orbital [27]. In general, all light-absorbing 
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molecules contain a central chromophore. A chromophore can consist of different chemical 

compounds like polymethine chains, aromatic rings, C=C, C=O, or N=N bonds. Typically, the 

absorption spectrum and optical properties can be modified by elongation of the chemical 

chains, increasing the number of π-electrons or chemical modification of end groups (changing 

electron acceptor-doner ratio). Typically, elongation of the conjugated electronic system shifts 

the maximum absorption spectrum to a longer wavelength [28] (as exemplified by Fig 1b,c). 

 

 
Figure 1: a) shows a Jablonski diagram with possible energy transitions and electronic states of a fluorophore. b) and c) 
illustrate the shift of excitation/emission wavelength with longer methine chains. The fluorescence of cyanine dyes is mostly 
depended on the charge delocalized between the two nitrogen atoms and the polymethine chains. b) shows the chemical 
structure of cyanine 3 (Cy3) and the fluorophore’s excitation and emission spectrum (max. excitation at 546 nm and max. 
emission at 561 nm). c) shows the chemical structure of cyanine 5 (Cy5) with the fluorophore’s excitation and emission 
spectrum (max. excitation 649 nm, max. emission 666 nm). In b) and c) the chromophore in the chemical structure is shown 
in red. Chemical structures are downloaded from PubChem [29] (Cy3 PubChem CID: 25228404, Cy5 PubChem CID: 25228272) 
are rendered using Open Babel [30]. Cy3 and Cy5 excitation/emission spectra are downloaded from fluorophores.tugraz.at. 

 
Fluorescence occurs if the fluorescent dye or fluorophore emits a photon during the relaxation 

from the excited to ground state. Fluorophores in their excited electronic state always release 

some energy through non-radiative transitions to lower excited vibrational states. The 

absorption spectrums arise from the varying probability of allowed transitions that populate the 

various vibrational energy levels of excited states. For the relaxation back to the electronic 

ground state, several pathways exist with varying probabilities. In general, after a few 

nanoseconds (fluorescence lifetime), fluorophore release energy by photon emission via 

radiative transition. The emitted photon has a longer wavelength (also called Stokes shift) with 

a range of possible wavelengths (spectrum) due to energy loss from various transitions of 
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vibrational states. Rarely, nonradiative relaxation to the ground state is possible by energy 

release through internal conversion. This process depends on the fluorophore’s chemical 

properties and environment. The ratio of absorbed to emitted photons is called quantum yield. 

In addition, excited fluorophores can also release excess energy by intramolecular and 

intermolecular conversion. The energy can be dissipated non-radiatively as heat or transferred 

to other colliding or nearby molecules via quenching or Förster resonance electron transfer. 

 

Fluorophores can also transition to an intermediate energy state, called the electronic triplet 

state (T1), by intersystem crossing. This triplet state involves flipping the spin of the excited 

electron (rare event, forbidden quantum state) and has a prolonged lifetime (microseconds up 

to seconds). The probability of intersystem crossing can be tuned by chemical modification of 

the end groups of the conjugated electronic system [31]. During the triplet lifetime, excited 

molecules have a high degree of chemical reactivity and promote the production of harmful 

free radicals. Electron transfer reactions can lead to a non-fluorescent radical state (F●−, lifetime 

of seconds to minutes), also called dark or OFF state. Fluorophores in this state are more 

susceptible to photobleaching. While quenching is reversible and involves the reduction of 

excited state lifetimes and induces non-radiative relaxation, bleaching is permanent and arises 

from photon-induced chemical damages or covalent modifications. Molecular oxygen affects 

the fluorophore’s state transitions from the triplet state to the ground state. Since molecular 

oxygen usually occurs in the triplet ground state, it easily reacts with fluorophores in the triplet 

state via an electron transfer reaction. However, when molecular oxygen reacts in the singlet 

state, reactive oxygen species (ROS) are formed, which promotes photobleaching [32]. The 

accumulation of ROS can be counteracted by enzymatic oxygen-scavenging systems (i.e. buffer 

containing glucose, glucose oxidase, and catalase), which reduces oxygen during enzymatic 

reactions [33]. And yet oxygen plays an important role in quenching the triplet state. The 

depletion of molecule oxygen can lead to an overpopulation of fluorophores in the triplet state, 

decreasing photon yield. Reducing agents such as mercaptoethylamine and β-mercaptoethanol, 

potassium iodide, dithiothreitol or Trolox can favour the conversion of fluorophores to their 

dark state. In addition, deprivation of oxygen can lead to prolonged dark states, as oxidation of 

the fluorophore is required for returning to the ground state. In praxis, complete oxygen removal 

is impossible, and residual oxygen allows individual fluorophores to stochastically return to the 

ground state. 

 

Photo-switchable fluorophores are the main choice for SMLM experiments because they can 
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be reversibly switched from an ON to an OFF state. In 2006, E. Betzig et. al. proposed the 

PALM method for SMLM. Originally, PALM used a photoactivatable fluorescent protein, 

where isolated single molecules were activated, resulting in lower-density images, and 

subsequently bleached [17]. In the same year, M. J. Rust et al. presented STORM that uses 

fluorescent dye-pairs, where an activator dye (e.g., Alexa 405, Cy2, Cy3) is used to reactivate 

the main dye (e.g. Cy5, Alexa 647, Cy5.5, Cy7). Cy5 a cyanine dye was reported to be photo 

switchable between an ON and OFF state using laser pulses of different wavelengths. 

Illuminating Cy5 with a red laser pulse produces fluorescent emission and switches it into a 

dark state. The fluorophores can be reactivated using green laser pulses, but recovery rates are 

improved using a second activation dye like Cy3. They also showed that the dye-pair can be 

cycled hundreds of times before bleaching [18]. Chemical photo-switching like in dSTORM is 

archived by embedding rhodamine dyes like Alexa 647 in aqueous buffers containing thiol (i.e. 

mercaptoethylamine). During excitation, the fluorophore stochastically enters a triple state in 

which the thiol buffer reduces the molecule into the dark state (F●−) and reaction with oxygen 

allows the fluorophores to transition back to its ground state. It was also shown that this cycling 

can be repeated hundreds of times before fluorophores bleach [19]. 

 

 
Figure 2: Size comparison of Alexa Fluor 647, green fluorescent protein (GFP), labelling protein SNAP-tag [34, 35], 
immunoglobulin G (IgG) antibody and F-actin labelled with phalloidin Alexa Fluor 546 with an approximate diameter of 2 nm, 
3 nm, 3 nm, 15 nm and 8 nm, respectively. Proteins and molecules are rendered using the visualization toolkit (VTK) [36]. All 
proteins 3D models are from rcsb.org (protein data bank [37]): GFP (PDB ID: 1EMA [38]), SNAP-Tag (PDB ID: 3L00), IgG (PDB 
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ID: 1IGT [39]) and phalloidin Alexa Fluor 546 F-actin (PDB ID: 6T25 [40]). 

 

There are two major classes of fluorophores for SMLM: synthetic dyes (<2 nm in size, Fig 2) 

and fluorescent proteins (~3 nm is size, Fig 2). Fluorescent proteins can be fused or genetically 

encoded to the biomolecule of interest using recombinant expression in live cells. However, a 

major disadvantage of fluorescent proteins is their vulnerability to photobleaching and 

unpredictable labelling efficiency. In contrast, synthetic dyes have a much higher photon yield 

(brighter), are more robust against photobleaching and have a higher quantum efficiency 

compared to fluorescent proteins. Synthetic dyes can also be covalently bound to proteins and 

antibodies of interest using linkers and chemical modifications (e.g., click chemistry, ligand-

binding enzymes (SNAP-tag [34, 35, 41]) or NHS-ester conjugation). Furthermore, highly 

specific toxins like phalloidin conjugated with fluorescent dyes are used to stain the actin 

cytoskeleton with high affinity. Labels always add distance between the molecule of interest 

and the fluorophore (which is mainly imaged). For SMLM these short distances can introduce 

measurable distortions (see Fig 2., antibody ~15 nm, fluorescent proteins ~3 nm, SNAP-tag 

~3 nm, phalloidin & click chemistry < 1 nm) [28]. Some fluorescent labels are also membrane 

permeable, which eliminates the requirement of permeabilization and allows for live cell 

experiments. Silicon rhodamine and Janelia Fluor® dyes were reported to have excellent 

membrane permeability and are well-suited for live cell experiments [42, 43]. 

1.5 SMLM analysis 

The most important part of SMLM is the accurate localization of single molecule signals in 

noisy images (Fig 3). Computer vision is typically utilized to identify single-molecule signals. 

Background signals, autofluorescence or noise induced by scientific cameras influence image 

quality and complicate the identification task. Therefore, background removal and filtering are 

important steps in SMLM analysis. Background estimation and removal of background 

structures can be archived by temporal median filtering [44], wavelet decomposition [45] or the 

rolling ball algorithm [46]. Furthermore, deep neuronal networks (DNN) were applied to 

reconstruct images containing only the background without the noise and single molecule signal 

of arbitrary PSFs. By subtraction the background can be completely removed [47]. 
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Figure 3: Sequence of SMLM analysis on the example of simulated data. a) during the SMLM analysis a sequence of several 
thousand of acquired frames is analysed. b) to find candidates within a single frame, multiple filters can help to find single 
molecule signals in noisy images (i.e.: average filtering, Gaussian filtering (smoothing) or wavelets). c) candidates are 
determined from local maxima of filtered or raw frames. For each candidates a suitable bound box around each signal is 
chosen for fitting. d) each candidate is then fitted with a suitable PSF model (e.g., Gaussian model) and parameters such as 
subpixel position, intensity and background are optimized. Fits with positions outside the bound box, negative values or 
extreme cost values are discarded. e) all successful fits are collected in a list containing the retrieved values. Additionally, 
values for the quality of the fit are calculated (positional accuracy or Cramer-Rao lower bound). f) shows the widefield image 
of the simulated SMLM experiment (average of all frames). g) a final SMLM image is rendered from the list of fitted single 
molecule signals. 

 

Equally important is the identification of single molecule signals even under low signal-to-noise 

conditions. Therefore, different filters are used to enhance the contrast of signals (Fig 3b). It is 

important to note that these filtered images are only utilized to identify potential single molecule 

signals. Simple filtering is achieved by convolving the image with a 2D Gaussian function. The 

sigma is chosen to be as close as possible to the PSF width. However, 2D convolutions can be 

slow and computationally intensive. As a substitution, a windowed average filter can be applied, 
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which gives similar results to Gaussian filtering [48]. Wavelets have also been used for filtering. 

The fast “à trou” wavelet implementation uses the difference of two windowed low pass filters 

optimized for single molecule signals to massively enhance contrast [49]. 

 

Various algorithms have been developed to identify single-molecule signal candidates from 

these filtered images (Fig 3c). One commonly used algorithm is non-maximum suppression 

(NMS) [50]. In this algorithm, the image is scanned pixel by pixel, and if the pixel intensity is 

not the maximum intensity value within a defined area, the signal is rejected. Otherwise, the 

pixel intensity and location are added to a list of candidates. NMS is a very fast and 

computationally inexpensive algorithm but is not well suited for high-density signals and PSFs 

with multiple maxima (e.g., tetrapod PSF). Another method is template matching, which 

searches for maxima after a 2D convolution with the PSF [51]. This algorithm allows for the 

identification of arbitrary PSFs but is computationally much more intensive and becomes even 

slower with 3D SMLM images. 

 

Subsequently, the accurate parameters for each single molecule signal in the list of candidates 

must be determined (Fig 3d). Subregions around the candidate positions are cropped and used 

to fit a suitable PSF model. After fitting, unsuitable or wrongly identified signals must be 

discarded in a judgment step. In SMLM, Gaussian models are commonly applied due to their 

simplicity. Since PSF models are typically nonlinear functions, parameters have to be 

iteratively retrieved, to minimize a cost function (i.e., least-squares; the squared difference 

between model and observed data). Full nonlinear least-squares fits replaced the inaccurate 

methods previously applied in SMLM (e.g. Gaussian mask fitting [52]). Gradient-descent [53], 

Levenberg-Marquardt (LM) [54] or trust-region methods [55] are usually applied for nonlinear 

optimization. However, studies suggested that the least-square method isn't the best choice for 

fitting data with Poisson statistics [56]. Maximum-likelihood estimation (MLE) for SMLM 

incorporates the Poisson process, which provides a better approximation of single molecule 

signals. Usually, MLE requires maximizing a cost function with the second derivative of the 

PSF model, which is very computationally intensive. A solution to this problem has been 

proposed by combining MLE with the LM algorithms [57], which doesn’t require the second 

derivatives. A measure for the highest possible localization precision archivable by an unbiased 

estimator is the Cramer-Rao lower bound (CRLB, calculated from the diagonal of the Fisher 

information matrix) [58]. Studies suggest that MLE can archive the CRLB if the PSF 

approximation model is accurate [59]. 
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One possibility to find an accurate PSF model that accounts for the aberrations of the optical 

system is phase retrieval [51, 60, 61]. This involves modelling arbitrary PSFs from the pupil 

function, which is retrieved during calibration prior to the experiment. ZOLA 3D expands on 

this model to include also refractive index mismatch correction and MLE fitting [51]. 

Nevertheless, phase-retrieved PSF models are very computationally intensive due to the 

extensive use of Fourier transforms. Moreover, these models do not account for the rotation of 

fluorophores (dipole PSF broadening), which often results in a PSF with sharper structures 

(steeper intensity flank) compared to the measured PSF. This is usually corrected by 

convolution with an empirical rescaling function (i.e. 2D Gaussian filter) [60]. Y. Li et al. 

proposed splines for the interpolation of arbitrary PSFs. Here, 3D stacks of single molecule 

singles at multiple axial positions are fitted using cubic splines with 64 coefficients in each 

voxel. These coefficients accurately represent the experimental PSF and are used in conjunction 

with MLE-LM fitting to accurately localize single molecule signals. An open-source software 

of this algorithm is available as SMAP [62]. Experimental and simulated data confirmed that 

both software packages ZOLA 3D and SMAP achieve the highest possible localization 

precision (CRLB) [63]. 

 

In addition to CRLB estimation of the fit quality, other formulas have been developed to 

calculate the positional or localization accuracy of single molecule fits. Mortenson (based on 

the work of Thompson [52])  published a formula for localization accuracy of single molecule 

signals using least-squares fitting [64]: 

𝑃𝐴𝑥,𝑦 = √𝜎2 + 𝜎2 12⁄𝑁 (169 + 4𝜏) 

Where 𝜎 is the fitted width, N is the number of collected photons, b is background photons per 

pixel, 𝑎 is the pixel size and 𝜏 = 2𝜋𝑏(𝜎2 + 𝜎2 12⁄ )/(𝑁 ∙ 𝑎2). This formula can be further 

extended to calculate the axial positional accuracy for astigmatism [65]: 

𝑃𝐴𝑧 = 𝑙2 + 𝑑22𝑙√𝑁 √1 + 8𝜏 + √ 9𝜏1 + 4𝜏 

Where 𝑙 is a measure of the focal depth and 𝑑 is the distance between the minima of the 

calibration curve. 
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Still, estimators are expected to analyse non-overlapping single molecule signals at low 

densities to achieve the best possible localization accuracy. Advanced algorithms originating 

from astronomy (DAOPHOT [66]) can identify and fit dense single molecule signals. 

Theoretically, the optimal solution for dense SMLM would be to fit all signals within an image 

at once. However, this approach is extremely computationally demanding and usually leads to 

overfits [67]. Therefore, DAOSTORM [67, 68] and WTM [69] use an iterative process in which 

successfully fitted single molecule signals are subtracted from the original image. Smaller 

regions with overlapping PSFs are then fitted all at once. This procedure is repeated until no 

more single molecule signals can be identified [67–69]. 

 

Recently emerging new fitting algorithms use deep learning and DNNs to solve both the high-

density and accurate PSF model problem. Furthermore, no filtering or background removal is 

required as all these tasks are incorporated by the DNN. Typically, U-Nets [70] or convolution 

layers with fully connected outputs are applied to one or more full input frames [71–73]. The 

DNN then generates either a single output image or a discrete output list containing the 

positions of detected single molecule signals. The network is trained with simulated data and 

applied to each image of the experiment. The results of the individual frames are then combined 

into a single super-resolution image. However, using this method, subpixel positions usually 

used for post-processing and quantitative data analysis are lost. DECODE [74] extends this 

method by providing additional output images for subpixel positions and localization accuracies 

in 3D. Consequently, single molecule data retrieved by DECODE can be used for post-

processing. 

 

In a final step, super-resolved images are reconstructed from the list of fitted single molecule 

signals (Fig 3e). The most truthful reconstruction of super-resolved images is to render each 

single molecule signal as a 2D symmetrical Gaussian function with the calculated localization 

accuracy as sigma (Fig 3g). Furthermore, a 2D histogram of the fitted position data can be used 

for super-resolution rendering (Fig 3g). For 3D SMLM experiments, axial information must be 

encoded into 2D images, which usually involve representing axial positions with false colours. 

Images are reconstructed using alpha blending, where the axial position is represented by a 

colour value and the lateral position is encoded using 2D Gaussian functions as the alpha 

channel. In addition, 3D SMLM data can be rendered as a 3D volume using anisotropic 

Gaussian functions (lateral and axial localization accuracy for sigma). GPU (graphics 

processing unit) accelerated real-time rendering of 3D signals can also be archived using the 
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ViSP software tool, which provides additional functionality for cluster analysis and surface 

reconstruction [75]. 

 

Furthermore, DNNs were proposed to produce augmented fluorescence images from bright-

field images. Cheng et al. proposed a DNN that uses images from reflectance-mode microscopy 

(backscattered signals that provide higher spatial frequencies [76]) to produce label-free 

augmented fluorescence images of subcellular structures such as the Golgi complex, DNA, 

endosomes, and the actin cytoskeleton [77]. This method could allow for SMLM image 

generation from bright-field images. Similar methods that speed-up SMLM by artificial neural 

networks were already proposed. SMLM images can be reconstructed from fewer frames 

without altering spatial resolution or density. The artificial neural network learned to fill in 

missing localization by exploitation of structural redundancies of biological images (e.g. actin 

filaments, microtubes, mitochondria or the nuclear pore complex) [78]. 

1.6 Application of SMLM in biology 

Over the past two decades, SMLM has enabled imaging of biological structures down to the 

nanometre scale. However, imaging of subcellular structures such as actin filaments of the 

cytoskeleton with a diameter of about 7 nm remains challenging. Several extensions of SMLM 

have been proposed to image these fine structures of the actin cytoskeleton. K. Xu et al. used a 

dual-object microscope in combination with 3D STORM to obtain sub 10 nm lateral resolution 

and resolved individual actin filaments [79]. Furthermore, refractive index matching by adding 

glycerol allows for the collection of more photons and therefore increased the position accuracy 

of detected fluorophores. Buffers containing up to 80% glycerol were reported [80, 81]. These 

buffers can be further improved by using oxygen scavenger systems that reduce photobleaching 

and triplet state times [81]. In addition, special staining buffers (containing MES, KCl, MgCl2, 

EGTA and sucrose) can increase the levelling degree and stabilize the cytoskeleton during 

fixation [82]. 

 

Spatial sample drift during the long acquisition times is a common problem in SMLM. Drift 

adds a blurring effect to SMLM images and is often unavoidable even in temperature and 

vibrational-controlled environments. One possibility to track and measure sample drift is to use 

fiducial markers (e.g. fluorescent beads, gold nanoparticles, Tetraspeck™ microspheres or 

quantum dots) [83]. The calculated drift of the fiducial markers can then be subtracted from the 
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SMLM image. Furthermore, marker-less drift correction can be applied to SMLM images with 

distinct or periodic structures (e.g. cytoskeleton). Thereby, the drift is calculated by grouping 

signals from multiple frames and calculated drift based on the shift determined in cross-

correlation images [84]. An improved algorithm similar to cross-correlation uses Parzen-

window density estimation [85] and utilizes the positional data and localization accuracies of 

single molecule signals to directly estimate the drift [81]. 

 

SMLM experiments typically require 5 to 10 minutes to acquire the necessary image frames for 

a single super-resolved image. Due to long acquisition times, constant surveillance of the 

experiment by an operator is required. This can be very time-consuming for the operator, 

especially for biological experiments that often require several recordings for statistical 

evaluation. One remedy can be the automation of such SMLM experiments. Often operators 

manually increase the power of 405 nm reactivation laser pulses to counteract bleached 

fluorophores and to keep a constant number of active fluorophores. This can be automated by 

real-time SMLM analysis with a feedback loop that controls the reactivation laser [63, 86, 87]. 

 

An inherent feature of SMLM is the ability to further analyse single molecule data in a post-

processing step. Quantitative analyses of SMLM data allow for the calculation of densities, 

spatial distributions and to approximate the signal count in certain areas. Clustering is used to 

group data points into subsets with similar distributions. A major challenge in biology is the 

determination of nanoscale positions and quantification of molecular clusters in a cellular and 

subcellular structure. Usually, positional data calculated from the SMLM experiment is used 

for clustering in the nanoscale domain [88]. For example, clustering has been applied to find 

underlying membrane structures in stained SMLM membrane samples [89] or study synaptic 

signalling [90]. A wide range of algorithms has been developed to identify shapes, densities, 

and orientations of distinct clusters in SMLM localizations. In addition to the typically used 

density-based algorithms such as DBSCAN [91] and tessellation [92], optimization-based 

methods like K-Means enable the iterative partitioning of signals into clusters with the closest 

means [93]. Furthermore, based on the computed clusters, segmentation of biological structures 

with minimal backgrounds is possible. These determined clusters can be further used to study 

their morphology. Methods for the extraction of structures from SMLM data such as 

microtubules [92, 94] and mitochondria networks (own paper: *Platelet activation studies via 

3D localization microscopy and machine learning on a blood vessel chip) have been proposed. 

Similar publications showed that the morphology of mitochondrial networks can be further 
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analysed to quantify the health of individual cells using machine learning algorithms [95]. 

 

Equally important for biological questions is the imaging of multiple protein targets. Two or 

more colours were successfully used for SMLM. In one of the first multi-colour SMLM 

publications (2008), sequential imaging of different coloured fluorophores was utilized to study 

the spatial relationship between mitochondria and microtubules [80]. In this context, two-colour 

STORM utilizes an alternating sequence of two different activation lasers and an imaging laser 

between the activation pulses. Another publication demonstrated simultaneous two-colour 

SMLM by using a beam splitter (e.g., OptoSplit from Cairn Research) that projects the colour 

channels onto two non-overlapping areas of the camera chip [96]. More proteins can be 

sequentially imaged using multiplexed DNA-PAINT. First, different molecular targets are 

labelled simultaneously using different DNA docking strands. Buffers containing the 

complementary DNA strands conjugated with a fluorescent dye are successively imaged and 

exchanged until each molecular target is imaged [97]. Due to the multiplex nature of this 

method, the same fluorescent dye can be used for each target. 
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2 Description of contributed papers 
During my Batchelor's and Master's thesis, I developed the 3D-STORM-Tools software for 2D 

and 3D SMLM analysis and QSdtControl, a software for acquisition and laser control. My 

developed 3D astigmatism analysis software reached the 6th place, during the 2016 SMLM 

challenge among international participants [98]. In this thesis, I extensively utilized and 

improved both software packages. I demonstrated that SMLM and advanced software tools can 

be applied to biological applications to extract the most amount of data possible. Real-time 

analysis was enabled by the application of software optimization methods such as multi-

threading, single instruction, multiple data (SIMD) and GPU acceleration. I also used machine 

and deep learning to extract more data from experiments and segment cells and subcellular 

structures. 

 

2.1 Localization Microscopy of Actin Cytoskeleton in Human Platelets 

S. Mayr, F. Hauser, A. Peterbauer, A. Tauscher, C. Naderer, M. Axmann, B. Plochberger, and 

J. Jacak 

Localization Microscopy of Actin Cytoskeleton in Human Platelets 
Int. J. Mol. Sci. 19(4), 1150 (2018) 
 
In Mayr e. al. “Localization Microscopy of Actin Cytoskeleton in Human Platelets” [81], we 

applied 2D SMLM imaging to observe the actin cytoskeleton of platelets at different 

morphological states in 2D. Platelets are small blood cells that are primarily responsible for 

wound closure. During activation, their actin cytoskeleton is reorganized, and platelets undergo 

multiple states. The three major states were imaged and filopodia formation was studied. We 

developed a new medium composition to image rhodamine class fluorophores (Alexa 488) with 

dSTORM. In this contribution, I have applied my SMLM software to image and reconstruct the 

actin cytoskeleton of platelets. Thereby, improvements to the imaging buffer using 80% 

glycerol and an oxygen-scavenging system in combination with marker-less drift correction 

allowed imaging of single molecule signals with a localization accuracy of 12 nm. Furthermore, 

I calculated for the first time the width of the platelet’s filopodium from reconstructed dSTORM 

image. 
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2.2 Statistical analysis of 3D localisation microscopy images for 
quantification of membrane protein distributions in a platelet clot model 

S. Mayr, F. Hauser, S. Puthukodan, M. Axmann, J. Göhring, and J. Jacak 

Statistical analysis of 3D localisation microscopy images for quantification of membrane 

protein distributions in a platelet clot model 
PLOS Comput. Biol. 16(6), e1007902 (2020) 

 

In Mayr et al. “Statistical analysis of 3D localisation microscopy images for quantification of 

membrane protein distributions in a platelet clot model” [99], we applied hierarchical clustering 

and feature extraction on a platelet clot model. The developed platform 2CALM allows for the 

determination of the similarity of two samples of 3D SMLM images. A trained DNN allowed 

for the automated determination of similarity or dissimilarity based on the calculated features 

from both samples. We demonstrated the biological applicability of 2CALM on the distribution 

of CD41 and CD62P in an artificial platelet clot. 3D dSTORM images of CD41 and CD62P 

were analysed using my 3D-STORM-Tools software. I reimplemented the necessary marker-

less drift correction algorithm for 3D into my 3D-STORM-Tools project to ensure the best 

possible image qualities. I was also involved in the acquisition and generation of 3D SMLM 

images. Results showed that CD41 and CD62P have different distributions at the nanoscale 

level. 

 

2.3 Real-Time 3D Single-Molecule Localization Microscopy Analysis Using 
Lookup Tables 

F. Hauser and J. Jacak, 

Real-Time 3D Single-Molecule Localization Microscopy Analysis Using Lookup Tables 
Biomed. Opt. Express 12(8), 4955–4968 (2021) 

 

In Hauser et al. “Real-Time 3D Single-Molecule Localization Microscopy Analysis Using 

Lookup Tables” [87], I developed a fitting algorithm using a hybrid least-square approach with 

template images. My real-time 3D SMLM algorithm is capable of localizing ~120 single 

molecule signals in ~2.6 ms on a single CPU (central processing unit) thread. I evaluated the 

performance and accuracy of the approach, resulting in a balance between archivable precision, 

speed, and resource allocation. This algorithm was also implemented into the 3D SMLM setup 
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control software QSdtControl. Typical acquisition times of 40 ms per frame allowed additional 

tasks to be performed based on the real-time SMLM data, such as rendering or controlling an 

activation laser. Simulations and further tests on the 3D SMLM challenge dataset demonstrated 

the capabilities of the algorithm I developed. I also tested this method on primary human 

endothelial cells and human platelets to image the 3D actin cytoskeleton. 

 

2.4 Platelet activation studies via 3D localization microscopy and machine 
learning on a blood vessel chip 

F. Hauser, C. Naderer, S. Milic, E. Priglinger, B. Buchroithner, A. Peterbauer, M.B. Fischer, 

H. Redl, and J. Jacak 

Platelet activation studies via 3D localization microscopy and machine learning on a blood 
vessel chip 
 

Under revision (2022*) 

In Hauser et al. “Platelet activation studies via 3D localization microscopy and machine 

learning on a blood vessel chip” (under revision), I have developed a platform to analyse platelet 

activation on an endothelial cell monolayer within a microfluidic chip. I custom built a 

microfluidic chip that allows for imaging with a high-NA objective lens. The microfluidic chip 

was optimized for sterile cultivation of primary human endothelial cells. An automated pump 

enabled optimal growth under flow conditions. I trained a convolutional deep neuronal network 

(U-Net) to automatically segment cell nuclei from phase-contrast images for counting. This 

allowed us to determine the cell density, confluency and optimal timepoint for experiments (> 

500 cells/mm²). The microfluidic chip, which models the inner endothelial layer of small blood 

vessels, was then incubated under flow conditions with human platelets. Single selected 

endothelial cells within the microfluidic chip were laser treated using femtosecond laser pulses 

(1600 W/µm³). Two-colour 3D SMLM of CD62P (platelet activation marker) and mitochondria 

was performed simultaneously on these samples using a beam-splitter (Cairn OptoSplit II). I 

added support for two-colour 3D SMLM to my 3D-STORM-Tools software. I also 

implemented a machine learning-based method for the removal of residual fluorescent bleed-

through. 3D SMLM mitochondria data was segmented, and further parameters were extracted. 

Machine learning-assisted classification of mitochondria segments allowed us to identify 

stressed-prone, stress-resistant, and laser-treated endothelial cells. Platelet activation on or 
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between the endothelial cell layer was correlated with the classified cellular types. Results 

showed that platelets mostly activated in the proximity of stressed-prone endothelial cells, 

whereas no activation at all was observed near laser-treated endothelial cells. Statistical analysis 

of platelet volumes also revealed higher values under flow conditions compared with statically 

incubated endothelial cells and platelets. 
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3 List of contributed papers 
In this chapter all important papers written for my thesis are listed in the same typeset as used by 
the publishing journal. 
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Abstract: Here, we measure the actin cytoskeleton arrangement of different morphological states
of human platelets using a new protocol for photo-switching of rhodamine class fluorophores.
A new medium composition was established for imaging the cytoskeleton using Alexa Fluor 488
conjugated to phalloidin. Morphological states of platelets bound to a glass substrate are visualized
and quantified by two-dimensional localization microscopy at nanoscopic resolution. Marker-less
drift correction yields localization of individual Alexa 488 conjugated to phalloidin with a positional
accuracy of 12 nm.

Keywords: actin cytoskeleton; Alexa Fluor 488; drift correction; dSTORM; localization microscopy;
rhodamine; photo-switching; platelet shape change

1. Introduction

Platelets are the smallest blood cells in circulation. Upon activation—usually triggered by binding
of platelets to the extracellular matrix of damaged vessel walls—reorganization of the actin cytoskeleton
takes place, introducing platelet shape change. The actin cytoskeleton of platelets is described
in literature as a three-dimensional, sparse, and fibrous network without apparently long actin
fibers. Upon cell attachment to a surface (round-shaped cells), the actin filaments are depolymerized
into shorter filaments. During spreading, new filaments are assembled—the amount of F-Actin in
the activated state, however, is low (only approximately two-thirds in comparison to the resting
state) [1]. Thus, characterization of the actin cytoskeleton ultrastructure within these 2–5 µm-sized
cells proves arduous. In contrast to conventional fluorescence microscopy and the inherent resolution
limit [2,3], localization microscopy provides insight into the distribution of specific proteins at the
nanoscale and creates snapshots of cellular dynamics within single cells [4–10]. Thus, application of
the super-resolution technique dSTORM (direct stochastic optical reconstruction microscopy) is the
method of choice for these small cells [11]. The most common used fluorophore for dSTORM is the
cyanine Alexa Fluor 647. The number of protocols for the application of rhodamine class fluorophores,
however, is limited [12–15] and localization microscopy with dyes like Alexa Fluor 488 remains a
constant challenge and relies on high-power lasers. For illumination, we used a low cost UV laser,
which allowed for fast image acquisition. Fast illumination can reduce the drift, hence less correction
is required.
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Here, we apply dSTORM in order to display the actin cytoskeleton of platelet shape changes
for the first time. For imaging we use the cyanine derivative Alexa Fluor 647 and the rhodamine
class dye Alexa Fluor 488. We introduce an additional protocol for photo-switching of rhodamine
derivatives like Alexa Fluor 488 in order to have an additional color channel available for labeling.
The super-resolved images of platelet cytoskeleton allow quantitative characterization of the actin
network, such as the width of the filopodia and of the actin accumulated at the periphery of
spread platelets. Quantitatively comparable results from both color channels were obtained.

2. Results

2.1. Platelet Attachment Protocol

To observe morphological states upon platelet shape change, we incubated the cells in cell
culture medium on plain glass slides as described in literature [16–19]. Figure 1 represents typical,
distinguishable platelet morphological states, visualized using differential interference contrast
(DIC) microscopy. The three described states correspond to typical morphological states of platelet
activation [16]. Platelet activation is a multi-factorial process that involves shape change, cell adhesion,
degranulation, and ultimately clot formation [20]. The (at least partial) activation of the platelets
observed here was confirmed by staining for the standard activation marker CD62p (see Supplementary
Figure S1). Here we talk, however, about morphological states of platelet shape change rather than
platelet activation states since the complex and multifactorial process of platelet activation was not
investigated further.

Figure 1. DIC images of human platelets at three different morphological states upon platelet shape
change (cell culture medium on plain glass support). Upon glass contact, platelets adopt a round
shape (a) that facilitates cell adhesion. Subsequently, filopodia form a spindle-like morphology (b).
Lamellipodia fill the area between individual filopodia, and platelets spread further forming a so-called
“fried-egg” morphology (c) [1,16]. Scale bar 5 µm.

Upon incubation of cells on a glass substrate, discoid platelets adopt a round shape (Figure 1a)
facilitating cell adhesion, analogous to the rolling mechanism of leukocytes on activated endothelial
cells of blood vessels [1]. Subsequently, highly dynamic and actin-rich cell protrusions (filopodia) serve
as sensors, probing the platelet’s environment [21] and forming a spindle-like morphology (Figure 1b).
Upon occurrence of lamellipodia that fill the intermediate area between individual filopodia for cell
motility, cells spread further (adopting a “fried-egg” shape; Figure 1c).

2.2. Nanoscopic Localization of the Actin Cytoskeleton in Platelets

In this study, we present a new protocol (see Section 4) for photo-switching of the rhodamine
derivative Alexa Fluor 488 (Figure 2a–c). We visualized the actin cytoskeleton of platelets that undergo
morphological shape changes at the single-cell level using nanoscopic localization of fluorescently
labeled phalloidins. The three exemplarily shown states correspond to typical morphological states of
platelet shape change [16]. Figure 2a–c show similar morphological states of platelets labeled with
Alexa Fluor 488 phallodin (additional images in Supplementary Figure S2). Figure 2a shows the
cytoskeleton of a round-shaped platelet in an early state of adhesion. Figure 2b depicts a platelet in
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a spindle-like morphology with filopodia and Figure 2c displays a ‘fried-egg’-shaped cell with actin
accumulated in the central granulomere and at the periphery of the cell.

The areas with higher local phalloidin densities in the peripheral region are of unknown
origin (fluorophore induced artifact or biological origin). However, they are frequently observed
mainly in “fried-egg” shaped platelets. For imaging of the rhodamine derivative Alexa Fluor
488, a new, optimized protocol was used. To ensure efficient blinking of the rhodamine dye
Alexa 488 a special medium composition was applied: photo-switching is achieved with the
reducing agent tris(2-carboxyethyl)phosphine (TCEP), the oxidizing agent methylviologen (MV)
and β-mercaptoethylamine in a 80% glycerine solution containing 5% glucose. In this environment,
the fluorophore is excited at 488 nm for 20 ms at a frame rate of 25 images/s. The fluorophore in the
triplet state is reduced by TCEP and is brought back to the singlet ground state by interaction with
MV and illumination with a 405 nm laser for 20 ms using a low laser power (intensity = 100 W/cm2).
The dSTORM images were reconstructed from 15,000 frames. Alexa Fluor 488-labeled phalloidin
molecules correspond to the blue colored localizations within the cells (Figure 2a–c); brighter areas
correspond to a higher density of localized fluorophores. On average, we detected 740 signals/µm2

within a cell (n = 3 cells).

Figure 2. Reconstructed fluorescence microscopy images (dSTORM) of human platelets at three
different morphological states (cell culture medium on plain glass support), stained with phalloidin
Alexa Fluor 488 (top row) or phalloidin Alexa Fluor 647 (bottom row). F-actin molecules bound by
fluorescently labeled phalloidin are represented by the red and blue colored localizations within
the cells, respectively. Brighter areas are caused by a higher density of localized fluorophores.
As platelets start to adhere to the glass support, an early, round-shaped appearance (a,d) transforms
into a spindle-like morphology (b,e) and subsequently yields a “fried-egg” shape (c,f). The central
granulomere and accumulated actin in the peripheral cell region in the ‘fried-egg’ morphology is
clearly visible (Figure 2c,f) [1]. Scale bar for (a,d) 1 µm and for (b,c,e,f) 3 µm.

For verification, the platelets’ cytoskeleton was labeled with a second fluorophore conjugated
to phalloidin (Figure 2d–f). The three described states correspond to typical morphological states of
platelets [16]. Image acquisition was performed in a medium containing beta-mercaptoethylamine
(MEA) and glycerine. The samples were irradiated at 647 nm for 20 ms. Between acquisition of
individual images, the sample was illuminated with a 405 nm laser light for 10 ms. The dSTORM
images were reconstructed from 15,000 frames. The localization events determined from Alexa Fluor
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647 blinking are shown in red. Individual F-actin molecules bound by phalloidin conjugated to the
commonly used cyanine dye Alexa Fluor 647 were localized with a 12 nm positional accuracy after
drift correction for compensation of the mechanical sample movement. On average, we detected
3500 signals/µm2 within a cell (n = 3 cells).

The blinking behavior of Alexa Fluor 488 was compared to Alexa Fluor 647: Fewer signals were
detected for the Alexa Fluor 488 labeled cells (740 signals/µm2 as compared to 3500 signals/µm2 for
Alexa Fluor 647). However, the blinking characteristics are similar: Alexa Fluor 488 showed on average
9 ± 2 blinking events per 15,000 frames (SD = 0.1; n = 45 analyzed image sequences) and Alexa Fluor
647 showed 10 ± 3 blinking events (SD = 0.1; n = 45 analyzed image sequences).

In contrast to conventional fluorescence microscopy, localization microscopy allows quantitative
visualization of diffraction limited actin cytoskeleton substructures. The width of the peripheral actin
network (i.e., the actin network at the edge of the ‘fried-egg’ shape as seen in Figure 2c,f) varies from
140 nm to 565 nm for Phalloidin Alexa 488 and from 200 nm to 580 nm for Phalloidin Alexa 647,
respectively. Likewise, the width of filopodia was determined: Figure 3a shows the image of the actin
cytoskeleton recorded with diffraction limited fluorescence microscopy; whereas Figure 3d depicts the
cytoskeleton of the same cell reconstructed by localization microscopy. In Figure 3b, the filopodium
from the boxed region in 3a is depicted (likewise the same filopodium at nanoscale resolution, however,
seen in Figure 3e from the boxed region in Figure 3d). The width of a single filopodium (Figure 3b,e)
was quantified by fitting the cross section profile with a Gaussian function. Figure 3c shows the profile
of a filopodium whose width was determined (in the diffraction limited image a FWHM = 675 nm; for
Phalloidin Alexa 647).

Figure 3. Comparison of a conventional fluorescence and a super-resolution image of the actin
cytoskeleton of a platelet with a spindle-like morphology labeled with Phalloidin Alexa 647 (a,d).
Close-up of the region of interest from the image in (a,d) shows a single filopodium (b,e). The intensity
profile of the filopodium cross section from the boxed region (b,e) has been fitted with a Gaussian
function (c,f). From the fit a FWHM of 675 nm (c) or of 115 nm (f) has been determined for the
filopodium width. Scale bar for (a,d) 3 µm and for (b,e) 1 µm.
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The width of the filopodium was determined from the reconstructed dSTORM image (Figure 3f):
A FWHM of 115 ± 9 nm was measured for Phalloidin Alexa 647 and 106 ± 3 nm for Phalloidin Alexa
488, respectively.

Regardless of the used label, the same morphological characteristics (width of filopodia and
peripheral actin network) at the same resolution (12 nm for both fluorophores) have been determined.

3. Discussion and Conclusions

In summary, we showed that our optimized protocol allows for recording qualitatively comparable
images with Alexa Fluor 488 (compared to commonly used Alexa Fluor 647) labeled actin filaments.
We showed for the first time the actin cytoskeleton of three different platelet morphological
states resolved at a resolution beyond the diffraction limit. In contrast to the dSTORM images,
the conventional fluorescence microscopy images of filopodia appeared as diffraction limited structures:
Only the dSTORM images allowed us to determine the size distribution of platelets’ filopodia width.
A detailed quantification revealed an average filopodium width of 115 ± 9 nm (for Phalloidin Alexa 647)
and 106 ± 3 nm (for Phalloidin Alexa 488), respectively. Apart from a report exclusively showing a
filopodium width of a neuroblastoma cell [22] this is the first quantitative description of the width of
filopodia and the very first on filopodia in human platelets.

Photo-switching of the rhodamine dye Alexa Fluor 488 is achieved in a special medium
composed of the reducing agent TCEP, the oxidizing agent MV and glycerine as well as an optimized
illumination protocol. Using this protocol allows for implementation of standard (i.e., low cost) diode
UV laser sources in contrast to usually applied high-end laser sources. In addition, the applied
marker-less drift correction enables acquisition of a sequence with a higher number of frames, thereby
compensating the reduced number of signals/µm2 in the blue channel. The applicability of the new
medium for rhodamine class dyes is shown with Alexa Fluor 555 (Supplementary Video S1).

The medium applied here can be mixed with additives like oxygen scavengers to improve
photo-switching properties of the dye [15]. A medium with higher refractive index (glycerine,
n = 1.45) [23] compared to aqueous solutions allows us to detect more photons from a single fluorophore
and a more precise position determination. Such high positional accuracy as obtained by our protocol
allows for precise monitoring of distinct morphological changes. For filopodia width determination,
our obtained 12 nm resolution is completely sufficient. Images of filopodia reconstructed with a lower
resolution verify that even a resolution of ~20 nm is satisfactory (Supplementary Figure S3).

The use of different fluorophores for dSTORM, as demonstrated by qualitative comparison of
the platelet actin cytoskeleton stained with phalloidin Alexa Fluor 647 as well as phalloidin Alexa
Fluor 488, offers flexibility for multi-color imaging in the future and can be applied for any desired cell
(Supplementary Figure S4).

4. Materials and Methods

4.1. Human Platelet Concentrates

Single donor platelet concentrates were provided by the Red Cross Blood Transfusion Service
(Linz, Upper Austria, Austria). Platelet concentrates were prepared by apheresis with an automated cell
separator (Trima Accel Automated Blood Collection System, TerumoBCT, Lakewood, CA, USA) during
routine thrombophoresy: The platelets were separated from whole blood by centrifugation and diluted
in 35% plasma, 65% platelet additive solution SSP+ (Macopharma, Mouvaux, France), and ACD-A
anticoagulant (Haemonetics® anticoagulant citrate dextrose solution, Haemonetics®, Braintree, MA,
USA) during transfer into Trima Accel storage bags. Two milliliters of the platelet concentrate (typically
containing 1 × 106 platelets/µL) were transferred into a new storage bag and immediately transported
to the laboratory. Transportation within a polystyrene box should minimize temperature variations.
Platelets were used for experiments within 24 h after preparation and meanwhile stored under constant
agitation in a climatic chamber that was tempered to 22 ◦C.
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4.2. Statement on the Use of Human Platelet Concentrate Samples

All human blood samples were collected during routine thrombophoresy in accordance with
the strict policies of the Red Cross Transfusion Service, Linz. All blood donors signed their
informed consents that residual blood material can be used for research and development purposes.
All experimental protocols were approved by and carried out in collaboration with the Red Cross
Blood Transfusion Service, Linz.

4.3. Platelet Spreading, CD62p and Actin Staining

Platelets were diluted to a final concentration of 2 × 104 cells/mL in cell culture medium (DMEM,
Sigma-Aldrich, Vienna, Austria), pipetted onto a glass slide and incubated for 15 min. Non-adhered
cells were washed away with PBS (phosphate-buffered saline). For DIC microscopy, cells were fixed
using 4% paraformaldehyde in distilled water and imaged. The actin cytoskeleton was visualized
using Alexa Fluor 647 phalloidin and Alexa Fluor 488 phalloidin (Cell Signaling Technology, Leiden,
The Netherlands), respectively. Platelet actin staining was performed in Cytoskeleton buffer with
sucrose (CBS) containing 10 mM MES pH 6.1, 138 mM KCl, 3 mM MgCl2, 2 mM EGTA, and 0.32 M
sucrose according to a protocol of Louise Cramer (MRC Laboratory for Molecular Cell Biology, UCL,
London, UK) [24]. Briefly, platelets were fixed using 4% paraformaldehyde in CBS for 20 min at room
temperature, permeabilized in 0.5% Triton X-100 with CBS, blocked in 10% albumin from chicken egg
white (Sigma-Aldrich, Vienna, Austria) and stained for 20 min with 66 nM fluorophore conjugated to
phalloidin. For CD62p labeling, fixed cells were stained with 1 µg/mL anti-CD62p antibody marked
with Alexa 647 (BioLegend, San Diego, CA, USA) for 10 min.

4.4. Fluorescence Microscope

Images were acquired using a modified Olympus IX81 inverted epifluorescence microscope
with an oil-immersion objective (UApo N 100x/1.49 NA, Olympus, Vienna, Austria). The sample
was positioned with nanometer precision on a XYZ piezo stage (P-733.3DD, Physical Instruments)
on top of a mechanical stage with a range of 1 × 1 cm adjusted by precision screws (TAO, JPK
Instruments, Berlin, Germany). A tube-lens with an additional magnification of 1.6 was used to
achieve a final imaging magnification of 160 (corresponding to a pixel size of 100 nm). Platelets were
illuminated with a 642 nm laser light from a diode laser (Omicron-laserage Laserprodukte
GmbH, Phoxx 642, Rodgau-Dudenhofen, Germany), a 488 nm laser light from a solid-state laser
(diode-pumped, Toptica Photonics, Graefelfing, Germany), and a 405 nm laser light from a diode
laser (Insaneware, Gladbeck, Germany). The signal was detected using an Andor iXonEM+ 897
(back-illuminated) EMCCD camera (16 µm pixel size). The following filter sets were used: dichroic
filter (ZT405/488/561/640rpc, Chroma, Olching, Germany), emission filter (446/523/600/677 nm
BrightLine quad-band band-pass filter, Semrock, Rochester, NY, USA), and an additional emission
filter (HQ 700/75 M, NC209774, Chroma Technology GmbH, Olching, Germany).

4.5. Imaging Protocols

Single-molecule photo-switching of the cyanine dye Alexa Fluor 647 was performed in a 50 mM
β-mercaptoethylamine in 80% glycerine containing medium (refractive index 1.45) as described by
Huang and co-workers [8] and applied to the cells immediately prior to fluorescence microscopy
measurements. The signal was acquired for 20 ms at 25 images/s at 1.2 kW/cm2 excitation intensity
(647 nm). During the readout, laser light from the 405 nm laser (10 ms illumination at 100 W/cm2)
was used to recover the singlet ground state. For image reconstruction, a sequence of 15,000 images
was recorded.

Single-molecule photo-switching of the rhodamine dye Alexa Fluor 488 was performed in
a medium composed of 2 mM tris(2-carboxyethyl)phosphine, 2 mM methylviologen, 50 mM
β-mercaptoethylamine in 80% glycerine with 5% glucose in distilled water (one example of a single
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molecule can be found in Supplementary Figure S5). The signal was acquired during 20 ms with 20 ms
delay at 3.3 kW/cm2 excitation intensity. Between acquisition of individual images, laser light from
the 405 nm laser (10 ms illumination at 100 W/cm2) was used to recover the singlet ground state.
For image reconstruction, a sequence of 15,000 frames was recorded. The illumination protocols were
performed with a custom-written acquisition software.

4.6. Image Analysis

dSTORM image series were processed and analyzed using custom-written software (‘STORM
Tools’) in Qt/C++ and is freely available at (GITHUB https://github.com/CURTLab/STORMTools).
The high-performance non-maximum suppression algorithm is adapted (with permission) from
rapidSTORM [25] and used to approximate the positions of single molecules in each frame [26,27].
Each fit is performed in a window surrounding the proposed position. The point spread function
(PSF) is fitted using the symmetrical two-dimensional Gaussian error function model [28] and
successively approximated by the trust-region Powell dogleg algorithm [29]. The resulting parameters
(x-position, y-position, integrated signal intensity, background intensity, signal width) are further used
to calculate the positional accuracy [30] for the super-resolution reconstruction. One of the parameters,
which is additionally needed for estimation of the positional accuracy is the background variability.
Each molecule is rendered at its determined (x,y)-position using a symmetrical Gaussian intensity
distribution with the calculated positional accuracy as width parameters (Supplementary Figure S6).
To correct for the linear drift of the stage, each localization set has been corrected before image
reconstruction (see drift correction) (Supplementary Figure S7a,c). In order to determine the lower
boundary for the localization precision, the mechanical stability of the whole instrument has been
determined via imaging of TetraSpeck™ beads (T-7284, 0.1 µm, Molecular Probes) over 10,000 frames
within 7 min (20 ms illumination time, excitation at 647 nm). The determined radial displacement
relative to the averaged signal position is 3 nm (Supplementary Figure S7b,d), which sets the technical
lower limit for the positional accuracy for drift-corrected localized images.

4.7. Drift Correction

4.7.1. Drift Calculation Method

The drift correction method has been applied according to Han et al. [31]. The concept of
drift correction is similar to cross correlation analysis and is based on the Parzen-window density
estimation [32,33].

The method uses the determined molecule positions to judge the similarity of two signal
distributions. This is conceptually straightforward and easier to operate in comparison to the
cross-correlation analysis.

Assuming there are two position sets SA and SB (pi ∈ SB, j = 1, 2, . . . N and pj ∈ SB, j = 1, 2, . . . M),
the cost function CF(T) of drift correction T is given by

CF(T) =
M

∑
j

N

∑
i

1
2πσ2 exp

�
−||T

�
pj

�
− pi||2/2σ2

�
where T(·) is a transformation function (translation and/or rotation of positions), SB is movable, and
SA is fixed (basis set of positions). The goal is to find an T(·) that maximizes the CF. The simplest
transformation is linear (only translation), i.e., T(p) = p + d, where d = (α,β)T is shift vector, α is
the drift compensation of the x-axis and β is the drift compensation of the y-axis.

4.7.2. Drift Correction Algorithm

First, the reference position set (basis set of positions) Sbasis is initialized. Hence, the positions
within frames are combined into groups S(i). Equivalent time intervals or an equivalent number of

https://github.com/CURTLab/STORMTools
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points per group arranges the groups. By comparison if the position set S(i) to the Sbasis, the sample
drift is estimated. Hence, the drift of S(i) is compensated and the positions of S(i) is merged with Sbasis.
A quasi-newton algorithm is used to find maximum of function CF(T). Repeat the selection and drift
compensation process until all the point subsets S(i) are corrected. The last reference position set in
Sbasis is the referenced corrected data.

4.8. Grouping Process

The data of individual frames are grouped in two ways:
First, the same length of time interval (the same number of frames in the frame-group). This may

result in frame-groups with a small number of positions (e.g., 1 or 2 points). In this case, the translation
vector d can be very long. In order to avoid that, the drift length will be limited by max-limit-drift,
calculated automatically from the accuracy (sigma) of the Gaussian fitting of individual signals.

Second, the same number of points (positions) in each frame-group. In this case grouping with a
fixed number of points introduce variable illumination time intervals.

4.9. Smoothing

Smoothing of the time dependent drift of points is carried out by two methods:

• Fitting ‘Smoothing-Spline’ with parameter 10−4 only in the discrete time window (sliding along
the time-axis).

• Fitting method ‘Smoothing-Spline’ with parameter 10−6 for the entire time line.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/19/4/1150/s1.
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Abbreviations

dSTORM Direct stochastic optical reconstruction microscopy
FWHM Full width at half maximum
DIC Differential interference contrast
TCEP Tris(2-carboxyethyl)phosphine
MEA β-mercaptoethylamine
MV Methylviologen
CBS Cytoskeleton buffer with sucrose
ACD-A Acid citrate dextrose and adenosine
CF Cost function
PSF Point spread function
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Abstract

We present the software platform 2CALM that allows for a comparative analysis of 3D locali-

sation microscopy data representing protein distributions in two biological samples. The in-

depth statistical analysis reveals differences between samples at the nanoscopic level using

parameters such as cluster-density and -curvature. An automatic classification system com-

bines multiplex and multi-level statistical approaches into one comprehensive parameter for

similarity testing of the compared samples. We demonstrated the biological importance of

2CALM, comparing the protein distributions of CD41 and CD62p on activated platelets in a

3D artificial clot. Additionally, using 2CALM, we quantified the impact of the inflammatory

cytokine interleukin-1β on platelet activation in clots. The platform is applicable to any other

cell type and biological system and can provide new insights into biological and medical

applications.

Author summary

Single-molecule localisation microscopy (LM) became more accessible over the past

years. Companies and research facilities developed instruments for 3D/2D LM, but there

is a lack of comparison methods for LM-images. Our tool offers a new comparative analy-

sis of LM data. Our system is capable of showing the difference on the level of single mole-

cule clusters and provides information on differences between images on various scales.

We determine if clusters formed of molecule localisations are comparable. We display the

difference on density or the shape of these formed clusters for a certain dimension. Since

the comparison is performed for all dimensions, the differences between cluster properties

are observed very precisely. Thereby, we learn if clusters of molecules are formed and how

they differ in both samples. For a fast/concluding comparison, we have added tools which

derive a percentage of equality of both images based on all comparison results. The tool is

useful for comparison of images of molecules in cells, which are expected to differ from
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each other (exemplified with platelets). The differences might be caused by drug treat-

ment, different disease progress or other environmental/genetical issues. The analysis is

performed at a single cell level as well as cell cluster level.

This is a PLOS Computational BiologyMethods paper.

Introduction

LM has progressed immensely over the last decade [1–5], however only a few of the

approaches towards a comparative analysis of the resulting data have been achieved [6–9]. Pri-

marily, these studies utilised comparative analyses of single molecules in the context of co-

localisation in cells [10–14], with the majority visualising the 2D and 3D arrangement of pro-

teins [10, 12, 13, 15, 16].

First attempts for cluster analysis for LM data, developed by Owen et al. [17], were based on

Ripley’s K-function, which quantifies the global distribution and heterogeneity of proteins at

the cell plasma membrane. Alternatively, analysis systems like SR-Tesseler [18] or ClusterVisu

[19] based on Voronoi tessellation were developed. These methods were well suited for visuali-

zation and rendering of localisation density distribution in a sample or colocalization between

molecules primarily for 2D data.

Clustering–the formation of micro- and nano-domains within plasma membranes–is now

a widely recognized feature that ensures hierarchical organisation of many proteins. The func-

tions of these clusters are diverse [20, 21] and impaired integrin clustering for example has

been shown to be involved in thrombasthenia [22]. However, there is a general lack of methods

that enable a comparative analysis of localisation microscopy data on protein distributions and

clustering.

Mainly, the presented analysis extracts spatial descriptors (spatial features), which allow

the determination of the similarity of 3D localisation microscopy data of two samples,

regardless of their rotation, translation and quantity. The basis for the feature extraction is

multiple resampling of both samples with a given number of localisations (typically

between 2 000 and 10 000) which increases the amount of data for statistical analysis and

reduces the calculation time to minutes for very large samples (> 200 000

points = localisations). Furthermore, our method does not require transformation of the

coordinate system, synchronisation of the region of interest (ROI) size or possible normali-

zation for both samples.

For each pair of such bootstrap sub-samples, sequential hierarchical clustering of localisa-

tions is performed. To characterise clusters with a specific size, two crucial parameters have

been derived–density and curvature distribution. For these distributions we perform nonpara-

metric 2-sample statistical tests (such as Kolmogorov-Smirnov test, Wilcoxon rank sum test)

and build a p-value-map (for each pair of samples and each cluster size, forming a first level of

analysis). These p-value maps are directly used among other parameters (aggregated p-values)

from second level of analysis to train the multilayer perceptron (MLP) neural network. In

addition, in order to build a more robust analytical measure of similarity, we average over the

generated distributions and their aggregations and generalizations. To aggregate the results of

the 2-sample statistical tests, the weighted AND operator of fuzzy membership functions is

used. The generalisation is performed by applying statistical tests on average values of density

and curvature distributions and on values of the Ripley’s K-function. The maximum Ripley’s

H function is used primarily to establish the parameters for the random sample generator.
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Currently, global comparative analyses of clot formations have only used diffraction-limited

fluorescence microscopy to characterise morphological changes (e.g. shape change upon acti-

vation) and the cytoskeletal organisation of platelets (e.g. actin and tubulin reorganisation)

[23–29]. Nanoscopic localisation microscopy analyses have only been performed for single

platelets characterising the content of α-granules [30], the arrangement of actin filaments [31,

32], various actin associated proteins (e.g. P4 or vinculin), and mitochondria [33, 34]. There-

fore, an artificially formed clot presents a proficient system to characterise environmentally-

induced protein redistributions on a nanoscopic scale.

In this study, we present a software tool that quantitatively compares and classifies two bio-

logical samples based on the protein distributions at the nanoscale using 3D localisation

microscopy data. Our tool– 2-sample Comparative Analysis of 3D Localisation Microscopy

Data (2CALM)–is an analysis pipeline, which organizes LM data into protein clusters of differ-

ent dimensions and calculates the samples’ statistical parameters using various numerical

methods. The images obtained from LM can be regarded as a 3D cloud of points. A compara-

tive analysis of such clouds requires the extraction of features representing their geometrical

structure without losing accuracy. Several deep machine-learning algorithms, especially con-

volution neural networks (CNN), have been applied to single 3D point cloud analysis. A com-

mon approach is to rasterize the 3D point data into a 3D voxel grid [35–37]. This approach,

however, suffers from a trade-off between its computational cost and its approximation accu-

racy. Thus, we employ a different concept and propose a new representation of a LM-derived

cloud of points. This representation is based on empirical distributions of the density and the

curvature of the point’s clusters within point-clouds having a predetermined maximal dimen-

sion, yielding density and curvature distributions for each sample. These distributions are

compared with non-parametrical statistical tests such as Kolmogorov-Smirnov or Wilcoxon

test. The results of the tests create a features-array of the similarity of both samples that is not

dependent on their size and location in space. Our system uses the constructed feature-arrays

to determine the analytical similarity measure between samples and to train the fully-inte-

grated MLP neural network for automatic classification of samples similarities. Generally, the

system can be used to compare any 3D and 2D cloud of points regardless the origin of the sam-

ples and primarily provides a comparison between two LM images. The results directly show

the comparison between the densities/curvatures of molecular clusters and do not directly pro-

vide information’s on cellular structures.

For demonstration of the biological importance and applicability of 2CALM, we quantita-

tively analysed the nanoscopic distribution of CD41 and CD62p proteins on activated platelets

within an artificial clot using 3D dSTORM. As changes in protein distribution during platelet

activation and thrombus formation can impact further downstream signalling, the effect of the

pro-inflammatory molecule interleukin 1-beta (IL-1β) on the CD62p distribution in platelets

within an artificial clot was analysed.

CD41 (integrin α-IIb) is a protein that is present in the cell membrane as well as in the α-
granules of platelets [38]. As part of the fibrinogen receptor GPIIb/IIIa it binds fibrinogen and

vonWillebrand factor (vWF). Upon activation, CD41 molecules from the granules are incor-

porated into the cell membrane. Platelet aggregates, which are formed by GPIIb/IIIa-fibrino-

gen interaction, are stabilized by the interaction of CD62p (P-selectin), which binds P-selectin

glycoprotein ligand-1 and platelet sulfatides [39–41]. CD62p is a cell adhesion molecule and is

transported upon activation from its location in the α-granules to the cell membrane [26, 42–

46]. Activation of the coagulation system (i.e. clot formation) is heavily influenced by pro-

inflammatory molecules such as IL-1β. These molecules have been shown to increase the

response of the platelets towards elevated aggregation [47, 48].
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The performance of 2CALM was tested by analysing the distributions of two protein types

(CD41 and CD62p), which are known to exhibit different clustering behaviour upon activa-

tion. The detailed analysis of 2CALM shows the protein distributions of CD41 and CD62p at

the nanoscopic level. Furthermore, 2CALM was tested on a system, which changes the protein

(CD62p) distribution upon external treatment. We show that CD62p distributes diversely

within untreated and IL-1β-treated clots providing different clustering-based statistical param-

eters. The data obtained from LM experiments on CD62p distribution in platelets were com-

pared to simulated datasets. The presented experimental and simulated data showcase the

software´s utility to support researchers in advanced two-sample comparisons of heteroge-

neous LM data. It will therefore advance the thorough investigation and ultimately the under-

standing of the nanoscopic organization of proteins in complex tissues.

Results

We developed a software system capable of a two-sample comparison named 2CALM (MatLab

environment). In several experiments, artificial clots were stained, imaged using 3D dSTORM,

and analysed. The resulting analysis is comprised of information on the sub-diffractional as

well as on the bulk level, obtained in one measurement. The features of the 2CALM software

system are depicted in Fig 1A. This platform contains a two-level statistical analysis of 3D spa-

tial cluster features. The 1st-level analysis directly compares the properties of spatial clusters

(cluster density and/or cluster curvature distributions) derived from LM datasets with different

clustering dimensions [49–52]. The 2nd-level statistical tests are performed on averaged cluster

features to assess their randomness and the distribution of the average cluster’s curvature

(shape) and density. The obtained sample features can then be compared pairwise using the

methods of a statistic tools module, relying on a comparison of averaged statistical values (e.g.

average cluster density or curvature distributions) of bootstrapped re-samples. The determined

features are based on the relative cluster’s density distributions for each clustering dimension

and their individual curvature distribution and are independent of cluster positions and orien-

tations. A detailed workflow of the features extraction and aggregation is depicted in S2 Fig.

Biological test system and image acquisition

In order to show the applicability of 2CALM, we designed an artificial clot [53]. After mixing

thrombin, fibrinogen and platelets, the cells coagulate on a glass slide, which yields a viscous

3D clot. For visualisation purposes, we immuno-stained platelets within the protein matrix

with fluorescently labelled antibodies that target CD41 and CD62p proteins. In all clot experi-

ments, CD41 was labelled with Alexa488-conjugated anti-CD41-antibody, and CD62p was

labelled with Alexa647-conjugated anti-CD62p-antibody. For imaging, we applied direct sto-

chastic optical reconstruction microscopy (dSTORM) [54]. We used an oxygen scavenger sys-

tem (OxEA) [55], which allows for two-colour imaging without buffer exchange. To adjust the

blinking rates of both fluorophores, an additional UV-laser illumination was utilized. A cylin-

drical lens in the optical detection pathway of the microscope introduced astigmatism and an

axially dependent deformation of the point spread function (PSF) of individual emitters. The

single-molecule positions were determined using customized software with fitting routines

derived from rapidSTORM [56]. Automated tools for extraction, characterization and com-

parison of the protein distributions at the nanoscopic level were implemented.

Software features: Dataset pre-processing module

2CALM includes a collection of software tools enabling a pairwise comparative analysis of

independent sets of localisation microscopy data. Datasets usually have a different number of
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localisation events (often gathered into 3D point-clouds), varying noise due to unspecific bind-

ing and/or localisation errors resulting from sample drift during the measurement. Our toolset

enables noise filtration and drift correction. Typically, special convolution algorithms [57, 58]

or fiducial markers [59, 60] are deployed to correct for sample drift; we expanded a developed

drift correction algorithm [32] to support 3D position accuracy of localisation events [61]. The

3D dSTORM images contain single localisation events which are not of interest in cluster anal-

ysis and henceforth are classified as outlier points. Filtering of individual outlier points (or

small group of points) is carried out using a DBSCAN (Density-Based Spatial Clustering of

Applications with Noise) algorithm [62–65]. An additional modified version of DBSCAN [66]

allows for an automatic determination of the ROI. It is used for spatially well-separated

domains with single-molecule localisations (e.g. signals in sparsely distributed individual cells)

(S11 Fig). Both tools–drift correction and outlier filtering–are combined in a dataset pre-pro-

cessing module.

Fig 1. 2CALMworkflow. (a) represents the features of the 2CALM platform. Datasets are pre-processed using drift correction and filtering of outliers (optionally: ROI-
extraction). For a full image comparison, dataset sizes are optionally equalized. The default bootstrapping step re-samples the datasets into sub-samples (used for spatial
clustering). Hierarchical spatial clustering enables the extraction of the density-distribution and the curvature-distribution of clusters. For comparison, a two-level, multi-
parameter analysis of different clustering dimensions is performed. Kolmogorov-Smirnov-, Wilcoxon-test and bootstrap confidence interval analysis is used for a
comparison of protein distributions. (b) depicts the structure of the multilayer perceptron (MLP) neural network based machine learning module. The clustering from (a)
provides parameters (feature vectors) which are used to train a MLP (including one hidden layer) network to assign the datasets to their classes (similarity classification).

https://doi.org/10.1371/journal.pcbi.1007902.g001

PLOS COMPUTATIONAL BIOLOGY Protein distribution comparison for 3D localization microscopy data

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1007902 June 30, 2020 5 / 34

https://doi.org/10.1371/journal.pcbi.1007902.g001
https://doi.org/10.1371/journal.pcbi.1007902


Software features: Equalization of data sets (bootstrapping)

Although an analysis of all points in a sample at once is possible, it is rather time-consuming

and less robust to errors. When datasets have a small number of localisation events (up to 50

000), a 1st-level statistical analysis–after equalization of both samples–can be performed. The

number of points is equalized to the smaller of the pairwise compared data sets. Representative

datasets are shown in S1A and S1B Fig. When larger differences in localisation events are

detected, errors due to a random selection of points from the equalized sample dataset may

lead to an incorrect comparison, even though the samples originate from the same biological

replica. In such instances bootstrapping is used to randomly draw events from the measured

datasets, which yields an equalized data set. In order to improve the robustness of the analysis,

we performed multiple re-sampling (bootstrapping) [67–69] using a defined number of points.

The bootstrap procedure involves choosing random samples (with replacement) from a large

dataset and analysing each bootstrap sample in a similar way. Bootstrapping reduces the risk

of accidental one-time errors (when there are not sufficient points in a subgroup) and allows

for better parameter-estimation for subsequent comparative analyses.

Software features: Statistical analysis of cluster features (Two-level
statistics)

The 1st -level analysis relies on a direct comparison of sample features like cluster density and

cluster curvature distributions for each cluster dimension. For a comparison between the pro-

tein distributions of the two samples, non-parametric statistical tests are used. The 2nd-level

analysis combines the parameters obtained from the 1st-level analysis and compares them

globally. It relies on a comparison of averaged values of localisation densities and curvatures

per cluster dimension and eliminates the influence of noise (disturbance of point localisa-

tions). Additional K-/H-Ripley’s tests [70, 71] show the deviation of the distributions from a

random Poisson distribution.

Software features: Classification of similarity (Two-sample comparison)

Statistical Tools. Various statistical tests are implemented for a holistic two-sample com-

parison at nanoscopic and microscopic level. Non-parametric Kolmogorov-Smirnov (KS)

[72–74] and Wilcoxon (WX) [75, 76] tests were used for a pairwise comparison of cluster fea-

tures. In order to calculate the aggregated p-value (e.g. fusion of results of KS andWX tests)

we applied the weighted t-norm-AND operator [77, 78] on the p-values of the KS-/WX-test

obtained from the bootstrapping process. By introducing appropriate weights for the t-norm-

AND operators the significance of a particular test increases. These tests precisely identify the

cluster parameters necessary for classification of sample similarity/dissimilarity for any cluster-

ing dimension. It is not capable to automatically classify data sets.

To simplify the comparison, we determined a measure for sample similarity combining all

cluster dimensions. We defined two similarity measures, simM and simL. simM is the rescaled

aggregated p-value with an interval of [0,1]. If simM is< 0.5, the parameters describing clusters

are dissimilar (see Fig 2C zoom-in). SimLmeasures the dependency of the critical area (span-

ning the cluster dimension/sizes interval and the significance level) and lower bound of the

confidence interval of the aggregated p-value and delivers a value within the interval of [0,1].

Machine learning

In order to combine all features necessary for the similarity classification, we use a machine

learning method, a MLP neural network, as a classifier of sample similarity [71, 79–81] (Fig
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1B). The neural net consists of three layers: an input layer, a hidden layer and an output

layer. Except for the input nodes, each neuron uses a nonlinear activation function. The net-

work requires the preparation of input data for characterization; and it applies the previ-

ously determined statistic-based features of the dataset in the training and classification

mode.

We trained the MLP neural network with a data set of CD41/CD62p protein distributions

in an artificial clot. Approximately 262 000 training patterns were determined using this data

set. The trained MLP neural network classifier was tested on ~40 different pairs of data sets,

which were not included in the training set. All of the tests showed a similarity classification

with a probability between 0.75 and 0.95 for a pairwise comparison of similar samples and

<0.2 for a pairwise comparison of dissimilar samples (S2 Table), i.e. the parameter extraction

presented in the analysis sets is a suitable base for machine learning based pattern recognition.

The results on MLP neural network classification for a representative statistical comparison of

sample pairs are presented in Fig 3G. The overall values of further data sets are show in the S2

Table.

Proof-of-principle: Comparison of CD41 and CD62p clusters

In Fig 2, we show a typical reconstructed image of two areas in the central region of the clot,

which visualises the distribution of CD62p (Fig 2A) and CD41 (Fig 2B) upon platelet

Fig 2. Two sample comparison of the CD62p and CD41 distributions in clots. (a) and (b) show reconstructed 3D dSTORM images (approx. 100 000 data points/
image). (a) shows the 3D distribution of CD41 (Alexa488-antibody). (b) represents the 3D distribution of CD62p (Alexa647-antibody). (c) shows the comparison of the
cluster densities for all given cluster dimensions between the two datasets (1st-level comparison). The blue/red lines depict the KS- andWX-test results, respectively. The
aggregated p-value for KS andWX tests (dashed black line) remains within the critical p-value-area (orange) disproving the similarity hypothesis. The zoomed-in areas
depict: a cluster dimension (5 nm—200 nm, simM, simL below 0.5); pairwise KS- andWX-test comparisons of cluster densities for both samples indicate dissimilarity (left)
and a second cluster dimension (800 nm—1000 nm, simM, simL larger 0.5); pairwise KS- andWX-test comparisons of cluster densities for both samples show similarity
(right). (d) shows the 2nd-level comparison of the mean cluster density for all given cluster dimensions. The mean-cross p-value comparison (blue) and lower/upper
confidential bounds (grey dashed line) are shown. (e) and (f) represents 600 clusters localized within the CD41/CD62p distribution respectively, displayed using the
Delaunay-triangulation method (clustering dimension 390 nm). (g) shows two representative clusters from from (e) and (h) from (f).

https://doi.org/10.1371/journal.pcbi.1007902.g002
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activation (~ 100 000 single-molecule localisations each). The reconstructed images have been

compared using the developed statistical tools, proving a dissimilarity of both datasets at a very

detailed level.

1st-level statistics: KS/WX tests of cluster density and curvature

For each pair of data sets (or regions) hierarchical spatial clustering is performed [49–52]; i.e.

we performed a 1st-level analysis for the relative density (Fig 2C) and curvature [82] (compari-

son data: S1A Fig) for all cluster dimensions of a given interval (typically from 5 nm to 1000

Fig 3. Comparison of IL-1β treated and untreated clot samples. (a) and (b) show reconstructed dSTORM images of two clots, untreated (a) and treated with IL-1β (b).
In (c) zoomed images of two regions extracted from (a) and (b) are shown. In (d) two populations of clusters from both images with a cluster dimension of 145 nm are
visualised. (e) shows the comparison of cluster densities for all given cluster dimensions between the two datasets (1st-level statistic). Blue and red lines depict the results of
the KS- andWX-test, respectively [75, 88]. The aggregated p-value between KS andWX tests (black dashed line) remains below the critical p-value area (orange bar) and
thus proves the dissimilarity hypothesis for most of the cluster dimensions. (f) shows the aggregated p-values of averaged density and curvature distribution, determined
via mean-cross analysis (blue) and the average p-value (green, including confidential intervals: black dashed lines) (simM = 0.07 and simL = 0.06). The table in (g) shows the
classification table with MLP neural network classification values for dissimilar and similar samples. The output values of the trained network can be interpreted as a
posteriori probability of similarity hypotheses.

https://doi.org/10.1371/journal.pcbi.1007902.g003
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nm). Samples are typically equalized via the bootstrap method (100 curves for relative density

and curvature of 100 re-samples all including 8000 points). Based on KS andWX tests, a direct

comparison of the clusters density distribution and curvature distribution is performed (Fig

2C and S1D Fig). The determined p-values disprove the hypothesis of both samples being dis-

similar. The aggregated p-value between KS-(blue) andWX-(red) tests = 0.04, and the similar-

ity measures simM = 0.39 and simL = 0.45 indicate a difference in the cluster density

distributions for all clustering dimensions between the two samples. The detailed density com-

parison proves that for clustering dimensions larger than 700 nm both samples have a signifi-

cant similarity (Fig 2C). Further 1st-level analysis results on cluster curvatures (shape) [82] are

presented in S1A–S1D Fig. S1C Fig represents the aggregated data of KS-/WX-test results on

the characterization of cluster curvature for all clustering dimensions. The detailed curvature

analysis indicates a similarity for clustering dimensions larger than 500 nm up to 1000 nm.

For the combination of the results of various tests, the calculated p-values of the individual

ones are aggregated using the t-norm-AND operator (AND operation in fuzzy logic). For the

similarity measure, the p-values are further transformed into simM and simL values by averag-
ing the aggregated p-values and taking into account their confidence intervals. The process of

hierarchical aggregation of individual p-values as shown in S2 Fig.

In conclusion, the results of averaging the KS-/WX-test values for cluster densities and cur-

vatures of the bootstrapped re-samples indicate a strong dissimilarity of the samples for the

maximal clustering dimension of an interval of 5 nm-1000 nm.

2nd-level statistics: Mean-cross comparison of cluster density and curvature
distribution

2nd-level statistics were performed solely for the bootstrap derived re-samples (Fig 2D and

S1E–S1I Fig). This relies on a mean-cross p-value obtained from cross-comparison tests (KS/

WX) of the averaged cluster density distributions between all bootstrap resamples. Fig 2D

shows the 2nd-level comparison of the mean cluster density for all given cluster dimensions.

The mean-cross comparison for curvature distributions is presented in S1E Fig with mean-

cross p-values and lower/upper confidential bounds. The mean-cross p-value (KS-/WX-test)

of the density distributions equals 0.049, and simM = 0.49 and simL = 0.30 underlines the nano-

scopic dissimilarity of the two samples. Similar to the results on density analysis, we deter-

mined the behaviour of the cluster curvature (S1E Fig); a mean-cross p-value for curvature of

0.23 and simL = 0.34 indicates a dissimilarity between the two samples. Comparable to the

results of the 1st-level statistics, only for cluster dimensions larger than 700 nm the curvature

as well as density distributions indicated a stronger similarity. The mean-cross p-values of the

cluster curvature show a tendency towards sample similarity for cluster dimensions ~200 nm.

Additionally, the individual clusters can be visualised three-dimensionally using the Delau-

nay-triangulation method [83, 84] or as maximum radius spheres packed at given locations

[85] (Fig 2G and 2H). Fig 2E and 2F show 600 clusters from both datasets (cluster dimension

390 nm). In Fig 2G and 2H two randomly chosen clusters have been depicted from e and f,

respectively. The software feature for cluster visualisation provides detailed information on

localisation of the clusters within the clot for each clustering dimension.

For large clustering dimensions, clusters cover large parts of a platelet (size 1–5 μm, see

S11E–S11G Fig) and can therefore be regarded as ‘bulk signal’ by looking at micrometer-sized

clusters in the nanoscopic scale regime. Hence, the results on a nanoscopic and microscopic

level for dataset comparison are provided simultaneously. Further analysis (S1F Fig) displays

the aggregated p-values of a mean-cross analysis for the cluster densities and curvatures (for all

cluster dimensions). These aggregated p-values remain below the boundary of the critical p-
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value for all clustering dimensions with a dimension smaller than 700 nm. The aggregated p-

values of the mean-cross analysis for the cluster densities and curvatures again indicates a dis-

similarity of the samples.

2nd-level statistics: K-/H-Ripley’s functions

For further 2nd-level statistics we performed a Ripley’s K-/H-analysis [70, 86, 87] (S1G–S1I

Fig) on the bootstrap sample data. The K-/H-Ripley’s function values are determined for each

clustering dimension and are used to additionally prove the diversity of the two samples. The

comparison of the values from the KS-/WX-test applied on the 3D K-/H- Ripley’s function

results for each of the cluster’s dimensions (shown in S1H Fig). The results show an average p-

value of 0.087, simM = 0.71 and simL = 0.14 for the K-Ripley function (left) and an average p-

value of 0.086, simM = 0.71 and simL = 0.22 for the H-Ripley function (right). Additionally, the

mean-cross analysis of the K-Ripley function distributions represented in S1H Fig are shown

in S1I Fig. The overall Ripley analysis (simL) confirms the sample dissimilarity except for a

small interval of the cluster dimension (400 nm– 600 nm). For these samples (Fig 1), the com-

parison based on the Ripley functions confirms the analysis performed with the clustering

methods.

1st-level and 2nd-level statistics: MLP neural network

Amultilevel analysis yields a general dissimilarity between CD41 and CD62p spatial distribu-

tions within a clot for the presented data sets. Additional data sets and analysis results are

shown in S3–S8 Figs. We present in detail a pairwise comparison of CD41 distributions and

CD62p distributions in distinct clots. In contrast to the sample presented in Fig 2, some CD41

and CD62p distributions in clots cannot be unambiguously discriminated against by individ-

ual statistical tests. Therefore, multilevel cross-testing is explicitly required. In particular, the

data presented in S7 Fig and S8 Fig show divergent results regarding cluster comparison. For

these technical replicas, a significant difference between the results of the 1st-/2nd-level cluster-

based analysis and the results on K-/H- Ripley’s analysis for all cluster distances is observable

(S8 Fig (cluster analysis) and S8F–S8I Fig (Ripley analysis). The K-/H- Ripley’s analysis indi-

cates a strong similarity for clusters larger than 400 nm, which is not the case for all other 1st-/

2nd-level cluster-based statistics. The calculation of the mean-cross p-value for all the parame-

ters rejects the null hypothesis of similarity, showing that both datasets are dissimilar (S8H

Fig). All statistical p-values are represented in S1 Table. The data comparison confirmed a sig-

nificant dissimilarity for cluster dimensions. First level analysis shows a dissimilarity (simM =

0.006 and simL = 0.5 for density and curvature comparison, respectively). A higher similarity

between the curvatures occurs only for cluster< 150 nm. Second level analysis indicates a gen-

eral dissimilarity (aggregated simM values are 0.6 and 0.3 for density/curvature comparison,

respectively). The mean-cross comparison of all results indicates a strong dissimilarity (simM =

0.3). The Ripley’s K-/H-functions show a higher similarity simM = 0.67/0.69. The MLP neural

network indicates a 0.74 probability for dissimilarity. A comparison of a clot sample (CD41

labelled) and simulated data is presented in S13 Fig. In the last analytical step the MLP neural

network was applied for a comparison of the protein distributions of CD41 and CD62p in the

platelet clots. The MLP neural network analysis showed that the samples were classified as sim-

ilar with a posteriori probability of ~0.95 for a pairwise comparison of similar data sets and

below 0.2 for a pairwise comparison of dissimilar ones. The a posteriori probabilities of the
similarity hypotheses are depicted in S1 Table. The trained MLP neural network clearly dis-

criminates between the two clustered protein populations under investigation within clots.
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Characterization of CD62p clusters after platelet activation by the cytokine
IL-1β
To quantify the effect of IL-1β on platelet activation, our software toolbox has been used to

analyse dSTORM data of CD62p secretion. Various cytokine-treated and untreated samples

were investigated. Due to IL-1β treatment, heterogeneities in clot formation (more sparsely

distributed platelets) are observable. In order to capture the best overall picture of CD62p

membrane incorporation after IL-1β treatment, images with varying cell densities were com-

pared. We observed that the numbers of clusters changes significantly depending on clustering

dimension. Herein, for cluster dimensions of 80 nm, 3620 and 9106 clusters were detected in

total, whereas for cluster dimensions of 145 nm, 1849 and 5205 clusters were detected in

treated and untreated samples, respectively. Furthermore, data obtained from sparse and

dense clot regions were analysed. For a comparison of regions with sparsely distributed plate-

lets, the best results were obtained for segmented images. The DBSCAN-derived segmentation

is crucial for 2CALM analysis, especially in cases of sparsely distributed platelets; the unspecific

signal outside the regions of interest exerts an influence on direct cluster comparison (for full

image comparison). A detailed description of the differences in the comparison between seg-

mented and full images is shown in Fig 3 and S9 Fig. Fig 3A–3D depict overviews and ran-

domly chosen regions (image segmentation) for analysis in a cytokine-treated and untreated

clot, respectively. Fig 3E depicts a direct 1st-level comparison of the clusters density distribu-

tion (curvature distribution is shown in Supplementary S6B Fig) in the chosen regions (S9A

Fig). As can be seen in Fig 3E, untreated and treated samples gain similarity for larger cluster

dimensions (> 800 nm). This difference was observed reproducibly for large as well as small

extracted ROIs.

The 1st-level analysis results of cluster density and curvature indicates that both samples are

in general dissimilar, whereas for clustering dimensions larger than 800 nm, both samples

show a weak similarity. Overall, the simM- and simL-values determined for the 1st-level analysis

are 0.46 and 0.31, respectively. With regards to cluster density, the comparison indicates that

only for cluster dimensions larger than 800 nm a similarity of these two samples can be

observed. The 2nd-level analysis of curvature confirms the dissimilarity hypothesis (simM =

0.46 and simL = 0.45) (S9B Fig). The mean-cross comparison of the aggregated KS-/WX-test

values for density and curvature also shows a dissimilarity (Fig 3F).

The comparison of the averaged cluster curvatures tends to gain similarity for clustering

dimensions larger than 500 nm (S9B Fig). The mean-cross analysis of the combined statistical

data on 1st- and 2nd-level cluster density and curvature comparison is shown in S9C Fig.

Results from the K-/H-Ripley-analysis support the cluster comparison data S9D and S9E Fig

(K-/H-Ripley’s-function (K-left, H-right) comparison for simM/simL are 0.03/0.01 and 0.04/
0.01, respectively). The aggregation values of these data sets show similar tendencies (S9E Fig).

A comparison of CD62p protein distribution and clusters for IL-1β treated and untreated sam-

ples verifies the effect of this cytokine on platelet activation in cluster formation. For clustering

ranges between ten and a few hundred nanometres, the data sets differ most; this effect has not

been observed in such detail before (see S2 Table).

The MLP neural network was used for a comparison of IL-1β treated and untreated clots.

The neural network clearly classifies the samples based on the CD62p protein distribution.

The tests showed a classification with a probability of 0.9 for a pairwise comparison of similar

data sets and below 0.2 for a pairwise comparison of dissimilar ones. The a posteriori probabil-
ity of similarity hypotheses are depicted in S2 Table. The results of the IL-1β treated samples

are remarkable: In general, a larger heterogeneity within the group of treated samples in com-

parison to untreated samples can be observed (similarity probability = 0.67 for MLP
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comparison of cytokine-treated samples; similarity probability> 0.8 for MLP neural network

comparison within the group of untreated samples, Fig 3G).

Discussion

In this study, we demonstrated that 3D LM (dSTORM) with subsequent advanced statistical

analyses can be used as a tool to determine and classify differences in protein distributions

between two datasets. We have successfully used 2CALM for a comparison of CD41/CD62p

distributions in platelets within a clot and for determination of the effect of IL-1β-treated
platelets on CD62p membrane distribution.

The highly abundant CD41 (part of fibrinogen receptor GPIIb/IIIa) primarily binds fibrin-

ogen, which bridges the actin cytoskeleton with the extracellular matrix to provide mechanical

stability. Clustering of this membrane protein is known to be required for full activation of sig-

nal transduction (together with receptor occupancy) and acts as a signalling centre resulting in

formation of focal adhesions [22]. The standard activation marker CD62p stabilizes platelet

aggregates, which are formed by GPIIb/IIIa-fibrinogen interaction. Clustering of this activa-

tion marker has not been analysed previously.

Within this study, we observed apparent differences in the distributions of these two mem-

brane proteins within a clot: While CD41 is distributed over the entire cell surface (see Fig 2A),

CD62p’s differing spatial arrangement can also be found concentrated on cell edges (see Fig 2B)

and in the central region of platelets in the “fried-egg” morphology. This is caused by squeezing

of organelles and granules during spreading [26, 32]. It is important to note that CD41 distribu-

tion at single cells’ edges within the clot are located higher in z (app. 750 nm) than those within

the cell area (Fig 2A), pointing towards the presence of inactivated, discoid cells within the clot–

a phenomenon that has previously been reported in literature about murine thrombus forma-

tion [89, 90]. In Fig 2B, CD62p-positive vesicles of 400 nm– 800 nm in size most likely consti-

tute microvesicles, which are known to be rich in CD62p and have a corresponding size of 100

nm up to 1 μm [91]. CD62p clustering (as clearly demonstrated in this study) may serve the for-

mation of microclusters in order to support cell adhesion. A comparison of the CD41 and

CD62p on a nanoscopic level in a 3D clot has not been addressed previously. Few studies, along-

side other findings, show changes in the distribution of either CD41 or CD62p upon activation

in platelets [46, 92, 93]. In general, our nanoscopic comparative analysis of CD41/CD62p cluster

distributions shows a dissimilarity between the samples. The results on the 1st- and the 2nd-level

statistics are in accordance and correlate well with the obtained Ripley’s statistic. For a compre-

hensive quantification, the detailed comparison results on 1st- and 2nd-level statistics have been

combined to teach a MLP neural network, which automatically classifies the samples. In S3–S6

Figs, we have shown the results of a comparison of two CD62p and of two CD41 labelled sam-

ples. In both cases, a high similarity of comparison levels has been determined. S8 Fig represents

a comparison of different CD41 and CD62p labelled samples. In this experiment, the Ripley

analysis does not match the more detailed results on cluster comparison. These results demon-

strate that an analysis taking into account multiple sample-derived parameters provides a reli-

able input dataset for the MLP neural network.

Previous reports as well as preliminary experiments (S12 Fig) indicate that the spatial pat-

tern of CD62p transported to the plasma membrane from the α-granules changes significantly
upon IL1-β treatment [94]. We used our software platform 2CALM to compare the CD62p

distribution of platelets in clots that are either untreated or treated with the inflammatory cyto-

kine IL1-β. As shown in S9 Fig and Fig 3, results on comparison of cluster density and curva-

ture diverges between the two compared data sets. Our results clearly show that CD62p

distributes and clusters differently upon platelet activation by IL-1β treatment confirming
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previous reports in the nanoscale regime [92]. Herein, we observed a lower cluster number for

clusters of different size (80 nm and 145 nm for example) for cytokine-treated samples.

The 2nd-level statistical results for the pairwise comparison of data in ROI’s yield simM val-

ues of 0.7 ± 0.2 for cluster density and 0.5 ± 0.2 for cluster curvature.

A correlation between ROI size and data set similarity can be observed. This indicates that

CD62p protein clustering is affected when platelets interact with each other (compared to indi-

vidual platelets in a clot) as is expected considering its role in homo- and heterotypic contact

formation.

We showed that CD62p protein distribution in a clot changes upon cytokine-stimulation

(Fig 3). The 1st- and 2nd-level statistical comparison, as well as the Ripley’s statistics show that

densities and curvatures of the formed clusters differ significantly for all cluster dimensions.

The MLP neural network classification allows for determination of the class (treated/

untreated) with a 100% accuracy for all pairwise comparisons of the measured samples (S2

Table). Additionally, we showed that although the analysis indicates a general similarity of

treated samples only, crowded platelets show slightly different clustering behaviour when com-

pared to individual platelets embedded in a clot (S14 Fig).

We have been able to show that our system allows the examination of time dependent

behaviour of platelets induced by external factors, by taking a time series of samples (S13 Fig).

In case at a certain timestamp a dissimilarity is detected, it is possible to further analyse which

cluster sizes interval shows the difference. These clusters can be filtered and further analysed

regarding their dynamic behaviour in time. Cluster visualisation can be seen as performed on

individual clusters and for the whole sample by creating a triangulation image.

Recently, research has been conducted on deep-learning based 3D-point clouds classification

and segmentation [95]. These methods, however, require a multitude of samples for training,

are time-consuming and computationally inefficient for large numbers of points in the clouds

[95]. By employing a MLP neural network, we were able to combine the copious determined

parameters, ultimately allowing for the classification of sample similarity. MLP neural network

simplifies the comparison and extracts a combined measure, determining the probability of two

data sets either being similar or dissimilar. We classified the CD62p distribution on IL-1β-
treated and untreated samples using this particular machine learning approach. The high classi-

fication accuracy of the MLP neural network confirms the efficient parametrisation for the clus-

ter-based analysis. The MLP neural network classifies crowded and individual platelets as the

same class. However, the detailed 1st-/2nd-level statistical comparison precisely identifies the

cluster dimensions, for which both samples show the highest similarity and dissimilarity.

Extracted spatial features based on statistical tests are directly used to create and train MLP

neural networks. As the MLP neural network tests have shown, it is very robust even in case of

controversial results of particular statistical tests. The training set also includes features in

which the Ripley’s K-function test is false as opposed to correct classification by the first statis-

tical level. In neural network learning, if level one retail features are consistent with level 2-fea-

tures, this will increase the probability of correct sample similarity classification. The features

indicate wrong estimations. If the classification acceptance threshold is exceeded (e.g. posteri-

ori probability<60%) this will be a signal of bootstrapped re-sampling repetition with an

increased number of points and possibly filtering the noise.

The presented system has following advantages and limitations: There are no restrictions in

types of samples, various distributions of localisations (e.g. random, concentrated and fibrous)

have been correctly classified by MLP neural network and analytical similarity measures. MLP

neural network is robust for opposite level classifications and can easily be extended to multi-

channel CNN. The analysis gives correct classifications in contrast to often ambiguous classifi-

cations with standard methods, e.g. Ripley’s. Our program allows short calculation time
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regardless of sample size and sample type (resampling of 2000–10 000 points) and the methods

used are suitable for parallel computing.

The limitations of the system concern the global structure of samples. Clouds with a large

number of outlying localisations (noise due to unspecific protein binding) require filtering.

Single outlier points deteriorate cluster density statistics. Samples with multiple separate seg-

ments (cells or cell structures) require regionalisation, which is long-lasting. High calculation

time are required for bootstrapped samples containing above 50 000 localisations.

Clustering based analyses of LM datasets opens up a unique parameter range for sample

classification. We have shown that the designated parameters (like KS/WX p-values for cluster

density and curvature similarity, and mean-cross values of the tests) are sufficient to correctly

classify any data set of a selected population. With this, the newly developed 2CALM platform

is well suited for a pairwise comparison of protein distributions in healthy, pharmaceutically

treated tissues. Moreover, 2CALM is also suitable for a comparison and classification of pro-

tein distributions on any other cell type. The provided statistical tool is versatile, applicable for

any pairwise LM dataset and provides an essential tool for shedding light on protein distribu-

tions, which are detectable only at a high-resolution level.

The sequential calculation of the Ripley’s K-function for an incremental radius as presented

by Owen et al. gives one global characteristic of the density distribution of sample clusters. In

our case, as shown by simulations and exemplary experimental data (S13 Fig) in particular for

samples presenting polarised fibrous structures like actin, such a global approach can give an

ambiguous or false estimation of sample similarity. The Ripley’s functions K and H in our

analysis pipeline can be seen as auxiliary additional features, sharpening estimates for the

probability of sample similarity using machine-learning methods.

Analysis systems such as SR-Tesseler [18] or ClusterVisu [19] are based on Voronoi tessel-

lation show great potential for either visualization and rendering of localisation events density

distribution in a sample or colocalization between two-color localisation events. It has been

demonstrated for 2D datasets with relatively low numbers of localisations. The Voronoi tessel-

lation cell represent the ‘area of influence’ for localisation inside a single cluster. This corre-

sponds to building of density distribution from single-point clusters using hierarchical

clustering with small size radius, e.g. 1 nm or 2 nm with our software. The single point cluster

density determined by our software in nearest proximity to SR-Tesseler, can be regarded as

invers area/volume of Voronoi cell. However, in this case the sample density distribution

becomes very sensitive to the number of localizations. Additionally, the computation time is

high for large samples.

The method proposed by Burguet et al. [96] is based on comparison of the intensities of

points at local spatial positions within the samples [97]. The method requires normalization

and correction of spatial data. That way all localisation positions in the samples are expressed

in the same 2D / 3D coordinate system. Within this normalized coordinate system, the num-

ber of points and their positions may vary depending on the spatial structure of the sample,

which creates variations in the analysis. The proposed solution is based on the local intensity

estimator, which than creates an intensity map for each sample and tests for local intensity dif-

ferences. Secondly, the method has up to now never been used for LM applications. In contrast

to the algorithm developed by Burguet, our software does not require synchronization of the

coordinate system and the size of the observed region (i.e. ROI) or possible normalization of

both samples.

The interpretation of the methods typically requires a multimodal analysis. Nowadays, cor-

relative approaches combining multiple methods are used. The main goal of this work is to

establish a platform which is based on multiple parameters yielding one global answer on two-

sample similarity (regardless of the rotation or shifting of the localizations cloud). The software
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we developed however allows accessing the comparison data on each analysis detail-level and

extract the information on similarity for each cluster dimension. This information can as com-

plement information’s derived from other nanoscopic imaging method like Atomic Force

Microscopy (AFM) or Electron Microscopy (EM).

Methods

Equalization and bootstrap resampling

We use inferential statistics to examine the relationships between the features of two samples

based on a series of smaller samples in order to generalize how those features will relate to the

larger sample [67, 36, 68, 69, 98–103]. For analysis, we chose representative subsets of two sam-

ples, which will be referred to as the bootstrap-resamples. The bootstrap procedure involves

choosing random samples (with replacement) from a large dataset and analysing each boot-

strap sample in a similar way. Sampling with replacement means that each point is selected

randomly from the original dataset. Thus, a particular point from the original dataset may

appear multiple times in a given bootstrap sample. The number of total points included in a

bootstrap sample (including data from both compared samples) is equal. Let N1, N2 be the
number of points in both samples, respectively. We performM times random resampling of

each sample with the same number of points N<min(N1,N2). Default values forM = 100 and

N is ~2000–10 000 points. These bootstrap-samples (bs1(k),bs2(k))(k = 1,. . .,M) are pairwise

stored for further analysis.

Spatial clustering via hierarchical clustering

Hierarchical clustering (also called Hierarchical Cluster Analysis (HCA)) is a common algo-

rithm, which creates a hierarchy of clusters [49–52]. The agglomerative approach at the begin-

ning declares each point as an individual cluster. Thus, pairs of clusters merge as one-element

cluster moves up the hierarchy. Hierarchical clustering creates a cluster tree or dendrogram.

This tree is a multi-level hierarchy with clusters of one level being joined to clusters in the next

level. Grouping of the clusters into a tree connects pairs of clusters, which are close together by

using a linkage function. The linkage function uses the distance information between points to

determine the proximity of clusters relative to each other. Next, newly created clusters are

grouped into larger clusters until a hierarchical tree is created. We apply a complete-linkage

clustering function, which uses the maximum of the pairwise distances between points for

clustering [51, 52].

For data partitioning, we cut the hierarchical tree into clusters with a given maximal cluster

dimension/cluster size (maximal Euclidean distance between points inside a cluster); e.g. at

the level of d = dim(i), where dim(i) is a vector of cluster dimensions, by pruning off branches

from the bottom of the hierarchical tree, and assigning all the clusters below each cut to a sin-

gle cluster.

The use of complete-linkage hierarchical clustering guarantees that agglomerated clusters

have a dimension (sizeCluster) no greater than given dim(i). In the hierarchical clustering pro-

cess, cluster sizes dim(i) are ordered sequentially from sizemin to sizemax with a constant Δ step.

In order to find features that allow comparison between two samples, both samples are clus-

tered sequentially with a given maximum cluster size d = dim(i), where dim(i) = sizemin+i�Δ,
and i = 1,. . .,L and L�Δ = sizemax.

For linkage, the sizemax for both clustered samples is assumed to be ~ 40% to 50% of the

minimum dimension of both samples. The dimension of the sample can be defined as the min-

imum length of the 3D box, which includes all points of the sample. We set the sizemin between
5 nm-10 nm and the step Δ to be 10 nm as default values.
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Cluster parameter extraction

The platform allows extraction of 6 sample-independent parameters:

• Cluster density

• Cluster curvature

• Average cluster density

• Average cluster curvature

• Ripley’s K function

• Ripley’s H function

Let Cl(d) be the set of N(d) clusters for one of the samples (1 or 2) with the cluster maxi-

mum size d = dim(i) (for sake of clarity, we will omit the i index from now on).

Cluster density

For each cluster ck (where k = 1. . .N(d)) from the set Cl(d) one can calculate its density

densk ¼ nk 1
Vk
and relative density as densityk = densk/density(sample), where nk is the number

of points in kth-cluster from the set Cl(d), Vk is its volume and the density sampleð Þ ¼ N
V is the

density of the whole sample.

The density of the cluster slightly depends on the method of determining its volume. The

platform allows one to use three different methods to determine the cluster volume:

1. Sum of the sphere volumes with the sphere centre in each point of the cluster and the radius

equal to the half-distance to the nearest neighbour (called bullet-density, S10E Fig) [84].

2. Volume of convex hull spread upon cluster points (called hull-density, S10F Fig).

3. Volume estimated as a volume of a rectangular box including cluster points (called box-

density, S10G Fig).

As default, we use the bullet-density that best reflects the shape of the 3D cluster.

Cluster curvature

The value of the curvature reflects the concave-convex degree of the cluster surface. We use

the method presented by He et al and Williams and Shah [82, 104] to estimate the curvature of

the cluster by analysing the covariance between all cluster points. For a 3D cluster, we deter-

mine the covariance matrix of each point in a cluster based on a centroid calculation.

Let posk = (x,y,z)k be a matrix of the 3D point locations in a cluster ck from the set Cl(d) and
pk be the centroid of these points. The posk is a ck x 3 matrix. The 3D covariance matrix COVk
= ∑j(posk(j)−pk)�(posk(j)−pk)T where j = 1,. . .,nk is a semi-positive definite three-order symmet-

ric matrix. Next, the three eigenvalues of the COVkmatrix λ1, λ2, λ3 and its corresponding unit

eigenvectors ev1, ev3, ev3 are calculated. Let λ1� λ2 � λ3. Eigenvalue λ1 describes the change of
the value of the surface along the normal direction. The surface variation can be expressed as

τk = λ1/ (λ1+ λ2+ λ3). The curvature curvk of the cluster ck can be approximated as a surface

variation τk [104].
Both features, densities and curvatures of clusters, can be used for first level comparison or

detailed level sample comparison. The relative density and curvature of clusters with a given

dimension d can be considered as empirical distributions with an unknown probability density
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function (pdf). The empirical distributions of both samples can have a different number of ele-

ments (different number of clusters).

Based on these detailed distributions, we can also specify the global features of the clusters

used later in the second level analysis. For each cluster size d = dim(i), the two additional sam-

ple features can be determined:

Average density of clusters: av_density(d) =mean(densityk|k = 1,. . .,N(d))
Average curvature of clusters: av_curv(d) =mean(curvk|k = 1,. . .,N(d))

3D Ripley’s K-function and Ripley’s H-function

Sequential clustering is simultaneously used to calculate the value of the Ripley’s K-function

for each sample [70, 86, 87]. Ripley’s K-function is an intuitive approach for detection of devia-

tions of general assumptions of point distributions within cluster samples. The analysis has a

non-parametric character and is therefore the first step in the characterization of spatial point

patterns. The K-function can be calculated for each size d = dim(i) of clusters between given

sizemin and sizemax.
Let Dist(l,k) denote the Euclidean 3D-distance matrix between each pair of points in the

sample. An extension of the K-function from 2D to 3D is obtained by assuming 3-dimensional

distance measures.

Thus, the K-function for a given distance d = dim(i) is determined as

K dð Þ ¼ V
N2

� ð
Xn
k¼1

X
l6¼k
ekðdÞ � I½Distðk; lÞ � d�Þ ð1Þ

where V is the volume of the sample, N is the number of sample points, ek(d) is the edge cor-
rection term for a sphere of radius d with k point as its center and I[�] is the indicator function
[70]. The expected value of the complete spatial randomness (CSR) is E[K(d)] = 4πd3/3 as well
as the function [86, 87]:

HðdÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3KðdÞ=4p3

p
d ð2Þ

Finally, for each sample, six features can be determined. The sample is sequentially divided

into clusters with dimensions dim(i) = sizemin+i�Δ. For each size d = dim(i) the sample is repre-

sented by:

• Vector density(d) of the relative density of clusters for size d

• Curvature vector curv(d) of clusters for size d

• Value av_density(d) of average density of clusters

• Value av_curv(d) of average curvature of clusters

• Value K(d) of the Ripley’s function

• ValueH(d) of the Ripley’s function

Using H-Ripley as the crucial dimension, representative for the largest difference (cluster-

ing caused) between the sample and complete spatial randomness can be determined.

Sample comparison based on extracted parameters

Regardless of whether comparisons are carried out on full samples or selected ROIs, we derive

the above-described features for each given d = dim(i). For every d, samples are compared

using the results of the Ripley functions K1, K2 andH1,H2, density and curvature distributions
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density1, density2, curv1, curv2 clusters of samples 1 and 2, respectively. Cluster density distri-

bution density and the distribution of cluster curvature curv are two random variables with an

unknown probability density function.

1st-level analysis

For two cluster density distributions density1 and density2 originating from sample 1 and 2

the null hypothesis states that both distribution density1 and density2 belong to the same origi-

nal distribution. To resolve the validity of this hypothesis at a given significance level α, we use
two-sample Kolmogorov–Smirnov test [72–74].

Kolmogorov-Smirnov (KS) test compares empirical cumulative distribution functions

based on their absolute differences. The null hypothesis is rejected at a significance level α in

case the difference exceeds the critical value. The KS-test returns an asymptotic p-value as a

scalar value in the range [0,1]. The p-value is the probability of observing a test statistic more

extreme than the observed value under an assumption of a true null hypothesis. The asymp-

totic p-value becomes very accurate for large sample sizes and is reasonably accurate for sam-

ple sizes N1 and N2, such as (N1 N2) / (N1 + N2)� 4. Therefore, one can accept the p-value pv
(d) = testKS(density1(d), density2(d)) for each size d as one comparative variable.

The second null hypothesis assumes that both distributions density1 and density2 are taken
from continuous distributions with equal medians. To resolve the validity of this hypothesis at

a given significance level α, we can use the Wilcoxon rank-sum test (WX, Wilcoxon–Mann–

Whitney test) [75, 76]. This non-parametric test is used to determine if two independent sam-

ples were selected from populations with equal distributions. The test assumes that the two

samples are independent. A two-sided WX-test returns the p-value as a positive scalar in the

range [0,1]. Data density1 and density2 can have different lengths.

Therefore, in addition to the p-value of the KS-Test, one can calculate the p- value pw(d) =
ranksum(density1(d), density2(d)) for each size d of the WX-test as the second comparative

variable.

After calculating the p-values for both tests, one needs to aggregate both variables pv and
pw for each size d. We apply the weighted t-norm-AND operator, which is often used in

AND-aggregation in fuzzy logic [77, 78]. The weighted t-norm-AND operator calculates

aggregated p-values as pd ¼ pv V
pw ¼ 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wð1� pvÞ2 þ ð1� wÞð1� pwÞ2

q
, where

parameter w is a weight between 0 and 1 and allows to assign more significance to one of the

tests. Default w is ~0.5–0.6.

The same method is applied to the clusters curvature distributions curv1 and curv2 with the
given dimension d. As result, we obtain curves representing p-values pv,pw,pd for relative den-
sity and pcv,pcw,pc for curvature of clusters depending on the cluster size d. Additionally, the
distribution-free multivariate KS-test allows for a comparison of the pair of distribution (den-
sity1, curv1) with the pair of distribution (density2, curv2) [72].

2nd-level analysis

The bootstrap technique provides M pairs of bootstrap samples (bs1(k),bs2(k)|k = 1,. . .,M). For

each resampled pair, features are calculated based on the sequential clustering of both bs for
each cluster size d = dim(i),i = 1. . .L. For extracted features of each pair of bs, the above-
described first level statistic tests are performed and the results are stored in a L×Mmatrix.

The rows of the matrix are adequate to the cluster sizes and the columns represent the individ-

ual bootstrap samples. The values of the Ripley’s K- and Ripley’s H-functions of the bootstrap

results are assigned to the matrices KR andHR. The p-values of the KS-test and the p-values of
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WX-test for relative densities and curvature distribution in clusters are included in the matri-

ces KD and KC,WD andWC, respectively. Additionally, the bootstrapping method stores the

average values of relative clusters densities av_density and of the clusters curvatures av_curv
into matrices DM and CM, for each dimension d of both samples.

Next, bootstrap confidence intervals are calculated. Having multiple realizations of random

variables of density distribution and curvature distribution of clusters enables the estimation

of confidence intervals for p-values generated by the KS- as well as the WX-test. Alternatively,

for estimation of the standard parametric confidence intervals (of known distributions) we use

the semiparametric or nonparametric methods with bootstrap estimates. Hence, the bootstrap-

ping technique estimates the standard error deviation, which is used in a normal approxima-

tion of confidence intervals for significance level α (inaccurate estimation). For α = 0.05 the

normal confidence interval is approximated by pd ± 1.96 � std(pd). Alternatively, nonparamet-

ric bootstrap percentile confidence intervals (BPCI) can be calculated to infer the observed sig-

nificance level of the variable. The bootstrap distributions of the p-values for each cluster size

can be sorted, and α and (1 –α) percentiles of the sorted empirical distribution form the limits

for the BPCI [98, 99, 102].

The comparative analysis of both samples is carried out on two levels: detailed (first level

statistic) and global (second level statistic). At the detailed level, we use in the KD, KC,WD
andWCmatrices stored p-values of the KS-test and p-values of the Wilcoxon rank-sum test

for comparison. In cases when L = 1 (whole sample), it is not possible to determine confidence

intervals and the analysis is based only on the pd and pc curves and their aggregation with the

t-norm AND-operator.

Having many realizations of random variables of densities and curvatures (L> 1), it is pos-

sible to carry out cross tests between the realizations as well as between their average values

and Ripley functions. In addition to the previously described tests, we can directly calculate p-

values (empirical p-values) between average values of the chosen variable of resamples from

the first sample with all values of this variable in resamples from the second sample.

For the global level (second level statistic) comparison, we use additional matrices KR,HR
(contain the values of Ripley’s K and Ripley’s H functions) and DM, CM of both series of

resamples. The DM arrays (DM1 andDM2 –matrices of resampling series from sample 1 and

sample 2, respectively) contain the average values of the relative cluster densities within a

given dimension (rows) for each bootstrap sample (column). The CM (CM1 and CM2) matri-

ces contain the average values of the cluster curvature with the given dimension (rows) for

each resample (columns).

In order to compare the samples at this global level, we test two null hypotheses:

• Mean-Cross-Hypothesis: The average value of the mean cluster densities of all resample

series determined from one original sample (mean(DM1)) and all the resample distribution

of mean densities determined from the second original sample (mean(DM2)) originate from
the same continuous distribution.

• Cross-Hypothesis: Randomly k-times chosen density distributions from one series of

resamples (ith-column of matrix DM1) and all the mean density distributions of the second

resample series (DM2) originate from the same continuous distribution.

A similar hypothesis can be made for matrices CM1 and CM2 containing average values of

cluster curvatures. The same hypotheses can be formulated and tested for Ripley’s function

results (KR andHRmatrices) for both samples. For both hypotheses, we calculated the empiri-

cal p-value with methods previously described.
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Measure of similarity between samples

We determine one measure for sample similarity [105] using calculated p-value curves (for

each cluster dimension). In cases of an unknown confidence interval (L = 1), we can only use

the simplest method for calculation of a similarity factor between compared samples.

We use the average of the aggregated p-value (mean(p)) in significance level α and trans-

form, it into a similarity measure as follows:

simM ¼ meanðpÞ=2a; meanðpÞ < a

1� a=ð2 �meanðpÞÞ; otherwise
ð3Þ

(

Based on confidence interval estimates, we can define an alternative measure of similarity:

comparison of the intersection between the area below the critical boundary α and the lower

confidence interval boundary of aggregated p-value curve.

Let dinterval = [sizemin, sizemax] be the full length of the cluster sizes interval. Thus, cr = α �

dinterval spans the critical area of the significant level α. The intersec(p) is the intersection of the

critical area cr and the area above the lower bound of the confidence interval of p. The measure

for the similarity is defined as:

simL ¼ 1� intersecðpÞ
cr

ð4Þ

The average value of the aggregated p-value and confidence intervals of p-values for each

size of cluster (matrix rows) are used to calculate simM and simL values. For a simM and simL

value between 0.45 and 0.55, the similarity of the samples is marginal.

Machine learning

We apply a machine learning method, namely MLP neural network as a classifier of similarity

of samples [71, 79, 80] (S10H Fig). We train the MLP neural network with 11 input neurons

and 20 neurons in a hidden layer with a hyperbolic tangent as activation function and two neu-

ronal output nodes with a softmax activation function (S10H Fig). As a network training per-

formance function, we use cross entropy measures [71]. This makes it possible to interpret the

values of both outputs as a posteriori probability of samples similarity. Let us assume that we

have carried out a Ripley functions and bootstrapping-based analysis of two samples and

extracted features and tests on both analysis levels. We transform the results into a set of L � M
vectors, where L is the number of analysed sizes of clusters in dim(i) andM the number of

resampling processes. Each vector represents the result of tests and forms the input and output

pattern of the MLP neural network.

Vector Input = (d,p1,. . .,p10) and Output = [0,1] (similar) or = [0,1] (dissimilar) where d is

the cluster size, p1 = pv(d) is the p-value derived from the KS-test for relative cluster densities,

p2 = pw(d) is the p-value derived from the WX-test for the relative cluster densities, p3 = pcv
(d) is the p-value derived from the KS-test for the curvatures of clusters, p4 = pcw(d) is the p-
value derived from the WX-test for the curvatures of clusters, p5 = mean_cross1 is the p-value
derived from the cross-comparison of the average cluster densities between sample 1 and sam-

ple 2, p6 = mean_cross2 is the p-value derived from the cross comparison of average cluster

densities between sample 2 and sample 1, p7 = c_mean_cross1 is the p-value derived from the

cross comparison of the average curvature of clusters between sample 1 and sample 2, p8 =
c_mean_cross2 is the p-value derived from the cross comparison of the average curvature of

clusters between sample 2 and sample 1, p9 = R_mean_cross1 is the p-value derived from the

cross comparison via the Ripley K-function of sample 1 with sample 2, and p10 =
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R_mean_cross2 is the p-value derived from the cross-comparison of Ripley K-function of sam-

ple 2 with sample 1. Output value is equal to [0,1] if the parameters describing the samples are

similar or is [0,1] otherwise. For extraction of the proper network training set, K-Ripley and

bootstrap tests of both sample groups are required. To get a full training set, we need to know

a priori if the samples are similar or not.

Cluster visualisation

S11A and S11B Fig are showing 3D representations of platelet clusters. To obtain a graphic

representation of 3D objects, the Delaunay triangulation method was used. The Delaunay tri-

angulation allows one to visualise the selected individual clusters in two ways: as shown in

S11C and S11D Fig with a set of spheres with the centre in each point of the cluster and the

radius equal to the half-distance to the nearest neighbour. As the default value for the cluster

dimension (size), the dimension at maximum of the H-Ripley function is chosen. The H-Rip-

ley functions are used to detect the presence of clustering in the data [106, 107]. Since the

H-Ripley function is often used to recognize clustering, a positive value ofH(d) indicates clus-
tering over that spatial range whereas a negative value indicates dispersion. The value of d that
maximizesH(d) indicates the radius of maximal aggregation (i.e. the size of clusters which

contains the most points per volume). Therefore, d can be chosen as a neighbourhood radius ρ
in the DBSCAN clustering method. It is used to extract the main (primary) clusters from the

samples. The platform enables display of these primary clusters in 3D (S11E Fig). It is also pos-

sible to determine the empirical probability distribution of densities (S11H Fig) and curvature

(S11I Fig) of primary clusters for both samples and their comparison using the KS-test.

The comparative analysis was performed on a standard PC with CPU i7 Intel, 1.9 GHz, 8

logical processors and 16 GB of RAM. Total analysis time for one pair of resamples and for all

cluster dimensions is dependent on the number of points in a resample: e.g. for 1000 points:

0.86 s, 5000 points: 6.61s and for 10000 points: 18.11s.

Statistics

Statistical analyses were performed using SPSS. All statistical tests are described in the Fig leg-

ends. Statistical significance value: p<0.05.

Supporting information

S1 Methods. Supporting methods.

(PDF)

S1 Fig. Detailed statistical results on the comparison of CD41 and CD62p clusters. This fig-

ure shows the additional results regarding the statistical comparison for the two samples pre-

sented in Fig 2 (sample 1 has> 85 000 points and sample 2 has> 93 000 points). (a) shows the

direct comparison of the full samples (all localisations) via a KS-/WX-test of the cluster densi-

ties (top) and curvatures (bottom). (b) shows the aggregated KS-/WX-test p-values of curva-

ture calculated with t-norm-AND operator of the results represented in (a). (c) displays the

values of the KS-/WX-test and their aggregation via t-norm-AND operator determined from

the cluster curvature distributions received from the bootstrap resampling (comparable to Fig

2C). (d) shows the bootstrapping results for cluster density and curvature (log, and normal

scale). Herein, 100 resamples (all including 8 000 points) were plotted. Using the bootstrap

method allows us to gain multiple testings required for the second level analysis. (e) presents

a part of the 2nd-level analysis and shows results on mean–cross comparison of the density

and curvature distributions of resampled image data, respectively. (f) presents the aggregated
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p-value for curvature and density comparison data at both analysis levels. (g) displays the

results of the K-/H-Ripley functions for all bootstrap samples. (h) shows the KS-/WX-test

results of the K-/H-Ripley data derived from both samples. On the left, the comparison of the

K-functions values and on the right the comparison of the H-functions are presented. (i)

shows the aggregated p-value for comparisons of K-/H-Ripley data.

(TIF)

S2 Fig. Workflow and parameters used for the comparative statistical analysis of the plat-

form 2CALM. The figure depicts the flow diagram of the comparative analysis, including

aggregation of parameters. In the first step, the sample data (full or bootstrap-resampled data

of both samples) are clustered hierarchically for cluster dimensions (size) ranging from 10

nm– 1 000 nm. In the first level analysis of the pairwise resampled data, the Kolmogorov-

Smirnov (KS)-/Wilcoxon (WX)-tests (relative density distribution/ curvature distribution) for

each cluster dimension are performed. The KS- andWX-test results for comparison of cluster

densities and curvatures of both (pairwise) samples are further aggregated using the t-norm-

AND operator for all cluster dimensions. The results of p-value aggregation for density and

curvature are once more aggregated, giving the average result of the comparison on the first

statistical level. Next, the second statistical level analysis is performed. Here, the averaged

density and curvature for each cluster dimension and resample are used to perform the mean-

cross analysis between them. The mean-cross comparison uses KS-/WX-tests for a comparison

between distributions of mean clusters density of all resamples from sample 1 and all individ-

ual density distributions of resamples from sample 2. Hence, an aggregation (t-norm AND

operator) of the mean-cross KS/Wilcoxon-test results (p-values) for density and curvature for

all cluster dimension gives a global p-value of similarity hypothesis. In parallel, in the second

level analysis the K-/H-Ripley functions for all cluster dimensions are calculated. Hence, the

mean-cross comparison on the K-/H-Ripley functions values, (same as for mean density/cur-

vature distributions) is performed. The KS-/WX-Test results on comparison of the K-/H-Rip-

ley function values are combined with t-norm AND, forming an additional set of parameters.

(TIF)

S3 Fig. Detailed statistical comparison of CD62p cluster distributions within two clots.

CD62p was stained with Alexa647-labelled antibody. Both reconstructed images are depicted

in (a) and (b) (samples include> 93 000 and>120 000 points, respectively). (c) shows an

image of selected clusters (600 clusters per image) with a cluster dimension of 180 nm. For

cluster representation, we used the Delaunay-triangulation method. (d) depicts two randomly

chosen clusters.

(TIF)

S4 Fig. Detailed statistical comparison of CD62p cluster distributions within two clots.

First level analysis is depicted in (a-c). (a) shows the detailed analysis of the full samples. Den-

sity and curvature distributions of all clusters for each cluster dimension were compared at

one time using a KS-/WX-Test. The results indicate a similarity of clusters for all cluster

dimensions. As an indicator, an aggregated p-value is determined using the weighting t-

Norm-AND. The p-value (black dashed line) remains above the critical p-value area (orange

bar) proving the similarity hypothesis for all cluster dimensions. The corresponding similari-

ties are simM = 0.87/0.82 for density and curvature, respectively. (b) depicts the aggregated p-

value calculated with the weighting t-Norm-AND (blue) and confidence interval (black dashed

line). A value of simM = 0.82 is determined. The full-sample analysis does not give the full

parameter range of the analysis, just a brief overview on cluster density and curvature similar-

ity. (d) depicts 100 curves–representing relative density of 100-resamples each including 2000
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points (green)–used for the bootstrap based comparison of the cluster/curvature density distri-

bution for both samples. In black, the averaged values for all dimensions are represented. The

detailed analysis for the bootstrap data shown in (d) was performed similarly to the analysis in

(a). (c) shows the KS-/WX-test compared data regarding cluster density and curvature for all

given cluster dimensions. As for the detailed analysis (d), the KS/WX-tests (blue/red) as well as

the t-Norm-AND aggregated p-values are plotted (black). Additionally, the boundaries of the

confidence interval are displayed (magenta). The comparative analysis of the bootstrap derived

data shows a strong similarity between the samples (simM = 0.93 for cluster density, simM =

0.95 for curvature). (e-i) depict the second level analysis. (e) shows the generalized density/

curvature p-values determined via a mean-cross comparison. Herein, p-values of the mean-

cross comparison (blue) and lower/upper confidential boundaries (black dashed line) are

shown. In general, a significance similarity between the samples is visible (simM = 0.92 for

mean cluster density and simM = 0.94 for curvature distributions). (h) shows the aggregated p-

values for cluster curvature and density distributions (blue). The aggregated p-values show

high similarities simL = 1. (f) depicts the calculated Ripley’s–K/-H function values for the boot-

strapped data (green) for all cluster dimensions. Using H-Ripley´, the crucial dimension (rep-

resentative for the largest difference (clustering-caused) between the sample and the Poisson

distribution) can be determined (for the two images, the largest difference occurs for clusters

sizes of 220 nm). (g) depicts the comparison of the K-/H-Ripley function values at a general-

ized level (second level statistics). The p-values of the mean-cross comparison (blue) and

lower/upper confidential bounds (black dashed line) are shown. The cross-comparison of the

statistical cluster-data analysis also indicates similarity of the samples. (i) shows the result of a

pairwise KS-test on the distribution of average cluster density and distribution of average clus-

ter curvature for both samples. We observe only a slight dissimilarity for cluster dimensions

between 200 nm– 400 nm and 600 nm– 900 nm. This result confirms the similarity of both

samples (simM = 0.58).

(TIF)

S5 Fig. Detailed statistical comparison of CD41 cluster distributions within two clots. In both

samples, CD41 was stained with an Alexa488-labelled antibody. Both reconstructed images

(include>158 000 and>142 000 points, respectively) are depicted in (a) and (b). (c) shows

images of the clusters with the cluster dimension of 245 nm (600 clusters in each image). For

cluster representation, we used the Delaunay-triangulation method. (d) depicts two randomly

chosen clusters.

(TIF)

S6 Fig. Detailed statistical comparison of CD41 cluster distributions within two clots. First

level analysis is displayed in the images (a-c). (a) shows the detailed analysis of the full sam-

ples (both samples reduced to 60 000 points) density (top) and curvature (bottom). In this

case, density and curvature distributions of clusters for each cluster dimensions were com-

pared at one time using the KS-/WX-test (blue/red). The results indicate a similarity of sam-

ples for all cluster dimensions. As an indicator, an aggregated p-value is determined using the

weighting t-Norm-AND. The p-value (black dashed line) remains mostly above the critical p-

value area (orange bar) proving the similarity hypothesis. The corresponding similarities are

simM = 0.57/0.91 for the density and curvature distributions respectively. Remarkably, the

density distribution shows a lower similarity compared to the curvature. A closer look at the

comparison of the density distributions shows, that for small cluster dimensions between 10

nm and 150 nm as well as for large cluster dimensions ranging from approx. 1 400 nm– 1 800

nm, the distributions are within the critical p-value area. (b) depicts the aggregated p-value

(density and curvature) calculated with the weighting t-Norm-AND (blue) and the confidence
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interval (black dashed line). A simM = 0.71 is determined. For such large samples, a faster boot-

strap-resampling is used. (d) depicts 100 curves–representing relative density of 100-resamples

each including 2 000 points (green)–used for the bootstrap based comparison of the cluster/

curvature density distribution for both samples. In black, the averaged curve is represented.

The detailed analysis (first level statistics) of the bootstrapped samples (d) was performed

using similar statistics as used in (e). (c) shows the detailed (first level statistic) comparison of

the distributions of cluster density (top) and curvature (bottom) for all given cluster dimen-

sions (sizes). For this analysis, the KS/WX- tests (blue/red) as well as the t-Norm-AND values

are plotted (black). Additionally, the boundaries of the confidence interval are displayed

(magenta). The bootstrap derived data shows a strong similarity between the samples, simM =

0.91 and 0.95 for cluster density and curvature distributions was determined. (e-i) depict the

second level analysis. (e) shows the p-values determined by the mean-cross analysis of the

average density (left)/curvature (right) values determined via bootstrapping. Herein p-values

of the mean-cross comparison (blue) and lower/upper confidential boundaries (black dashed

line) are shown. In general, as expected a huge similarity between the samples is visible, simM

= 0.92 for the mean cluster density distribution and 0.97 for the mean curvature distribution

was determined. (h) shows the aggregated p-values for the cluster mean cross comparison of

curvature and the mean cross of density distributions (blue). The aggregated p-values show a

high similarities; simM = 0.91 and simL = 1. (f) depicts the calculated K/-H-Ripley’s-function

values for the bootstrapped data (green) for all cluster dimensions. (g) depicts the comparison

of the K-/H-Ripley function values (K-left, H-right). The p-values of the cross comparison

(red), mean-cross comparison (blue) and lower/upper confidential bounds (black dashed line)

are shown. This cross-comparison of the cluster-data also indicates a similarity of the samples

for Ripley’s function analysis. The aggregated p-value of the results of the K-/H-Ripley func-

tions comparison (i), indicates a slight dissimilarity of the results for cluster dimensions (sizes)

between 200 nm– 600 nm.

(TIF)

S7 Fig. Comparison of CD41 and CD62p cluster distributions within a clot. In one clot

sample, CD41 was marked with an Alexa488-labelled antibody; in the other sample, CD62p

was marked with an Alexa647-labelled antibody. We used our software platform to compare

the two distributions of CD41 and CD62p molecules determined from the centres of two bio-

logical replicas of clots. Both reconstructed images are depicted in (a) and (b) (both recon-

structed from approx. 300 000 localisation events). (c) shows the image of clusters with the

cluster dimension of 235 nm (600 clusters in each image). For cluster representation, the

Delaunay-triangulation method is used. (d) depicts two randomly chosen clusters.

(TIF)

S8 Fig. Comparison of CD41 and CD62p cluster distributions within a clot. First level

analysis is displayed in the images (a-c). (a) shows the detailed analysis of the full samples. In

this case, density (top) and curvature (bottom) distributions of all clusters for each cluster

dimensions were compared at one time using a KS-/ WX-test (blue/red). The results indicate

the dissimilarity of clusters for all cluster dimensions. As an indicator, an aggregated p-value

of KS- andWX-test is determined using the weighting t-Norm-AND. The p-value (black

dashed line) remains mostly below the critical p-value area (orange bar) disproving the simi-

larity hypothesis. The corresponding values for (dis)similarity simM = 0.01/0.68 for the density

and curvature distributions were determined respectively. A closer look at the KS-/WX-Test

results on curvature comparison indicates that for cluster dimensions approx. 600 nm– 800

nm the distribution is above the critical p-value area (indicating similarity). (b) shows the

aggregated p-value of density and curvature calculated with the weighting t-Norm-AND
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(blue) and the confidence interval (black dashed line). A simM = 0.36 is determined. The full-

sample analysis was only, additionally performed, in order to show the full software capabili-

ties (results are typically not used for a multilayer analysis). For such large samples, the fast

bootstrap resampling is used. The graphs (c-d) clearly show a general dissimilarity of the sam-

ples. (d) depicts 100 curves–representing relative density of 100-resamples each including

2000 points (green)–used for the bootstrap based comparison of the cluster/curvature density

distribution for both samples. In black, the averaged curve is represented. The detailed analysis

of the bootstrapped samples (d) was performed as described in (a). (c) shows the statistical

comparison of the cluster density (top) and curvature data (bottom), determined from the

bootstrap results. For such detailed analysis (c), KS/WX- tests (blue/red) as well as the t-

Norm-AND values (black) are plotted. Additionally, the boundaries of the confidence interval

are displayed (magenta). The statistical comparison of the bootstrap derived data shows a

simM = 0.21/0.76 and simL = 0.11/0.4 for cluster density and curvature comparison, respec-

tively. The data on cluster density as well as curvature however, shows a general dissimilarity

of the samples. A similarity for cluster curvatures for the dimension ranges of approx. 200

nm– 400 nm and approx. 600 nm– 800 nm is observed. (e-i) depicts the second level analysis.

(e) shows the p-values determined by the mean-cross analysis of the average density (left)/cur-

vature (right) values determined via bootstrapping. Herein, p-values of the mean-cross com-

parison (blue) and lower/upper confidential boundaries (black dashed line) are shown. The

simM = 0.01 and 0.61 and simL = 0.005/0.1 for cluster density and curvature comparison are

determined respectively. In general, the data emphasizes the dissimilarity hypothesis, however,

the data for curvature comparison indicates a significant similarity for approx. 400 nm– 500

nm and>900 nm cluster density ranges. (h) shows the aggregated p-values for cluster curva-

ture and density comparison (blue). The aggregation of the p-values results in simL = 0.24,

indicating a general dissimilarity. (f) depicts the calculated K-/H-Ripley function values for the

bootstrapped data (green) for all cluster dimensions. Using H-Ripley as the crucial dimension,

representative for the largest difference (clustering caused) between the sample and complete

spatial randomness, can be determined (for the two images the largest difference occurs for

clusters sizes of 210nm). (g) depicts the comparison of the K-/H-Ripley function (K-function

left, H-function Right) values at the second statistical level. The p-values of the cross compari-

son (red), mean-cross comparison (blue) and lower/upper confidential boundaries (black

dashed line) are shown. In contrast to all the data presented on single molecule clustering, the

cross-comparison on the global analysis via Ripley’s function indicates sample similarity (for

clustering dimensions ranging between approx. 400 nm– 1 000 nm). Similar to the individual

distributions, is the aggregation of the K-/H-Ripley functions results (i). The respective simM

values for the Ripley’s functions comparison are 0.86 (K-/H-Ripley) and 0.55 (aggregated).

The values are contrary to the previously shown results obtained on direct cluster comparison,

thus a similarity is indicated. The varying result emphasizes the importance of a multilevel sta-

tistical analysis.

(TIF)

S9 Fig. Detailed statistical comparison of interleukin-1β-treated and untreated platelets

within a clot. Cells were labelled with Alexa647-labelled anti-CD62p-antibody. Images were

taken at the edge of an artificial clot, where platelets are more sparsely distributed than within

the clot. Therefore, segmentation (ROI extraction) is required. Here, we present a statistical

comparative analysis of the full image, with sparsely distributed platelets and we compare the

extracted regions. The full (not regionalized) sample analysis is depicted in the left column of

the Fig (a’-e’), the ROI analysis on the right ((a-e); parts of the ROI analysis are included in Fig

3 in the main text). From the analysis, the advantage of segmentation (region extraction) is
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clearly visible. The first level analysis of the comparison of the KS/WX- tests presented in (a)

(and Fig 3E) and (a’) indicates a significant similarity for full images. For ROI-based compari-

son, density and curvature of the clusters shows similarity solely for cluster dimensions>700

nm (simM/simL = 0.47/0.31 and 0.45/0.24 for cluster density/curvature distributions, in con-

trast: simM/simL = 0.87/0.75 and 0.87/0.80 for a full sample). Fig 3C (main text) depicts two

extracted regions of an untreated (upper) and IL-1β treated (lower) clot; a difference in the

CD62p distribution can be observed. The divergence of the results between ROI and full

image analysis is due to numerous small clusters, which are homogenously distributed in the

images; in particular in the platelet-free area of the interleukin-1β treated clot. Not-cell-related

signals add a significant additional cluster population, which is less significant within a ROI.

For full image analysis, clusters for a specific cluster dimension originate from various regions

due to hierarchical clustering, which influences the overall cluster density/curvature distribu-

tion. This is not the case for ROI-based analysis. Similar results can be observed for the second

level analysis: the mean-cross comparison of the statistical data on cluster density and curva-

ture show divergent results. As before, a dissimilarity for the ROI comparison is shown (simM/

simL = 0.07/0.07 (Fig 3F) and 0.91/0.50 (b, c) for aggregated cluster density/curvature compar-

ison, in contrast: simM/simL = 0.54/0.2 and 0.85/0.35 for cluster density/curvature comparison

on a full sample (c’)). The results are confirmed by the K-/H-Ripley’s statistics. The mean-

cross analysis of all values, shown in (d, d’), indicates that many platelets within the extracted

clot regions are sparsely distributed. Again, solely K-/H-Ripley statistics determined for the

extracted ROI’s indicate a difference in CD62p protein secretion after interleukin 1β treatment

(simM/simL = 0.03/0.01 and 0.04/0.01 for K-/H-Ripley comparison (ROI analysis), in contrast:

simM/simL = 0.94/0.78 and 0.94/0.79 for K-/H-Ripley comparison on a full sample).

(TIF)

S10 Fig. Filtering of 3D dSTORM images using DBSCAN, ROI extraction, graphical repre-

sentation of protein clusters. Images are reconstructed from approx. 60 000 single localisa-

tions. Images are shown before (a) and after (b) filtering using DBSCAN. Reduction from 59

393 points to 51 323 points (red: negative z values, yellow: positive z values) was achieved by

using ρ = 2 andminP = 3. Points defined as outliers are filtered. (c) represents the sample

image shown in (a) before region extraction (white box: large regions, red box: small regions).

(d) shows the extracted region (region includes all points from original image). Cluster volume

was calculated as sum of spheres (e), convex-hull volume (f) and box volume (g).

(TIF)

S11 Fig. Comparison of different visualisation methods of clusters. Visualisation of clusters

with a maximum size of 210 nm. (a) shows the 600 densest clusters of sample 1 and (b) the 600

densest clusters of sample 2. (c) depicts the triangulation-based representation of a cluster

from the inset in (b). (d) shows the sphere packing-based representation of the chosen clusters.

Visualisation of the primary clusters of sample 2, created with a neighbourhood radius of 250

nm. (e) depicts the largest primary clusters, (f) the triangulation-based representation of the

largest cluster and (g) the sphere packing-based representation of the largest cluster. (h) shows

the empirical probability density function (pdf) for density distribution of primary clusters. (i)

shows the empirical pdf for curvature distribution of primary clusters. The red and blue curves

in (h,i) represent the samples from (a) and (b), respectively.

(TIF)

S12 Fig. Comparison of CD62p expression (mean cell intensity) of untreated and cytokine

treated platelets. CD62p expression (detected as mean cell intensity (int.) of cells labelled with

anti-CD62p-Alexa647) was significantly lower after 30 minutes of 10 ng/mL interleukin-1β

PLOS COMPUTATIONAL BIOLOGY Protein distribution comparison for 3D localization microscopy data

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1007902 June 30, 2020 26 / 34

http://journals.plos.org/ploscompbiol/article/asset?unique&id=info:doi/10.1371/journal.pcbi.1007902.s011
http://journals.plos.org/ploscompbiol/article/asset?unique&id=info:doi/10.1371/journal.pcbi.1007902.s012
http://journals.plos.org/ploscompbiol/article/asset?unique&id=info:doi/10.1371/journal.pcbi.1007902.s013
https://doi.org/10.1371/journal.pcbi.1007902


treatment (mean: 5219 +- 1856 counts; n = 88 compared to 3565 +- 1246 counts; n = 83;

power: 0.94). These data show a statistically significant lower CD62p expression for IL1-β
treated cells in 2D (i.e. on single spread platelets). The boxplot depicts the median and the first

and third quantile and outliers.

(TIF)

S13 Fig. Comparison of randomly distributed (simulated) localisation events, platelets of

different morphologies and the CD41 protein distribution in a reconstructed dSTORM

image. (a) shows the distribution of CD62p labeled with Alexa647-antibody. (b) represents a

randomly distributed point cloud (approx. 85 000 data points/image). (c) shows the compari-

son of the cluster densities distribution to Ripley’s K-function distributions for all cluster

dimensions between the simulated and CD62p datasets (black/blue line for cluster density/K-

function, respectively). The lines depict the aggregated p-value of KS- andWX-test results.

The test based on the Ripley’s K-function classifies the samples as similar (similar for cluster

sizes ranging from 5 nm to about 400 nm). In contrary, our classification estimates the samples

as dissimilar, with the test based on the density distribution of clusters (similarity measure = 0).

The MLP neural network classifies samples as dissimilar with a posteriori probability of 88%.

(d) and (e) show a simulated polarized (randomly distributed) and unpolarised image respec-

tively. (f) shows the comparison of clusters density/curvature distributions and Ripley’s K-

functions for all cluster dimensions between the simulated polarized and simulated unpolar-

ized datasets (black/blue line for cluster density/K-function, respectively). The lines depict the

aggregated p-value of KS- andWX-test results. The test based on the Ripley’s K-function clas-

sifies the samples as dissimilar (similar for cluster sizes ranging from approx. 150 nm– 180

nm). Our classification estimates the samples as dissimilar, with the test based on the density

distribution of clusters (similarity measure = 0). Three additional pairs of polarized and unpo-

larised samples have been compared, rendering a dissimilarity of 78.5%, 88.5% and 95.1%. (g)

and (h) show reconstructed dSTORM images of Alexa647-phalloidin labelled actin skeleton of

two individual platelets activated on a glass surface. The two platelets are comparable, in an

early activation state. (i) depicts the comparison of the cluster densities and the Ripley’s K-

function distributions for all cluster dimensions between the datasets representing platelet

cytoskeleton at a similar activation stage (black/blue line for cluster density/K-function respec-

tively). The lines depict the aggregated p-value of KS- andWX-test results. The test based on

Ripley’s K-function classifies samples as strong dissimilar. Our analysis provides a correct clas-

sification of samples as similar, based on the density distribution of clusters (similarity mea-

sure = 0.86). The MLP neural network classifies samples as similar with a posteriori

probability of 87%. (j) and (k) show reconstructed 3D dSTORM images of Alexa647-phalloi-

din labelled actin skeleton of two individual platelets activated on a glass surface. The two

platelets are in two different activation states, (j) a late activation state and (k) an early activa-

tion stat. (l) shows the comparison of the cluster densities and of Ripley’s K-function distribu-

tions for all cluster dimensions between the datasets representing localisation microscopy

images of platelets in early and late activation state (black/blue line for cluster density/K-func-

tion respectively). In this case both tests based on the Ripley’s K-function as well as on the clus-

ter density distribution correctly classify the samples as dissimilar (similarity measure = 0.1).

The MLP neural network classifies rather samples as dissimilar with a posteriori probability of

64%. The results clearly prove that our method is also capable to compare protein distributions

that change over time induced by external factors at a single cell level. The axial range is repre-

sented by two colors: blue is below the focal plane and yellow above. The axial range is ± 500

nm.

(TIF)
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S14 Fig. Comparison between the CD62p distribution in interleukin treated clots (large

clot on the left side and a chosen region of interest on the right). First level statistics yields for

the two samples similar cluster densities for all cluster dimensions (simM = 0.85) and for clus-

ter curvatures (simM = 0.32). Similar values are obtained for a comparison of aggregated den-

sity and curvature values (simM = 0.76 and simM = 0.85). Dissimilarity for the H-/K-Ripley

analysis can be observed (simM< 0.2). An MLP value of 0.66 proves the similarity of the sam-

ples. The detailed analysis directly shows the crucial dimensions and parameters, which best

describe the differences between both samples. The results prove that the differences between

large clusters as well as small ROIs (size ranges of individual cells) can be very precisely deter-

mined.

(TIF)

S1 Table. Statistical comparison (p-values) of CD41/CD62p pairwise comparisons. The

table displays all statistical p-values determined from several chosen pairwise compared distri-

butions of CD41/CD62p proteins in clots. Samples 1–4 are samples where CD41 has been

stained with Alexa488-labelled anti-CD41-antibody and samples 5–6 are samples where

CD62p was stained with Alexa647-labelled anti-CD62p-antibody.

(XLSX)

S2 Table. Statistical comparison (p-values) of CD62p upon IL-1β treatment. The table dis-

plays all statistical p-values determined from several chosen pairwise compared distributions

of CD62p proteins in IL-1β treated/untreated clots. Samples 1–3 display the comparison of

CD62p from IL-1β untreated samples (stained with Alexa488-labelled anti-CD41-antibody)

and samples 4–5 show the comparison of CD62p from IL-1β treated samples.

(XLSX)
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Abstract: Herein, we present a new algorithm for real-time analysis of 3D single molecule
localization microscopy images with a small impact on fitting accuracy using lookup-tables with
discrete xyz-positions. The algorithm realizes real-time visualization during acquisition. We
demonstrate its performance on simulated and measured data. Additionally, combining real-time
fitting with a feedback loop controlling the activation laser pulse keeps the number of emitters
per image frame constant.
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1. Introduction

In recent years, Single Molecule Localization Microscopy (SMLM) has gained popularity due to
commercially available whole-packaged systems and a wide range of freely available analysis
software. In particular, direct Stochastic Optical Reconstruction Microscopy (dSTORM [1])
using photoswitching of fluorophores with a single laser wavelength and allowing modulation of
the Point Spread Function (PSF), enables 3D applications by extracting the axial position from
the signal’s shape [2–5].

Typically, tens of thousands of images are required to reconstruct a single super-resolved
image. Only a random subpopulation of sparsely distributed fluorophores is observable in each
frame. Sparsity is needed to distinguish among emitters to enable precise localization. During
the analysis, each frame is post-processed to obtain subpixel position of the fluorescence signal.
Nevertheless, there are disadvantages if the images are analyzed after acquisition: (i) analysis of
image stacks is time-consuming and can take up to tens of minutes depending on the amount of
frames and emitters per frame, (ii) several parameters such as illumination time, laser power,
pH-value, density of active fluorophores, and photo-switching cycle times influence blinking
quality [6–8]. The impact of these parameters can only be evaluated after experimental data
is analyzed. In contrast, using real-time SMLM analysis, some of these parameters can be
adjusted during the acquisition phase to obtain an optimal emitter density per frame, e.g. by using
an additional ultraviolet (UV) laser pulse which reactivates fluorophores from their dark-state.
Many software packages already offer real-time analysis of SMLM data through the use of
either multiple central processing unit (CPU) cores/threads [9], graphics card acceleration (using
graphics processing unit (GPU)) [10–14] or experimental PSFs [15] in combination with a CPU
and GPU. However, high-end CPUs/GPUs are expensive and/or are often not available on the
computer used for the measurement.

In this paper, we present a real-time SMLM algorithm, which only requires a single CPU
core to perform fitting of up to 600 astigmatic single emitters within 9.8 ± 0.5 milliseconds
(ms) per frame – achieved by using a lookup table generated prior to the experiment. We
verified our algorithm with simulated data, tested it on tubulin-like simulations from the SMLM
challenge 2016 [16] and compared it to published results of the challenge. Our algorithm scored
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at mid-field with an efficiency of 61%. We further tested our algorithm on simulations of 3D
Siemens star-shaped test patterns [10]. Likewise, our algorithm localizes emitters at different
axial positions; only extremely fine structures with axial positions below z<−400 nm were
not detectable. Additionally, we tested the algorithm on data obtained from fixed biological
samples and imaged the actin distribution in human endothelial cells and human platelets.
Finally, we compared the spatial and temporal performance of our algorithm with our continuous
least-squares fitting algorithm (3D STORM Tools [17]) as well as the optical resolution of the
rendered localization microscopy images using Fourier Ring Correlation (FRC). Our real-time
lookup table algorithm only requires on average 2.5 ± 0.6 ms to analyze an image frame while at
the same time using only a single CPU core. This short analysis time allows for rendering of the
SMLM image in real-time and for control of the number of active fluorophores per frame using
an activation laser pulse.

2. Materials and methods

2.1. Real-time fitting of diffraction limited signal of fluorescent emitters

Our algorithm is based on a lookup table generated prior to the experiment. First, the lookup
table is populated with template images of a PSF model at discrete lateral/axial positions and
their derivatives ∂PSF(x, y, z)/∂x, ∂PSF(x, y, z)/∂y, ∂PSF(x, y, z)/∂z needed for fitting (see
Visualization 1 for a movie of a populated lookup table). Hereby, any PSF model can be chosen as
long as the PSF and first derivatives exist. For example, we use a 2D elliptical Gaussian function
(Eqs. 1 & S1-S2 in Supplement 1). Here, φ is the clockwise rotation of the 2D Gaussian model,
σx(z) and σy(z) are values of the fitted calibration using cubic B-spline [18]. The parameters x-
and y-position are varied over a range of rxy = 4 pixels around the center of the template image
using ∆xy= 0.1 pixels steps. Next, the elliptical Gaussian shapes (retrieved from calibration)
representing axial positions of emitters are varied over a range of rz = 1000 nm in ∆z= 25 nm
steps. At each discrete position of the lookup table, the PSF model and derivatives are calculated
at each ith and jth pixel inside a 9× 9 pixels template image. A lookup table with the parameters
window size= 9 pixels, ∆xy= 0.1 pixels, rxy = 4 pixels, ∆z= 25 nm, rz = 1000 nm uses 263 MB
of RAM with double precision values and 106 641 unique template images (each 4-dimensional
pixel of the template image contains the PSF and their first derivatives of xyz).

PSFi,j(x, y, z, φ) = exp
(︃
−[(i − x) cos(φ) + (j − y) sin(φ)]2

2σx(z)2

−[−(i − x) sin(φ) + (j − y) cos(φ)]2
2σy(z)2

)︄ (1)

In order to find localization candidates, a modified Non-Maximum Suppression (NMS)
algorithm [19] is used. The NMS algorithm is modified in a way that a mean of nine pixels
which surround an identified maxima was used to suppress non-maxima, and not as usually a
single pixel [19]. Next, the local background is calculated by averaging the pixel intensities
along a square boundary line of a predefined window (e.g. 10× 10 pixels). By comparing these
values with a predefined intensity threshold, the chance of finding a wrong maximum is further
decreased. Each fit is performed in a window surrounding the identified candidate, the window
size matched the template images from the lookup table. Our recent NMS implementation is not
suited for overlapping emitters. Therefore, our experiments are designed to have the smallest
possible amount of overlapping emitters.

For fitting, we use an iterative Gauss-Newton algorithm to minimize the parameters of our
discrete model: the parameters θbg (mean background signal), θp (maximum intensity) are
unconstrained and the parameters θx,θy,θz are constrained by the discrete positions used by
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the lookup table. The least-square (LS) minimization method is chosen instead of maximum-
likelihood estimator (MLE) [20], since only the first derivatives are required. In order to find the
best fit for a single emitter, we first define a window around the candidate’s position matching the
window size of the lookup table’s template. Next, we calculate the Jacobian matrix elements Ji,j
(Eq. (2)) at every position within the window based on the template at the proposed position
from the initial vector −→θ = (θbg, θp, θx, θy, θz). The initial values of θbg and θp are derived from
the candidate search of the modified NMS algorithm and θx,θy,θz are initialized to fixed values
(θx,θy to the center of the fitting window and θz to the focal plane with maximum focus found
during calibration).

Ji,j(−→θ , k) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1

PFA(LUT)
i,j (k)

θp
∂PFA(LUT)

i,j (k)
∂θx

θp
∂PFA(LUT)

i,j (k)
∂θy

θp
∂PFA(LUT)

i,j (k)
∂θz

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(2)

We calculate the index k(θx,θy,θz) of the template image in the lookup table using positions
θx,θy,θz. Based on the obtained index, we subtract the scaled and offset model from the observed
data (Ii,j) within the candidate window to get the residual vector ri,j:

ri,j(−→θ , k) = Ii,j − (θbg + θp · PFA(LUT)
i,j (k)) (3)

We use the LAPACK (Linear Algebra Package) library [21] to speed up calculation for finding
the next parameters (Eq. (4)), especially syrk (symmetrical rank-k matrix multiplication) for JTJ
and trsv (solves for a triangular system of equations) to solve the equation system for (JTJ)−1Jr.

−→
θ (s+1) =

−→
θ (s) + (JT

i,jJi,j)−1Ji,jri,j (4)

Since JTJ is a symmetrical matrix, it is faster to solve the equation system directly from
the triangular matrix rather than to perform a Cholesky decomposition [22] with consequently
solving the equation system. Next, the parameters −→θ (s+1) are tested for convergence. For further
iterations, the parameters θx,θy,θz are rounded to the next valid step based on the lookup table
parameters ∆xy and ∆z, hence the index k(θx,θy,θz) is updated. These calculations (Eq. (4)) are
repeated until either the maximum number of iterations is reached,θx,θy are outside of rxy,θz is
outside of rz, or convergence is reached.

2.2. Human platelet concentrates

All human blood samples were collected during routine plateletpheresis in accordance with the
strict policies of the Red Cross Transfusion Service, Linz, Austria. All blood donors signed
informed consents stating that residual blood material could be used for research and development
purposes. All experimental protocols were approved by and carried out in collaboration with the
Red Cross Blood Transfusion Service. Single donor platelet concentrates were provided by the
Red Cross Blood Transfusion Service. Platelet concentrates were prepared by apheresis with
an automated cell separator (Trima Accel Automated Blood Collection System, TerumoBCT,
Lakewood, CA, USA) during routine plateletpheresis: platelets were separated from whole blood
by centrifugation and diluted in 35% plasma, 65% platelet additive solution SSP+ (Macopharma,
Mouvaux, France), and ACD-A anticoagulant (Haemonetics anticoagulant citrate dextrose
solution, Haemonetics, Braintree, MA, USA) during the transfer into Trima Accel storage
bags. Two milliliters of the platelet concentrate (typically containing 1 × 106 platelets/µL) were
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transferred to a new storage bag and immediately transported to the laboratory. Transportation
within a polystyrene box minimized temperature variations. Platelets were used for experiments
within 24 h after preparation and stored under constant agitation in a climatic chamber that was
set to 22 °C.

2.3. Platelet staining

Platelets were diluted to a final concentration of 2 × 104 cells/mL in cell culture medium
(DMEM, Sigma-Aldrich, Vienna, Austria) and were allowed to settle on a glass slide for 15 min.
Non-adherent cells were washed away with Phosphate-Buffered Saline (PBS). Actin cytoskeleton
was visualized using Alexa Fluor 647 phalloidin (Cell Signaling Technology, Leiden, The
Netherlands) in a Cytoskeleton Buffer with Sucrose (CBS) containing 10 mM MES pH 6.1,
138 mM KCl, 3 mM MgCl2, 2 mM EGTA, and 0.32 M sucrose according to a protocol from
Louise Cramer [23] (MRC Laboratory for Molecular Cell Biology, UCL, London, UK). Briefly,
platelets were fixed using 4% paraformaldehyde in CBS for 20 min at room temperature, then
permeabilized using 0.5% Triton X-100 with CBS, blocked in 10% chicken-egg-white-albumin
(Sigma-Aldrich, Vienna, Austria) and stained for 20 min with 66 nM Alexa Fluor 647 conjugated
to phalloidin.

2.4. Human endothelial cells CD34+-EC

Primary human Endothelial cells (phECs) were differentiated from CD34+ cells isolated from
human cord blood as previously described [24] and were provided in frozen aliquots of 1 million
cells at passage 5 by Prof. Gosselet, Université d´Artois, France. After thawing, cells were
seeded onto gelatine (0.2% in PBS) coated 10 cm-dishes in ECM-5 medium (ECM from Sciencell
with 5 mL of Endothelial cell growth supplement (ECGS), 2.5 mL of Gentamycin 10 mg/mL
(BiochromAG, Ref. A-2712) and 25 mL of pre-selected, heat-inactivated FBS; and cultivated at
37 °C, 5% CO2. When cells reached confluency, they were washed three times with PBS, detached
with Trypsin/EDTA solution, counted and re-seeded at a concentration of ∼20 000 cells/cm2.
Expression of EC marker CD31 was confirmed by flow cytometry and immunofluorescence.

2.5. Endothelial cell staining

Cells were split and seeded at approximately 20 000 cells/cm2 into Nunc Lab-Tek II Chambered
Coverglasses (Thermo Fisher Scientific Inc, MA, USA). Next, cells were washed with pre-warmed
HBSS (containing Mg2+ and Ca2+) at 37 °C. The actin cytoskeleton was visualized using Alexa
Fluor 647 phalloidin (Cell Signaling Technology, Leiden, Netherlands). Staining of the cells was
conducted in CBS as described in the platelet staining section.

2.6. Fluorescence microscope

Images were acquired using a modified Olympus IX81 inverted epifluorescence microscope
with an oil-immersion objective (PlanApo N 60x/1.42 NA, Olympus, Vienna, Austria) as well
as an additional tube-lens with a magnification of 1.6x. The sample was positioned on a XYZ
piezo stage (200 µm x 200 µm x 200 µm range, P-562.3CD, Physical Instruments) on top of a
motorized stage with a range of approximately 1 cm × 1 cm (HybridStage, JPK Instruments,
Berlin, Germany). Fluorescent signals were detected using an Andor iXonEM+ 897 (back-
illuminated) electron multiplying charge coupled device (EMCCD) camera (16 µm pixel size,
Andor Technology, Belfast, Northern Ireland). This results in an image pixel-size of 166.7
nm/pixel and a total magnification of 96x. Fluorescently labeled samples were excited using a
640 nm solid-state laser (diode-pumped, iBeam Smart, Toptica Photonics Gräfelfing, Germany);
and under certain conditions fluorophores were additionally recovered from dark-state with a 405
nm diode laser pulse (iPulse, Toptica Photonics Gräfelfing, Germany). An additional cylindrical
lens (f= 500 mm, Thorlabs, Newton, NJ) was introduced in the pathway between camera and the
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microscope’s side port for 3D single-molecule localization microscopy. Fluorescence emission
was additionally filtered with a 700/50 nm emission bandpass filter (AHF, Tübingen, Germany).

2.7. dSTORM

3D dSTORM experiments were performed in a medium containing 50 mM β-mercapto-ethylamine
(MEA), 30% glycerine and PBS, a region of interest (ROI) of 256 × 256 pixels and 10 000 frames
were acquired. Fluorophores were illuminated for 20 ms at each frame and an optional 20 ms
UV illumination pulse during the readout time of the CCD camera. Prior to each experiment, a
calibration for the emitter’s axial position localization (compensating the axial PSF distortion)
was performed using TetraSpeck (0.1 µm, Thermo Fisher Scientific) microspheres. Experiments
were analyzed using the presented real-time lookup table algorithms or by fitting a constrained
(σx & σy) continuous elliptical Gaussian function as previously reported [17]. Typically, position
fits were continuous, whereas the lookup table algorithm utilized quantified steps (e.g. 0.1 pixels
depending on the parameters for the lookup table generation).

2.8. Computation system architecture

Computations for simulated datasets were performed on a notebook (CPU: Intel Core i7-8650U
with 4 cores at 1.9GHz, 32 GB RAM, Window 10 Education operating system 64 bit) and cell
measurements were performed at a workstation (CPU: Intel Xeon CPU E3-1271 with 4 cores
at 3.6 GHz, 16 GB RAM, Window 7 Professional operating system 64 bit) equipped with the
hardware to control a 405 nm laser and the EMCCD camera.

3. Results

Here, we present a 3D real-time SMLM algorithm not depending on GPU acceleration nor
multithreading. We show that lookup tables of pre-calculated 2D elliptical Gaussian signals which
approximate the PSF for various lateral positions and shapes (width and height of 2D elliptical
Gaussian functions) can be used to accelerate the fitting of fluorescent emitters (approximately
10 times faster compared to 3D STORM Tools [17]).

3.1. Analysis of simulated data

In order to evaluate the performance of our lookup-based algorithm, simulations were gen-
erated and analyzed to determine axial and lateral precisions. As a reliable source for
SMLM simulations, the 3D microtubule-like datasets [16] from the single-molecule local-
ization microscopy symposium (SMLMS) challenge 2016 organized by École Polytechnique
Fédérale de Lausanne (EPFL) were chosen. One modality of the challenge was 3D astigma-
tism (http://bigwww.epfl.ch/smlm/challenge2016/datasets), which we used for evaluation (see
Fig. 1(a)). The analysis of the training dataset MT0.Nx.LD by our lookup table algorithm required
12 seconds to complete on a single CPU core. The lookup table was populated with templates
of 2D elliptical Gaussian functions that approximate the PSF. A window size of 11 pixels was
chosen and the lateral positions were varied over a range of rxy = 4 pixels around the center
in both directions at ∆xy= 0.1 pixel steps (equals 10 nm steps for an image pixel size of 100
nm). In addition to the lateral position variation, different shapes of the PSF corresponding to
axial positions over a range of rz = 1000 nm in ∆z= 25 nm steps were generated. In total 106
641 unique template images were generated. We compared the temporal performance to the
continuous least-squares fitting algorithm of our 3D STORM Tools software [17], which needed
20 seconds to fit 20 000 frames on four (+4 virtual) CPU cores. Next, we evaluated the spatial
performance of the lookup table algorithm by comparing the ground truth and analyzed dataset.
We used the software provided by the SMLM challenge (CompareLocalization) to extract the
evaluation values as previously described [16]. Furthermore, we compared the lateral and axial

http://bigwww.epfl.ch/smlm/challenge2016/datasets
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root mean squared localization error (RMSE) over the axial range (see Fig. 1(b)). We scored a
Jaccard index [25] of 65% for the high Signal-to-Noise-Ratio (SNR) and 50% for the low SNR,
lateral RMSE of 45 nm for the high SNR and 56 nm for the low SNR, axial RMSE of 76 nm for
the high SNR and 92 nm for the low SNR, an intersection of 14 899 molecules for the high SNR
and 11 451 for the low SNR with an overall efficiency of 61% (40% for the high SNR and 21%
for low the SNR).

Additionally, we calculated the Cramér-Rao lower bound (CRLB) for each fitted single emitter
signal (see Fig. 1(d)). The CRLB is the “fundamental theoretical limit of localization precisions
obtained by unbiased estimator” as previously stated [26]. This lower limit for localization
precision can be reached by using maximum-likelihood estimator (MLE) due to the Poisson noise
distribution of photon emission. However, we used a least-square estimation for emitter fitting
and only calculate the CRLB as measure for lowest possible positional accuracy. In Fig. S1 we
present the fitting accuracy over multiple frames and CRLB values for imaged fluorescent beads
in different axial positions.

Next, we tested the influence of lower lateral and axial step sizes for the lookup table. Here, we
chose a lateral step size of ∆xy= 0.05 pixel (corresponding to 5 nm steps) and an axial step size
of ∆z= 10 nm and a window size of 9 pixel. The lateral RMSE decreased by 1.26% (-0.64 nm
absolute), the axial RSME by 2.89% (-2.53 nm absolute) and the overall efficiency increased by
2% to 61%. These small incremental changes were not sufficient to justify the greatly increased
RAM usage which went from 264 MB to 2.49 GB for the lookup table.

Furthermore, we tested a PSF model, which takes into account pixelation of the EMCCD
camera. This model is based on integration of a 2D elliptical Gaussian function [20,27]. The only
changes to the model were introduction of our cubic B-spline values for σx(z) and σy(z) instead
of the polynomials. Furthermore, we multiplied the values of the model with 2πσx(z)σy(z) to
convert the integrated intensities to maximum peak intensities (equations S3, S4). We analyzed
the SMLMS challenge 2016 dataset (low and high SNR) and compared it to our default 2D
elliptical Gaussian model (window size 9 pixels, ∆xy= 0.1 pixels, rxy = 4 pixels, ∆z= 25 nm,
rz = 1000 nm). The lateral RMSE decreased by -1.26% (-0.14 nm absolute) whereas the axial
RSME increased by +1.02% (+0.89 nm absolute) and the overall efficiency increased only by
1% to 60%. Furthermore, our default 2D elliptical Gaussian model needed 14.3 ms ± 1.1 ms
(N= 1000 repeats) to generate the lookup table model, the integrated Gaussian model needed
44.2 ms ± 3.0 ms (N= 1000 repeats).

Some defocused emitters near the axial boundaries (see Fig. 1(b)) of the challenge dataset
could not be detected. We further investigated these boundary cases with an additional simulated
dataset. We simulated a 3D Siemens star-shaped test pattern [10] with discrete axial steps of
45 nm starting from -450 nm to 450 nm (see Fig. 1(c)). The axial position of each emitter
was normally distributed around each step with a standard deviation of 25 nm. The pattern
was made up of 40 spokes consisting of 20 circle sectors of increasing axial position and 20
blank sectors in between. Simulated emitters were rendered using a 2D elliptical Gaussian
function to approximate real PSFs and an ellipticity depending on the axial position (gained from
the calibration experiment). Furthermore, noise was added to each simulated frame including
readout noise, electron-multiplying noise, and clock-induced charges (baseline: 100 counts,
mean peak intensity: 2000 counts, background: 0 counts, EM gain: 300, quantum efficiency:
0.9, readout noise: 74.4, spurious charge: 2× 10−4). We simulated 225 000 emitters distributed
distrusted over 5000 frames with a minimum distance of 7.5 pixels from each other and an image
pixel size of 100 nm. Using our lookup table algorithm, we localized 192 287 (85.5%) of the
simulated emitters within nine seconds using our lookup table algorithm, whereas the continuous
least-squares fitting algorithm (3D STORM Tools) took 204 seconds to detect 206 976 emitters
(92.0%). Localizations around the focus (z-position= 0 nm) had sharper-edged spokes compared
to spokes further away from the focus. The reason for this is that photons originating from
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Fig. 1. Lookup table algorithm application on simulated SMLM datasets. The lookup
table was populated with templates of 2D elliptical Gaussian functions which approximate
the PSF with a window size of 11 pixels and 9 pixels for (a) and (c) respectively with different
lateral positions at 0.1 pixel steps (equals 10 nm steps) and different shapes depending on the
axial position over a range of 1000 nm in 25 nm steps. In total, 106 641 different templates
were generated. (a) Three-dimensional simulation of microtubules from the single-molecule
localization microscopy symposium challenge. The training dataset MT0.N1.LD was used to
test the lookup table algorithm and determine the 3D position of emitters, where on average
a single emitter intensity fit need tm = 22.19 µs, a frame including fitting needed on average
tf = 45.79 µs and a total of N = 15 013 emitters was fitted. A comparison of fitted positions
with the ground truth dataset, using the comparison tool provided by the challenge, resulted
in a Jaccard index of 65%, lateral and axial RMSE of 45 nm and 76 nm respectively, an
intersection of 14 899 molecules and an efficiency of 40%. (b) shows the comparison of
lateral and axial RMSE to the axial position retrieved from the comparison tool provided by
the SMLMS challenge 2016. Our fitted positions are compared to the ground truth of the
challenge simulated dataset in (a). (c) Simulation of a 3D test pattern made up of 20 circle
sectors of increasing axial position and 20 blank circle sectors in between. The axial spoke
steps reach from -450 nm to 450 nm in 45 nm steps size. Emitter axial positions are normally
distributed for each axial steps with a sigma= 25 nm. The analysis using our lookup table
algorithm resulted in an average time to fit a single emitter signal of tm = 14.15 µs, a frame
including fitting needed on average tf = 680.8 µs and a total of N= 192 287 emitters was
fitted. (d) Mean values of the Cramér–Rao lower bound (CRLB) values determined from
the discrete z-position (25 nm steps) of the fitted SMLMS 2016 challenge dataset positions.
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fluorophores are distributed over a larger pixel area, which results in a lower SNR. Therefore,
defocused signals were more challenging to fit because subpixel-determination accuracy is linked
directly to the SNR of a signal [28]. However, our lookup table algorithm could handle most of
these low SNR signals.

3.2. Real-time SMLM

Here, we show the performance of our lookup table algorithm on fixed biological samples.
We imaged the actin cytoskeleton of human platelets and human endothelial cells. Real-time
localization allowed us to control the 405 nm UV activation laser pulse intensity to regulate the
number of active emitters per frame.

Platelets, upon activation, reorganize their actin cytoskeleton and thereby change their overall
shape. SMLM allows for imagining of the actin cytoskeleton with a resolution of 15–30
nm laterally [29,30 6], which additionally can be extended to the third dimension by using a
cylindrical lens introducing astigmatism. We observed the distribution of actin labeled with
Alexa Fluor 647, on partial activated and fixed human platelets seeded on a glass surface using 3D
dSTORM (see Fig. 2(a)). Thereby, we recorded 10 000 frames with an ROI of 256 × 256 pixels
at 25 frames per second and an illumination time of 20 ms. The lookup table for the real-time
analysis was populated with templates of 9× 9 pixels containing 2D elliptical Gaussian functions
approximating the PSF. Lateral positions of the elliptical Gaussian functions were varied over a
range of four pixels in both directions around the center (in 0.059 pixel steps which equals 10 nm
steps) and in the axial direction we generated different shapes corresponding to axial positions
over a range of 1000 nm in 25 nm z-steps. In total 106 641 different templates were generated
consuming 264 MB of RAM (including the derivations). Our lookup table algorithm detected
399 252 emitters during the acquisition of the experiment and performed the analysis on average
in 1.3 ± 0.2 ms per frame. Since one frame is acquired in 40 ms, we had sufficient time to
additionally render the SMLM image and apply an automatic feedback control for the activation
laser pulse in order to increase the number of active fluorophores. Figure 2(b) illustrates the
timeline of the dSTORM experiment, showing the number of localized emitters (blue curve)
and the activation laser power (violet curve). If the number of localized emitters falls below a
threshold (here we used 25 localizations) over five consecutive frames, we increased the laser
power by 5 mW. Only for the first occurrence of this trigger (indicated with a green triangle with
back border in Fig. 2(b)), we turned on the UV laser.

We compared the result of our lookup table algorithm with a continuous least-squares fitting
algorithm (3D STORM tools). The continuous algorithm needed 269 seconds to analyze 10 000
frames and detected 574 899 localizations by utilizing four (+4 virtual) CPU cores, whereas our
lookup table algorithm required only 45 seconds (loading times of the sequences are not included
and are dependent on the file format and hard drive speed). Furthermore, we compared the
achieved image resolution by calculation of the FRC on the reconstructed localization microscopy
image. The FRC (or spectral SNR) is a measurement for image-resolution of diffraction-unlimited
images that take both localization precision and the density of rendered localizations into account
[30]. In order to calculate the FRC, we rendered two images using 2D symmetrical Gaussian
functions with a sigma of 25 nm and a pixel size of 16.67 nm. For each algorithm, we split the
localization microscopy dataset into even and odd frames and analyzed the FRC from these two
images using the ImageJ plugin FIRE (Fourier Image REsolution) from [30]. The FRC for the
lookup table algorithm was 110 nm and 59 nm for the continuous least-squares fitting algorithm
(using the thresholding method of “1 over 7” and smoothed FRC curves).

In a second experiment, we analyzed the actin cytoskeleton of fixed human endothelial cells via
labeling with Alexa Fluor 647. The actin cytoskeleton in ECs is much denser and scattered with
small F-actin fibers and therefore challenging to observe with 3D dSTORM [31]. We recorded a
3D dSTORM experiment of endothelial cells’ actin consisting of 10 000 frames with an ROI of
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Fig. 2. 3D single molecule localization microscopy data of actin cytoskeleton distribu-
tion in human platelets analyzed using our real time lookup table algorithm. The
lookup table was populated with templates of 2D elliptical Gaussian functions to approxi-
mate the PSF (window size of 9× 9 pixels). Various lateral positions within the generated
template are placed at 0.059 pixel steps (equivalent to 10 nm) in both directions within
a range of 4× 4 pixels around the center. Different shapes of the 2D Gaussian function
are generated over a range of 1 000 nm in axial steps of 25 nm. For each combination of
the 3D positions, unique template images are calculated. In total 289 296 templates were
generated. (a) shows an image of the actin cytoskeleton of fixed human platelets labelled
with Phalloidin conjugated Alexa 647 visualized using 3D dSTORM. The emitters of the
individual fluorophores were fitted in real-time using the lookup table, where the average
time to fit a single emitter signal was tm = 17.68 µs, a frame including fitting needed on
average tf = 1.289 ms and a total of N= 399 255 emitters was fitted. The experiment consists
of 10 000 frames with an ROI of 256× 256 pixels. (b) The density of active fluorophores
is controlled using a 405 nm activation laser pulse. As soon as the number of detected
and fitted emitters falls below 25 pre frame, the UV laser power is increased. At the first
occurrence, the laser is turned on (indicated by the green triangle with the black border),
next, the laser power is increased by 5 mW. (c) shows a magnified area from (a) with side
projections in XZ and YZ. (d) shows a graph of the smoothed Fourier Ring Correlation
(FRC) values calculated from two rendered images including localizations of even and odd
frames respectively. A FRC of 110.5 nm was calculated by selecting a threshold of “1 over
7” (14.29% correlation). A second crossing of the FRC-threshold can be observed for 57 nm
(at 0.292 pixels−1).
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256 × 256 pixels, acquiring 25 frames per second with an illumination time of 20 ms. Using our
real-time lookup table algorithm to analyze the SMLM experiment data, we detected 1 232 530
signals (see Fig. 2(c)) with an average localization time of 2.6 ± 1.1 ms per frame. Since the
overall density of emitters was very high (mean localization events per frame was 120), the UV
laser pulse was only turned on during minute 4 of the acquisition (indicated with a green triangle
with back border in Fig. 2(d)) and there was no need to further increase the laser power.

During post-processing, we compared our lookup table algorithm with a continuous least-
squares fitting algorithm (3D STORM Tools [17]) for spatial and temporal performance. Our
lookup table algorithm required only 58 seconds to analyze 10 000 frames on a single CPU
core, whereas the continuous least-squares algorithm needed 269 seconds on four (+4 virtual)
CPU cores and detected 1 287 725 emitters (loading times of the sequences are not included
and are dependent on the file format and hard drive speed). Again, we compared the spatial
image resolution using FRC for both algorithms. The FRC for the lookup table algorithm was 40
nm, whereas the continuous least-squares SMLM fitting algorithm FRC was 59 nm (using the
thresholding method of “1 over 7” and smoothed FRC curves).

Real-time SMLM image rendering was achieved by an improved histogram rendering approach.
Newly fitted emitters were binned in a 2D image histogram (e.g. an image is by default 10 times
the size of the input frame) and the corresponding pixel was assigned the value of the axial
position (the histogram image is initialized with all zeros). If the pixel value of that position was
not zero, the highest axial position was kept. In a second step, the histogram image is rendered
every 10 frames, because rendering is computationally expensive (rendering time: 23.3 ± 5.7
ms for 2560× 2560 pixels). The axial positions were color-coded (e.g. rainbow color table)
and a Gaussian gradient was drawn around the every non-zero pixels. If the current pixel to
render contained no localization (i.e. is zero), the surrounding eight pixels were checked for
localizations. If any surrounding pixel contained a localization – depending on the position of
current pixel (corner or next to the surrounding pixel) – the color mapped to the axial positon of
the localization of the surrounding nonzero pixel is drawn with a Gaussian gradient (e.g. sigma
of 0.5 or 1 pixel).

4. Discussion

We present a 3D real-time SMLM fitting algorithm that accelerates emitter localization (>10 times)
compared to our previously published fitting algorithms [17]. The previously published method
uses an unconstrained least-square minimization algorithm for 3D single emitter localization
(Double Dogleg optimization [32]) to directly fit a 2D elliptical Gaussian model. However, the
algorithm proposed in this paper can only fit the emitter 3D position at discrete steps based on
the parameter used for lookup table generation.

Our algorithm is independent from GPU acceleration or multithreading and runs on a single
CPU thread. This is possible by using lookup tables containing template images that approximate
the PSF of single molecule emitters. The discrete axial and lateral positions at which the different
templates are generated stabilizes the fitting procedure. This discretization allows us to only
calculate five iterations to find the best fit and avoid local minima. Additionally, we show that
decreasing the step size of 3D positions for template generation does not have a major impact
on fitting accuracy. Our default step sizes of 10 nm laterally and 25 nm axially are below the
Nyquist theorem limit. Typical position accuracies of ∼30 nm laterally and ∼60 nm axially of
a 3D SMLM experiment are more than twice the size of our default step sizes. The discrete
spacing can only be observed if the render pixel size is less than the lateral step size used for the
positions of the generated template images.

In Fig. 3(d) we calculated a spatial image resolution of 40.7 nm using FRC, however the FRC
curve shows a prior local minimum at 61 nm (at 0.273 pixels−1) which is slightly above the
threshold. Moreover, in Fig. 2(d) the FRC curve shows a local minimum, which drops below
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the threshold. Since both curves follow this course, we assume that the found spatial image
resolution in Fig. 3(d) is rather 61 nm instead of the 40.7 nm, which is closer to the real FRC
value. The additional peaks in Fig. 2(d) and Fig. 3(d) could be a result of pixilation due to our
discrete emitter fitting algorithm.

Next, UV-light modulation enables to control the photochemical properties of the fluorophores
[6,10], inducing changes in the on/off state duration. A feedback loop, which allows real-time
adaptation of the UV-laser power dependent on the number of emitters detected in an imaged
frame helps to keep the numbers of emitters constant. Adjustment of emitter numbers is crucial in
terms of multi-emitter fitting, optimization of acquisition time or fluorophore blinking properties,
etc.

We want to discuss some improvement on how the lookup table algorithm could be extended
in the future: 3D emitter PSFs modulated by a cylindrical lens are not the only PSFs localizable
by our methods. The flexibility of our lookup table template image generation allows for arbitrary
PSFs. For example, PSFs modeled by a phase mask could be used to fill the lookup table. Fitting
of phase mask modeled PSFs is computationally demanding (Fourier transformation) even with
GPU parallelization [33]. Therefore, our lookup table algorithm could be used to fit emitters in
real-time with an improved model if the phase mask is known. Parameters needed for the phase
mask model could be calculated from a phase retrieval calibration using Zernike polynomials
from a z-stack of fluorescent beads. These parameters can then be used to populate our lookup
table with phase mask modeled PSFs at discrete 3D steps.

The temporal performance of our algorithm for real-time emitter localization allows us to use
the dwell time until the next image is acquired for additional tasks. Automated control of the
number of on-state fluorophores using a UV activation laser pulse and a real-time rendering
system, all running in the dwell time of image acquisition, is doable. Furthermore, FRC can be
used to determine the SMLM image-resolution and stop image acquisition if the detail density
does not continue to increase. FRC allows for the calculation of image-resolution which also takes
emitter density into account. FRC requires two rendered SMLM images for image-resolution
calculations [31]. This can be implemented by rendering two additional SMLM images, where
newly localized emitters are distributed between these two SMLM images and subsequent
calculation of the FRC; our algorithm is capable of performing this action in real-time.

Additionally, image quality can be improved by actively controlling the excitation laser power
and imaging frame rate based on the real-time localization information of newly analyzed frames.
Fluorophore blinking kinetics as well as the initial switch-off phase (in which fluorophores
transition to their dark-state) are crucial for (d)STORM experiment’s SMLM image quality.
Our real-time algorithm could be used to determine the duration of the initial switch-off phase.
As previously stated [6], the excitation laser intensity should be as low as possible to prevent
fluorophore bleaching. Only if fluorophores blink uniformly and single emitters be distinguished
from each other, then the excitation laser power can be increased to enhance fluorophore blinking.
The excitation laser power and the imaging frame rate can be adapted to optimize the photon
emission of fluorophores so that their reappearance in subsequent images is minimized – emitter
reappearance can be examined by real-time localization information over consecutive frames.

A major challenge in SMLM is the differentiation between true emitters and falsely identified
ones. One possibility to distinguish between true emitters and background noise is to use an
intensity threshold. However, selecting an intensity threshold is subjective and can vary between
experiments and fluorophores. Our algorithm allows for threshold adaptation via user input
during the experiment. Thus, threshold selection is subjective. An automated threshold algorithm
would be an improvement – e.g. Bayesian thresholding [34]. For Bayesian thresholding a
histogram of localized emitter intensities from a defined number of images is calculated. To
adapt the threshold, the histogram is analyzed using a Generalized Minimum Error Thresholding
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Fig. 3. 3D single molecule localization microscopy data of the actin cytoskeleton
labeled in human endothelial cells analyzed using our real time lookup table algorithm.
The lookup table was populated with templates of 2D elliptical Gaussian functions which
approximate the PSF, with a window size of 9 pixels. Different lateral positions within the
generated template are placed at 0.059 pixel steps (equivalent to 10 nm) in both directions
within a range of 4× 4 pixels around the center. Different shapes of the 2D Gaussian function
are generated over a range of 1 000 nm in axial steps of 25 nm. For each combination of
the 3D positions, unique template images are calculated. In total 289 296 templates were
generated. (a) shows an image of the actin cytoskeleton of primary human endothelial
cells (phEC) on a gelatine coated glass slide labelled with Phalloidin conjugated Alexa 647.
The lookup table algorithm was used to determine emitter positions in real-time, where an
average time to fit a single emitter signal was tm = 1.55 µs, a frame including fitting needed
on average tf = 2.609 ms and a total of N= 1 232 530 emitters was fitted. The experiment
consisted of 10 000 frames with an ROI of 256× 256 pixels. (b) The number of detected
emitters per frame was used to control the UV activation laser pulse. Here, the density of
fitted localizations was overall high (compared to the platelet experiment), thus the laser pulse
was only turned on (indicated by the green triangle with the black border) to keep the number
of active fluorophores above 25 per frame. The increase of the active fluorophores after laser
activation is caused by UV laser emission even at 0-power adjustment. (c) shows a magnified
box area in (a) with side projections in XZ and YZ. (d) shows a graph of the smoothed
Fourier Ring Correlation (FRC) values calculated from two rendered images consisting of
localizations of even and odd frames respectively. A FRC of 40.7 nm was calculated by
selecting a threshold of “1 over 7” (14.29% correlation). A prior local minimum is visible at
61 nm (at 0.273 pixels−1) in (d), which is slightly above the threshold. This might indicate
the real image resolution and would be consistent with the FRC behavior observed in the
previous sample (see Fig. 2(d)).
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algorithm (GMET). This can all be done in real-time since intensities for localized emitters are
continuously available during the acquisition.

Another effect influencing SMLM image quality is sample drift introduced by the excitation laser,
temperature changes, mechanical relaxation, objective oil expansion/relaxation, or electrical noise.
The mechanical displacement accumulates over the long acquisition time of SMLM experiments
and impairs the SMLM’s image quality [35]. Currently, two main drift correction/estimation
methods are used: The first uses fiducial markers or special hardware to measure the drift
directly [36]. The second uses the fitted emitter localizations to directly calculate the drift. The
majority of these algorithms use cross-correlation on substacks of SMLM images binned into
time intervals of equal length. An alternative to cross-correlation is the direct calculation of the
drift from the positions of fitted emitters, avoiding the rendering of multiple SMLM images.
As stated [37], drift correction equations can be solved numerically based on distance matrices
consisting of fitted emitter positions at different time intervals. However, only a few of these
algorithms allow for real-time drift correction. Our algorithm can be used to calculate either the
SMLM images used for cross-correlation or directly supply a drift correction algorithm with the
currently fitted localizations. Furthermore, these drift estimates can be used to counteract the
drift by controlling a 3D piezo positioning stage parallel to the SMLM experiment acquisition.

In conclusion, our algorithm can be used for feedback-controlled real-time SMLM experiments
and allows to improve the experiment’s image quality based on real-time localization information.
Therefore we supply an example implementation for ImageJ [38] that uses a CPP library for the
time-critical algorithms and an easy to extend java interface for expansion and custom lookup
table templates.
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Abstract

We present a platform consisting of microfluidics, two-colour 3D nanoscopy, and
advanced image processing methods for studying platelet activation on a single-cell level.
An inner blood vessel wall was mimicked by primary human CD34+ endothelial cells
(ECs) grown in our custom microfluidic chip. Firstly, we investigate the platelets
activation (indicated by CD62P expression) on ECs with various stress levels. To
additionally stress individual ECs we treated their nucleus with a femtosecond pulsed
laser outside the incubation chamber. For the ECs’ stress level quantification,
mitochondrial structures were examined via 3D single-molecule localization microscopy
and classified using machine learning. Laser-treated and stress-prone ECs showed
pathological mitochondrial morphology with fragmented networks in contrast to
stress-resistant ECs. Activated platelets were predominantly found in proximity to
stressed-prone ECs under static and dynamic conditions. Secondly, based on the CD62P
distribution of activated platelets we quantitatively analysed their volumes. We show
that platelets activated under flow conditions exhibit 8-9 times larger volumes compared
to platelets activated under static conditions. Our platform allows quantitative analysis
of platelet activation on ECs dependent on mitochondria-based stress level
determination.

Author summary

There is a lack of systems for quantification of early-stage thrombus formation under
flow conditions at a nanoscale level. Single-molecule localization microscopy (SMLM)
allows imaging small subcellular structures and biomolecules with nanometre precision,
which is highly relevant for medicine and biology. In this context, we present a platform
combining microfluidics, software tools, and two-colour 3-dimensional SMLM to study
mitochondria of endothelial cells and platelet activation under flow conditions. Our
studies were performed in a microfluidic device modelling small blood vessels.

February 9, 2023 1/20



Mitochondria, which supply cells with energy, change morphology depending on the
cellular stress level. Herein, we applied machine learning-assisted algorithms to quantify
mitochondria morphology, allowing us to determine individual endothelial cells’ stress
levels. Platelets are blood cells and contribute significantly to hemostasis to seal injured
blood vessels during activation. Thus, we compared the distribution of activated
platelets with endothelial cells in the surrounding area. Using our microfluidic platform,
we were able to show a link between stressed endothelial cells and activated platelets.
We believe that our platform could be helpful to further investigate interactions of
endothelial cells with other blood cells or drugs and link treatments with cellular stress.

Introduction 1

In vitro modelling of blood vessels under flow conditions has been performed for 2

quantifying platelet adhesion, microvascular occlusion, haemostasis, and thrombus 3

formation [1–6]. Platelet adhesion to healthy endothelium is inhibited by an intact 4

glycocalyx [7] and mediators released by endothelial cells [8]. However, injured 5

endothelium exposing pro-thrombotic surfaces initiates platelet adhesion, where the 6

glycoprotein (GP)Ib-IX-V receptor binds to van Willebrand Factor (vWF) protein. In 7

addition, GPIb-IX binding by platelets can also occur following thrombin binding or be 8

induced by integrin binding (e.g., αmβ2). Platelet aggregation, in contrast, is mediated 9

by the interaction of the CD41/CD61 complex (GPIIb/IIIa) with fibrinogen [9] or the 10

binding of extracellular matrix components such as collagen, laminin and fibronectin to 11

GPVI. Signals via these GPs depend on shear stress which affects platelet morphology. 12

At low shear stress values (<40 dyne/cm2), platelets are spherical shaped and form 13

filopodia; at higher values, platelets are more discoid shaped and can form additional 14

tethers [10]. 15

Binding of exposed collagen with GPVI receptor and integrin α2β1 enables platelet 16

activation on injured endothelium. Platelet activation triggers thrombus formation, 17

repair, and closure of the affected blood vessel [11]. In addition to facilitating 18

haemostasis, platelets respond to local dangers [12] and can modulate inflammatory 19

reactions by supporting the recruitment of leukocytes to inflamed or damaged blood 20

vessels. Platelet activation can be triggered by high shear stress [13], by chemical or 21

physical agonists [14] and by infections [12]. Also, cellular stressors disturb haemostasis 22

and can trigger platelet activation [15]: increased production of reactive oxygen species 23

(ROS), increased level of ROS originating extracellular (e.g., ultraviolet light), DNA 24

damage, laser injury [16], mechanical damage, toxins [17], or changes in temperature [18]. 25

The cell’s adaptive capacity helps to survive introduced stress and escape the 26

programmed cell death [17]. One possibility to assess cellular stress is to investigate 27

changes in mitochondrial network formation. Mitochondria constantly undergo fusion 28

into highly branched networks and fission into smaller punctate and rod-like 29

structures [19]. Long mitochondria networks indicate healthy and stress-resistant cells; a 30

high number of short networks or punctate indicate the presence of cellular stressors [17]. 31

Quantitative imaging of the mitochondrial morphology enables 2D and 3D classification 32

of cellular health and disease [20–24]. Platelet activation depending on EC physiology 33

within a microfluidic system has not yet been addressed in detail on the molecular level. 34

In this work, we implemented a customized microfluidic system with primary human 35

CD34+ ECs [25]. ECs were cultured in the microfluidic chip until confluency was 36

achieved. The confluent layer was perfused until more than 65% of the ECs were 37

flow-oriented. A femtosecond pulsed laser was used to treat selected single ECs within 38

the layer. Changes in the environmental conditions during the laser treatment induced 39

stress in all cultured ECs. Stress-prone (spECs) and laser-treated ECs (ltECs) showed 40

mitochondrial network fragmentation, while stress-resistant ECs (srECs) maintained 41
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their typically long and branched mitochondrial networks. 3D single-molecule 42

localization microscopy (SMLM) was used to assess the mitochondrial network integrity 43

using a custom software tool for the segmentation of puncta, rod and network 44

structures. This allowed for the classification of ECs based on their mitochondria 45

morphology: srECs, spECs, and ltECs. Two-colour 3D SMLM enabled the simultaneous 46

observation of the EC’s mitochondria and platelet activation. Activated platelets 47

stained with anti-CD62P (P-selectin) antibodies were used to observe platelet adhesion 48

to ECs with different stress levels. SMLM data of CD62P signals enabled the 49

comparison of platelet volumes and densities under static or flow conditions. With these 50

experiments, we have shown the applicability of our developed platform to analyse 51

platelet activation on a blood vessel wall model at a single cell level. 52

Results 53

Blood vessel chip 54

We designed a microfluidic chip to mimic the flow conditions within a blood vessel. 55

Fig 1a shows a schematic drawing of the developed microfluidic system (including chip, 56

tubes, medium reservoir, injection port, and peristaltic pump). The bottom consists of 57

a 0.15 mm thick coverslip enabling high NA (NA > 1.4 objective lens, working distance 58

0.3 mm) imaging. A channel (1.5 x 36 mm, 335 µm thick, aspect ratio 4.5, cross area 59

0.5 mm2) was cut into a sandwiched polymer foil with a final channel volume of 17 µL. 60

The Navier-Stokes equation in 3D for rectangular channels according to [26] was used to 61

calculate the shear stress acting on the ECs. A viscosity value of η = 0.875 mPa · s 62

(99% RPMI + 5% FBS [27] + 1% whole blood [28] to account for the platelets), as well 63

as the given channel length of 34 mm (excluding the inlet size) and a flow rate of 64

119 µL/min, was used. Additionally considered was the hydraulic resistance of the 65

290 cm long tube. The calculated values for pressure, flow velocity and wall shear stress 66

were 51 Pa, 3.95 mm/s and 0.62 dyne/cm2, respectively. In comparison, typical blood 67

vessel wall shear stress values of 1-20 dyne/cm2 have been reported [28]. 68

The microfluidic chip was seeded with CD34+ ECs (provided by Prof. Fabien 69

Gosselet, Université d’Artois, France) [25], which have previously shown an improved 70

wound healing- and vascular differentiation potential [29–32]. In our experiments, 71

CD34+ ECs had tighter intercellular junctions compared to HUVEC/Tert2 (S1 Fig). 72

The delivery of ECs into the channel was applied using a 3-way stopcock with a septum 73

and a syringe. A peristaltic pump delivered 595 µL of medium from a reservoir into the 74

channel every 4 hours at a flow rate of 119 µL/min. Every 24 hours, ECs’ morphology 75

and confluency were observed with phase-contrast imaging. An automated cell counting 76

software was applied to quantify EC proliferation (red dots indicate detected nuclei of 77

Fig 1b). Values above 500 cells/mm2 were considered confluent. Once confluency was 78

reached, the delay time of the peristaltic pump was gradually decreased (3 h, 2 h, 1 h, 79

0.5 h and 0.25 h). Simultaneously, the active pump time was increased (5 min, 10 min, 80

20 min, 30 min) until continuous pumping was reached. ECs were cultured under 81

constant flow conditions at 0.62 dyne/cm2 until at least 65% of them aligned with the 82

flow direction. Fig. 1b shows the microfluidic chip seeded with ECs after 2 days of 83

continuous flow, where ECs already align with the flow direction. Live cell platelet 84

interaction experiments under flow conditions were tested on a confluent EC monolayer 85

seeded in the blood vessel chip. We tracked individual platelets (S2 Fig a, S1 Video) 86

flowing over the EC monolayer and confirmed platelet adhesion and activation using 87

CD41 (S2 Fig b, S2 Video) and CD62P (S2 Fig b), respectively. 88
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Fig 1. Microfluidic system design, cell seeding and platelet interactions. a)
shows a schematic drawing of the microfluidic system. The system was connected to a
3-way stopcock with a septum to allow injecting media containing suspended CD34+

endothelial cells (ECs). A peristaltic pump was used to dispense cell culture medium
from the reservoir with a variable flow rate. b) shows a phase-contrast image of CD34+

adherent ECs within the microfluidic chip after 2 days under constant flow (most ECs
aligned with the flow direction). The red dots indicate automatically detected nuclei.
Number of detected nuclei in the image: 111 on 0.19 mm2.

Laser-treatment of endothelial cells 89

Only single platelets adhered sparsely distributed on a tight and flow orientated 90

monolayer of CD34+ ECs. More precisely, platelets preferably adhered to disrupted 91

intercellular junctions (S1 Fig) or to ECs with signs of stress that occurred presumably 92

due to stress manipulating cells outside the incubator. To gain spatio-temporal control 93

of cellular stress, single EC nuclei were treated with a femtosecond pulsed laser. 94

Experiments (N = 11, 3-5 ECs treated each) targeting single ECs were carried out 95

using a 515 nm laser (290 fs pulse duration, 1 MHz repetition rate) with a peak power 96

of 1600 W/µm3 and an air objective lens (50x, NA = 0.42). During laser treatment, 97

ltECs exhibited morphological changes, nucleoplasm leakage, as well as occasionally 98

nuclear bleb formation (Fig 2b). Bleb formation was comparable to experiments with 99

laser treatment of NIH3T3 cells [33]. Recent works have also proven that laser 100

irradiation can lead to increased levels of ROS, induced membrane or DNA damage and 101

frequently lead to cell death [17,34,35]. Cell death of ltECs has been confirmed using 102

LIVE/DEAD™ Red Dead Cell Stain (Fig 2c,d) and ECs showed signs of cell death 103

within <1h after laser treatment. 104

Cellular stress classification 105

The 3D distribution of mitochondria has been used to analyse cellular stress levels of 106

individual CD34+ ECs within the perfused layer (dead cells confirmed via LIVE/DEAD 107

assay). Three to five individual ECs in the centre of the microfluidic chip were selected 108

and subsequently treated using fs-laser pulses (<60 min outside the incubator). The 109

microfluidic chip was placed back into the incubator for 15 minutes to allow ECs to 110

recover. Subsequently, ECs were fixed and stained for imaging.To analyse the 3D 111

mitochondria morphology, single-molecule positions of anti-mitochondria antibodies 112

February 9, 2023 4/20



FFllooww

LLaa
ssee
rr

Fig 2. Bright-field microscopy images of laser-treated endothelial cells
(ltECs). a) shows an image during the laser treatment process. A femtosecond pulsed
laser was used to stress selected cells within the developed microfluidic chip under flow
conditions. b) depicts an image of a ltEC forming blebs (red arrows) under flow
conditions. c) shows a bright-field microscopy image of a ltEC under static conditions.
d) displays an image of the same cell as shown in c) after fixation and overlayed with a
LIVE/DEAD® Red Dead Cell Stain in green, which indicates that ltEC dies within
<1h after laser treatment.

were converted into a 3D volume and analysed. Volumes with a voxel size of 113

85 nm x 85 nm x 25 nm were rendered from the single-molecule signals. as a 3D 114

Gaussian function. These mitochondria volumes determined from the 3D localization 115

positions were subsequently smoothed, thresholded, segmented and skeletonized to 116

quantify their spatial orientation [36]. Based on the resulting 3D skeletonized image, 117

parameters like segment voxels, number and length of branches were calculated. These 118

parameters were used to classify mitochondria segments into puncta, rod, and network 119

categories using machine learning (random forest classification [37]). A 3D surface 120

reconstruction (marching cube algorithm [38]) of the classified mitochondria structures 121

is shown in Fig 3e. The colours green, cyan, and blue indicate the categories puncta, 122

rod and network, respectively. The overall results of the classification are presented in 123
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Fig 3. 3D single-molecule localization microscopy (SMLM) images of
endothelial cells (ECs) mitochondria within the microfluidic chip under flow
conditions. a) shows a SMLM rendering of mitochondria (positional accuracy of
46 nm lateral and 53 nm axial) of a laser-treated EC (ltEC) stained with
anti-mitochondria antibody conjugated to Alexa Fluor© 488. Axial positions are
represented using rainbow colours from violet (below focus) to dark red (above focus).
3D SMLM data were converted into a volume image and each mitochondria segment
produced by skeleton analysis was classified using random forest classification.
Mitochondria morphology classification of a) resulted in 33% puncta, 23% rods and 44%
networks. b) shows a bright-field microscopy image of the same EC as in a). In c) a
reconstructed 3D SMLM image of a stress-resistant EC (srEC) with a continuous
mitochondria network (positional accuracy of 51 nm lateral, 80 nm axial, 20% puncta,
20% rods and 60% networks) is displayed. d) depicts a reconstructed 3D SMLM image
of a stress-prone EC (spEC) (positional accuracy of 52 nm lateral, 66 nm axial, 29%
puncta, 32% rods and 39% networks). e) visualizes a 3D surface reconstruction of a
volume rendering from 3D SMLM localizations (positional accuracy of 22 nm lateral
and 125 nm axial). The results of mitochondrial classification were colour-coded and
indicate the categories: puncta (green), rod (cyan) and network (blue) with 10%, 15%
and 75% of voxels in each category, respectively.
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Table 1. Based on the distribution of classified voxels in each category, the stress level 124

of single ECs can be determined [20,39]. Large, interconnected mitochondrial networks 125

were observed in srECs [35], while puncta and rod-like mitochondria arrangements were 126

highly represented in spECs. 127

Table 1. Statistics of cellular mitochondria morphology classification of endothelial cells (ECs) under different
conditions.

State # ECs
Mean Median Mean Median Mean Media

shown in
puncta puncta rods rods networks networks

Static 27 24.9±2.8% 24% 31.9±3% 28% 43.1±5.1% 48% Fig 3a
Dynamic 16 28.1±3.5% 25.5% 32.8±3.6% 28.5% 39.1±5.3% 36% Fig 3c
Laser

4 33.5±6.5% 31.5% 37.5±5% 38% 29.25±10% 37.5% Fig 3d
treated

Mitochondria segments of whole and partial ECs were extracted and classified. The percentage of voxels found in each
category was then compared to the total number of voxels found within each extracted EC. Median, mean, and standard error
were calculated for each experimental condition: static cultivation, dynamic cultivation within the microfluidic chip under
flow conditions and laser-treated ECs under dynamic conditions.

Analysis of platelet activation 128

Experiments were either conducted under static (SC) or dynamic (DC) conditions. In 129

SC experiments, ECs were cultivated and incubated with platelets under static 130

conditions. In DC experiments, ECs were cultivated within the microfluidic system 131

under flow conditions (119 µL/min) and platelets were added into the flow. For SMLM 132

imaging, the activated platelets were stained with anti-CD62P antibodies conjugated to 133

Alexa Fluor© 647 and mitochondria were stained with anti-mitochondria antibodies 134

conjugated to Alexa Fluor© 488. 3D SMLM images were subsequently corrected for 135

spatial drift [40] and fluorescent bleed-through (custom software) and the mitochondria 136

morphology was classified. Table 2 shows the voxel classification of mitochondria 137

morphology for each image in Fig 4. Mitochondria of platelets were discarded due to 138

their smaller size during analysis. On average 1.32±1.3 and 1.63±1.4 activated platelets 139

per EC were determined in SC and DC experiments, respectively. We were able to show 140

that CD62P+ platelets adhered only in the space between spEC within the EC layer. 141

No CD62P signals could be observed in proximity to ltECs. Moreover, more CD62P+
142

platelets were bound to the EC layer under SC than DC ones, indicating that shear 143

force affects the binding of platelets to the spEC within the endothelial layer. 144

Table 2. Voxel classification results of the cellular mitochondria segments
analysed from all ECs in each image of Fig 4.

State Puncta Rod Networks # Platelets shown in

Static
31% 30% 39% 13 Fig 4a
7% 18% 75% 4 Fig 4b

Dynamic
41% 32% 27% 5 Fig 4c
14% 15% 71% 1 Fig 4d

Laser 22% 34% 44% 0 Fig 4e
treated 26% 27% 47% 0 Fig 4f

The percentage of voxels found in each class compared to the total number of voxels is
presented in the column’s “puncta”, “rod” and “networks”. The number of identified
platelets for each image is presented in the column “# Platelets”.
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Fig 4. Two-colour 3D single-molecule localization microscopy (SMLM)
images of activated platelets on an endothelial cell (EC) layer and
mitochondrial networks. a) and b) show SMLM images of activated platelets and
mitochondria under static conditions. The pink circles indicate identified single
platelets. The “autumn” colour map (sequential increasing shades of red-orange-yellow)
represents the axial position of platelets stained using anti-CD62P antibodies
(conjugated to Alexa Fluor© 647). The positional accuracy of SMLM signals in a) was
24 nm lateral and 55 nm axial for the red channel and 39 nm lateral and 107 nm axial
for the blue channel. For b) a positional accuracy of 31 nm/36 nm lateral and
69 nm/99 nm axial was calculated for the red/blue colour channel, respectively. The
“winter” colour map (shades of blue to green) represents the axial positions of
mitochondria (anti-Mitochondria marker conjugated to Alexa Fluor© 488). c) and d)
display 3D two-colour SMLM reconstructions of two selected images from a dynamic
experiment. Likewise, mitochondria were indicated by “winter” and platelets by
“autumn” colour maps. Additionally, identified platelets are indicated by pink circles.
For c) a positional accuracy of 30 nm/47 nm lateral and 46 nm/75 nm axial and for d)
28 nm/45 nm lateral and 44 nm/75 nm axial were calculated for the red/blue colour
channel, respectively. e) and f) show 3D two-colour SMLM reconstructions of a region
in proximity of laser-treated ECs (ltECs) under flow conditions. However, the “autumn”
colour channel representing activated platelets shows only single-molecule background
signals, without any indication of platelets around ltECs. For e) a positional accuracy of
30 nm/49 nm lateral and 46 nm/79 nm axial and for f) 40 nm/49 nm lateral and
63 nm/78 nm axial was calculated for the red/blue colour channel, respectively.

3D single-molecule fluorescence signals of the labelled CD62P were used to 145

approximate the volume of individual platelets via the alpha-shapes concave hull 146

algorithm (alpha shapes). The number of identified platelets in each image in Fig 4 is 147

presented in Table 2. A total of 13 and 4 round-shaped platelets are displayed in Fig 4a 148

and Fig 4b, respectively. Fig 4c shows 4 single platelets spread between spECs. 149

Platelets under SC (N = 31 platelets) showed a spherical shape with certain aggregate 150

formation (Fig 4a,b) presumably in the intercellular space of the EC layer. Since 151
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platelets have to withstand shear force while interacting with spECs, larger activated 152

platelets were observed under DC compared to SC. Only 27% of platelets activated 153

under DC (total N = 37 platelets) had a similar volume range compared to platelets 154

activated under SC. The statistics on volumes determined from 3D CD62P localizations 155

are represented in Table 3. We observed 8 - 9 times larger volumes of CD62P+ platelets 156

adhering to spECs under DC (compared to SC) and a higher expression level of CD62P 157

signals under DC (see Table 3). More precisely, 24% and 12% of total CD62P signals 158

under SC and DC, respectively were localizations in the platelet’s membrane proximity, 159

determined via alpha shapes. Moreover, no activated platelets could be identified 160

adherent to ltECs under DC as exemplified by Fig 4e,f. The inability of platelets to 161

adhere suggests that these ltECs were unable to express adhesion molecules to facilitate 162

platelet binding, presumably due to nuclear damage. 163

Table 3. Comparison of activated platelet volumes and densities from 3D single-molecule signals of CD62P
under static and dynamic conditions.

State # Platelets
Mean signal Median Mean Platelet Platelet
density platelet platelet volume 25% volume 75%
per µm3 volume volume quantile quantile

Static 31 352±30 1.4 1.6±0.22 µm3 0.67 µm3 1.9 µm3

Dynamic 37 333±27 6.6 9.4±1.5 µm3 3 µm3 12 µm3

Conclusion 164

Single-molecule localization microscopy (SMLM) enables imaging of subcellular 165

structures and proteins with nanometre precision. Next to image reconstruction, SMLM 166

coordinate data can be directly used to extract relevant information in a post-processing 167

step. Thus, challenging image analysis for standard discrete images can be avoided [41]. 168

Furthermore, the larger dataset provided by SMLM localizations allow for better 169

statistics which can be useful for machine learning. We have previously shown that the 170

nanometre resolution and coordinate-based analysis of 3D SMLM is well suited for 171

statistical comparison of two-colour localization datasets [42]. 172

In this work, we applied simultaneous two-colour 3D SMLM to study the interaction 173

of platelets with endothelial cells (EC, indicated by mitochondria morphology). Our 174

newly developed platform comprising microfluidics, nanoscale imaging and software 175

tools has been applied to study platelet activation on the endothelial monolayer. In 176

particular, we applied this platform to a blood vessel model under flow conditions. Our 177

results showed a link between activated platelets and stressed endothelial cells 178

determined via machine learning assisted mitochondrial morphology analysis. Filtering 179

of outliers, background signals and residual fluorescent bleed-through was applied 180

directly to the localized positions. 3D volume reconstruction from SMLM mitochondria 181

localizations allowed us to use well-established algorithms for mitochondria morphology 182

analysis while still preserving the localization data. The higher resolution of 3D 183

mitochondria images helped to segment the mitochondrial network and reduced the 184

complexity of pre-processing steps compared to confocal volume analysis. Based on the 185

determined mitochondrial segments and parameters from 3D skeletonization we were 186

able to quantify cellular stress levels of individual ECs. In addition, simultaneous 187

two-colour SMLM has proven its utility in linking nanoscale protein distributions of 188

CD62P (platelet activation marker) with the macroscopic mitochondria structures in 189

3D. Based on CD62P SMLM data we compared volumes and densities of activated 190

platelets under static and dynamic conditions. In the future, our platform could be 191

useful for studying thrombus formation [1], pharmacological effects [43], pathogens, 192
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toxins [44], and other treatments at the single-cell level and provide additional insight 193

into cellular stress. 194

Materials and methods 195

Microfluidics fabrication 196

A 175 µm thick PET foil (Optimont 501, Bleher Folientechnik GmbH) was sandwiched 197

between two double-sided adhesive tapes (Adhesive Research Arcare 90445, thickness 198

80 µm) for a total thickness of 335 µm. A single straight microfluidic channel 199

(36 mm x 1.5 mm) was cut from this foil using a craft cutter (Silhouette Portrait 2) [45]. 200

The top was sealed by an impermeable 30 µm thick PET foil (Bleher Folientechnik 201

GmbH). Two tube connectors (EV Group) were fixed on top using double-sided 202

adhesive tape. The bottom layer was a microscope coverslip (Menzel 24 mm x 50 mm, 203

#1 SPEZIAL, Thermo Scientific). The coverslip enabled observation of the sample area 204

with a high magnification/high NA objective lens. To give the chip the required rigidity, 205

a 3 mm acrylic glass frame was fixed on top using double-sided adhesive tape. After 206

assembly, the microfluidic chip was baked at 60 °C for 1 h. Tubing and the microfluidics 207

chip were placed into a petri dish and properly sealed using parafilm for UV 208

sterilization. Each side was exposed to UV light for 2 minutes (Dymax ECE, USA). 209

Tubing, tube connectors, and acrylic frame were reused after proper washing with 1% 210

sodium dodecyl sulfate, 70% 2-propanol and deionized water. 211

Automated cell counting using deep learning 212

A convolution neuronal network (CNN) was trained for the automatic segmentation of 213

cell nuclei. The centres of nuclei were indicated by normalized 2D symmetrical Gaussian 214

functions with a sigma of 5 pixels. The network was trained using phase-contrast 215

images of cultivated ECs in which each nuclei centre was labelled by hand (N = 364). 216

Images with varying EC densities and illumination settings were acquired. A standard 217

inverted microscope (Axiovert 135, Carl Zeiss) using a 10x air phase contrast objective 218

lens and microscopy camera (AxioCam MRc5, Carl Zeiss) was used. The architecture of 219

our CNN is based on the residual neuronal network [46] combined with a U-Net [47,48] 220

(4 layers deep, S3 Fig). Full-size grayscale phase contrast images (1292 x 968 pixels, 221

0.68 µm pixel size) and target images containing the nuclei centres were cut into smaller 222

128 x 128 sub-images with 50% overlap. The training was performed on a NVidia RTX 223

3060 graphics card (12 GB VRAM) using the Keras (TensorFlow v2.10.1) [49] backend, 224

binary cross entropy loss function and ADAM optimizer [50]. Our CNN converged after 225

about 9 epochs (batch size: 128, training images: 45360, validation images 5040). 226

Full-size images (1292 x 968 pixels) were reconstructed from overlapping smooth 227

blended predicted images (128 x 128 pixels). We used a second-order spline window 228

function for blending with 50% overlap [51]. Positions of nuclei centres from predicted 229

full-size images were determined by non-maximum suppression [52] (window size: 230

19 pixels) of the predicted Gaussian centres. Peak values also showed how certain the 231

network was about detected cell nuclei. Based on this CNN we build a graphical user 232

interface which allows the user to approximate the cell density during cultivation 233

without detaching the cells. The approximate cell count can be calculated by 234

multiplying the density with the area of the used cell culture dish. 235

EC seeding inside a microfluidic chip 236

Primary human ECs were differentiated from CD34+ cells isolated from human cord 237

blood [25] and were provided in frozen aliquots of 1x106 cells at passage five by Prof. 238
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Fabien Gosselet, Université d’Artois, France. After thawing, cells were seeded onto 239

gelatine (0.1% in PBS)-coated 10 cm-dishes (Treated, 100 × 20 mm, Corning) in 240

ECM-5 (ECM, Sciencell) supplemented with 1% endothelial cell growth supplement 241

(Sciencell), gentamycin (50 µg/mL, Biochrom AG, ref A-2712), and 5% of preselected, 242

heat-inactivated FBS and cultivated at 37 °C, 5% CO2. After reaching confluency, ECs 243

were washed 3 times with prewarmed PBS, detached with a trypsin/EDTA solution, 244

counted, and seeded at approximately 5×105 cells/cm2. Expression of the EC marker 245

CD31/PECAM-1 was confirmed by flow cytometry (data not shown) and 246

immunofluorescence (S4 Fig). 247

The UV-sterilized microfluidic chip was coated using 0.1% gelatine solution for 248

15 minutes at 37 °C. Next, the tubing (1.52/3.22 mm inner/outer diameter respectively, 249

Roth) with a length of 290 cm, a peristaltic pump (Ismatec, ISM930, 4 Channel) and 250

long needles (Sterican®, 0.80 mm × 120 mm, B. Braun) which were inserted into a 251

sterile bioreactor tube (Tubespin® Bioreactor 50 with a septum, TPP, #86050) were 252

attached to the microfluidic chip forming a closed loop. The tubing was filled up to the 253

3-way stopcock (Discofix® 3SC, B. Braun) using prewarmed ECM-5. Suspended cells 254

(1.6 × 105 cells/mL) were transferred into the microfluidic chip via a septum connected 255

to the perpendicular connector of the 3-way stopcock utilizing a 1 mL syringe 256

(Omnifix®-F, B. Braun) with 0.70 mm × 30 mm needle (Sterican®, B. Braun). Next, 257

the microfluidic chip and bioreactor tube containing the ECM-5 (5 mL) was placed into 258

the incubator with tubing still connected to the peristaltic pump outside. The peristaltic 259

pump was connected to a computer controlling the perfusion using custom-written 260

software. For the first few days, the pump was active (119 µL/min) for 5 minutes every 261

4 h until confluence was reached. After confluence, the perfusion time was gradually 262

increased (5 min, 10 min, 20 min, 30 min) whereas the delay time was stepwise 263

decreased (3 h, 2 h, 1 h, 0.5 h and 0.25 h) until constant flow was reached. Cells were 264

kept under constant flow (up to 7 days). ECM-5 within the bioreactor reservoir was 265

changed every 2 days. Every day, cell morphology was observed by an inverted 266

microscope (Axiovert 135, Carl Zeiss). The EC density was determined using an 267

automated cell counting CNN from acquired phase-contrast images (as described above). 268

Experiments were performed, in case >65% of cells orientated into flow directions (after 269

two to seven days). EC tight junction formation was validated using fluorescent markers 270

against CD144/VE-cadherin (S1 Fig c,d) and CD31/PECAM-1 (S4 Fig d-f). 271

Static cultivation of ECs 272

CD34+ ECs were prepared as mentioned above. After confluence, ECs were washed 273

3 times with prewarmed PBS, detached from the 10 cm dish with trypsin/EDTA 274

solution and counted. The middle 2 chambers of a Lab-Tek™ chambered coverglass 275

(155382, 4 chambers, Nunc, Thermo Scientific) were coated with 0.1% gelatine solution 276

for 15 minutes at 37 °C. ECs were seeded at approximately 3×105 cells/cm2 and 277

incubated in 900 µL ECM-5 for 4 days, the medium was exchanged every 24 h. 278

Human platelet concentrate 279

Single donor platelet concentrates were provided by the Red Cross Blood Transfusion 280

Service (Linz, Upper Austria). All samples were collected during routine thrombocyte 281

apheresis in accordance with the policies of the Red Cross Transfusion Service, Linz. All 282

blood donors signed their informed consent that residual blood material can be used for 283

research and development purposes. All experimental protocols were approved by and 284

carried out in collaboration with the Red Cross Blood Transfusion Service, Linz. 285

Platelet concentrates were generated by single platelet apheresis using an automated 286

cell separator (Trima Accel Automated Blood Collection System, TerumoBCT) at the 287
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Red Cross Blood Transfusion Service (Linz, Upper Austria). All blood donors signed an 288

informed consent that blood material can be used for research and the study was 289

conducted in accordance with the policies of the Red Cross Transfusion Service. 290

Platelets were finally stored in SSP+ (Macopharma) and ACD-A (acid citrate dextrose 291

+ adenosine, Haemonetics® anticoagulant citrate dextrose solution, Haemonetics®, 292

Braintree) was used as an anticoagulant. 2 mL of the platelet concentrate (containing 293

1 × 106 platelets/µL) were aseptically transferred into a separate storage bag and 294

experiments were carried out within 24 h after donation. 295

Laser-induced cell injury 296

A Workshop of Photonics (WOP) multiphoton lithography instrument equipped with an 297

ultrashort pulsed laser (CARBIDE, 1 MHz repetition rate, 290 fs pulse duration, Light 298

Conversion) with two available wavelengths (1030 nm and 515 nm) was used for cell 299

treatment. The laser beam was focused with a 50× magnification air objective lens 300

(NA = 0.42, Mitutoyo). A 3-axis stage (AEROTECH Nanopositioner) was used for 301

sample motion. 302

The medium reservoir within the bioreactor tube was exchanged with a mixture of 303

10% human platelet concentrate and ECM-5. The whole microfluidic chip was taken out 304

of the incubator. Since the microfluidic chip and tubing formed a closed system, no 305

further precautions to keep a sterile environment were necessary. After the microfluidic 306

chip was placed within the WOP imaging chamber, flow was applied (119 µL/min) 307

which allowed the platelets to interact with the ECs during the laser treatment. 308

Depending on the duration of the laser experiment (max 1h), up to 5 single cells within 309

the centre of the channel were selected and subsequently, laser treated using the 515 nm 310

laser at 25 – 30% power 1.22 – 1.38 mW peak power in the focal plane). The ECs’ 311

nuclei were focused during the laser treatment procedure until a visual change within 312

the cell’s cytoplasm was observable or blebs formed (nuclei were treated for several 313

seconds each). Each ltEC’s position was marked on both edges of the microfluidic 314

channel using 100% laser power. The treatment time was limited to one hour to limit 315

the stress of all ECs due to the environmental change (temperature, gas). Afterwards, 316

the microfluidic chip was put into the incubator at 37 °C/5% CO2 for 15 min under 317

flow conditions with platelets to recover. 318

Fluorescent labelling of P-selectin and mitochondria 319

For immunostaining, cells were rinsed in pre-warmed HBSS containing Ca2+ and Mg2+. 320

Cells were then fixed with 4% paraformaldehyde in cytoskeleton buffer with sucrose 321

(CBS, according to a protocol of Louise Cramer [53]) for 20 min at room temperature. 322

Cells were permeabilized in 0.5% Triton X-100 with CBS for 10 min and blocked in 10% 323

albumin from chicken egg white (Sigma-Aldrich, Vienna, Austria) in CBS for 324

30 – 60 min. P-selectin (CD62P, 100 µg/mL, BioLegend) conjugated Alexa Fluor© 647 325

was used to stain activated platelets. Mitochondria of cells were stained using an 326

anti-mitochondria monoclonal antibody (500 µg/mL, Sigma-Aldrich) conjugated Alexa 327

Fluor© 488. For co-staining CD62P and mitochondria, a solution of 1:150 anti-CD62P 328

and 1:100 anti-mitochondria antibody diluted in CBS was used to stain ECs and 329

platelets for 1h and washed 10 times using PBS. 330

Fluorescence microscopy 331

Images were acquired using a modified Olympus IX81 inverted epi-fluorescent 332

microscope with an oil-immersion objective lens (PlanApo N, 60×, NA 1.42, Olympus). 333

Samples were mounted on a XYZ piezo stage (PI Mars; P-562.3CD, Physical 334
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Instruments) which has nanometre accuracy, combined with a coarse mechanical stage 335

with a travel range of 1 cm × 1 cm (Hybrid, JPK Instruments). A tube lens with an 336

additional magnification of 1.6 was used to achieve a final imaging magnification of 96 337

(corresponding to a pixel size of 167 nm). Cells were illuminated with a 640 nm 338

solid-state laser (diode-pumped, iBeam Smart, Toptica Photonics) and a 488 nm laser 339

(diode-pumped, iBeam Smart, Toptica Photonics). Signals were collected using an 340

Andor iXonEM+ 897 (back-illuminated) EMCCD camera (16 µm pixel size). The 341

following filter sets were used: dichroic filter (ZT405/488/561/ 640rpc, Chroma 342

Technology GmbH), emission filter (446/523/600/677 nm BrightLine quad-band 343

band-pass filter, Semrock, Rochester), and additional emission filters: ET 700/75 M, 344

Chroma Technology GmbH; ET 525/50 M, Chroma Technology GmbH. For 3D 345

measurements, a cylindrical lens (f = 1000 mm, Thorlabs) was placed into the optical 346

detection pathway of the microscope. 347

Two-colour 3D SMLM imaging 348

Simultaneous imaging of the cell’s mitochondria, as well as the activation of platelets, 349

were measured using a two-colour beam splitter (OptoSplit II; Cairn Research) with a 350

filter cube for 675 nm and 525 nm (ET 525/50, H568LPXR, HC 675/67, AHF). Both 351

colour channels were projected onto the same camera chip but spatially separated into 352

two non-overlapping spectral channels. To achieve nanometre accuracy, we applied 353

direct stochastic optical reconstruction microscopy (dSTORM) [54]. A cylindrical lens 354

in the optical detection pathway of the microscope introduced astigmatism and allowed 355

for 3D imaging. Axial-depended deformation of the point spread function (PSF) was 356

calibrated using a sample of homogeneous distrusted TetraSpeck™ beads (0.1 µm, 357

Invitrogen) that were moved along the axial axis at defended steps (10 nm) over a range 358

of 200 frames. Since astigmatism depends on the wavelength, both colour channels were 359

simultaneously acquired but calibration curves were separately calculated. For imaging, 360

samples were illuminated for 20 ms using both 640 nm and 488 nm lasers at a frame 361

rate of 20 images/s. All illumination protocols were controlled using custom-written 362

acquisition software. For image reconstruction, a sequence of 10 000 – 20 000 images 363

were recorded, and the single-molecule signals were analysed using custom-written 364

software [42]. The two-colour channel regions provided from the calibration images were 365

roughly overlaid. These regions were further used for analysis of each subsequent 366

dSTORM experiment and were the bases for combining the channels. After all 367

single-molecule signals were localized, both channels are combined into one dataset 368

without subpixel chromatic correction. Single-molecule signals with intensities below 369

500 photons as well as a lateral positional accuracy above 75 nm were discarded. The 370

datasets were drift-corrected using the redundancy cross-correlation (RCC) method [40]. 371

Due to a small overlap of the Alexa Fluor© 488 emission and the 675/67 nm filter, 372

fluorescent bleed-through had to be corrected. Therefore, random forest 373

classification [39]; to identify single-molecule signals in the Alexa Fluor© 647 channel 374

that were emitted from Alexa Fluor© 488 signals were utilized. A custom-written 375

software enabled the categorization of rendered Alexa Fluor© 647 SMLM images using 376

a brush tool into two classes – certain signals coming from Alexa Fluor© 647 and Alexa 377

Fluor© 488 signals from bleed-through. Features used for the random forest 378

classification included frame number, intensity, background, background error, sigma x 379

& y and a 3×3 pixel grid of intensity values from the original image around the signal’s 380

position in both colour channels. Random forest classification was then trained and 381

fluorescence data that were not classified as originating from Alexa Fluor© 647 channel 382

were discarded. Finally, the two-colour images were rendered using “autumn” and 383

“winter” colour maps (adapted from MATLAB©) illustrating the axial positions. Each 384

signal was rendered as a symmetrical Gaussian function. 385
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Mitochondria classification 386

To classify mitochondrial morphology into puncture, rod and network structures, 387

localizations from 3D SMLM had to be converted into 3D volumes. Localizations with 388

lateral and axial positional accuracies of 100 nm and 150 nm, respectively, were filtered. 389

Furthermore, background localizations with insufficient neighbours (density: 390

0.65 signals/µm3) within a radius of 250 nm were also filtered out. For volume 391

reconstruction, image stacks with a voxel size of 85 nm x 85 nm x 25 nm and 8-bit 392

grayscale colour depth were chosen. A lower axial voxel size was used to compensate for 393

higher axial positional accuracies and the maximum depth (1000 nm) archivable of 3D 394

astigmatism SMLM. Each localization was rendered using an anisotropic 3D Gaussian 395

function, with its sigma dependent on the calculated positional accuracy. Next, the 396

volume data was smoothed using a symmetrical 3D Gaussian filter with a sigma of 1.5 397

and a window size of 7. These smoothed volumes were then thresholded using a GPU 398

(Cuda, NVIDIA) accelerated adaptive local threshold approach. Herein, for each voxel, 399

the histogram within a box of 11 × 11 × 11 voxels was calculated and the threshold for 400

this voxel was determined by the intermeans (also called iso-data) algorithm [55]. Based 401

on the work of Lee et al. [56] and the ImageJ plugin “Skeletonize3D” by Ignacio 402

Arganda-Carreras et al., a C++ implementation was created and used to calculate the 403

3D medial axis or also call “skeleton” from the threshold volumes. The skeleton was 404

analysed and segmented using a C++ implementation of the ImageJ plugin 405

“AnalyzeSkeleton” from [36]. Additionally, the volume of each mitochondria segment 406

was reconstructed from the threshold volume using the flood-fill method and volumes 407

with less than 50 detected voxels (originating from mitochondria signals) were discarded. 408

Furthermore, each segment which represents either the skeleton of a single 409

mitochondrion or a cluster of mitochondria was classified into puncture, rod, and 410

networks using random forest classification (parameters: number of branches, number of 411

endpoints, number of junctions, number of slabs, number of triples, number of 412

quadruples, average branch length, maximum branch length, the shortest path, number 413

of voxels, width, height, depth). Training data was generated by manual classification of 414

2 123 segments. During training, the selected sample size was enough for a reliable 415

classification of unseen mitochondrial segments. In a final step, the percentage of voxels 416

in each class was calculated for each EC or cluster of ECs. 417

Platelet’s volume and density determination 418

Platelet’s volume and density were determined from 3D SMLM data of CD62P signals. 419

The membrane of individual platelets was approximated via alpha-shapes concave hull 420

algorithm using a MATLAB© script (release 2020b). An alpha value of 1 µm was 421

chosen, and the single-molecule signal densities were calculated from the CD62P signals 422

found within the calculated volume. To determine the number of CD62P signals in the 423

proximity of the platelet’s membrane, the alpha shape hull was shrunken by 60 nm and 424

the number of signals within the shrunken volume was determined. The percentages of 425

CD62P signals in membrane proximity (with a 30 nm radius) were calculated by 426

subtracting the signals within the shrunken hull from the total number of determined 427

CD62P signals (N) and normalized by N. 428

Supporting information 429

S1 Fig. Simultaneous two-colour 3D single-molecule localization 430

microscopy images of adherence junctions of endothelial cells (ECs) and 431

platelets on an endothelial monolayer The “autumn” colour map visualizes the 432
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axial positions (yellow above focus, red below focus) of adherence junctions labelled 433

with anti-CD144 (VE-cadherin) conjugated to Alexa Fluor© 647. The “winter” colour 434

map visualizes the axial positions (green above focus, blue below focus) of the surface 435

protein CD41 with anti-CD41 conjugated to Alexa Fluor© 488. Colour channels are 436

pixelwise aligned and single-molecules were rendered with a width of 30 nm. a), b) 437

shows a HUVEC/Tert2 and c), d) CD34+ endothelial cell, both cultivated within a 438

microfluidic chip under flow conditions (flow rate 119 µL/min) for 48h. Platelets were 439

incubated under flow conditions for 15 min at 37°C. 440

S2 Fig. Platelet test experiments under flow conditions. a) displays a 441

bright-field microscopy image of an EC monolayer and platelets flowing above. The 442

arrows indicate the movement of single platelets over 4 frames (start: orange, end: red). 443

The positions of platelets were tracked using trackpy. In b) an overlay of two fluorescent 444

images of platelets on CD34+ ECs under flow conditions co-stained with anti-CD41 445

antibodies conjugated to Alexa Fluor© 488 (blue) and anti-CD62P antibodies 446

conjugated to Alexa Fluor© 647 (red) is shown. 447

S3 Fig. General approach for cell nuclei segmentation and UNet 448

architecture. a) The network receives a 128x128 sub image of endothelial cells imaged 449

using phase contrast microscopy. Its output is the predicted cell nuclei as 2D 450

symmetrical Gaussian function (sigma 5 pixels). Based on these predicted Gaussian 451

functions positions are calculated via non-maximum suppression. b) shows the network 452

architecture which is a combination of residual neuronal networks and U-Net. The 453

network consists of 2 030 817 trainable parameters. 454

S4 Fig. Fluorescent images of the endothelial cell-cell adhesion protein 455

PECAM-1 stained with anti-CD31 conjugated to Alexa Fluor© 647. a)-c) 456

shows a HUVEC/Tert2 and d)-f) shows CD34+ primary human endothelial cell, both 457

cultivated within a microfluidic chip under flow conditions (flow rate 119 µL/min) for 458

48h. 459

S1 Video. Bright-field microscopy image sequence of platelet added to the 460

flow of the developed microfluidic chip seeded with a HUVEC/Tert2 461

monolayer. Images were acquired at 0.48 Hz and platelets were propelled by 462

hydrostatic force by filling only one tube connector with 1:10 diluted platelet 463

concentrate with HUVEC/Tert2 medium. The platelet positions of the first 30 frames 464

were analysed using trackpy and a mean platelet velocity of 5.8 µm/s was calculated. 465

S2 Video. Fluorescence image sequence of platelet flowing above a 466

HUVEC/Tert2 monolayer within the developed microfluidic chip. The image 467

sequence was acquired at 0.1 Hz. Platelets were propelled by hydrostatic force by filling 468

only one tube connector with 1:10 diluted platelet concentrate with HUVEC/Tert2 469

medium. Additionally, the medium is stained using 1:100 diluted Anit-CD41 antibodies 470

(conjugated to Alexa Fluor© 488). 471
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