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Kurzfassung

Die COVID-19-Pandemie und die daraus resultierenden Regierungsmaßnahmen zur Ein-
dämmung des Virus haben in Österreich eine Welle von Protesten und Demonstrationen
ausgelöst. Einige Demonstranten griffen dabei auf populistische Rhetorik zurück, um
ihren Unmut auszudrücken, was in einigen Fällen zu antidemokratischen Tendenzen
führte. Populistische Aussagen waren nicht auf die Öffentlichkeit beschränkt, sondern
entstanden vielmehr aus sozialen Medien und anderen Online-Plattformen wie Foren von
Nachrichtenseiten. Daher besteht ein Bedarf an automatisierten Methoden zur Erkennung
populistischer Aussagen in diesen Texten.

Während bisherige Forschung zu Populismus sich auf Politiker konzentrierte, haben
jüngste Studien die Rolle von Bürgern als populistische Akteure hervorgehoben. Die
meisten aktuellen Methoden zur Erkennung von Populismus in Texten beruhen jedoch
auf manueller Datenannotierung oder auf wörterbuchbasierten Ansätzen. Nur wenige
Arbeiten haben versucht, maschinelles Lernen für diese Aufgabe zu nutzen, was zu einem
Mangel an annotierten Datensätzen führt, insbesondere für die deutsche Sprache.

Um diese Lücke zu schließen, verwendet diese Arbeit eine minimalistische ideologische
Definition von Populismus und führt verschiedene Experimente mit BERT-basierten
Transformer-Modellen durch, um die Erkennung populistischer Nutzerkommentare zu
verbessern. Zusätzlich erstellt diese Arbeit den ersten annotierten Datensatz für popu-
listische Nutzerkommentare unter Nachrichtenartikeln in deutscher Sprache durch die
Durchführung einer Annotationsstudie.

Das vorgeschlagene Modell übertrifft den State-of-the-Art in diesem Bereich und wird in
einer Fallstudie zur Analyse des Zusammenhangs zwischen COVID-19 und Populismus
in österreichischen Nutzerkommentaren angewendet. Eine umfassende Analyse von Kom-
mentaren im Nachrichtenforum der österreichischen Tageszeitung Der Standard wird
durchgeführt, und die Studie zeigt, dass das Thema COVID-19 in Nachrichtenartikeln
während der Pandemie mehr populistische Kommentare anzog als andere Themen. Aus
diesen Erkenntnissen lassen sich Schlussfolgerungen für künftiges Krisenmanagement und
-kommunikation ziehen.

Insgesamt trägt diese Arbeit zu unserem Verständnis der Prävalenz populistischer Rhetorik
im Kontext der COVID-19-Pandemie bei und betont die Bedeutung der Entwicklung
automatisierter Methoden zur Erkennung populistischer Aussagen in Texten.
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Abstract

The COVID-19 pandemic and the resulting government measures have triggered a wave
of protests and demonstrations in Austria. We saw some protestors resorting to populist
rhetoric to express their dissatisfaction, which in some cases, led to anti-democratic
tendencies. Populist talking points have not been confined to the public sphere but rather
emerged from social media and other online platforms, including news comments. Thus,
there is a need to develop automated methods to detect populist statements in those
texts.

While previous research on populism has focused on politicians, recent studies have
emphasized the role of citizens as populist actors. However, most of the current methods
to detect populism in text rely on manual coding or dictionary-based approaches. Only
a few scholars have attempted to employ machine learning for this task, resulting in a
shortage of annotated data, particularly for the German language.

To address this gap, this thesis adopts a minimalistic ideational definition of populism
and performs various experiments using BERT-based transformer models to enhance
the detection of populist user-generated content. Additionally, the thesis presents the
first annotated dataset for populist news user comments in the German language by
conducting an annotation study.

The proposed model outperforms the state-of-the-art in this area and is applied in
a case study analyzing the correlation between COVID-19 and populism in Austrian
news user comments. A large-scale analysis of comments in the news forum of the
Austrian daily newspaper Der Standard is conducted and the study reveals that the
topic of COVID-19 in news articles attracted more populist comments than other topics
during the pandemic. From these findings, implications can be drawn for future crisis
management and communication.

Overall, this thesis contributes to our comprehension of the prevalence of populist rhetoric
in the context of the COVID-19 pandemic and underscores the importance of developing
automated methods to detect populist statements in text.
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CHAPTER 1
Introduction

“Vox populi, vox dei” - “The voice of the people is the voice of god”. This expression,
which was first recorded in a letter from Alcuin to Charlemagne in the 8th century
[Rat11], has played a significant role in the history of political thought. Its demand for
popular sovereignty emphasizes the authority of the common people and puts the power
to ultimately govern in their hands. A very recent use of the phrase could be seen in a
tweet by current Twitter CEO Elon Musk in Figure 1.1, where he used a Twitter poll to
decide on the amnesty of priorly suspended accounts and claimed that “the people have
spoken”.

Figure 1.1: Twitter poll by Elon Musk1

1https://twitter.com/elonmusk/status/1595473875847942146 last accessed 21.01.2023
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1. Introduction

Here he used a Twitter poll that was active for 24 hours and visible to a very limited
amount of people to demonstrate that the decisions of his company, are an expression of
the will of “the people”. By giving the impression that these polls provide a platform for
political engagement, Musk is suggesting that traditional avenues for political participation
are insufficient or lacking. This simplistic and non-representative view of popular opinion
is an example of the rhetoric utilized in the phenomenon of populism. While the
letter from Alcuin suggests that people using such rhetoric should not be heard, “since
the riotousness of the crowd is always very close to madness” [Rat11], many populist
movements have been successful throughout history by praising the properties of the
people and positioning themselves as their voice. Populism is a highly controversial
phenomenon, and defining the term populism itself is not without controversy. However,
given that populism is a global phenomenon that is reproduced in various political
contexts [SG18], there is a growing desire to find ways to detect and compare it on a
large scale. In the context of the shown tweet, identifying such texts as populist can help
to put these statements into perspective, measure how prominent they are in various
forms of discourse and critically reflect on them.

1.1 Motivation and Problem Statement
Populist narratives have become a relevant part of liberal democracies over the last
decades. All over the world many political parties that share populist views, like Aus-
trian Freiheitliche Partei Österreichs (FPÖ), German Alternative für Deutschland (AfD),
Argentinian Partido Justicialista (PJ) or French Rassemblement National (RN), have
gained attraction and electoral success. Therefore it is of interest to define features that
are common for populists disregarding their location or political direction. The concept
of populism itself still lacks a fully agreed-upon definition. There are several approaches
that propose an ideational [Mud04, WEW+16] political-strategic [Bar09, Jan11, Lac05]
or stylistic [Kr4, Can99, BM17] definition. However, they share a common set of core
motives that are fundamental to the essence of populism. With these motives, it is
possible to characterize and compare populist actors such as politicians or parties.

The basis of these motives is another definition that is widely utilized in the majority
of the literature and serves as the foundation of this thesis. The so-called ideational
definition has been set by Mudde in 2004 [Mud04] (and was extended in 2017 [MRK17]),
who defines populism as a “thin centered ideology that considers society to be ultimately
separated into two homogeneous and antagonistic groups ‘the pure people’ versus ‘the
corrupt elite’, and which argues that politics should be an expression of the volonté
générale (general will) of the people”. From this definition, three primary motives can be
derived: people-centrism, people-sovereignty, and anti-elitism. There is a widely accepted
consensus that these motives are characteristic of populism [Roo19a].
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1.1. Motivation and Problem Statement

With these motives, it is possible to categorize texts or speeches as populist or deter-
mine the presence of populist ideologies. Research in this direction has already been
conducted in numerous works, beginning with Jagers’ and Walgrave’s [JW07] examina-
tion of populist content. However most of the work that focuses on text analysis deals
with populism expressed by politicians or political parties [RP11, HRK19] and analyses
party manifestos or speeches manually or with dictionary methods. There are only a
few attempts that classify populism with the use of machine learning (ML) algorithms
[UP21, HS16, DCM22], but they also rely on manifestos and speeches as input. Especially
through the rise of social media and the means to express oneself to a larger audience,
another populist actor has gained importance, who is the citizen that is at the center
of the ideology. Some publications already indicated that citizens particularly on social
media, also express populist ideas through their messages [EEEB17, Kr7]. Here populist
ideas originating from politicians or the media are reproduced, which is why the same
definition can be applied. Only a small amount of work is available that deals with
the analysis of user comments [GT19, BEEE19, CAFS21]. They are mostly qualitative
analyses and only the work of Cabot et al. [CAFS21] uses a ML approach. The latter
focuses on a “US vs. Them” mentality that specifically separates an in-group from a
defined out-group that is not necessarily elite, but can be a minority as well. This is a
motive, which is excluded and not determined to be necessary in most works.

Therefore we can see that there is a clear lack of large-scale content analysis (especially
using ML) or annotated data for the detection of populism in the German language
specifically. The only validated and promising solution is a dictionary built by Gründl
[Gr2] that was tailored to detect populism in social media content of German politicians.
While this approach gave highly valid results, it is not flexible to different contexts of
populist texts, as it is optimized for high precision. It is good at capturing general
features on the word level and could serve as a basis to gather data for supervised ML
models. Nonetheless, it suffers from general problems with dictionary-based approaches,
as it relies on certain words to be present, and can not deal with negation or incorporate
context.

Another perspective that motivated this work is the strong presence of populist talking
points in context of the COVID-19 pandemic. Mudde and Rovira Kaltwasser [MRK17]
suggest that populism is a threat to democracy. Especially in Germany and Austria we
saw many demonstrations related to COVID-19 prevention measures like lockdowns or
vaccinations. Originally a medical topic, it quickly turned into a political one. On these
demonstrations, people from various political, social and economical background went to
the streets. People that attended these demonstrations propagated populist motives to
the extent that there have been anti-democratic messages (antisemitism etc.) [NSF20].
These messages were shared in social media and have been brought to the streets. This
development makes it interesting to use it as a case study to analyze populism expressed
by citizens. Thiele [Thi22] already used the mentioned dictionary-based method to detect

3



1. Introduction

populist user comments on social media platform Facebook and suggested that the topic
of COVID-19 triggered populist comments under post from news pages.

To extend on that, this thesis works with a dataset of anonymized user comments posted
directly on the news forum of the Austrian daily newspaper Der Standard2 from 2019
until November 2021. Opposing to Facebook, users are more anonymous there because
they only have to register with an e-mail and set a community nickname to comment.
Furthermore, the variety and number of news posts is greater and people do not only
post under the snippet of an article but directly view the whole text. The work of Thiele
[Thi22] also indicated that populist comments grew over time, but only used data until
May 2021. This is interesting because there are implications that critical situations
increase populist attitudes from citizens [Ham18]. As the pandemic is still ongoing and
developing after the study of Thiele, this needs to be further inspected with our data
that contains comments posted during the fourth COVID-19 wave until November 2021.

1.2 Aim of the Work
The first aim of the work is to establish an annotation scheme for populist user comments
based on research of the relevant literature. This scheme is used to set up a user study on
a chosen platform, where multiple human annotators label a pre-defined set of comments.
The outcome is the first German annotated corpus of populist user comments. This
dataset is used as a gold standard to train, optimize and evaluate ML models, which is
the second aim of this work. As there is a lack of annotated data and methods to detect
populist user comments and acquiring a great amount of labelled data is very resource in-
tensive, this work features an attempt to make use of existing resources, like the dictionary
approach proposed by Gründl [Gr2] and proposes a model that combines it with ML. The
goal is to overcome the limitations of the dictionary alone and improve on its performance,
by using it to label training data according to word occurrences. This method can be
used to detect populism in different contexts for the German language by feeding it new
comments. Although the identified populist comments do not fit every possible definition
of populism, they can serve as a means to drastically reduce human work and make it
feasible to analyze a large corpus of data and only manually label a few samples for
validation. Additionally, other experiments attempt to maximize the performance of
a classifier using only a small training sample comprised entirely of human-annotated data.

After choosing the best performing model, the next goal is to apply it to a dataset of
user comments provided by Der Standard as a case study. The focus here lies on the
relationship between COVID-19 and populist user comments. Subsequently, the number
of populist comments on COVID-19 articles, non-COVID-19 articles, and pre-COVID-19
articles are compared. This results in an indication of whether articles including the topic

2https://www.derstandard.at/
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1.3. Methodological Approach

of COVID-19 trigger more populist comments than other topics during the pandemic
and whether the COVID-19 crisis increased the number of populist comments.

The last goal is to observe the development of the number of populist comments under
COVID-19 related articles to see if the observations of Thiele [Thi22] hold over a longer
period of time.

To achieve these goals, this thesis aims to answer the following research questions:

• RQ1: What is an appropriate ML model to improve the detection of populism in
Austrian news comments?

• RQ2a: How does the COVID-19 crisis affect the number of populist user comments?

• RQ2b: How does the topic of COVID-19 affect the number of populist user comments
posted during the crisis?

• RQ3: How does the amount of populist user comments under COVID-19-related
articles evolve over time?

1.3 Methodological Approach

This section describes the scientific methods used and summarizes the steps that were
planned, changed and adjusted iteratively while conducting the work. The overall
structure of this thesis can be divided into four core parts: a literature review, the
annotation study, the model development and the application of the model on the
data provided by Der Standard. Furthermore, the process of this thesis follows the
Cross Industry Standard Process for Data Mining (CRISP-DM) guidelines proposed by
Chapman et al.3 [CCK+00], which can be seen in Figure 1.2 and are still highly used in
the industry.

3https://s2.smu.edu/~mhd/8331f03/crisp.pdf
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1. Introduction

Figure 1.2: Phases of the CRISP-DM model visualized by Pete Chapman

1.3.1 Literature Review
To be able to have a solid foundation for this thesis, the first step is an extensive liter-
ature research to get an overview of the state-of-the-art (SOTA) and establish fitting
scientific methods to address the identified open problems. The results of this research are
summarized in Chapter 2. This references the establishment of business understanding.
As populism is a controversial phenomenon, it is important to get an understanding of
the literature coming from various different disciplines of social sciences. To be able to
classify populism in user comments, the current SOTA of natural language processing
(NLP) is reviewed. Finally, this includes research about literature dealing with populism
in the context of the COVID-19 pandemic, to then build up on that with the case study.

1.3.2 Data Preparation and Annotation Study
The first crucial step is to establish a gold standard set of populist comments that
can be used for model development and evaluation. Therefore we have to get a good
understanding of the provided data. Descriptive analysis of the data set is followed by
initial cleaning to then generate a sample, whose size is feasible for manual annotation
with the resources available. As populism is considered to be rare among all comments,
it is important to consider the problem of an unbalanced sample. To mitigate that, the
dictionary of Gründl [Gr2] is used to identify potential populist comments and fill the
sample with random comments, to reduce the bias of the dictionary. A comment is
considered a candidate if it contains at least one dictionary term. Subsequently, those

6
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are manually labelled by human coders in an annotation study to obtain ground truth
labels in order to overcome the issue that the dictionary only relies on certain words to
be present, not real motives.

In the next step, the data is split into three parts. The first part contains only comments
from articles that are related to COVID-19, identified by a keyword search. The second
part contains comments from articles that were posted during the COVID-19 crisis, but
deal with other topics. The last part contains comments that were posted recently before
the outbreak of COVID-19 (in the year 2019), which serves as a reference. From each
of those, a balanced sample of the same size is drawn. These serve as a gold standard
to train and evaluate the algorithm and the baselines on. Blassnig et al. [BEEE19]
provide an operationalization of the ideational definition and its motives, which we
use as a foundation, to create annotation guidelines that fit the task of labelling news
comments. Therefore, we use this operationalization to introduce to the topic of populism
and establish a shared concept for the annotators. Furthermore, the participants are
provided with selected example comments that showcase how this concept is reflected
in news comments. A comment should then be labelled as containing people-centrism,
people-sovereignty and/or anti-elitism and is considered populist if at least one of the
motives is identified. Based on that, 1,200 comments are annotated by five annotators
in total. Each comment is labelled by exactly three annotators and inter-annotator
agreement is measured. Concluding, a comment receives a populist gold label by majority
vote, meaning that if at least two people vote for a populist motive, the comment is
considered populist.

1.3.3 Model Development
In the next step, the outcomes of the data preparation are used to build a model and eval-
uate it for the final deployment. The goal is to experiment with pre-trained large language
models (LLMs), especially Bidirectional Encoder Representation for Transformers (BERT)
[DCLT18] based models. Additionally, we build upon the aforementioned dictionary-based
method and combine it with supervised ML. This has already been done before for tasks
like sentiment analysis [SJ21, MKNMN20, TWC08] and showed success. A problem with
purely dictionary-based approaches is that they rely on certain words to be present and
are therefore prone to lack in precision, as they can not deal with features like negation
or irony, because they do not incorporate context. Although populism is comparable
across different countries or systems because of the specified motives, it can still feature
context-specific peculiarities [Roo14], which is a problem for dictionary-based methods
that are more general and do not adapt to developments in the used language for example.

The goal is to use the dictionary to identify a great amount of training data that is
not present in the test set. This results in a self-supervised ML approach, where we
initially feed unlabelled data into the dictionary. The advantage and improvement is

7



1. Introduction

that ML algorithms understand context and do not just rely on words being present.
With this training data as a basis some ML algorithms, like support vector machine
[CST00], random forest [Bre01] or logistic regression [Cox58], are implemented (as done
before for political manifestos [HS16]) and serve as a baseline. Also, the German version
of the first proposed populism dictionary by Rooduijn [RP11] is evaluated on the test
set. Finally, the benchmark we want to improve on is the Gründl dictionary [Gr2] itself.
The metrics used for comparison are precision, recall, and F1-score. In this setting, it
is difficult to beat the dictionary regarding recall, as the test sample is created with its
aid, and populism is expected to be rare in the random sample. So the focus lies on
increasing precision to the extent that the F1-score is also improved. All experiments are
conducted with a training, validation and test split of the gold labels, to try to maximize
the performance on a small training set and compare it to the hybrid approach. In order
to find the best-performing model two types of transformer models are fine-tuned on our
training data and compared. The starting point is the German BERT model [CSM20],
which is a deep transformer-based language model tailored for German data based on
BERT [DCLT18]. Experiments with the models include different pre-processing steps,
different training data and different strategies to deal with the issue of class imbalance.
The models are evaluated on the human labelled test data and an improvement on the
SOTA answers RQ1.

1.3.4 Case study

In the deployment stage, the validated, best-performing model is then be applied to the
data set of all comments. Statistical tests are used to test the assumption that COVID-19
articles trigger more populist comments, which answers research questions RQ2a and
RQ2b. This is done for the absolute count of populist comments per article. For RQ3
the correlation between the date and the number of populist comments is measured by
introducing an increasing variable that starts with zero on the day of the first COVID-19
article and increases by one each day. All results are visualized for comparability to give
further insight into the data. For the validation of these results, they are compared with
the existing reports of Thiele [Thi22] in the time from March 2020 until May 2021.

1.4 Structure of the Work
To follow the methods mentioned above, this section gives a quick overview on how the
work is structured. In Chapter 2, the results of the literature review are presented to
clarify definitions and justify the methods used. Next, in Chapter 3, the used data is
described, along with the process of drawing a sample for annotation and the processing
steps applied in advance. Chapters 4, 5 and 6 give a detailed description of the data
annotation, model building and deployment process and explain the exact steps taken, as
well as the measurements used to validate them. Then the results of each core component

8
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of this work (besides the literature review) are displayed in Chapter 7. Eventually, the
last Chapter 8 reflects on the conclusions drawn, lessons learned and shortcomings, to
come up with potentials for future research.
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CHAPTER 2
Related Work

This chapter gives a brief overview of the current state of the relevant research fields. We
describe and define populism from different viewpoints in Section 2.1 and narrow it down
to the phenomenon of citizens as populist actors in Section 2.2. Then we focus on ways to
detect populism in Section 2.3 and look at the SOTA of NLP in Section 2.4, to determine
methods that we want to use for text classification. To close this chapter, Section 2.5
presents the different publications that already connected the topics of COVID-19 and
populism.

2.1 Definitions of Populism
To treat populism as a classification problem in the context of ML, it is important to
find a definition that is both widely agreed on and operable to be identified at the text
level. A uniform definition of populism remains a subject of ongoing debate to this day.
Other then “thick” political ideologies such as socialism, conservatism, liberalism and
others, populism primarily focuses on a narrow set of issues and is often characterized by
simplistic solutions. In contrast, “thick” ideologies are comprehensive political beliefs
that address a wide range of social issues and have well-developed theories and programs.
They often have a more complex and nuanced understanding of the world and offer
detailed solutions to societal problems. On the other hand, populism can coexist with
and borrow elements from other ideologies [Kal12] and is not specific to any kind of
political direction. Therefore, for a lot of researchers, it is not even clear that populism
can be considered an ideology, which means “a body of normative and normative-related
ideas about the nature of man and society as well as the organization and purposes of
society” [Sai80]. To give an overview of some of the existing definitions and perspectives
and justify the choice of this work to operate with the ideational definition, the following
subsections discuss the relevant literature.
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2.1.1 Populism as a Political Strategy
In his state of the field study in 2019, Rooduijn [Roo19a] depicts a history of the term
populism and states that before a rise of populist studies in the early 2000s, there was no
research that describes populism on a level that reaches beyond the area of one nation,
as no one could define features that capture it globally. With this rise of studies many
scholars aimed for a more comparative research of populism [Mud04, Rob06, Wey01].
In the following years, there was a growing consensus about the essentials of populism
and most of the scholars agree on populism including anti-elitism and people-centrism
[Roo19a]. However, the question of what populism exactly is continues above this essence.

Some researchers see it as a political strategy expressed through discourse. In his book
about Venezuela’s Chavism and comparative populism, Hawkins for example understands
populism as “a Manichaean worldview linked to a characteristic language or discourse”
[Haw10]. Manichaean here means a worldview that divides into good and evil forces,
while discourse can be defined as “structured totalities articulating both linguistic and
non-linguistic elements” [LM01]. Therefore populism is not seen as the ideology of a
populist actor, but rather the expression of a set of ideas through language and commu-
nication. Subsequently, this definition fits to analyze for example how populist parties or
politicians act or govern, as we can study their communication by observing their public
output. This definition builds up on the core of the set of ideas, which sees the struggle
of the “common people” against the “corrupt elite”.

Ernesto Laclau in his book “On Populist Reason” [Lac05], also states that populism is a
strategy to mobilize the masses and no fixed ideology, but rather flexible and manifested
differently in different political contexts. Here he says that populism is the way to
construct political identities that form a sense of belonging amongst the people, which is
an expression of the idea of people-centrism. This strategy can either be used to acquire
power or electoral success [Wey01] or retain legitimacy [AR07] by engaging a group of
citizens. Barr sums this up by calling populism a “mass movement lead by an outsider
[...] to gain or maintain power by using anti-establishment appeals and plebiscitary
linkages” [Bar09]. Using this definition, it is possible to talk about the nature, causes and
consequences of populism in various instances of it, which helps in understanding why
populist strategies are applied, but not how it is expressed in terms of natural language.

2.1.2 Populism as a Communication Style
Next, there is a stream of publications on populism that analyze and define it as a
communication style [Kr4, Can99, BM17, Mof16]. Here specific stylistic features are
assigned to populist messages. These can include colloquial and emotional language,
toxicity/incivility or simplification [BM17]. Moreover, it is said that the populist motives
in mind are conveyed by a certain way of expressing oneself. This means that the antago-
nism between people or elites is described by using emotional words, to cause reactions
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like indignation amongst the people and engage their feelings. Also, simplification can
be used to direct every social issue like criminality, poverty or the lack of employment
towards an elite. Populists use this to offer simple solutions to far more complex problems
[CG16], which can be appealing to citizens under certain circumstances like during a
crisis [Ham18]. Elchardus and Spruyt [ES14] identified two traits of populist voters that
are served by these means of communication, namely declinism and relative deprivation.
Relative deprivation is a sentiment of helplessness and injustice, triggered by a sense of
discrimination by an elite that denies the people what they deserve, while declinism is a
general negative sentiment towards the current state and development of society. The
essence of these sentiments can again be found in Mudde’s ideational definition [Mud04].
The list of stylistic elements can be extended by including dramatization, polarization,
moralization, directness or ordinariness, which Bos et al. [BvdBdV11] for example suggest.

While we now have a way to talk about how populism is expressed and we have debatable
means to detect for example emotions [ANMC21] or incivility [MCGM18] in data science,
we still can not determine what is exactly said in populist messages. We can try to detect
those stylistic elements, but the list of attributes is exhaustive and detecting those at-
tributes, will not lead to detecting populist content in text. Mudde [Mud17] raises critique
to this perspective, as he states that not every populist message includes those stylistic el-
ements and they are not sufficiently distinct to other forms of discourse or communication.

2.1.3 Ideational Definition
When observing populism on the text level, we want to know what is being said. In
cases where this is of interest, the most widely used definition is based on the already
presented definition by Mudde, who defines it as a thin ideology:

An ideology that considers society to be ultimately separated into two homo-
geneous and antagonistic groups, ‘the pure people’ versus ‘the corrupt elite’,
and which argues that politics should be an expression of the volonté générale
(general will) of the people. [Mud04]

This definition, as minimal as it is, sums up the characteristics that are shared by all
populist actors, disregarding their political beliefs, which makes for example right- and
left-wing populism comparable. The core notion of this ideology is that in the current
system, the people lack power and feel the need to be represented more in shaping society,
laws, etc. This representation is suppressed by a certain group of elites or by represen-
tatives of the elites like leading politicians. Different from anti-political establishment
parties, elites do not necessarily have to be politicians in power in this case. Elites
are defined by holding some sort of power and can be political elites, financial elites,
cultural elites or media elites [Roo19a]. This creates a Manichaean worldview, where
elites are demonized and assigned bad traits, by calling them corrupt, oppressing, lying
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and patronizing towards the people. The people are seen as a homogeneous group that
shares a variety of good common attributes, opinions or beliefs, which are praised by
populists. Some definitions propose more out-groups than just elites, like immigrants
for example [JW07, CAFS21], to form a “thick” populism, but this often leads to fluent
borders to ideologies like nativism and is not included in most definitions. A populist
puts themselves into the position of speaking for the people and expressing their needs
and desires that are denied by elites. This is a very simplistic view of societies and denies
pluralism. However, this view can also empower people that are actually not represented
by political elites in an unjust way and serve to correct flaws in democratic systems
[Kal12], but is more often seen as a threat to liberal democracy [Can99, MC12, Maz08].

From Mudde’s definition, we can derive three motives that build the main framework for
the detection of populism in this work. In Figure 2.1, we can see a conceptual model built
based on the content of the ideational definition, which includes anti-elitism, restoring
sovereignty (called people-sovereignty in this work) and people-centrism and the interplay
of the different actors.

Figure 2.1: Conceptual model of thin populism by Ernst et al.[EEB+17]

Wirth et al. further conceptualized and operationalized the motives and described their
features [WEW+16]. Their concepts are broken down into key messages, which are tied
to an underlying ideology, to facilitate a more fine-grained distinction and definition of
the motives. These key messages are detectable in texts and are therefore considered
an operable framework for this work. Anti-elitism refers to the antagonism between the
people and the elites, it can be expressed by disparaging the elites and assigning malicious
attributes to them. Also, elites are made responsible for the negative development of the
country and seen as acting against the people. Moreover, a populist actor tends to stress
the distance between the elites and the people and deliberately separates them. Next,
there is people-centrism, which can be identified, when the actor sums up the people as a
homogeneous group and describes their shared needs and feelings. In addition, the people
are celebrated as righteous and their honorable characteristics are stressed. The actor also
puts themselves actively in the position of speaking for the people, by stressing that they
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are “one of them”, disregarding their background (as a politician for example). Ultimately
the motive of people-sovereignty features two perspectives: claiming more direct influence
on decisions and consequently sovereignty for the people and disavowing the same for elites.

These three dimensions of populism are moreover used in a lot of other works on the
matter [SMS+18, EBE+19, Wir18, Roo14]. Besides that there is also a critical opposing
view that disagrees with the operationalization as an ideology, which can be found in the
work of Aslanidis [Asl16]. Nevertheless, this ideological framework gives us the possibility
to now answer the question of what is being said in populist communication and enables
the analysis of content. Combining the three definitions, it would additionally be possible
to talk about who populist actors are, by observing an actor’s style, discourse and content
of their messages, but this is beyond the scope of this work.

2.2 Citizens as Populist Actors
Now that we have a good understanding of how populism is defined, it is important
to translate that definition to our use case. As we want to observe populism in news
comments, we focus on the regular citizen as a populist actor. Most of the previous
research that deals with analyzing populism in texts, focused on politicians or political
parties as populist actors (for example [HRK19, EBE+19, RP11]). However recent work
has also dealt with people expressing populism, especially in messages or comments
posted online [EEEB17, Kr7]. De Vreese et al. [dVEA+18] define three key actors that
convey populist communication, political actors, media and citizens. When talking about
the citizen, we can also observe how they are influenced by or exposed to populism,
like in the case of declinism and relative deprivation [ES14]. More interesting for this
work is how and where citizens express populist messages themselves. In the context
of news, Esser et al. describe “populist citizen journalism” [ESH17] and criticized that
some, although rather neutral themselves, news outlets open space for reader’s populist
comments and Hameleers et al. [HBdV16] claim that populism is especially prevalent
in the online forums of tabloid newspapers. In general, the online space and social
media gave citizens the means to reach a broad audience by sharing their opinions and
worldviews, which offers this position as a populist actor. Galpin and Trenz call this
phenomenon “participatory populism” [GT19] and find that in the context of the 2014
European parliament election in Germany and the UK, the means to interact with news
by writing comments, activates users to unite and express their dissatisfaction with the
elites in a form of “low engagement [...] through mainstream media channels”. However
this selection of users is not representative of the people they pretend to speak for, but
they participate in forming public opinion.

When we look at the content of citizens’ populist messages, we can apply our established
framework, as it is agnostic to the role of the sender of a message. This assumption
is reinforced by the little research on said content. Hameleers [Ham19] made the first
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attempt to study the way Dutch citizens communicate populist messages online and
found group dynamics that form a unified identity that empowers the collective, which
expresses its discontent towards the system. The people in this collective are likely to
surround themselves with like-minded people, which leads to the conviction that they
represent public opinion and are not heard by the elites. Subsequently, they demand more
power and influence from an antagonized elite. Fernández-Garcia and Salgado discovered
similar patterns in an analysis of online comments in Portugal and Spain [FGS20] and
added that of the core motives, the most frequently found one was anti-elitism. They
additionally found an increased level of hostile, uncivil and hateful language in populist
comments than in all others. Finally, they state that there is a great proportion of
populist comments that express a worldview that is not related or represented in the
source (e.g. news article) that is commented on. This theoretical foundation gives us
now the means to capture populism in comments posted by citizens, which is done in the
annotation study.

2.3 Populism Detection
Detecting populism on a textual level has emerged as a scientific field beginning with the
work of Jagers and Waalgrave [JW07] in 2007. Ever since various methods have been
used to code and detect populist content. The methods used can hereby be divided into
two subgroups. First, there is manual content analysis, where trained coders or experts
analyzed mostly political texts. Yet this is very resource expensive and not scalable
on the large amount of data that is available, especially when observing user-generated
content. This is why the second approach is to develop automated methods for populism
detection. The following subsections give a brief overview of the work that has been done
for both approaches.

2.3.1 Manual Analysis

Jagers and Waalgrave opened the field of populist content analysis by qualitatively study-
ing Belgian parties’ political broadcast [JW07]. Hawkins followed with an analysis of Hugo
Chávez populism in Venezuela [Haw09] and used holistic grading [Whi85] to classify polit-
ical speeches, which was also applied in other studies [HCS19, HK18]. Other work focused
on coding smaller documents like paragraphs of manifestos [Roo14, RP11, PR15], state-
ments and semantic clauses [Asl18, MSW+17, MW17] or social media posts [EEEB17].
While the coding and results are of high qualitative value, the downside is the said
expense. In those studies, coders were extensively trained to classify a few documents,
which limits the scope of analysis. Especially, when one wants to perform a comparative
analysis of different countries, it is not easily feasible to get a sufficiently large collection
of coded data. Furthermore, the goal of those studies was mostly to measure the degree
of populism of parties determined by their output on a linguistic level. Another approach
to this is using (expert) surveys [PRB+17, SAK17], which deals with the same issues
and does not incorporate the process of directly classifying text. When processing a
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large amount of text, one can not rely on manual analysis and other methods had to be
developed.

2.3.2 Automated Analysis
The use of computational power to automatically detect and classify populist text aims
at quantifying large amounts of documents. There are two methods at the top level that
are used for that, dictionary-based and ML methods. The former uses a pre-defined set
of terms and identifies them in documents, which means that we are looking for word
occurrences. The preparation of such a dictionary is labour-intensive and requires a
careful selection of terms that can capture a complex phenomenon and a solid theoretical
foundation. In addition, dictionary-based methods need a scoring method to classify text.
We could for example label a text as populist if one dictionary term is present, but that
would leave us with imprecise results. Other options would be to use relative frequency
and thus take document length into account, which would again be problematic when
dealing with generally short text. Grimmer and Steward stress that the main pitfall in
using dictionaries is validation, especially when they are used in different contexts than
they were constructed for [GS13].

In the context of populism, we already mentioned the dictionaries by Rooduijn and
Pauwels [RP11] and Gründl [Gr2], which we will focus on, as they provide resources for
German text especially. Besides that, the Gründl dictionary showed to be the most valid
resource in the context of our application. Other dictionary-based methods can be found
in the publications of Bonikowski and Gidron [BG15, BB16]. Rooduijn and Pauwels
[RP11] established a dictionary-based method in comparison to their aforementioned
qualitative analysis of party manifestos. They found that the dictionary showed less
validity in terms of content (measure to evaluate if a method measures all aspects of
a phenomenon), face (subjective measure to assess if a method measures what it is
intended to) and concurrent (measures the correlation between the scores of two methods
measuring the same phenomenon) validity, but they still considered the results sufficiently
valid. They also provide a German translation for their dictionary. Gründl criticized
the existing approaches as being too narrow (the formerly mentioned dictionary only
includes forms of 20 German words), but sees them as a good starting point, upon which
he constructed his dictionary. He expanded them in an iterative way, optimized on
recall and precision and adapted it to social media content. Additionally, he provides an
R-package1 of his work that captures multi-word expressions and uses regular expressions
to detect various forms of the 238 included terms. The validation of his dictionary was
two-fold: first of all, he applied it to social media posts of members of German and
Austrian political parties and compared his results on the party level to expert surveys.
The second validation was done by split-half reliability. This is a way to measure if
the terms of the dictionary measure the same phenomenon by splitting the dictionary

1https://github.com/jogrue/popdictR
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in half and measuring the correlation of the results of both halves. In both cases, he
significantly outperformed the existing approaches and is therefore considered SOTA and
features as an aid and basis of this work. An additional advantage is that Gründl uses
the same definition as this work and opted to identify anti-elitism, people-centrism and
people-sovereignty in particular.

When we now look at ML approaches, the first application dates back to 2016, where
Hawkins [HS16] and Castanho Silva applied basic ML algorithms to classify party mani-
festos and political speeches. They found elastic net regression [ZH05] and logit boosting
[FHT00] performed best on their data, however, they were only good at detecting
non-populist documents and rather poor at detecting populist ones. Despite those un-
satisfactory results, they saw potential in using ML to detect populist comments and
determined a lack of annotated data as their main problem. In the following years, some
resources were published, like The PopuList [Roo19b] or the Global Populism Database
[HRK19], but they either contain coded party manifestos or speeches or populism scores
or labels for parties. Subsequently, there is to date a lack of (openly available) annotated
data to use for supervised ML. Party speeches and manifestos were also the basis for
the other available attempts to classify populist text with ML. Di Cocco and Monechi
[DCM22] measured the populism of parties, by splitting manifestos into sentences, and
assigning each sentence of populist parties a populist label, which was criticized [JH22].
They used a Random Forest classifier and got good results in classifying populist parties.
Other resources using Random Forest algorithms can be found in the works of Dai
[Dai19, DK22]. The only attempt to use a deep learning or BERT-based model is a
publication by Ulinskaite and Pukelis, who again classify manifestos and consider the
results of BERT as largely successful [UP21].

To the best of our knowledge, there is no available publication to date that uses machine
learning to classify populist user comments or social media data according to the minimal,
comparable, ideational definition. Cabot et al. manually labelled English Reddit2-
comments and used a Robustly Optimized BERT Pretraining Approach (RoBERTa)-
based model to classify them [CAFS21]. Nonetheless, they focus on the “Us vs Them”
mentality and inspect the data for various non-elite out-groups like immigrants, liberals
or Muslims. However, we already stated that this is mostly not considered a part of
populism in general, but rather seen as an expression of the underlying political attitude
[Roo19a]. So we can see that there is an identified gap in the literature that this work
will address.

2.4 Natural Language Processing
Summing up the literature presented until now, we can see that most of it was done
in various fields of social sciences. In this thesis, we want to contribute to the field

2https://www.reddit.com/
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by applying the SOTA of data science, ML and for the most part NLP. NLP includes
a variety of different tasks that we can use machine learning techniques for, to deal
with textual data. Those include question-answering, named-entity recognition, machine
translation and the list can be extensively prolonged. The specific task of interest for
this work is classification, which means assigning a label, out of a predefined set, to
a body of text based on its content. Earlier approaches of NLP use a bag of words
(BOW)-assumption, that represents each document as a list of its containing words,
disregarding the order in which they appear. Especially with the emergence of deep
learning and moreover transformer models, we are now able to derive more meaningful
features and especially capture the context within text, by modelling text sequences.
Vaswani et al. proposed the method of transformers in their paper “Attention is all you
need” [VSP+17] to originally use it for machine translation and it can be described as
follows:
Transformers use an encoder-decoder structure, which models an input text vector to
a continuous representation vector of the same length. The decoder then uses this
continuous representation and sequentially generates an output sequence of an arbitrary
length, but we will mainly focus on the encoder here. The representations are learned
by using a mechanism called attention, which is used to weight the importance of each
input token for each output token, based on a learned alignment between them. Here
each input token is assigned with three learned vectors: a query vector of dimension
dq, a key vector of dimension dk and a value vector of dimension dv. Multiple input
tokens are combined to query, key and value matrices Q, K and V . Those matrices are
mapped to an output vector by applying a softmax function on the dot product of Q
and K-transposed divided by

√
dk and use that as weights for V :

Attention(Q, K, V ) = softmax(QKT

√
dk

)V

This is called Scaled Dot-Product Attention (see Figure 2.2) and is applied as self-
attention here, which means that the relation of each token of a sequence to each other
token of the same sequence is computed to get the representation. To attend to multiple
parts of the input in parallel, transformers use Multi-Head Attention, as seen in Figure
2.2. Therefore the queries, keys and values are projected h times, using different linear
projections of the same dimensions. For those, attention is computed in parallel and the
h dv-dimensional output values are concatenated and linearly projected again:

MultiHead(Q, K, V ) = Concat (head1, . . . , headh) W O

where headi = Attention(QW Q
i , KW K

i , V W V
i )

The said projections are the parameter matrices W Q
i ∈ Rdmodel×dk , W K

i ∈ Rdmodel×dk ,
W V

i ∈ Rdmodel×dv , and W O ∈ Rhdv×dmodel and are learned during training. The learned
representation of each input is a dmodel = N-dimensional embedding vector, which is
then enriched with positional embeddings of dimension dmodel, to be able to represent
the order of sequences.
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Figure 2.2: (left) Scaled Dot-Product Attention (right) Multi-Head Attention [VSP+17]

Positional embeddings are calculated as sine and cosine functions of different frequencies:

PE(pos,2i) = sin(pos/100002i/dmodel)

PE(pos,2i+1) = cos(pos/100002i/dmodel)

with pos being the position and i the dimension. The encoder stack then takes the sum of
the learned embeddings and the positional embeddings and is built by using M identical
layers, where each layer consists of a multi-head self-attention sub-layer and a position-
wise fully connected feed-forward network. Both sub-layers use residual connections and
layer normalization, which help to alleviate the vanishing gradient problem and improve
training stability [HZRS15]. The output of each encoder layer is of dimension dmodel to
enable the residual connections and is passed on to the next layer as input, until the
final output of the encoder stack is then used as input to the decoder stack or the output
layer of the model, depending on the task [VSP+17].

The transformer architecture was adapted to train many complex language models,
which are used in NLP. Especially pre-trained BERT-based models are omnipresent and
fine-tuned to reach SOTA results in many tasks. The original BERT model was proposed
by Google [DCLT18] and consists of 12 bidirectional Transformer blocks, each using
twelve self-attention heads, and uses a dimension of dmodel = 768. The key functionality
here is the ability to perform bidirectional training, which means that both the preceding
and the following token can be attended during training, which helps to model context
as opposed to other left-to-right/right-to-left approaches [PNI+18]. Another strength of
BERT lies in the general structure of its architecture, which can be seen in Figure 2.3
and which makes it applicable to many downstream tasks. Therefore, the input has to
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Figure 2.3: BERT architecture for pre-training and fine-tuning [DCLT18]

follow a certain structure. BERT uses an extension of WordPiece embeddings [SSS+20]
to create tokenized embeddings as a representation of input sequences, where a [CLS] and
a [SEP] token are added. The [CLS] token is added to the beginning of each sequence
and in case of paired input sequences (e.g. for question answering), the [SEP] token is
used between the two concatenated sequences. The input is then the token embedding,
a positional embedding and another embedding that indicates the hierarchy of paired
sequences if needed. The model is pre-trained in a self-supervised fashion by performing
two tasks: masked language modelling (MLM) and next Sentence prediction (NSP).
MLM hides some tokens of an input sequence and predicts those masked tokens, while
NSP predicts the next sentence after an input sentence, to understand the relationship
between sequences. To then apply it to a certain task, the model is fine-tuned, by simply
feeding BERT new input-output pairs and tuning the parameters end-to-end. For a
classification task, we just have to add an additional fully connected layer including a
softmax function, that receives the [CLS] representation and outputs class probabilities
[DCLT18]. Following the breakthrough of BERT, many researchers tried to build on its
success or adapt it to other languages. Through the Hugging Face3 transformers library,
many already extensively pre-trained models are publicly available and applicable for
people with standard hardware, as fine-tuning and inference is not expensive compared
to the pre-training. There is even a BERT adaption specialized on political text called
PoliBERT [Gup20], which is trained on an English corpus though and is therefore not
considered for this work, as manual translation on the whole data set would not be
feasible with the given resources. Therefore, we focus on BERT models that were specially
trained on German data, like GBERT [CSM20], which was trained on over 160 GB of
German text data and reached SOTA results on a lot of German benchmark data sets.
Pre-trained models are used to feed them our labelled populist user comments and try to
fine-tune them for the populism classification task.

3https://huggingface.co/
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2.5 COVID-19 and Populism
To come back to the topic of populism and why it is interesting in the context of the
COVID-19 pandemic, we now take a look at how the two topics are connected. The
pandemic was arguably the most dominant topic in the news after its outbreak. The
debate rapidly changed from a medical to a political topic, because of the drastic changes
of social life and the guidance of the government, which introduced measures to counteract
the spread of the virus. It was already stated that crisis situations nurture populist ideas
because people tend to sympathize with the offers of simple solutions and search for a
target that they can blame for the circumstances [Ham18]. Especially anti-elitism is a
strong motive that could be observed from a group of people. The main antagonists
here were political elites, the media and moreover scientists that helped in advising the
government by lending their expert knowledge. Virologists like Christian Drosten or
Dorothee von Laer became public figures and were subsequently targeted and threatened
by frustrated people online and also on “coronasceptic” demos in the respective countries4.
Nachtwey et al. already showed the strong prevalence of populist stances in the German
and Swiss populations that include a high distrust of the government and its measures
and conspirative theories that explicitly state that the government wants to deceive
the people with their measures. Even clearly anti-democratic views could be measured,
like anti-semitism, where people blame Jewish elites for globally influencing politicians
behind the curtains. They state that the people expressing those stances come from a
great variety of social and ideological backgrounds, but are predominantly members of
the educated middle class [NSF20]. In general conspiracy theories tied to the COVID-19
pandemic became very popular and accused for example Bill Gates of controlling global
population numbers with vaccination. Eberl et al. [EHG21] argue that populism is
at the center of those conspirative beliefs and additionally state that they could not
find evidence that the underlying thick ideology (e.g. left or right populism) makes a
difference. Scholars and academic experts have already been seen as an opposed elite for
populists before, because they claim the power of the “truth”, without being legitimized
by “the people” [WEW+16, CAR17]. Because a great portion of public life shifted online
during the pandemic [PCF21], we can follow a lot of those hostilities online on social
media or in (news) forums, to the extent that Boberg et al. described a “pandemic pop-
ulism” unfolding online [BQSEF20]. They identified anti-systemic messages that oppose
the view of mainstream media, experts and the political establishment, which foster
a “contradictory, menacing and distrusting worldview” [BQSEF20], which furthermore
reinforces the connection between COVID-19 and populism.

Observing online “pandemic populism” in Germany and Austria is of particular interest,
as the “coronasceptic” demonstrations evolved close to the extent of a civic movement
[Thi22]. In the context of news comments, Eisele et al. stressed the role of mass media
in distributing information on crisis measures [ELB+22]. They analyzed comments from

4https://www.dw.com/de/corona-krise-virologen-werden-zur-zielscheibe/a-55909046 last accessed
13.02.2023
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krone.at5 and derStandard.at6 and measured the emotionality they could find under
articles that cover the COVID-19 crisis. They found that people react with more affection
towards the mentions of political actors in articles than towards crisis measures and that
decision-makers play a central role in sparking emotional responses [ELB+22], which is
interesting in the light of anti-elitism in our research. A major reference for this work is
a publication by Thiele [Thi22], who examined Facebook comments on the pages of news
outlets in Germany and Austria on a large scale using the dictionary of Gründl [Gr2].
His analysis covers the time from 1 January 2020 until 20 May 2021 and two central
hypotheses were that posts about COVID-19 attract more populist comments than other
posts and that the attraction of COVID-19 posts for populist comments rises over time,
which he could both verify. He states that over time the dissatisfaction of the people with
the topic grew and they expressed it by showing their discontent by writing comments
that contain populist ideas, which is interpreted as a form of reactance [DS05]. However,
he already states that using the dictionary for large-scale analysis is a limitation on the
depth of his results [Thi22]. This study is taken as a reference and to contribute to the
field, by adding another source of user comments, increasing the timeframe of the analysis
and trying to improve on the performance of the dictionary. A study of comments under
articles from Der Standard and their Facebook page showed that incivility is significantly
more prevalent on their news forum than on Facebook, which could be caused by the
higher use of pseudonyms [SH22]. Anonymity in online discussions increases incivility,
which can often be found in populist content and people tend to express their opinion
in a more unfiltered way [San14], which is why observing news website comments can
help to gain new insights. A further analysis beyond the timeframe of Thiele’s work
can also help to identify and measure problems of distributing information during crisis
situations and communicating the importance of countermeasures in the future, to reduce
the appeal of conspiracies originated by populist appeals and strengthen the trust in
governmental decisions.

5www.krone.at
6www.derStandard.at
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CHAPTER 3
Data Analysis

In this chapter, we analyze the data that we work with. First, we give an overview of the
available data set and perform descriptive data analysis on the three samples that we
want to compare in the case study. Next, it is important to draw a sample for manual
annotation and explain why certain decisions are made in the process. Finally, we list
the pre-processing steps that are taken before feeding our data into the model.

3.1 Der Standard Data
Our data set was kindly provided by Austrian daily newspaper Der Standard and features
data from 1999 until November 2021 originating from their news forum. Der Standard is
one of the two most read quality newspapers in Austria and considers itself as liberal
and politically neutral, but is classified as left-liberal by press review eurotopics1. As
tabloid news attract more populist comments and content and Blassnig et al. state that
populist news articles lead to more populist user comments [BEEE19], the choice of a
rather neutral source mitigates this effect. Der Standard provides their news forum as
a comment section below an article, which is shown in a random COVID-19 article in
Figure 3.1 and its comment section underneath in Figure 3.2. This enables the users to
directly post their opinion on a specific topic and interact with other users by replying to
already existing comments. The replies are organized hierarchically, and users have the
option to express their opinion through up- or down-voting a comment without having to
respond with textual content. These votes are reflected in the red and green bar attached
to a comment. In order to leave a comment, a user must register with an email and a
pseudonym, which provides a means to maintain anonymity.

1https://www.eurotopics.net/de/148488/der-standard last accessed 13.02.2023
2https://www.derstandard.at/story/2000129938584/impfdebatte-wider-das-staendige-schueren-von-

hass last accessed 13.02.2023
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3. Data Analysis

Figure 3.1: Body of a randomly selected COVID-19 related article on the website of Der
Standard2

The available database features a variety of metadata on articles, users, authors, etc. For
our study, three tables are of interest and their relevant content is listed here:
Postings: includes a comments unique identifier, the article’s identifier it was posted
under, the username of the poster, the comment’s content, headline, and a timestamp.
Classified Articles: includes a JSON object that contains classifications of the content
of the article (e.g. which persons are mentioned), the unique identifier of the article and
most important a list of keywords that classifies the relevant topics.
Content Details: includes metadata about all articles, like their headline, a unique
identifier and a timestamp.

The original Postings-table includes a flag of whether a comment is the parent of another
comment, but We choose to ignore the hierarchy of comments and treat parents the same
as replies. Then, the first step is to filter the relevant data for the time span we want to
observe. As we include reference data from 2019, we extract all comments posted from
January 2019 until November 2021, which sums up to a total of 42,559,535 comments
posted under 145,189 different articles. We encountered an issue when attempting to
merge the three tables and incorporate keyword classifications into the user comments. As
a result, 5211 articles remained unclassified following the join. We find an inconsistency
in the database, as the identifiers could not be found in the Content Details, but all
missing classifications are retrieved by just joining the comments with the Classified
Articles, so we do not lose any data here.
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3.1. Der Standard Data

Figure 3.2: Comment section underneath the article in Figure 3.1

Before performing a descriptive analysis, we split the data set into three parts. The
first one is our reference sample, which is simply created by filtering for all comments
posted in 2019. To split the data featuring comments posted during the pandemic, we
perform a keyword search to identify COVID-19-related articles. Our goal is to have
high precision in finding relevant articles and avoid false positives, which is why the
list of search terms should not be too extensive. Finally, a search is conducted for
the substrings “Corona”, “Covid”, and “SARS” (ignoring case sensitivity) within the
list of unique keywords for all articles. Of the 64054 different keywords in total, 58
contain at least one of our search terms. Subsequently, we can identify 14,165 differ-
ent COVID-19-related articles. In the following, we reference our samples as reference
sample (contains all posts from 2019), COVID-19 sample (contains all posts under
COVID-19 related articles) and non-COVID-19 sample (contains all posts during the
pandemic under non-COVID-19 related articles). We find the first COVID-19 article
on January 6 and use that as the starting point for the pandemic by cutting off all
comments posted before that from the COVID-19 sample and the non-COVID-19 sample.

3.1.1 Descriptive Analysis
We first examine the sample sizes to get an overview of the data. The reference sample
contains 9,682,153 comments, the COVID-19 sample contains 14,391,704 comments and
the non-COVID-19 sample contains 16,885,895 comments. There are however many
empty comments (431912/375235/733336) among those, which we remove for the further
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3. Data Analysis

analysis. The number of empty comments could be caused by users just writing their
comments in the headlines and leaving the actual comment empty. Table 3.1 lists the
user and article stats of all samples. We can immediately see that despite the number
of articles published in 2019 exceeding threefold the number of COVID-19 articles, a
higher user engagement, in terms of commenting, can be observed for the latter. When
looking at the comments posted per article, it is noticeable that there is a substantially
higher engagement on COVID-19-related articles, indicated by the mean and median
comments per article. This is an interesting finding, as it supports the statement that
most of social life has shifted online during the pandemic. Furthermore, this could
indicate the controversial nature of the topic. The comments per user feature some
outliers for each set, which means we have a group of highly active users that posted
up to 101,066 comments during the time captured by our samples. It is remarkable
that the top 13 users in the COVID-19 sample posted at least 10,000 comments more
in total than the top user in the non-COVID-19 sample. However, when looking at the

Reference COVID-19 Non-COVID-19
Unique articles 49,421 14,135 68,642
Mean comments per article 187.2 991.6 235.3
50% quantile 45 158 63
75% quantile 164 524 216
Maximum article comments 52,135 102,246 95,845
Unique users 55,780 64,401 82,354
Mean comments per user 165.8 217.6 196.1
50% quantile 8 8 8
75% quantile 62 57 68
Maximum user comments 29,664 101,066 35,992

Table 3.1: Article and user stats from all samples

quantiles, we can see that it is rather a higher engagement in comments per article than
comments per user. This finding suggests that the topic of COVID-19 activated a larger
number of users who participated in discussions on the news forum. The equal median of
eight and a lower value for the 75% quantile of the COVID-19 comments per user indi-
cates that we have more highly active outlier users that increase the mean in this statistic.

The stats of the comment’s content also differ for the COVID-19 sample, regarding the
length in terms of characters and words (note that comments are bound to a character
limit of 1,500). The statistics shown in Table 3.2, indicate that users tend to write
shorter comments overall compared to the other samples. It is also noteworthy that
the COVID-19 sample contains a considerable number of comments comprising only a
single word. The general prevalence of short comments could be attributed to various
factors, such as the presence of social bots, which is deemed problematic on social media
platforms [ZQCL22]. Future research could investigate these reasons to gain a better
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3.2. Annotation Sample

Reference COVID-19 Non-COVID-19
Maximum characters 1,487 1,492 1,496
Mean characters 180 133.5 181.9
50 % quantile 112 74 114
75 % quantile 241 164 244
Maximum words 572 577 591
Mean words 26.3 19.8 26.8
50 % quantile 17 11 17
75 % quantile 35 24 36
Comments with one word 310,400 803,244 549,895

Table 3.2: Word and character count stats from all samples

understanding of the issue.
This overview of the sample’s statistics shows that there are peculiarities in the way
users engage with news content related to the topic of COVID-19. In our case study,
we concentrate further on the semantic content of the comments and aim to identify
potential differences in the utilization of populist rhetoric.

3.2 Annotation Sample
After examining the data, we want to draw a sample that is labelled in the annotation
study and later serves as our gold standard for the evaluation of the models. For that, we
first filter out short comments that we consider to feature too little semantic information
be identifiable as populist concretely. Therefore, all comments containing ten or fewer
words are removed, which totals to 3,128,099 posts of the reference sample, 6,647,285
posts of the COVID-19 sample and 5,370738 posts of the non-COVID-19 sample. To
remove overtly long outlier comments, we choose to remove all comments outside the
99% quantile of the whole data, which affects posts with more than 110 words (413,270
posts).

A general problem in ML is having an imbalanced sample. This means there is a great
difference in numbers between samples of the majority and minority class in our case
of binary classification. Out of the whole body of comments, we consider populism to
be a rare phenomenon and therefore use the dictionary of Gründl [Gr2] to pre-select
potentially populist comments. To achieve this, we apply the dictionary to all samples
and assess the number of dictionary terms present in each comment. This count is called
score and is listed in Table 3.3. The dictionary analysis confirms the expected rarity
of comments containing populism, as across all samples a maximum of 3.7% include at
least one term. Within those, there are only a few comments that feature six or more
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Score Reference COVID-19 Non-COVID-19
0 5,771,093 / 96.3% 7,081,789 / 97.5% 10,175,049 / 96.5%
1 210961 / 3.5% 172356 / 2.4% 355,125 / 3.4%
2 10,133 / <1% 6538 / <1% 17,075 / <1%
3 801 / <1% 481 / <1% 1,302 / <1%
4 104 / <1% 51 / <1% 151 / <1%
5 18 / % 15 / <1% 17 / <1%
6 3 / <1% 1 / <1% 5 / <1%
7 1 / <1% 0 / 0% 2 / <1%
8 0 / 0% 0 / 0% 0 / 0%
9 0 / 0% 0 / 0% 1 / <1%
=>10 2 / <1% 0 / 0% 1 / <1%

Table 3.3: Dictionary score for all samples (absolute/percentage)

populist words, which makes it possible to manually observe them. There is one outlier
with a score of 60 that repeats the word “Schande” 60 times, which is a problem for
most comments with a high score. Consequently, all posts with excessive repetition are
removed, which affects every comment with a score greater than seven for the reference
sample and nine for the non-COVID-19 sample.

Considering our available resources for the annotation study, we decide to draw a sample
of the size of 1,200 that entails 400 comments from each of the samples to account for
potential differences in populist wordings based on the context. This means that we
want to be able to measure populism in the different contexts provided in the samples.
To address the issue of class imbalance, we opt to randomly select half of the sample
exclusively from comments that were identified as populist by the dictionary. With the
assumption that more populist words result in a higher likelihood of populism, we decide
to draw the sample for this purpose from all comments with a score greater than or equal
to two. The other half is a completely random sample and the composition of the final
annotation sample is visualized in Figure 3.3. Here we can see that we draw a sample of
200 random comments and a sample of 200 dictionary-annotated comments (with a score
of two or higher) from each of the three samples to end up with the annotation sample of
1,200 comments. The random sample is drawn to account for the bias of the dictionary.
Due to the infrequency of populist comments, it is probable that the randomly selected
sample will comprise only a limited number of such comments. This must be considered
when determining the recall of the dictionary during evaluation.
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Figure 3.3: Flowchart of the sampling process (numbers indicate the number of comments
included in each sub-sample)

Score Number of comments
0 587
1 12
2 551
3 46
4 4

Table 3.4: Absolute distribution of dictionary scores for the annotation sample

The final sample’s populism scores can be found in Table 3.4. There are 587 comments
with a score of zero, which indicates that the random sample only includes 13 potentially
populist comments with a dictionary score of one or more. The annotation study is
performed on a randomly shuffled version of this prepared sample, later serving as a gold
standard for the model evaluation.

3.3 Data Cleaning
Prior to conducting the experiments and case study, it is necessary to clean the data to
minimize noise and computational costs, given the substantial volume of data involved.
In consideration of the case study, our initial endeavor is to reduce the impact of articles
with low engagement, as we want to measure the proportion of populist comments relative
to the entirety of comments on a given article. Therefore we remove the 10% quantile of
each of the three samples. This means removing all articles with less than four comments
for the reference sample, less than eight for the COVID-19 sample and less than four for
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the non-COVID-19 sample. Another source of noise is comments that lack any semantic
value, and as a result, comments without any alphabetic characters are excluded. In
social media or news comment sections, responses solely comprised of emoticons like
“:)” are frequently encountered, but they are irrelevant to our analysis. In our initial
cleaning for the case study, we additionally exclude comments with two or fewer words,
which might be increased later. After those steps, 9,202,742 posts of the reference sample,
12,574,910 posts of the COVID-19 sample and 15,187,393 posts of the non-COVID-19
sample remain for the case study.

In preparation for our experiments, where we intend to use the dictionary to label training
data, we also implement several cleaning steps on our original samples. Those are similar
to the pre-selection for the annotation sample, as we simply exclude comments with
ten or fewer words and those that are already enclosed within the annotation sample.
Further pre-processing steps and their influence on the model performance are subjects
of the model development phase.
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CHAPTER 4
Data Annotation

A major contribution of this work is the first annotated German dataset for populism.
The present chapter provides a detailed overview of the data annotation process conducted
to create the gold sample. The objective of this chapter is to describe the decisions that
are made during the annotation process, as well as the operationalization of the three
populist motives anti-elitism, people-centrism, and people sovereignty. We also describe
the measures taken to assess the reliability and validity of the annotated data set. This
includes a discussion of the measurements and the quality control procedures used to
ensure consistency and accuracy in the final outcome. To achieve the goal of creating a
reliable and comprehensive annotated data set, a systematic and structured annotation
study is conducted. Furthermore, the chapter highlights the methodology used to prepare
the study, as well as the tools and criteria used for the annotation process.

4.1 Annotation Study
To collect ground truth data, a labelling study involving multiple coders is conducted
to thoroughly examine each comment for any instances of populist content by multiple
people. The goal is to annotate the comments for the three populist motives presented
earlier. There are some scholars that argue that populism is a non-compensatory multidi-
mensional phenomenon, which means that it requires all motives to be present [WSS20].
However, the vast majority of research reviewed in Chapter 2 sees it as sufficient if at
least one of the motives is present, which is also reasonable given the brevity of the
texts we are analyzing. Rather than reflecting the ideology as a whole, single statements
mostly refer to certain aspects of it [EFL17, EEB+17, ESH17]. Thus, the setting en-
tails a multiple-choice selection from the three motives of anti-elitism, people-centrism,
and people-sovereignty, along with a “none” option. Hawkins showed that inter-rater
reliability is high for political speeches and party manifestos and often a single coder is
sufficient [HS16]. Given the substantially distinct nature of our data, we aim to augment

33



4. Data Annotation

the validity of our annotation by involving external coders. With the available resources,
four participants with various different academic backgrounds from our personal envi-
ronment, are invited to participate in the study. The goal is that each comment gets
annotated by exactly three different people. We also label all of the comments ourselves.
Due to the very time-consuming nature of a labelling task, the data is split into three
parts of 400 comments each. While we and one annotator review all 1,200 comments,
the remaining three participants are assigned a subsample of 400 comments for annotation.

The study is carried out using the open-source tool LimeSurvey1 on a web server. It is
a useful tool for this case, as it allows the participants to simultaneously work on the
labelling and save their progress with an easy-to-use web interface. Before launching the
survey it is very important to establish precise annotation guidelines so that everyone
has a shared concept of what populism is and how the motives can be defined. The main
information is presented in text form, but the relatively small group of participants also
allows it to give a quick personal briefing in advance. Additionally, they receive a few
questions to collect demographic data and ask about their understanding of the content,
because of the peculiarities in Austrian German compared to Standard German. In the
following, the established procedure of the annotation study is explained step by step.
The exact formulation and presentation is a refined version, after a test run with an
additional participant that is conducted with a sample of 30 comments. The purpose of
the test run is to measure the approximate time needed for the labelling and to identify
any inconsistencies or pitfalls in the initial version of the guidelines.

Figure 4.1: Welcome page of the annotation study

The first page the participants see during the personal briefing is the welcome page in
Figure 4.1. Here they are presented with the most important information about the
study. The instructor stresses that the goal is not to focus on detecting populism in
the comments but to rather detect comments that actually contain populist messages.
This is done to emphasize the fact that a considerable proportion of comments are
evidently not populist, and the objective is not to force any identification of populism
in them. During the test run the problem occurred that the participant did not recog-
nize it as a binary task to label populist and non-populist comments, because he was
presented with four answers and therefore assumed the task is rather about finding the

1https://www.limesurvey.org/de/
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4.1. Annotation Study

populist key messages in the examples. It is furthermore explicitly mentioned that it
is a multiple-choice task and comments can and will often include multiple motives.
The last step of the briefing includes technical details about the functionalities to save
the progress and the possibility to go back and forth between questions. Another note
here is that the database limitations of LimeSurvey require that the surveys are split
into parts of 200 comments each, which is also explained. After the participants can
start to work on the survey and have the possibility to reach out for questions at any time.

Before the demographic questions, the participants get asked about their own definition
of populism, to see how they construct the phenomenon with their previous knowledge
about it and to furthermore indicate that they should not incorporate their own view on
populism in their labelling decisions. The following questions ask about their knowledge
of the language and demographic data:

• What is your native language? (options: Austrian German, German, Other)

• How long have you been living in Austria (answer in years)? (open question)

• In which part of Austria did you live for the longest time until now? (options: list
of all Austrian federal states and “I’ve never lived in Austria”)

• What is your highest degree of education (if you are currently studying, state
your aspired degree)? (options: no degree, secondary school, completed vocational
training, bachelor, master/diploma, higher academic degree)

• What is your industry/field of study? (open question)

This information is collected in order to be able to assess the quality of the annotations
in terms of the understanding of the content and the context of Austrian news comments.
Next, the actual guidelines on how to classify the content are displayed, which follow

the guidelines of the work Ernst et al. [EBE+19], who already conducted an annotation
study on social media content, using the same definitions. In Figure 4.2 the explanations
are shown. The ideational definition of Mudde [Mud04] is given as the central reference,
along with a link to the publication. According to that, the three motives are introduced
and the reference to the relevant publication is included so that the participants can
get further information if desired. The following pages include the explanation of the
motives, which can be seen in Figures 4.3 4.4 and 4.5. The participants are provided
with a link to a publicly accessible Google Doc that contains identical information. This
intention is to facilitate the process of labelling by enabling participants to consult the
information in the Google Doc while conducting the survey, without having to revisit the
introduction if any uncertainties arise. In addition, we showcase a pre-selected example
comment from the Der Standard data for each motive, providing an impression of how
content related to that motive could look like. The presentation of the motives comes
with explanations in three dimensions: the populist key message that should be identified,
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4. Data Annotation

Figure 4.2: Introduction on how to label comments in the annotation study

along with the underlying ideology of it and a description of how it can manifest in a
populist text. For anti-elitism, we added further information on who or what can be
seen as an elite and for people-centrism we added a note that the German translation
for people is “Volk” in this context, to make sure that people are seen as a group that
includes the countries population.

Figure 4.3: Description of the motive anti-elitism in the annotation study, including an
example comment
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Figure 4.4: Description of the motive people-centrism in the annotation study, including
an example comment

Figure 4.5: Description of the motive people-sovereignty in the annotation study, including
an example comment

After this introduction, the participants are presented with one comment after another
and can track their progress on the top (see Figure 4.6). To add further validation of
the annotation guidelines and to check if the participants have a shared understanding
of the concept, gold label comments are added. This means that for every batch of
400 comments, three comments are manually created following the definitions of the
motives. The participants’ annotations for those comments are extracted later and a
100% agreement is expected.
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Each batch features one comment of every motive, which means that the following nine
golden samples are inserted at a random position:

• “Die da oben mit ihrer Coronapolitik sind doch an allem Schuld!” (anti-elitism)

• “Das ist doch eh alles nur noch gesteuert von den finanziellen Eliten, die mit den
Problemen von uns Normalos nichts zu tun haben.” (anti-elitism)

• “Auf das was die Medien berichten, kann man sich als Bürger nicht mehr verlassen,
die plappern doch nurnoch die Politiker nach” (anti-elitism)

• “Die letzten Wochen haben doch ganz klar die Meinung des Volkes gezeigt. Ich
gebe hier nur die allgemeine Stimmung wieder.” (people-centrism)

• “Diese Entwicklung ist definitiv der Bevölkerung zuzuschreiben, ich bin stolz auf
alle Österreicher” (people-centrism)

• “Ich denke, ich spreche hier für alle Österreicher, wenn ich sagen, dass dieses Gesetz
keiner braucht” (people-centrism)

• “Nach den letzten gescheiterten Versuchen, sollte die Bevölkerung nun doch selbst
entscheiden dürfen, was sie will. Abstimmung über Lockdowns jetzt!” (people-
sovereignty)

• “Das ist doch alles keine Demokratie mehr, wenn der gemeine Bürger nichts mehr
zu sagen hat.” (people-sovereignty)

• “Also in Zukunft sehe ich schwarz für dieses Land, wenn die Meinung der Bürger
nicht stärker ins Gewicht fällt..” (people-sovereignty)

Figure 4.6: Example of a comment shown in the annotation study
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4.2. Measurements

4.2 Measurements
After conducting the annotation study, all results are collected and processed. Each
participant’s outcome is a LimeSurvey export “.csv”-file, which is converted into a data
frame containing a boolean value for every populist motive indicating whether it was
found or not (none is also included). From that, a new value is created, which is our final
label. This label is called populism and is assigned if a participant found any of these
motives. We report the distribution and the agreement of all motives separately because
those could be of interest for further work, but the criterion, which is important for our
analysis is the agreement on the populism label. We measure the agreement of two or
more coders by using Krippendorff’s α [HK07]. α is an inter-rater reliability measure
used to assess the agreement of multiple coders on different types of data (nominal in
our case). Its basic assumptions rely on the concept of observed and expected agreement.
Observed agreement is the proportion of actual agreement of the coders on the same
class, while expected agreement is the proportion of agreement by chance. With observed
disagreement as Do and expected disagreement as De, Krippendorff’s α in our binary
case is calculated as:

α = 1 − Do

De

With observed disagreement Do:

Do = 1
N

N

i=1

N

j=i+1
[xi ̸= xj ]

Where N is the number of all coded comments and xi is the rating assigned by the
participant i. [xi ̸= xj ] equals 1 if the ratings by participant i and j are different, and 0
if they are the same. It is basically the distance between the annotations i and j, which
is simply 0 (agreement) or 1 (disagreement) in the binary classification scenario. The
expected disagreement De is calculated as follows:

De = p(1 − p)

where p is the proportion of populist comments in the whole sample. This is applied to
incorporate the probability of random disagreement based on the positive class. With
this approach, α has a number of advantages over other inter-rater reliability measures.
It is able to handle any number of coders, deals with different sizes of data sets and uses
nominal weights to measure the importance of different categories, which is beneficial
for our imbalanced sample. Hawkins and Castanho Silva [HS16] observed an agreement
of α = 0.87, which is high for such a complex phenomenon. When dealing with short,
user-generated text, we do not expect such a high value. Thiele measured an agreement
of α = 0.81 for populist Facebook comments, which is very satisfactory. We additionally
calculate the agreement on our self-created gold label comments separately and report
those numbers to assess the accuracy of our annotation guidelines. After this, we create
the final labels by majority vote, which means that a comment is populist if at least
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two participants detect any populist motive and subsequently agree that the comment
features populist content, as the boundaries of the motives are sometimes fluent and can
still be subjective.
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CHAPTER 5
Model

This chapter aims to address the research questions RQ1 (see Section 1.2) by developing
a model that outperforms the SOTA for automated classification of populism in German
news comments. The objective of this chapter is to describe the process of building and
evaluating the model, including the approaches used to train it and the settings for the
experiments. First, the two different settings of the training data are examined. Then
we choose baselines that we want to improve on and illustrate their specifications. In
order to maximize the performance of our model, we set up an experiment that tests
different model types and manipulations on the input data. We also discuss the challenges
encountered during the model-building process and the decisions made to address these
challenges. Finally, we explain the measurements chosen to evaluate performance and ex-
plain the optimization process. All experiments and data manipulations are implemented
in Python scripts and Jupyter Notebooks.

5.1 Training Data
We already presented the approach of using a dictionary to establish a great amount
of training data for sentiment analysis [SJ21, TWC08, MKNMN20]. The aim here is to
adapt this for populism detection, to reduce the number of resources necessary to label a
large training set. Furthermore, the expectation is that this outperforms the dictionary
alone, as the transformer model learns the context of the comments. There are two
things to take into consideration when using the dictionary to label data: defining a
criterion that decides on the label and choosing the size of the training set. The approach
to assign labels used for sentiment analysis is to count the positive and negative words
for every input sample and assign a weighted score that is relative to the length of the
text. Subsequently, a comment is labelled positive, neutral or negative, if it is above,
between or below a pre-defined threshold of this score. When deciding on the size of the
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training set, the goal is to find a size where performance is high and computational cost
is acceptable. There is no general rule-of-thumb of optimal sample size in ML tasks, but
for this work, the decision is made to conduct the experiments with a training size of
12,000 samples, as this allows to conduct a great variety of experiments with the available
computational resources. In order to account for sample size, the most effective setting is
applied to a training sample of 24,000 to get an impression of the model’s performance
with a larger amount of data.

As the amount of available data is huge, a strategy to pre-select the training data is
needed. An initial approach could be to assign a weighted score to each comment,
similar to sentiment analysis, and then select the top N comments with the highest
score as the most likely to contain populist language. This is problematic when dealing
with a rare phenomenon and a small dictionary, as the majority of texts may contain
only a single dictionary term, resulting in a bias towards shorter texts when using a
ranking. Consequently, the classification strategy of Thiele [Thi22] is used, which simply
labels a comment populist, if one dictionary term is present. The next problem for the
pre-selection is the class imbalance. A stratified sample of size 12,000, which reflects
the distribution of the original population, would only include 387 populist comments.
Therefore the decision is made to oversample to an equal class distribution. To ensure
that data from all three samples is included, a sample of equal size is drawn from each
of them. Subsequently, there are 2,000 populist and 2,000 non-populist comments each
from the reference sample, the COVID-19 sample and the non-COVID-19 sample in the
final training data.

However, fine-tuning for a downstream task with a BERT model can also achieve good
results with only a few training samples, considering the extensive pre-training. This is
why we additionally use a sub-sample of 800 comments from our human-labelled data for
fine-tuning. The advantage is that we have actual gold labels in our training data and
exclude the false positives found by the dictionary, because of its limitations. By using a
training sample of 800 comments, a split of the gold standard data into 2/3 training data,
1/6 (200 comments) validation data and 1/6 (200 comments) test data is performed. In
this case, we do not use a standard 80%/10%/10% split so that we have a greater test
set size, because all models are evaluated on the same set. Additionally, the final test
set is desired to represent our golden sample’s label distribution, which requires drawing
stratified training, validation and test samples. Eventually, all experiments are conducted
in the same fashion for both training sets.

5.2 Baselines
To have a comparison of the model performance, a set of baselines are used as a reference.
The first baseline is the Gründl dictionary, which is applied to the test data. The model’s
performance is evaluated in two cases: labeling a comment as populist if it contains at

42



5.3. Experiment Design

least one dictionary term and labeling a comment as populist if it contains at least two
dictionary terms. This dictionary has an implementation as an R-package1, so the data
is exported and loaded into R-studio2 to count the populist terms. The second baseline is
the German version of the dictionary of Rooduijn and Pauwels [RP11], which is however
only tailored towards anti-elitist content. Next, the best-performing model setting of
Hawkins and Castanho Silva [HS16] is used, as well as their pre-processing steps. They
suggest using elastic net (EN) regression [ZH05] with the following pre-processing steps:

• lower case all text

• remove punctuation

• remove numerical characters

• remove stop words

• perform word stemming

For the stop word removal, the stop word list of the nltk Python library3 is used and
Cistem4 is used for stemming, as it achieved SOTA performance for German data [WF17].
A few adjustments are made as we deal with user-generated content and the original
approach was made for political texts. As a first step, URLs are removed before the
pre-processing. Further, in the original paper, they create a document-term-matrix
with a cut-off of high and low-frequency terms, which is not done here because of the
small document size. The model tuning is also reproduced by tuning for the “alpha”
(controls the strength of the penalty term) and the “l1_ratio” (parameter that controls
the combination of L1 and L2 penalty) parameters, using 5-fold cross-validation.
For further reference, a logistic regression (LR), a support vector machine (SVM) and a
random forrest (RF) classifier are implemented using the standard parameters given by
the sklearn Python library5 . These algorithms were also used as baselines for Hawkins’
and Castanho Silva’s work.

5.3 Experiment Design
In Section 2.4, we highlighted the strengths and advantages of using large pre-trained
LLMs. Therefore we select existing models that are publicly available in the Hugging
Face transformers library6 and trained on German data. For those, we set up systematic
experiments to address the challenges of using them on user-generated content. We

1https://github.com/jogrue/popdictR
2https://posit.co/
3https://www.nltk.org/search.html?q=stopwords&check_keywords=yes&area=default last accessed

on 18.02.2023
4https://github.com/LeonieWeissweiler/CISTEM
5https://scikit-learn.org
6https://huggingface.co/
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generally deal with very noisy data because user comments can not be compared with
reviewed and stylistically consistent political texts. Users often quickly type their com-
ments to express their opinion without checking for errors. Another issue is that we often
do not deal with Standard German text, as Austrian German has its own peculiarities
and vocabulary, which is most likely not reflected in the training data used for the BERT
models. As we consider the noisy nature of the data to be the primary challenge for our
model, we opt to experiment with various techniques for manipulating the input data
to address this issue instead of focusing on hyper-parameter tuning. Another reason
for this is that using a further grid search to find the optimal performance would blow
up the number of experiments and the computational cost. The framework used for
training and inference is PyTorch [PGM+19], a powerful Python library that features
the implementation and customization of various deep learning architectures and enables
us to speed up training by running our model on a GPU. The pre-trained model and its
tokenizer are loaded using the transformers library [WDS+19], which includes tools that
make it easy to use the vast amount of available resources on Hugging Face out of the box.

The general training process is the same for all experiment settings. The first step is to
encode our data for the BERT model. The tokenizer is directly taken from the selected
model and loaded with BertTokenizer.from_pretrained(). For our BERT model, this is
usually an adaption of the WordPiece tokenizer [SSS+20]. The following code is used
to create an encoding dictionary that features the IDs of our input sequences and the
attention masks:

tokenizer.encode_plus(
input_text,
add_special_tokens=True,
max_length=260,
truncation=True,
pad_to_max_length=True,
return_attention_mask=True,
return_tensors=’pt’

)

The variable “input_text” is a single comment, “add_special_tokens” ensures that the
special tokens (e.g. [CLS]) of the specific model are encoded, “max_length” is hard-coded
here, as it is the pre-computed maximum length of our manually labelled training data,
which is used as a cut-off for long sequences. The code furthermore pads shorter sequences
to the maximum length by adding [PAD] tokens to have equally long sequences. Equally,
longer sequences are truncated to the maximum length. The encoder returns the encoded
sequences and the attention masks as PyTorch-tensors. Attention masks are used to
indicate to the model which tokens in the input sequence are actual input tokens and
which ones are used for padding.
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For all experiments, we fix the training hyper-parameters to the recommendations of the
original BERT paper [DCLT18]:

• batch size: the number of training examples that are processed together in each
iteration of the training process. Value: 16

• optimizer: algorithm that calculates the gradient of the loss function and updates
parameters into the gradient’s direction. Value: we use AdamW here instead of
the regular Adam optimizer, as it adds an additional weight decay term, which
prevents over-fitting [LH17].

• learning rate: controls the step size that the optimizer takes towards the gradient
in each iteration. Value: 5e-5

• epsilon: hyper-parameter for the optimizer that controls numerical stability by
preventing the denominator of the adaptive learning rate update from becoming
too small. Value: 1e-08

The next step is to load the selected model as a starting point for fine-tuning. The
architecture of the BERT model follows the structure shown in Section 2.4, which means
that we have twelve transformer blocks (dmodel = 768), followed by a pooling layer and
an extra linear layer with two-dimensional output for the classification task. As our
data most likely differs from the learned BERT embeddings, we choose not to freeze the
parameters of the loaded model, but rather train all parameters of the pre-trained model
along with our classification layer. In this fashion, each model setting is trained for a
number of five epochs, which means that the model sees the entire training data five
times. At the end of every epoch, the performance metrics are calculated on the 200
validation samples created in Section 4.1. We implement early stopping in the fashion
that a new best-performing model on the validation set is saved if it outperforms a
previous epoch. After training, the best-performing model is loaded and utilized to
predict the independent test data. Because training can be unstable, especially for small
sample sizes [ZWK+20], we repeat each experiment five times with different random
seeds (12, 23, 42, 99, 1337), calculate the mean performance for each indicator on the
test set and use that to compare the different settings.

Each experiment consists of a selection of four different parameters so that each parameter
combination is executed once. The chosen parameters are training data (TD), model
name (MN), initial cleaning (IC) and spelling correction (SC) and are further described
in the following. TD has two modes corresponding to the training set used for fine-tuning.
Either the dictionary-labelled set of 12,000 comments or the human-labelled set of 800
comments is used here. MN corresponds to the name of the pre-trained model, which we
fine-tune. The German adaption of the base BERT (“bert-base-german-cased”, further
referenced as model 1 ) is the starting point here. We further add another German
transformer model called “deepset/gbert-base” (further referenced as model 2 ), which
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is also provided by Chan et al. [CSM20]. Utilizing the WordPiece tokenizer that draws
from the pre-trained model’s vast vocabulary does not require extensive pre-processing
beforehand. WordPiece splits a sequence on white space and punctuation and then uses
a greedy maximum-matching strategy, first checking for a perfect match of a word in the
vocabulary. If there is no perfect match, the word is broken down into sub-words, which
are marked with a “##”, until each subpart of the word is matched, which we can see in
Figure 5.1. With this strategy, BERT can handle out-of-vocabulary words, by breaking
them down into smaller parts it already knows. If it is impossible to find any match, the
word gets represented as an unknown ([UNK]) token.

Figure 5.1: Illustration of an example sentence tokenized with WordPiece from Google
Research7

IC consequently only includes a number of basic cleaning steps and serves to reduce
noise in the data. The process involves removing various elements, including HTML tags,
non-ASCII characters, digits, single-letter words and multiple white spaces. Another
source of noise in comments are typos and other errors on the text level. The underlying
notion is to decrease the number of tokens that are not recognized (i.e. tokens resulting
in an [UNK]-token) or perfectly matched (i.e. tokens that get split with ##) by BERT
by rectifying possible mistakes. To address this issue, we experiment with the use of
automated spell-checking. To this end, we employ a Python implementation8 of one
of the most widely used spell-checking softwares, Hunspell9, which is used by several
applications such as OpenOffice, LibreOffice and Google Chrome. Hunspell utilizes a
pre-existing dictionary as a reference and generates a list of recommended spelling cor-
rections for words that do not have an exact match, which is sorted by the probability of
correctness. A great strength of the algorithm of Hunspell is that it can handle compound
words, which is important for the German language in particular. The algorithm takes

7https://ai.googleblog.com/2021/12/a-fast-wordpiece-tokenization-system.html last accessed
17.02.2023

8https://pypi.org/project/hunspell/
9https://hunspell.github.io/
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S1 S2 S3 S4 S5 S6 S7 S8
IC X X X X
MN 1 1 2 2 1 2 1 2
SC X X X X

Table 5.1: Experiment setups for the model selection (“X” marks that a process is
applied)

into account several factors to determine its recommendations, such as the frequency of
similar words in the language, the similarity of the misspelt word to dictionary terms, and
the length of the word. To deal with peculiarities of the Austrian German language, we
choose the latest version of the dictionary that LibreOffice uses for this language10. We
implement this by applying Hunnspell word by word for every sample and automatically
replacing it with the most probable correction if one is suggested. A limitation of this is
that the dictionary tries to match every unknown word to a known term, which might
influence some actually correctly spelt neologisms, names or slang words. This could lead
to semantic changes in the input sentences, which is not desired.

In total there are 4 ∗ 4 = 16 experiments that are compared. Every experiment has four
properties, each having two possible settings (small or large training set, IC applied or
not, SC applied or not and model 1 or model 2). In order to reference the setups later,
Table 5.1 shows an overview of every possible experiment that is conducted for each
training set and names them from setup 1 (S1) to setup 8(S8).

5.4 Measurements
During both the training and evaluation phases of a model, various metrics are reported
to assess its performance. When considering the populist class as the positive class, a
sample can be categorized as true positive (TP), false positive (FP), true negative (TN),
or false negative (FN) depending on its true label and the assigned prediction by the
model. These categories allow us to calculate the following performance indicators for a
binary classification task:

Accuracy = TP+TN
TP+TN+FP+FN

Precision = TP
TP + FP

Recall = TP
TP + FN

10https://extensions.libreoffice.org/en/extensions/show/german-de-at-frami-dictionaries last accessed
30.01.2023
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F1-score = 2 · precision · recall
precision + recall

Accuracy is a widely used performance metric in classification tasks, which quantifies
the percentage of correctly predicted samples for both classes. However, this metric can
be misinterpreted or less meaningful when dealing with imbalanced data sets. In such
cases, even if the model predicts only the majority class, the accuracy could still be
quite high. Because we are more interested in the minority class, precision, recall, and
F1-score are introduced, which are commonly used evaluation metrics that originated
from information retrieval. In our study, we specifically measure these scores for the
minority class. Recall is a metric that measures how many of the actual populist samples
are correctly predicted by our model. However, in our study, the recall score needs to be
interpreted carefully. This is because we use a dictionary to create parts of the golden
sample, and we expect the random half of the sample to only include a few populist
comments. Therefore, recall scores obtained from the dictionary and the models trained
on the dictionary-labelled data are expected to generally have a high recall. On the other
hand, precision is used to measure the accuracy of our prediction for only the populist
comments. This metric quantifies how many of the predicted populist comments actually
have a populist ground truth label. Our primary objective is to outperform the dictionary,
particularly regarding precision. This would indicate that we can reduce the number
of false positives resulting from the limitations of the dictionary regarding for example
negation or context. As we aim to maintain a high recall while improving precision, we
use the F1-score as the primary performance metric to answer RQ1. The F1-score is a
harmonic mean of precision and recall and provides a balanced measure of both metrics.
We optimize our models to achieve the highest F1-score, which serves as the decisive
performance criterion.
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CHAPTER 6
Case Study

This chapter gives a brief overview of the model application and the procedure of the case
study to answer the remaining research questions RQ2a, RQ2b and RQ3 (see Section 1.2).
Section 6.1 describes how the results of the model are processed to create the dependent
and explanatory variables of our tests. This is followed by an introduction of the methods
and measures used to answer the research questions in Section 6.2.

6.1 Study Setup
The outcome of the model phase is an additional value that stores the populism prediction
for each comment as a binary variable. Our dependent variable for the statistical tests is
the number of populist comments per article. This accounts for the different lengths of
the covered time spans and the difference in the number of articles between our samples.
Therefore, the number of all populist comments under an article is summed up to an
article’s populism score. The explanatory variable for RQ2a and RQ2b is the sample the
comments originate from, as we want to examine the difference in the number of populist
comments between 2019 and the pandemic, as well as between COVID-19-related and
other articles posted during the pandemic. For RQ3, our explanatory variable is a running
count on the day an article is posted, starting with the value zero for March 11 2020, the
day the WHO declared the global pandemic1. Here, we only use the COVID-19 sample,
as we want to investigate if the number of populist comments under COVID-19-related
articles rise over the course of the pandemic. For RQ2a, the reference sample is compared
to the combined sample consisting of the COVID-19 sample and the non-COVID-19
sample, to represent the overall time during the pandemic. RQ2b specifically focuses on
comments made during the pandemic. Therefore, the comparison is made between the

1https://www.who.int/director-general/speeches/detail/who-director-general-s-opening-remarks-at-
the-media-briefing-on-covid-19—11-march-2020 last accessed 23.02.2023
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COVID-19 sample and the non-COVID-19 sample. The relevant samples and compar-
isons for each research questions are visualized in Figure 6.1. The explanatory variables
for the comparisons of the samples are turned into binary class labels to make them
operable. This means that the positive class “1” indicates a comment was posted during
the pandemic for RQ2a and that it was posted under a COVID-19-related article for RQ2b.

Reference
Sample

COVID-19
Sample

Non-COVID-19
Sample

Samples RQ2a

VS.

COVID-19
Sample

Non-COVID-19
Sample

Samples RQ2b

VS.

COVID-19
Sample

Sample RQ3

Figure 6.1: Visualization of the samples used and compared in the research questions

Before answering the research questions, we perform a descriptive analysis of the number
of populist comments and observe their development over time. Moreover, we utilize the
Wikipedia entry outlining the chronology of the pandemic in Austria2 as a reference to
identify a series of critical events that occurred during the crisis, such as the declaration of
anti-COVID-19 measures or implementation of lockdowns. To investigate the prevalence
of populist comments in relation to these events, we examine the day of the event, as
well as the five preceding and following days.

6.2 Measurements
In order to assess the impact of our explanatory variables on the number of populist
comments, we conduct the same statistical tests used in Thiele’s [Thi22] work, which
serves as a point of comparison for our findings. However, we extend Thiele’s studies
by examining a more extensive timeframe and introducing reference data from before
the pandemic. Thiele uses negative binomial regression models to test his hypotheses
[Hil11]. Negative binomial regression is a statistical model used especially for count
data and is widely used in social sciences to model counts of behaviors or events. It
extends the Poisson regression model and accounts for overdispersion, which occurs when

2https://de.wikipedia.org/wiki/COVID-19-Pandemie_in_Österreich last accessed 23.02.2023
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the variance of the count is greater than the mean, which means that there might be
more variation in the data than a Poisson distribution would expect. The assumption of
the model is that the populism count follows a negative binomial distribution, which is
described by two parameters: the mean and the dispersion, where dispersion measures
the degree of overdispersion in the data. Therefore the model estimates the effect of our
explanatory variable (sample or day count) on the number of populist comments while
accounting for overdispersion in the data. The resulting coefficient can be either positive
or negative, depending on the influence of the chosen explanatory variable and serves to
answer our research questions. The implementation of the regression model is done with
the statsmodels Python package3. The exact model is a generalized linear model4 with
“statsmodel.api.families.NegativeBinomial()” as a parameter for the family of the model.
We additionally add a constant intercept term to the model and include the logarithm
of the number of total comments of an article as an offset to control for the difference
in the comment count between the samples [Hil11]. The latter decision goes with the
assumption that more total comments lead to more populist comments and is done so
that the results of our model are not caused by the higher amount of comments per
article, we observed for the COVID-19 sample in Section 3.1.

3https://www.statsmodels.org/stable/index.html
4https://www.statsmodels.org/dev/glm.html
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CHAPTER 7
Results and Discussion

This chapter presents the primary findings of the research and provides an analysis of
the results. Here, we collect and present the results of the studies and experiments and
discuss them to draw implications of our work. Section 7.1 provides an overview of the
results of the annotation study and the resulting golden sample for populist news user
comments. In the following Section 7.2, we address research question RQ1 by presenting
the results of the model selection phase of our work. We showcase the best-performing
model and apply it to the Der Standard data. Section 7.3 starts with an overview and a
descriptive analysis of the detected populist comments. We then delve into addressing
research questions RQ2a, RQ2b, and RQ3 by presenting the results of the case study.
Each section concludes with a discussion of the findings, which includes a comparison to
previous work for the case study in order to interpret the results.

7.1 Annotation Study
This section presents the results of the annotation study and gives insight into the
established gold label dataset. Moreover, the results are discussed to draw implications
and highlight potential shortcomings.

7.1.1 Annotation Evaluation
In the annotation phase, we collect the labels assigned by all participants to form the
golden sample. In total, we report the results of five different coders. In the following, the
author is called participant 0, the first participant, who also annotated all 1,200 comments,
is called participant 1 and the other participants, who annotated 400 comments each are
called participants 2-4. We report demographic data collectively and not separately for
every participant for privacy reasons. The first question about their personal perception
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Participant 0 Participant 1 Participant 2
Anti-elitism 90 102 76
People-centrism 18 13 32
People-sovereignty 6 10 6
None 302 288 308
Populism 98 112 92

Table 7.1: Distribution of labels for the first batch of 400 comments in the annotation
study

Participant 0 Participant 1 Participant 3
Anti-elitism 95 100 109
People-centrism 19 16 22
People-sovereignty 8 11 7
None 296 290 284
Populism 104 110 116

Table 7.2: Distribution of labels for the second batch of 400 comments in the annotation
study

of what populism is gives very interesting insights. The participants mention the conflict
between in- and out-groups and describe populism as a simplified worldview with no
political content. Furthermore, they highlight the people to be at the centre of the
ideology and describe populists as opportunists that put themselves in the position of
speaking for the people. Some of the participants explicitly separate left- and right-wing
populism. In general, we can find each of our populist motives in the answers and no
participant had a completely different definition in advance. Concerning their native
language, three participants indicate that they speak German as their mother tongue,
whereas one participant reports Austrian German as their native language. One of the
participants has never lived in Austria, while the others state that they have lived there
for two, six and 25 years and they lived in Vienna or Upper Austria for the most part.
The participants across a range of academic domains, including education, veterinary
medicine, and international business administration, all report a Master’s or Diploma
degree as their highest (intended) educational level. The demographic questions reveal
that the participants have a strong academic background and exhibit proficiency in the
German language, along with a familiarity with the cultural context of Austria for most
of them.

Due to the fact that three participants only labelled a batch of 400 comments each, we
report the distribution of the given labels separately for those batches in Tables 7.1, 7.2
and 7.3.
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Participant 0 Participant 1 Participant 4
Anti-elitism 87 97 104
People-centrism 14 10 14
People-sovereignty 9 8 9
None 304 299 286
Populism 96 101 114

Table 7.3: Distribution of labels for the third batch of 400 comments in the annotation
study

Agreement
Anti-elitism 0.79
People-centrism 0.54
People-sovereignty 0.72
Populism 0.79

Table 7.4: Krippendorff’s α for all participants of the annotation study across all labels

The tables provide an overview of all potential responses and the corresponding populism
label assigned upon the detection of at least one motive. The prevalence of anti-elitism
is prominent among comments categorized as populist by all annotators. Additionally,
the results indicate a strong class imbalance, which is noticeable due to the pre-selection
of 50% of the sample with the populism dictionary. The agreement of all participants
in Table 7.4 shows satisfactory results for our populist label. An α value of 0.79 comes
close to the results of Thiele [Thi22] (0.81), which indicates that one annotator may
be sufficient for this labelling task. Notably, the highest agreement can be observed
for anti-elitism. In contrast, agreement on people-centrism is lower, potentially due to
the subjective boundaries between people-centrism and people-sovereignty, as well as
the multiple-choice format of the task. The high agreement on anti-elitism suggests
that participants share a common understanding of who qualifies as an elite. Based on
the high agreement, we use a majority vote and report the resulting label distributions
for the golden sample and sub-samples used in the modelling phase in Table 7.5. As
expected, the results confirm a high class imbalance, with only approximately 24.8% of
comments in the golden sample classified as populist. Additionally, the assumption that
the dictionary would have a high recall based on the sampling process is supported by
the fact that there are only 30 comments marked as populist in the random half of the
sample, which were not detected by the dictionary.

Lastly, we evaluate the agreement on the manually created gold standard samples placed
in the annotation study. Here we can observe perfect agreement on each sample (i.e.
α = 1), further validating the annotation guidelines’ quality. An interesting addition
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Full Training Validation Test
Populist 297 198 50 49
None 903 602 350 351

Table 7.5: Gold label distribution of the whole sample and the training, validation and
test split

here is that for the gold standard comment “Das ist doch eh alles nur noch gesteuert von
den finanziellen Eliten, die mit den Problemen von uns Normalos nichts zu tun haben.”
which was an example of anti-elitism, both annotators added a people-centrism label,
which is reasonable when revisiting the sample.

7.1.2 Discussion

With the established annotation guidelines, the annotation study reaches a high agree-
ment and we can therefore confidently use the sample to evaluate the ML models. After
the annotation study, the participants are asked about inconsistencies or problems they
encountered, to consider this for future work. One factor that can lead to a lack of
confidence in assigning labels to comments is the challenge of determining whether the
mentioned individual or group qualifies as “elite” in power. It is important to note that
the political context at the time a comment was posted, or the context of the time to
which the comment refers, holds significant relevance to making accurate decisions. The
participants state that they sometimes had to perform an external search if specific
people were mentioned. Another “issue” they mention is that they sometimes could not
distinguish clearly between the three motives, which is not a problem, because they are
not at all mutually exclusive. However, regarding the high level of inter-rater agreement
and unanimous consensus on the golden samples, the guidelines and resulting dataset
hold potential to improve future research endeavors.

Regarding the distribution of the motives in the annotation study it is noticeable that
anti-elitism is a lot more prevalent then all other motives. We furthermore observe
the highest agreement on anti-elitism. This could be an indicator that the “pandemic
populism” does rather focus on blaming the experts and politicians that are held re-
sponsible for the countermeasures that drastically changed social life. Investigating the
identities of the elites referenced in the comments and integrating this information into
the prediction of populist comments may present a potential improvement for the future.
Additionally, upon qualitative examination of the data, a notable prevalence of in-group
versus out-group dynamics emerges. Users frequently classify individuals into those who
adhere to and trust governmental measures versus those who do not, as well as vaccinated
versus unvaccinated individuals. This motive is not represented in the minimalistic
definition and might be a characteristic of the “pandemic populism”.
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7.2 Model Performance
In this section, we compare the different models to our baselines to address RQ1 and
choose the best model for the case study. The report is based on the measurements
outlined in Section 5.4 and compares the small human-annotated and the larger dictionary-
annotated training samples. Furthermore, all results are reported for the performance on
the same test set of 200 comments.

7.2.1 Baseline Performance

Our baselines consist of two different kinds of approaches: dictionary-based methods and
ML methods. The scores of the dictionary-based methods are listed in Table 7.6. The
number behind the dictionary name, indicates how many dictionary terms are required
to assign a populist label. The Gründl-dictionary has an expected high recall of 0.88
and only accounts for seven false negatives, which is highlighted in the confusion matrix
in Figure 7.1. There is only a slight difference in the thresholds, with only two test
samples having a different classification outcome when assigning labels to comments
with a dictionary score of two or more, as opposed to using a threshold of one. This
is the case because half of the annotated sample is drawn using comments that feature
at least two dictionary terms. The low precision of 0.44 and 0.45 is not surprising, as
the results of the annotation study already showed that there are only less than 300
samples where the participants actually agreed on the populist label of the dictionary.
R&P in Table 7.6 references the dictionary by Rooduijn and Pauwels. Its performance
declines when using a higher threshold, which is most likely caused by the small size
of the dictionary (20 words). Furthermore, it only has a very low recall of 0.27 as it
is solely designed to capture anti-elitism. It only outperforms the Gründl-dictionary
in regards to accuracy and precision. The higher precision is noticeable because this
means that the R&P-dictionary is slightly more often correct when it assigns a populist
label. Nevertheless, the Gründl-dictionary is the best-performing dictionary regarding
the F1-score.

Gründl 1 Gründl 2 R&P 1 R&P 2
Accuracy 0.69 0.7 0.77 0.77
Precision 0.44 0.45 0.53 0.52
Recall 0.88 0.88 0.51 0.27
F1 0.59 0.59 0.52 0.36

Table 7.6: Accuracy, precision, recall and F1-score of the dictionary-based methods (best
performance for each score is written in bold font)
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Figure 7.1: Confusion matrix for the Gründl-dictionary with a threshold of two

The remaining baselines are the ML-based approaches introduced in Section 5.2. For
the elastic net, which was the best-performing model in the study of Hawkins and
Castanho Silva [HS16], the parameter-tuning using five-fold cross-validation results in
“alpha” = 0.0001 and “l1_ratio” = 0.4 for the model using a training size of 12,000
and “alpha” = 0.001 and “l1_ratio” = 0.2 for a training size of 800. Table 7.7 shows
the scores of the EN, LR, SVM and RF classifiers on the large training set. We can
generally see a similar performance of all models, with the RF performing best overall.
The precision of each algorithm is lower than the precision of the Gründl dictionary, while
the RF surprisingly outperforms in recall. When looking at Table 7.8, which reports the
performance with the small training set, we can see that the training size is insufficient
to perform satisfactorily for those algorithms because they only find a small number of
actual populist comments. However, they tend to be more precise in the few populist
predictions they make. As F1 is our decisive performance criterion, we report the Gründl
dictionary as our best-performing baseline, which we want to improve on.

EN LR SVM RF
Accuracy 0.64 0.61 0.63 0.63
Precision 0.38 0.37 0.38 0.39
Recall 0.82 0.8 0.82 0.9
F1 0.52 0.5 0.52 0.54

Table 7.7: Accuracy, precision, recall and F1-score of the ML models using a training
size of 12,000 (best performance for each score is written in bold font)
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EN LR SVM RF
Accuracy 0.77 0.81 0.74 0.77
Precision 0.54 0.92 0.46 0.58
Recall 0.39 0.22 0.33 0.22
F1 0.45 0.36 0.38 0.32

Table 7.8: Accuracy, precision, recall and F1-score of the ML models using a training
size of 800 (best performance for each score is written in bold font)

7.2.2 Model Experiments
To outperform the baseline models, we conduct the experiments outlined in Section 5.3
on a NVIDIA GTX 1080 TI GPU. The reported values are the mean across five runs for
every experiment setup. The main goal of the experiments is to observe the influence
of the different training sets and pre-processing steps on the model performance. We
introduced IC and SC as pre-processing steps to reduce the amount of unknown and
separated tokens. Tables 7.9 and 7.10 show the effects of applying those steps. IC can
remove a substantial number of unknown tokens for both sets, while SC has a greater
impact on the number of separated tokens. Performing cleaning, followed by correcting
spelling errors, eliminates all unknown tokens and leads to a substantially higher number
of perfect matches with the BERT dictionary than using either of these techniques
individually.

No IC SC Both
UNK 165 6 93 0
## 174,224 171,755 169,058 158,896

Table 7.9: Effects of pre-processing on the number of (exact) dictionary matches of BERT
for the large training sample

No IC SC Both
UNK 61 9 46 0
## 16,484 16,505 16,059 15,356

Table 7.10: Effects of pre-processing on the number of (exact) dictionary matches of
BERT for the small training sample

The models converged within the five training epochs for both datasets in all cases.
The results regarding the chosen performance measurements can be found in Table 7.11
and Table 7.12 for the large and small datasets separately. The proposed approach of
using the dictionary to annotate a larger training sample for transformer fine-tuning

59



7. Results and Discussion

gives surprisingly bad results when evaluating it on the human-annotated sample. The
assumption that we can overcome the limitations of the purely dictionary-based method
is not reflected in the results of the experiments. All models reach relatively similar
results, meaning that the pre-processing steps have no observable effect on the model
performance with this sample size. Table 7.11 further shows no increased performance,
when doubling the sample size to 24,000, which meets our assumptions. The Gründl-
dictionary outperforms the best experiment run in every reported measurement, besides
recall where they are equal. The tendency of the results with a high recall and a low
precision resembles the values achieved by the dictionary.

S1 S2 S3 S4 S5 S6 S7 S8 24,000
Accuracy 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.63 0.62
Precision 0.38 0.39 0.39 0.39 0.39 0.39 0.39 0.38 0.38
Recall 0.87 0.86 0.88 0.86 0.87 0.87 0.87 0.87 0.87
F1 0.53 0.53 0.54 0.53 0.54 0.54 0.54 0.53 0.53

Table 7.11: Results of all experiment setups for the large training sample, including a
run with S3 with an increased training size of 24,000 (best performance for each score is
written in bold font)

S1 S2 S3 S4 S5 S6 S7 S8
Accuracy 0.81 0.8 0.79 0.76 0.81 0.82 0.79 0.82
Precision 0.62 0.57 0.56 0.55 0.61 0.63 0.56 0.61
Recall 0.64 0.79 0.79 0.68 0.74 0.61 0.73 0.64
F1 0.61 0.66 0.65 0.56 0.66 0.62 0.62 0.62

Table 7.12: Results of all experiment setups for the small training sample (best perfor-
mance for each score is written in bold font)

Using only human-annotated data, we could improve our results with the small sample.
Opposed to the ML baseline models, BERT manages to reach a considerably high recall
with a small training set. The experiments with the small sample are furthermore
sensitive to the manipulation of the input comments, which is visualized in Figure 7.2
showing a comparison to the stable performance values of the larger set. The F1-scores
range from 0.56 to 0.66, with the setup using model 2, IC and SC performing the worst
and model 1 with IC and no SC performing best. Concerning IC (included in setup S1,
S2, S3 and S4), we observe an increase in average recall of 5% compared to the setups,
where it is not applied, while average precision declines by 2%. SC (included in S1, S4,
S5, S6) lowers the average recall by 7% and increases precision by 2%. The model choice
results in an increased average recall of 5% when choosing model 1 (included in setup S1,
S2, S5 and S7) over model 2, with equal average precision.
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Figure 7.2: Comparison of performance metrics for both training sets and all experimental
setups

Baseline Best large Best small Single best
Accuracy 0.7 0.63 (-0.07) 0.8 (+0.1) 0.84 (+0.14)
Precision 0.45 0.39 (-0.06) 0.57 (+0.12) 0.62 (+0.17)
Recall 0.88 0.88 (+/-0) 0.79 (-0.09) 0.86 (-0.02)
F1 0.59 0.54 (-0.05) 0.66 (+0.07) 0.72 (+0.13)

Table 7.13: Comparison of the average best-performing setups for the BERT models and
the single best-performing model to the baseline (difference compared to the baseline in
brackets; best performance for each score written in bold font)

Although our decisive criterion, the F1-score, is equal for S2 and S5, we opt to select
S2 as the superior model due to two factors: first, S2 reaches a maximum recall score
across all models and second, S5 includes SC, which is a resource-intensive operation
when applying it on the full samples in the case study.
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Figure 7.3: Confusion matrix for the single best-performing model

7.2.3 Discussion
Upon revisiting our first research question,

RQ1: What is an appropriate ML model to improve the detection of populism
in Austrian news comments?

we can say that our best-performing setup using human-annotated training data, model
1 and IC can be considered an appropriate model to improve the SOTA of populism
detection in Austrian news comments. We reach the goal of improving on the precision of
the dictionary-based method by 17%, while almost matching its recall, which results in
an improved F1-score by 13% that we can see in the comparison in Table 7.13. As early
stopping is used to save the best model of all experiment runs, we can utilize the single
best-performing model of S2 for the case study. Figure 7.3 shows the confusion-matrix of
the selected model, which confirms that the predictions of the BERT-based model are
remarkably more precise, as we can lower the false positives of the dictionary from 66 to
only 26.

The results of our experiments give interesting insights into the operationalization of the
research objectives. Concerning the baseline algorithms, we can confirm the assumption
that the dictionary based SOTA method has its limitations in regard to precision and
produces a high number of false positives when evaluated on human-annotated data.
The dictionary only measures word occurrences and does not weight them, which can
cause inconsistencies when applying it to short texts. The dictionary includes terms
like “arrogant” or “Irrsinn” (German for insanity), which might increase the probability
of a text featuring populist content, but are often used in very different contexts. The
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baseline results already indicated that ML algorithms using human-annotated might
be more precise in the populist predictions they make, but they only predicted a small
number of comments as populist, which is why they perform poorly in terms of recall.
The results confirm the assumption that the Gründl-dictionary is the baseline we want
to improve on.

Our experimental findings indicate that the proposed approach of combining the dic-
tionary and machine learning to decrease the expense of manually annotating a large
amount of training data is not viable for populism detection in our particular case, unlike
the outcomes obtained for sentiment analysis. This is surprising because even SOTA
LLMs that are capable of understanding the context of sequences and relations between
words can not derive rich enough features to outperform the dictionary’s precision. This
suggests that the models could still concentrate on the similarities among the comments
with respect to the occurrence of the dictionary terms. Moreover, it has the disadvantage
of learning from the false positives in the automatically labelled training data. The
experiments involving BERT have demonstrated that the recall performance of the model
reaches its threshold at the dictionary level and is even more imprecise.

The experiments with the small sample however could meet our expectations of out-
performing the dictionary in terms of precision and subsequently F1-score. This is an
interesting finding, as it was achieved with only 800 samples for BERT fine-tuning. The
transformer architecture strongly outperforms the other ML methods that served as a
baseline and is able to better learn the underlying patterns of the complex phenomenon
that populism is. As expected, the method can not match the recall of the dictionary,
as the dictionary supported the sample drawing process, but we still retain a high level
of recall, which is seen as a success. The improvement in precision can be seen as
an improvement in detecting non-populist comments and subsequently the ability to
distinguish them better from actual populist comments. especially when compared to
the performance of human annotators that reach an agreement of 0.79 on the task.

Populism detection is still a research field that is at an early stage, which is why data is
lacking for example, but our findings suggest high potential in the use of the methods
data science offers. Although our experiments did not identify concrete patterns in
increasing the performance by manipulating the input samples to augment the number
of BERT dictionary matches, they support the approach of performing only minimal
pre-processing of the data prior to feeding it into a large pre-trained LLM. This is reflected
in the observation that for both datasets, the setup of only applying IC reached the most
favorable results.

A qualitative analysis of a fraction of the predictions on the Der Standard dataset, backs
up our decision to use the best-performing BERT model for the case study. The analysis
demonstrates that the model is able to detect comments that we would classify as populist
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based on our operationalization, for all three motives, even though our gold labels included
only a limited number of comments containing people-centrism or people-sovereignty.
Concluding this discussion, we therefore show an example comment detected by the
model for each motive:

• Anti-elitism: “Sie sprechen mir aus der Seele. Allerdings wurde das schon
lange vorher abgeschafft. Schon beim Klimawandel wurde nur einer bestimmten
Lobbyisten Gruppe hinterhergehirscht. Das Klimathema ist jetzt durch, dafür
werden die Leute in Bälde die wirtschaftlichen Folgen ihrer Forderungen genießen
dürfen. Ein gewisser Herr Drosten hat schon vor Jahren eine Panik verbreitet, die
sich als völlig haltlos erwiesen hat. Jetzt fordert er mehr oder weniger solche Dinge
wie Abschaffung der Zulassung von Impfstoffen wurde ja auch völlig überbewertet.
Und solchen Leuten rennt man blind hinterher, jegliche wissenschaftliche Diskussion
unmöglich .”

• People-centrism: “Ich denke ich spreche für alle hier wenn ich sage wir wünschen
uns eine Veränderung in der politischen Regierungslandschaft in Österreich. Weg
von systematischer Korruption und Freunderlwirtschaft, hin zu einem Neubeginn!!
Ich will einen NEUBEGINN!! Scorpions Wind Of Change.”

• People-sovereignty: “Covid ist verhältnismäßig ungefährlich. maximal ster-
ben daran, selbst Personen, die mit einer erkrankten Person im Haushalt leben,
erkranken oft nicht und die Entwicklung eines Impfstoffs war relativ einfach, wa
man an der Vielzahl entwickelter Impfstoffe innerhalb eines Jahres erkennen kann.
Die Infrastruktur, die Funktionsfähigkeit des Staates war zu keinem Zeitpunkt
ernsthaft gefährdet. Einzig die Intensivstationen waren gut gefüllt, für einen kurzen
Zeitraum. Umfragen sind kein demokratisches Gremium. Eine Volksabstimmung
wäre eine demokratische Entscheidung.”

7.3 Model Application
To address the remaining research questions, this section presents the results obtained
by applying the best-performing model to the Der Standard data. First, we perform
descriptive analysis to observe the populism statistics of all our samples and highlight the
development of populist comments over time. Following, the amount of populist comments
per article are compared across our samples to draw implications about the connection
between populism and the COVID-19 pandemic and investigate the development of
populism over the course of the pandemic. Eventually, we discuss the results, compare it
to previous studies and draw conclusions of our findings.
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7.3.1 Descriptive Analysis Populist Comments
Following our model selection, we use a PyTorch script to perform inference on the
reference sample, COVID-19 sample and the non-COVID-19 sample on the GPU. We
process the samples in batches of 100,00 comments to reduce memory consumption and
create save states of our predictions after every batch. After a runtime of approximately
five days, each comment is assigned with a binary populism label. Table 7.14 shows the
total amount of comments in each sample, along with all comments that the model predicts
as populist. In our data analysis in Chapter 3, we already showed that the dictionary
detects the lowest ratio between total comments and populist comments in the COVID-19
sample, which was surprising but is supported by the model’s decision. However, the
numbers that are relevant for our research questions are the number of populist comments
per article, which we can see in Table 7.15. Here the statistic is dominated by the articles
related to the topic of COVID-19, with a mean populist comment count per article that
is almost three times higher than in the reference. Nevertheless, these numbers do not yet
take the total amount of comments of an article into account. Noticeably, the top three
articles that attracted the highest number of populist comments (8,862, 7,520, 4,377)
are all articles that report on the recent COVID-19 cases and were released in April
2021, September 2021 and September 2020. The reported standard deviation highlights
the overdispersion of the data, which is the reason for the choice of a negative binomial
regression model.

Reference COVID-19 Non-COVID-19
Populist 1,352,281 959,022 2,056,663
Total 9,201,455 12,572,785 15,186,329

Table 7.14: Number of populist comments and total number of comments for each sample

Reference COVID-19 Non-COVID-19
Populist comments
per article 27.2 76.2 33.7

Standard deviation 87.7 174.9 91.2

Table 7.15: Mean number and standard deviation of populist comments per article for
each sample

To get an impression of the events that nurtured the number of populist comments,
Figure 7.4 shows the development of this number aggregated per week for 2019, 2020
and 2021 (the 2021 data ends with November, as there is no further data available).
We can moreover follow the four different waves of the pandemic in Austria, with the
fourth still ongoing after the cut-off of our data. In 2019 we can see a major peak in
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the number of populist comments in May, which most likely corresponds to the reaction
to the events following the publication of the video of former Austrian vice-chancellor
Heinz-Christian Strache and deputy leader Johann Gudenus1 that sparked the so-called
“Ibiza affair”2. This was a highly relevant and controversial topic throughout the course
of the year and is furthermore reflected in the peak reached at the end of September
and beginning of October, where Sebastian Kurz was re-elected as chancellor3 after the
preceding dissolution of the Austrian National Council. Those events must be considered
when using the 2019 data as a reference.

The following year shows the start of the pandemic. Before March, the topic started to
emerge but was not highly covered in the news. When COVID-19 reached Austria at
the beginning of March and people were directly influenced by the virus and the first
countermeasures, we can observe a peak in the number of populist comments under
COVID-19-related articles and an all-time low for the populist comments under all other
articles. This indicates that the general reporting and the interactions of the users focused
on the topic of COVID-19, as the majority of the total amount of comments during this
time were posted under COVID-19 articles as well. By the peak’s prominence, we can
say that the start of the pandemic saw a rise in populist comments posted by the users
of the Der Standard news forum. During the months of March and April, there was a
rise in the number of articles and user comments related to COVID-19, as compared
to other topics. Out of a total of 7,086 articles, a significant proportion of 2,758 were
related to COVID-19, which represents approximately 39% of all articles. Remarkably,
COVID-19-related articles drew 2,115,926 user comments, while all other articles com-
bined only attracted 620,841 comments in total during this timespan. After that, the
distribution of the engagement shifted and the weekly aggregated total number of com-
ments under non-COVID-19 was almost constantly higher. Another peak in the number
of populist comments that matches the magnitude of the peak observed for the “Ibiza
affair” appears in the reference data during October 2019. This corresponds to another
major political event in Austria, because then chancellor Sebastian Kurz declared the
withdrawal from his position, after investigations put him under suspicions of corruption4.

To connect the topics of COVID-19 and populism, we pre-select some of the most
important events related to COVID-19 countermeasures in Austria with the information
found on the Wikipedia page covering the pandemic in Austria6 and present the number
of populist comments in a higher resolution, by aggregating them per day and showing

1https://www.derstandard.at/story/2000103364196/strache-soll-staatsauftraege-fuer-
wahlkampfspenden-in-aussicht-gestellt-haben last accessed 27.02.2023

2https://en.wikipedia.org/wiki/Ibiza_affair last accessed 27.02.2023
3https://orf.at/stories/3139981/ last accessed 27.02.2023
4https://www.derstandard.at/story/2000130311035/nach-juengsten-enthuellungen-sebastian-kurz-

vor-rueckzug-als-kanzler last acceessed 27.02.2023
5https://viecer.univie.ac.at/corona-blog/
6https://de.wikipedia.org/wiki/COVID-19-Pandemie_in_Österreich last accessed 27.02.2023
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Figure 7.4: Plots of the number of populist comments aggregated per week for each
sample and subdivided in the years covered by the samples (the grey dotted lines indicate
the approximate starts and the black line the approximate ends of the four COVID-19
waves in Austria following information from the corona-blog of the Vienna Center for
Electoral Research5)

the development of the number during the five preceding and following days of an event.
Figure 7.5 shows the development of populist comments around the following events:

• 16.03.2020: Beginning of the first lockdown in Austria

• 30.03.2020: Decision to make it mandatory to wear masks in shops

• 14.09.2020: Reinstatement of mandatory masks indoor

• 17.11.2020: Beginning of the second lockdown in Austria

• 26.12.2020: Beginning of the third lockdown in Austria

• 15.09.2021: Reinstatement of mandatory FFP-2 masks and tightening of the 3G-
rules

For the first lockdown, we can see the start of the major rise in populist comments
at the beginning of the pandemic that increases further towards the announcement of
compulsory masks in supermarkets, after which we can see a peak at the beginning
of April. Those were events that were very restrictive for the people, who were still
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Figure 7.5: Plots showing the number of populists comments aggregated by day around
major COVID-19 events

unfamiliar with the situation, but seemingly express their discontent with the government
and experts that they hold responsible for the decisions made. After a more relaxed
summer in terms of restrictions, we see the return of mandatory masks and subsequently
the second lockdown, where we observe more populist comments before the measurements
come into effect and a decline afterward. This could be the case because the preceding
days show the days after the announcement of the measures, where media coverage of
the topics is most likely higher than on the day the measures actually come into effect.
For the third lockdown, we can observe two spikes before and after the start. The last
plot shows an event that led to more restrictions, especially for unvaccinated people,
including a majority of the “coronasceptic” people. This is represented in another relative
peak during that time, which could refer to the tension and discontent of “coronasceptic”
people who felt unfairly treated by the state.
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7.3.2 Populism Comparison
Our major research goal in the model application is the comparison of populist comments
per article between our different samples. Therefore, we fit negative binomial regression
models to our data to answer the research questions:

• RQ2a: How does the COVID-19 crisis affect the number of populist user comments?

• RQ2b: How does the topic of COVID-19 affect the number of populist user comments
posted during the crisis?

To observe the effect of the pandemic on the number of populist user comments, we
compare all articles posted during 2019 to every article posted during the pandemic
disregarding the article’s topic. The outcome of our model gives us insight into whether
the situation of the pandemic as a crisis led to more populist user comments in general.
A rise would, for example, indicate an increased anti-elitist stance and discontent with
the government. In Table 7.18, we can however see that the model returns a negative
coefficient for our explanatory variable. This means that populist comments were less
prevalent during the pandemic than in the reference year before. With the reported
p-value, our results are highly significant. In this case, we can directly interpret the
coefficient as the average difference in populist comments for an article posted before
and during the pandemic. Subsequently, an article posted during the pandemic attracted
approximately 7.8% less populist comments.

Coefficient Standard error z p-value [0.025 0.975]
-0.0778 0.007 -11.783 <0.001 -0.091 -0.065

Table 7.16: Test statistics of the negative binomial regression model to measure the
relation between the populist comments per article and the pandemic in reference to 2019

Coefficient Standard error z p-value [0.025 0.975]
0.17 0.01 16.449 <0.001 0.15 0.19

Table 7.17: Test statistics of the negative binomial regression model to measure the
relation between the populist comments per article and the topic of COVID-19

For RQ2b, we want to test whether the observations of Thiele [Thi22] hold over a longer
period of the pandemic. Here, we directly measure the influence of the topic of COVID-19
on the number of populist comments by comparing the COVID-19 sample and the
non-COVID-19 sample and report the results in Table 7.17. The regression model returns
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a significant positive coefficient in this case, indicating that the topic of COVID-19 indeed
attracts more populist comments than other topics. This is furthermore an interesting
finding, as it still holds despite the peaks of populist comments under other articles we
observed in 2021, including the withdrawal of Sebastian Kurz. Subsequently, we have
evidence that COVID-19 nurtured populist talking points and stances, as a COVID-19
article on average attracts 17% more populist comments than other articles.

7.3.3 Populism over Time
In this section, we deal with the last remaining research question:

• RQ3: How does the amount of populist user comments under COVID-19-related
articles evolve over time?

The goal is to measure whether the number of populist comments under COVID-19-
related articles rises or declines with the ongoing pandemic. Therefore, our negative
binomial regression model measures the effect of the difference in days to the start of
the pandemic on the number of populist comments for an article. The results in Table
7.18 suggest that there is no noticeable influence of the duration of the pandemic on the
observed populism. The small negative coefficient of -0.0006 is only a minor effect that
can be neglected. We can therefore not detect a trend in the development of populist
comments under COVID-19-related articles during the pandemic.

Coefficient Standard error z p-value [0.025 0.975]
-0.0006 < 0,0001 -10.16 <0.001 -0.001 0

Table 7.18: Test statistics of the negative binomial regression model to measure the
relation between the populist comments per article and the days passed since the start of
the pandemic

7.3.4 Discussion
To sum up the insights of the model application on our research questions, we want to
elaborate on the findings and compare them to the work of Thiele [Thi22] in a final
discussion. The first research question in this context:

• RQ2a: How does the COVID-19 crisis affect the number of populist user comments?

has not been covered in the existing literature, but added new insights to the prevalence
of populism in Austria news comments. The significant answer is that, after accounting
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for the rise in total comments, articles published during the pandemic receive a 7.8%
lower quantity of populist comments than those published during the reference period.
The finding that the amount of populist comments actually declined with the start of
the pandemic makes it interesting for future work to investigate the timeframe of 2019.
We suggested possible topics, especially the “Ibiza affair”, which could cause this effect.

However when looking at the next research question:

• RQ2b: How does the topic of COVID-19 affect the number of populist user comments
posted during the crisis?

we can confirm the findings of Thiele, who also noticed an increase of populist comments
under COVID-19-related articles by 14%. Our study shows that this still holds with the
ongoing pandemic until November 2021. As we approached the autumn of 2021, tensions
between “coronasceptics” and other citizens and experts increased due to the tightening of
3G rules and the introduction of 2G rules, which placed more restrictions on unvaccinated
individuals. These additional factors provided further grounds for expressing discontent
with the situation and blaming the elites for what was perceived as unfair treatment of
citizens.

The results of our tests for the final research question:

• RQ3: How does the amount of populist user comments under COVID-19-related
articles evolve over time?

are surprising in the light of the previous study by Thiele [Thi22], who could confirm in his
work that populist comments under Facebook posts of news outlets rose over the time of
the pandemic, which could be interpreted with growing discontent with the governmental
decisions and the way they communicated them. Furhtermore, he suggested this could
be signs of “reactance” [DS05] and consequences of failed “fear appeals” [Wit92]. We
could not confirm that for our observed timeframe, where we could not find a connection
between the length of the pandemic and COVID-19. With these results it is interesting
to test, if Thiele’s hypothesis holds for the comments directly posted on the news forum
of Der Standard for his observed timeframe. Therefore, we cut our data off on 30 May
and run our model again. With the adjusted timeframe, we obtain a coefficient of -0.0004
which is again no indicator of an observable trend. This may be caused by a discrepancy
between the data sources, as Thiele utilized a diverse range of news outlets. However,
the more important difference could lie in the nature of Facebook comments, where users
only engage with a snippet and the headline of an article, as opposed to being exposed
to the entire content of the article on the news website prior to accessing the comment
section, which would require further investigation.
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CHAPTER 8
Conclusion

This chapter concludes this thesis by briefly summing up the most important steps and
findings of the work and furthermore highlights the contribution made to the research field.
After that we discuss the limitations of the conducted research and draw implications
about potential future work.

8.1 Summary
COVID-19 is a topic that started as a medical one and quickly turned into a political topic
with the pandemic affecting the lives of people all over the world and governments having
to make decisions to contain the spread of the virus. This uncertain situation introduced
a very complex problem to governments in finding a balance between preventing the
health care system from collapsing and restricting the social life of millions of people.
This opened a gateway for populist rhetoric that seeks to provide simplistic solutions
to complex issues by constructing an adversary in the form of an elite group, which is
held responsible for any unfavorable developments that affect the general public, thereby
distancing them from said elites. This work showed that these rhetorics can be identified
by an operationalization of the minimalistic ideational definition of Mudde [Mud04]. In
an extensive literature review, we demonstrated the importance of the definition in the
research field and that it is the best fit for our task. Through an annotation study, we
demonstrated that, during the observed period, the most dominant populist motive in
news user comments was anti-elitism. Additionally, we found that human annotators
displayed a high level of agreement in identifying instances of populism in short texts.
The strong prevalence of anti-elitism is congruent with the “anti-systemic messages” and
distrust with mainstream media and political establishment that Boberg et al. determine
as main characteristic of the “pandemic populism” they observed [BQSEF20].
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8. Conclusion

After the annotation study, we demonstrated that we can outperform existing methods
for automated populism detection with he use of pre-trained BERT models and human-
annotated data. We could especially reduce the amount of false positives, which gives us
more precise results and helps to capture the phenomenon more accurately. Nevertheless,
we rejected the approach of using the dictionary to label a large amount of training data,
as the observed performance could not improve the dictionary alone.

The application of the model on the Der Standard data could confirm the influence of
the topic of COVID-19 on the amount of populist news user comments, even during a
time were other events that dealt with corruption investigations of politicians in Austria
provided a breeding ground for populist rhetoric. Focusing on citizens as the primary
propagators of populist messages in our analysis provides a perspective that is not as
widely represented in the literature as that of politicians’ or media’s populism. Detecting
populism in user comments could help for further crisis management, by observing the
effects of certain strategies and the communication of countermeasures on the reactions of
a group of people. The inclusion of a reference timeframe uncovered additional insights,
enabling us to contextualize “pandemic populism” and demonstrate that the pandemic
did not result in a general increase in populist user comments. With the results obtained
by answering the final research question, we could also find no significant evidence of a
stronger prevalence of populist rhetoric over the course of the pandemic, which opposes
previous findings.

Overall this thesis provides the following contributions to the research field:

• We provide the first annotated dataset of Austrian news user comments for populism.

• We propose a model that outperforms the SOTA for populism detection by 0.17
regarding F1-score.

• We add a reference timeframe for the analysis of populism during the COVID-19
pandemic.

• We perform analysis on a dataset of more than 30,000,000 comments, which increases
the volume of data used in previous studies and furthermore covers a longer time
of the pandemic.

To support the findings of this work, supplementary material is publicly available in a
GitHub repository1.

1https://github.com/ahmadouw/COV-Populism-Standard
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8.2. Limitations and Future Work

8.2 Limitations and Future Work
Upon reflecting on the limitations of our work, we can identify the potential for further
research. Considering the high prevalence of anti-elitism in our observations, incorpo-
rating information about the elites mentioned in the comments and introduce it as a
feature for ML models could improve the results. By identifying popular figures that had
a strong medial presence or were targeted by conspiracy theories, we could enrich the
purely textual input of our model with more semantic information.

As we only investigated populism in the dimension of single comments and articles, it can
be interesting to further concentrate on the user level, to for example classify certain users
as populist or not or measure a degree of populism based on their textual output. With
this information, we could furthermore investigate the networks that populist users form,
as it is an ideology that forms groups that reinforce themselves in the conviction that
they actually represent the people and claim to express the majority’s opinion [GT19].
After inspecting citizens as populist actors, another connection that has to be observed is
the behaviour of populist parties and the success of populist parties within the pandemic.
Future work should investigate, whether the emerging “pandemic populism” is reflected
in the electoral decision of citizens and whether populist politicians can profit and gain
influence during such a crisis.

Considering the scale of this work, the choice of Der Standard as a media source that is not
considered to have a populist orientation gives a good overview, but incorporating other
news sources might give a more diverse representation of public opinion. Geographically
the work is limited to Austria, which is a good general example given the magnitude
of “coronasceptic” demonstrations, but comparing the findings to the response in other
countries can solidify the connection of populism and COVID-19 further, given the global
relevance of the crisis. As the pandemic is still ongoing after the cut-off of our data,
analysis of temporal development beyond November 2021 is of interest to expand the
scale. The controversy about the introduction of compulsory vaccination in Austria is for
example not fully included in the current work.

This work aims at making populism comparable, as it adds a reference timeframe. There-
fore the choice of incorporating data from all three samples and using the minimalistic
ideational definition of populism in the data annotation is fitting for the use case. However,
future research could be directed towards investigating the unique features of “pandemic
populism”. This could involve defining the phenomenon and developing a specialized
model that might be able to make more accurate predictions and enable isolated analysis.

Regarding the examination of Der Standard data, there are two aspects that were dis-
regarded in this work: first the inclusion of headlines and second the hierarchy of the
comments. During the annotation study, some comments seemed unnatural for the
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participants, as they start in the middle of a sentence. This is caused by a misuse of the
headline feature, where people put actual parts of their messages in the headline instead
of a short summary statement. However, the influence of this might be neglectable. The
hierarchy of comments means the information of whether a comment was posted as a
parent comment directly to the article or a reply under an already existing comments.
We chose to include all hierarchical levels of comments, because of the reinforcing and
group building nature previously found in populist online communication [GT19], which
we expect to be reflected in users replying to each other. Incorporating the hierarchy
of the comments might however be a beneficial aspect for analyzing populist user networks.

Eventually, a final problem that can generally limit the performance of ML is the lack of
annotated data. The class imbalance made it necessary to involve the dictionary in the
sample drawing process, which is why we can not really assess the performance of our
model on a lot of populist comments that the dictionary does not detect (only 30 of those
were included in the random sample). With the availability of more resources for labeling
larger amounts of data and a growing interest for populism detection within the scientific
community, there is potential for enhancing model performance and validation of new
approaches in a still emerging research field. Future endeavours could then aim to go
beyond the measurement of common performance metrics and try to add explainability
to model predictions, given the complexity of the phenomenon.
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