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Abstract

Supersymmetry (SUSY) is a highly motivated theory that can provide solutions to cen‐

tral issues and open questions of the standard model (SM) of particle physics. How‐

ever, the absence of discoveries of exotic particles at the Large Hadron Collider (LHC)

puts it under significant pressure. Nonetheless, some corners of the parameter space

remain less explored, owing more to their experimental difficulty rather than a lack

of theoretical motivation. SUSY scenarios with a compressed mass spectrum, where

the mass difference between the produced superpartners and the lightest supersym‐

metric particle (LSP) is relatively small, offering little detectable energy, are very well

motivated by naturalness considerations and dark matter relic constraints.

A compressed SUSY search focusing on models with top squark (stop) pair‐production

in the single‐lepton channel is presented. Due to the limited available energy and

resulting low momentum decay products, such a search is made viable by requir‐

ing a boost from an initial‐state radiation (ISR) jet. The analysis results are based

on collision data from year 2016 of LHC Run 2, recorded with the Compact Muon

Solenoid (CMS) detector at
√

s = 13 TeV, corresponding to an integrated luminosity

of 35.9 fb−1. Several data‐driven background modelling methods are implemented

for the estimation of sub‐leading nonprompt lepton backgrounds, using Monte Carlo

(MC) simulation together with normalisation to data. Dedicated studies are con‐

ducted for the identification of low momentum electrons as well as improvements in

signal modelling.

Based on the completion of the analysis with 2016 data, another focus of the thesis

are improvements of the trigger strategy to extend the acceptance of the signal, also

towards less‐accessible compressed electroweakino (EWKino) models. Dedicated trig‐

ger algorithms are developed, exploiting the typical ISR‐boosted signature, in order

to achieve lower missing momentum thresholds. The algorithms were used online

during year 2018 of LHC Run 2 and are currently collecting data during the ongoing

LHC Run 3. A strategy for incorporating the new trigger in the analysis is presented,

evaluating the potential expected gains in sensitivity. Possible future improvements

in expanding the search capabilities in previously unexplored directions, including re‐

cent developments, such as machine learning (ML) or the identification of displaced

signatures from long‐lived particles (LLP), are also discussed.





Deutsche Kurzfassung

Die Supersymmetrie (SUSY) ist eine gut motivierte Theorie, die Lösungen für zentrale Proble‐

me und offene Fragen des Standardmodells (SM) der Teilchenphysik bietet. Da jedoch bisher

keine exotischen Teilchen am Großen Hadronen‐Speicherring (LHC) entdeckt wurden, steht

sie unter erheblichem Druck. Nichtsdestotrotz bleiben einige Bereiche des Parameterraums

weniger erforscht, was eher auf hohe experimentelle Herausforderungen zurückzuführen ist

als auf einen Mangel an theoretischer Motivation. SUSY‐Szenarien mit einem komprimierten

(compressed) Massenspektrum, bei denen der Massenunterschied zwischen den erzeugten Su‐

perpartnern und dem leichtesten supersymmetrischen Teilchen (LSP) relativ klein ist, und da‐

her nur wenig detektierbare Energie bietet, sind sehr gut durch Natürlichkeitsüberlegungen

und Beschränkungen der gemessenen Dichte der dunklen Materie motiviert.

In dieser Arbeit wird eine Suche nach compressed SUSY vorgestellt, die sich auf Modelle mit

Top‐Squark (Stop) Paarproduktion im Einzelleptonkanal konzentriert. In diesem Modell ha‐

ben die Zerfallsprodukte nur einen geringen Impuls. Eine solche Suche wird allerdings durch

einen Boost der SUSY Teilchen mittels eines abgestrahlten Jets im Anfangszustand (ISR) er‐

möglicht. Die Analyseergebnisse basieren auf Kollisionsdaten aus dem Jahr 2016 des LHC Run

2, die mit dem Compact Muon Solenoid (CMS) Detektor bei
√

s = 13 TeV aufgenommen wur‐

den. Die Daten entsprechen einer integrierten Luminosität von 35.9 fb−1. Mehrere Methoden

zur Abschätzung der Hintergrundprozesse basierend auf Monte Carlo (MC) Simulationen und

experimentellen Daten werden implementiert. Spezielle Studien zur Verbesserung der Identi‐

fikation von niederimpulsigen Elektronen sowie der Modellierung der Signale werden durch‐

geführt.

Nach Abschluss der Analyse mit Daten aus dem Jahr 2016 liegt ein weiterer Schwerpunkt der

Arbeit auf der Verbesserung der Triggerstrategie, um die Signalakzeptanz auch auf weniger zu‐

gängliche komprimierte electroweakinos (EWKinos) auszuweiten. Es wurden spezielle Trigger‐

Algorithmen entwickelt, die die typische ISR‐geboostete Signatur ausnutzen, um niedrigere

Schwellenwerte für fehlenden Impuls zu erreichen. Die Algorithmen wurden im Jahr 2018 in

Run 2 online eingesetzt und sammeln derzeit Daten im laufenden Run 3. Es wird eine Stra‐

tegie für die Einbeziehung des neuen Triggers in die Analyse vorgestellt und der potenzielle

erwartete Gewinn an Sensitivität bewertet. Mögliche zukünftige Verbesserungen werden eben‐

falls erörtert, einschließlich aktuelle Entwicklungen, wie maschinelles Lernen (ML) oder die

Identifizierung von langlebigen Teilchen (LLP) mit versetztem Zerfallsvertex, um die Such‐

möglichkeiten in bisher unerforschte Richtungen zu erweitern.
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Introduction

The standard model (SM) of particle physics has seen remarkable success throughout

the modern scientific era. It has been verified with extreme precision at different en‐

ergy scales, becoming the most successful theory of the fundamental interactions of

elementary particles. Collider experiments, such as those at the Large Hadron Collider

(LHC), have played a significant role in measurements and discoveries that contributed

to the building of the SM. The discovery of the Higgs boson at the LHC by the CMS

[1] and ATLAS [2] experiments is considered one of the major missing puzzle pieces of

the model.

Despite the success of the SM, there are several shortcomings that need to be ac‐

counted for, especially in the context of a grand unified theory (GUT) or even a theory

of everything (TOE). Ultimately, this implies that there exists new physics beyond the

SM (BSM) that has not yet been discovered. Supersymmetry (SUSY) is one of the most

promising theories that could provide solutions to central open questions and prob‐

lems in the SM. SUSY postulates that for every SM particle, there exists a correspond‐

ing superpartner state, differing by half‐integer spin. The additional particle content

predicted by SUSY would provide a solution to the hierarchy or naturalness problem,

while minimal supersymmetric extensions of the SM (MSSM) could allow for the uni‐

fication of strong and electroweak gauge couplings at the GUT scale. Furthermore,

the lightest supersymmetric particle (LSP), which is weakly‐interacting, massive and

stable, is an excellent dark matter (DM) candidate. A focus of the physics programme
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Chapter 1. Introduction

at the LHC is BSM physics, which includes searches for SUSY. Many SUSY models re‐

quire R‐parity conservation, meaning that the SUSY particles are pair‐produced and

are predicted to have decay chains to SM particles, which can then be detected by the

multi‐purpose detectors.

This thesis focuses on a particular SUSY model with a highly compressed mass spec‐

trum, where the mass difference between the produced superpartners and the LSP is

relatively small. Such scenarios are additionally motivated by DM relic constraints and

can still provide a window to natural SUSY. This is especially relevant, considering the

significant pressure that natural SUSY is under due to the lack of discoveries. There

exists an underlying difficulty with identifying the resulting decay products due to the

little available energy, making it a very challenging region of SUSY parameter space

to probe. The soft single‐lepton analysis described in this thesis focuses on top squark

(stop) pair‐production with a nearly degenerate neutralino ~χ0
1 LSP in the single‐lepton

channel.

As the author of this thesis, significant contributions were made to the published LHC

Run 2 analysis with 35.9 fb−1 [3, 4, 5], as well as a previous preliminary result with early

data (12.9 fb−1) [6]. One of the main contributions to the publication is the estimation

of sub‐leading nonprompt backgrounds using several data‐driven background mod‐

elling methods (emulation of Z‐boson decays to neutrinos, ABCD method for QCD

multi‐jet , tight‐to‐loose method) using Monte Carlo (MC) simulation together with

normalisation to data. Furthermore, dedicated studies were performed for the iden‐

tification of low momentum electrons for the addition of the electron channel, which

was one of the major additions with respect to the Run 1 version of the analysis [7].

Improvements in signal modelling have been studied and implemented in the form

of the development of a dedicated generator filter, making mass SUSY signal sam‐

ple production viable for compressed models. A number of other contributions were

made, such as in the determination of lepton scale factors or the evaluation of various

2
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systematic uncertainties relevant to the analysis (nonprompt and prompt estimation,

W‐polarisation, pileup, ...). The analysis was presented at a number of global confer‐

ences, followed by corresponding published proceedings [8, 9, 10].

Based on the completion of the analysis with 2016 data, another focus of the thesis are

improvements of the trigger strategy to extend the acceptance of the signal, also to‐

wards less‐accessible compressed electroweakino (EWKino) models. Dedicated trigger

algorithms were developed, exploiting the typical ISR‐boosted signature, in order to

achieve lower missing momentum thresholds. The algorithms were used online dur‐

ing year 2018 of LHC Run 2 and are currently collecting data during the ongoing LHC

Run 3. The performance measurements of the trigger in 2018 data were made public

under a detector performance note [11]. A strategy for incorporating the new trigger

in the analysis is presented, evaluating the potential expected gains in sensitivity.

In parallel, I have carried out additional work for the CMS experiment on various

fronts. I supported online data‐taking operations regularly by being a data acquisition

(DAQ) shifter responsible for controlling the DAQ system in the CMS control room

and monitoring the collection of data. I also developed the software for the data qual‐

ity monitoring (DQM) of the L1T Global Trigger Upgrade (µGT ). This was followed

by the Level‐1 Trigger (L1T) menu co‐coordinator role (L3) responsible for delivering

the full trigger menu that pre‐selects the type of data that is collected, encapsulat‐

ing the entire physics programme of CMS. Currently, I am the co‐convener (L2) of

the Field Operations Group (FOG) of the Trigger Studies Group (TSG), responsible for

CMS data‐taking operations of the High Level Trigger (HLT) system during the LHC

Long Shutdown 2 (LS2) and the ongoing LHC Run 3. This role additionally includes

coordinating the development of the trigger Rate Monitoring (RateMon) software.

3
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The Standard Model and Beyond

2.1 The Standard Model
Throughout the last century, global efforts in the theoretical and experimental fields of

particle physics focused on attempting to construct a unified theoretical model for the

description of our universe. The standard model (SM) of particle physics is currently

our best description of the fundamental building blocks of the universe and their un‐

derlying interactions, combining the contrasting fields of quantum mechanics (QM)

and relativity. Its predictions are verified with extreme precision up to the highest

achievable energies, yielding it as the most successful theory of the fundamental in‐

teractions of elementary particles [12, 13, 14, 15].

Short Historical Context 1

Even though the notion that all matter constitutes fundamental and indivisible par‐

ticles has been considered since ancient times, Thomson’s discovery of the electron

[16, 17] demonstrated the existence of particles smaller than atoms, marking the be‐

ginning of a modern era of particle physics. Rutherford’s discovery of the proton within

1This section provides a very brief historical context, only covering a select number of experimental
discoveries and theoretical developments that were vital in the construction of the standard model. A
number of equally important experimental discoveries and measurements, as well as theoretical frame‐
works, are omitted in the interest of brevity, however, their omission should not undermine their im‐
portance.

7
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a concentrated nucleus [18], along with Chadwick’s discovery of the neutron [19], high‐

light the so‐called classical era of particle physics, where the primary constituents of

an atom were defined.

The birth of the field of quantum mechanics (QM) coincides with the discovery of the

particle‐like nature of the photon at the beginning of the 20th century [20, 21, 22]. The

nonintuitive quantum‐mechanical effects manifest themselves at the smallest physical

scales, in which non‐relativistic dynamical particle systems are described as quantised

systems by the Schrödinger Equation. The relativistic quantum mechanical (RQM)

formulation of QM extends the theory with Einstein’s special relativity, significant at

very high energies, yielding the relativistic Klein‐Gordon [23, 24] and Dirac wave equa‐

tions [25, 26]. The negative‐energy solutions of the Dirac equation postulate the ex‐

istence of antiparticle partners [27], which were subsequently discovered [28, 29, 30].

This led to the description of elementary particles as the excitations of quantised rel‐

ativistic fields in the context of a quantum field theory (QFT). Quantum electrody‐

namics (QED) [31], advanced by Tomonaga, Schwinger and Feynman, is a QFT that

describes the quantisation of electromagnetic fields, expressed by the well‐established

Maxwell’s equations [32], where the quantised photon acts as a mediator of the elec‐

tromagnetic force between charged fermions.

Yukawa’s Theory postulated a short‐range force within nuclei that manifests itself as

the exchange of a meson (pion) with a mass intermediate between that of a nucleon

and an electron, which was the first indication of a strong force that acts between

hadrons [33]. Experimental confirmation of the existence of strongly‐interacting par‐

ticles was achieved in studies of cosmic rays using cloud chambers, which discovered

that secondary cosmic rays are predominantly composed of pion mesons decaying into

muon leptons [34, 35, 36, 37]. The positron was the first antiparticle to be discov‐

ered via cosmic ray observations [28], followed by later discoveries of the antiproton

[29] and antineutron [30] in synchrotron fixed‐target experiments. Cosmic ray mea‐

surements were also crucial in the discovery of neutral Kaon decays to pions, forming

characteristic V‐shaped particle tracks [38, 39], as well as decays of charged K‐mesons

8
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[40]. A similar signature is left by the decay of the Lambda into a proton and pion

[41], which was classified into the heavier baryon family due to its mass. In parallel,

the discovery of the neutrino (postulated much earlier by Pauli [42]) in inverse beta‐

decay experiments [43] confirmed vital properties of QM of spin and lepton number

conservation.

Starting from the 1950s, the development of accelerator experiments enabled the pro‐

duction of particles in a controlled laboratory environment, ranging from Brookhaven

[44], SLAC [45] and Tevatron [46] to the highest energy CERN accelerators (e.g. SPS

[47], LEP [48], LHC [49, 50]). They have since played a central role in verifying the‐

oretical models and predictions of the SM, with a number of historical discoveries of

elementary particles, such as the J/ψ [51, 52], tau lepton [53], gluon [54, 55], top quark

[56, 57], and the W, Z [58, 59, 60, 61] and Higgs bosons [1, 2].

With the increasing number of particle discoveries, there arose the necessity to classify

them based on the underlying physics, such as the classification of hadrons into the

meson and baryon families. The law of conservation of the baryon number [62, 63, 64]

was already introduced earlier to account for the stability of the proton and was appli‐

cable to the newly‐discovered particles. The relatively longer lifetimes of some newly‐

discovered hadrons led to the introduction of the property of strangeness [65, 66, 67].

The eightfold way [68, 69] classifies the particles based on geometrical combinations

of strangeness and charge, yielding the baryon and meson octets and baryon decuplet.

The baryon decuplet predicted the existence of the Ω−, discovered at Brookhaven [70],

cementing the model’s success.

The quark model [71, 72, 73] describes every hadron as a colourless bound state of spin‐

half fermionic quarks, where baryons consist of three quarks and mesons of quark‐

antiquark pairs. Experimental evidence of quarks was revealed by observing corre‐

sponding partons in deep inelastic scattering (DIS) experiments [74, 75], which probed

the internal structure of hadrons by high energy scattering of electrons off nuclei. The

joint discoveries of the J/ψ meson at Brookhaven and SLAC [51, 52] and the heavy top

quark by the CDF and D∅ experiments at Fermilab [56, 57] essentially confirmed the

9
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mathematical model of quarks. The electroweak unification [76, 77, 78], advanced by

Glashow, Weinberg and Salam, took a significant step towards a unified theory of all

interactions. Weak neutral current interactions predicted by the theory were discov‐

ered in neutrino scattering in the Gargamelle bubble chamber [79], originating from

the Proton Synchrotron (PS) [80, 81] beams at CERN. Furthermore, it allowed the pre‐

diction of the masses of the W and Z bosons, which were later discovered by the UA1/2

experiments [58, 59, 60, 61] at the larger Super Proton Synchrotron (SPS) accelerator

[47]. The discovery of the Higgs boson at the LHC by the CMS [1] and ATLAS [2]

experiments in 2012 is considered one of the major missing puzzle pieces of the SM.

2.1.1 Theoretical Introduction

Particle Content

The matter content of the standard model (SM) of particle physics shown in Figure 2.1

can be summarised as comprising three types of elementary particles: leptons, quarks

and mediators. For each particle, there exists a corresponding antiparticle with the

same mass, but quantum numbers reversed. There are six flavours of both leptons and

quarks, subdivided into three generations, which differ mainly in mass while keeping

other properties the same. Lepton generations consist of flavour pairs of charged lep‐

tons (electrons, muons or taus) and uncharged neutrinos. Quarks have fractional elec‐

tromagnetic charge, and generations consist of pairs which differ in rest mass and one

unit electromagnetic charge. In the context of QCD, they are also attributed to three

different types of colour charges. The phenomenon of colour confinement [82] re‐

quires that coloured particles cannot be observed as isolated particles. Therefore, they

form colourless bound mass states of two quark‐antiquark pairs (qq̄), known as mesons

(bosons), or three distinctly coloured quarks (qqq), known as baryons (fermions). Lep‐

tons and quarks are half‐integer spin (spin‐1/2) fermions and are, therefore, subject to

the Pauli exclusion principle (PEP) [83], which forbids that two indistinguishable par‐

ticles are in the same quantum state.
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The fundamental forces are transmitted via quantised mediators that are integer spin

bosons (spin‐1 vector bosons), which are not subject to the PEP. The electromagnetic

force is mediated via massless photons, the strong force via eight coloured gluons and

the weak force via massive weak intermediate vector bosons: charged W± or neutral

Z bosons. The massive Higgs boson is a spin‐0 particle responsible for the generation

of mass. The SM does not consider the gravitational force, described by general rela‐

tivity, due to the complexity of a unified quantum gravity theory (postulating a spin‐2

graviton) and is neglected due to its much weaker strength at the microscopic scale.
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Figure 2.1: Particle content of the standard model (SM) of particle physics in terms of funda‐
mental leptons, quarks and mediators [84].
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Quantum Field, Lagrangian, Gauge Theories

Special relativity and quantum mechanics are consolidated within the Dirac equation,

which is a relativistic wave equation for quantum‐mechanical systems. Quantum field

theory (QFT) describes elementary particles as excitations of quantised relativistic

fields, allowing an arbitrary and changeable number of particles to exist. The SM is

a QFT where the fundamental forces between elementary particles are expressed as

quantised mediators.

In Lagrangian field theory, such systems of fields can be described in terms of La‐

grangian densities, where the dynamics are dictated by the minimisation of action

(S =
∫ Ldt). Elementary matter particles described by the Dirac equation are ex‐

pressed as Dirac fields, which interact with each other via the fundamental force fields.

The influence of both fields on one another can be expressed by a combined Lagrangian

density and can account for nearly all observed phenomena on different scales.

The SM Lagrangian uniquely describes the particle content and underlying interac‐

tions in the SM, and it is generally defined as:

LSM = Lgauge + Lfermion + LYukawa + LHiggs (2.1)

in terms of gauge, fermion, Yukawa couplings, as well as the Higgs interaction:

• Lgauge describes the gauge part of the Lagrangian density, which includes the

kinetic terms of the different bosonic gauge fields.

• Lfermion comprises the dynamic fermionic terms that include interactions of fermions

and gauge bosons as well as fermion‐fermion interactions.

• LHiggs describes the dynamic Higgs term, the Higgs potential, mass terms of the

gauge bosons and interactions of gauge bosons with the Higgs field.

• LYukawa includes the fermionic mass terms and interactions of fermions with the

Higgs field.
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Ultimately, the exact form of interactions in the SM is exposed by the underlying re‐

dundancies in our mathematical description of nature. Nöther’s theorem postulates

that every symmetry in nature is associated with a conservation law [85]. The La‐

grangian formulation manifests the underlying global symmetries of a system, which

correspond to conserved quantities or currents.

The mathematical formalism for interactions is expressed in the context of group field

theory, where group elements are represented by (special) unitary matrices that are

defined by infinitesimal generator operators [86]. Symmetries of space‐time are de‐

scribed by the Poincaré group, including Lorentz transformations and space‐time trans‐

lations. Gauge transformations transform the fields in such a way that the dynamics

of the system are unchanged. According to the Coleman‐Mandula theorem [87], the

Poincaré group can be extended by a gauge group as a direct product, and can only

combine in a trivial way. Imposing the requirement of invariance of the Lagrangian

under local phase transformations (LGI) leads to Lie symmetry groups with a corre‐

sponding Lie algebra of group generators. These ultimately expose the mathematical

symmetries and redundant degrees of freedom of the Lagrangian density of a physical

system (gauge symmetries) and thereby determine the exact form of all interactions.

Each generator of the symmetry group introduces a gauge field, which then can be

associated with a vector boson field.

Non‐commutative symmetry groups, such as SU(3) of QCD and SU(2) of weak interac‐

tions, are referred to as non‐abelian. Non‐abelian gauge theories are described by the

Yang‐Mills theorem [88], which describes interactions among vector fields. The gauge

potentials are matrices that also transform as part of gauge transformations, leading

to gauge fields that self‐interact, corresponding to coloured gluons and weak vector

bosons. Ultimately, QCD is characterised by an SU(3) gauge symmetry, whereas elec‐

troweak (EWT) theory is expressed via a combined SU(2)× U(1) symmetry.

To summarise, the mathematical description of the SM is based on a QFT with the

requirement of LGI, characterised by a non‐abelian SU(3)× SU(2)× U(1) gauge sym‐

metry group. The number of independent generators in the group corresponds to the
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number of gauge mediator fields, with the gauge bosons as the corresponding quanta.

Therefore, in total, there are 12 gauge bosons: the photon, 3 weak bosons and 8 gluons,

as indicated in Figure 2.1. The explicit form of the SM Lagrangian is:

LSM =− 1

2
FµνF

µν + Ψ̄LiγµDµΨL + (DµΦ)
†DµΦ + µ2Φ†Φ

− 1

2
λ
(
Φ†Φ

)2
+

(
1

2
ΨT

LChΦΨL + h.c.

) (2.2)

where Fµν is the field strength tensor, ΨT
L represents the fermion fields (with left‐

handed spinors), Dµ is the covariant derivative (gauge group acting on the fermions),

and h is the matrix of Yukawa couplings. When the Higgs field acquires a VEV via the

EBH mechanism, additional mass terms are generated in the form:

1

2
ΨT

LChΦΨL = huijūRiqLjΦ + hdij d̄RiqLjΦ̃ + heij ēRiℓLjΦ̃ + hnijn̄RiℓLjΦ (2.3)

where i, j = 1, 2, 3 label the families. The first two terms are mass terms for the up‐

type and down‐type quarks, respectively, and cannot be diagonalised simultaneously,

giving rise to the flavour‐violating CKM matrix. The last two terms reflect the mass

generation of leptons and neutrino mixing.

Quantum Electrodynamics

In quantum electrodynamics (QED), the quantisation of the electromagnetic field, de‐

scribed by Maxwell’s equations, results in a gauge boson mediator that is the photon

γ. It is an abelian gauge theory, and the interaction exhibits a phase symmetry de‐

scribed by the symmetry group U(1). Charge conservation is linked to the invariance

of the electromagnetic four‐potential under local phase transformations. All charged

fermions (quarks and charged leptons) interact electromagnetically, with a coupling

strength of α = e2/4πη0h̄c ≈ 1/137 at low energy scales.
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Quantum Chromodynamics

Quantum chromodynamics (QCD) is a non‐abelian gauge theory and is characterised

by an SU(3) gauge symmetry relating to three colour charges (r, b, g). The attribution

of 3 colours to the quarks, requiring bound states to be colourless, solved the apparent

violation of the PEP, attributing a SU(3) symmetry. The strong interaction is medi‐

ated by massless gluons that carry a unit of colour and anticolour charge. There are

eight independent combinations of pure colour‐anticolour states, corresponding to

the number of interacting gluons.

The strong force is transmitted between coloured particles, namely, quarks and glu‐

ons. As described in Section 2.1.2, the strength of the interaction, described by the

running coupling ’constant’ αs (≈ 1 at 1 GeV), decreases with increasing energy scale.

Therefore, the interaction is strong at low energies, leading to colour confinement [82],

whereas at very high energies, quarks behave as if outside of bound states described

by the phenomenon of asymptotic freedom [89, 90]. Furthermore, this behaviour is

also exhibited in a short range of the strong force, as manifested within the Yukawa

interaction.

Quantum Flavourdynamics

Flavourdynamics describes weak interactions that are possible between all fundamen‐

tal fermions, within a SU(2) representation. They are mediated by the massive charged

W‐bosons (charged current interactions) and neutral Z‐bosons (neutral current inter‐

actions), with masses of approximately 80.4 GeV and 91.2 GeV, respectively. The life‐

time of the massive mediators is very short, leading to a very short range of the force.

The relative strength of the force is expressed in terms of the coupling constants gW

and gZ , respectively, which are of the order of 10−6 and thus much weaker than both

the electromagnetic and strong couplings.
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Weak couplings are dependent on the helicity of the fermion, which is defined as the

projection of the spin in the momentum direction. Chirality (or handedness) is the

Lorentz‐invariant quantity, which corresponds to helicity for massless particles that

travel at the speed of light. Left and right chiral states couple differently to gauge

bosons, where W‐bosons couple with left‐handed particles only. Since neutrinos are

considered massless in the SM, all neutrinos are left‐handed, and all antineutrinos are

right‐handed [91], which ultimately leads to parity and CP‐Violation [92, 93]. This fun‐

damental difference with respect to the electromagnetic and strong forces is the fact

that flavour is not conserved for weak interactions, and the particle nature can change

during interactions. The charged currents change the flavour of particles, as one unit

of charge is carried away by the mediator, and the mixing between the quark gen‐

erations is quantified by the Cabibbo–Kobayashi–Maskawa (CKM) 3x3 unitary matrix

[94, 93]. The CKM matrix and its elements are fundamental flavour‐violating (and CP‐

violating) parameters of the SM. Ultimately, it reflects the mixing angles and phases

of the quark sector. The angles are small, so the CKM matrix is almost diagonal, and

the level of flavour‐violation is relatively small.

Electroweak Theory

The inconsistencies in a SU(2) representation of the weak interactions, such as the ex‐

istence of massive gauge bosons and different strengths of weak charges, are resolved

with the electroweak (EWK) unification theory (EWT). The Glashow‐Weinberg‐Salam

(GWS) model [76, 77, 78] unifies the electromagnetic and weak forces and incorpo‐

rates the mass of the vector bosons. They are expressed as mixtures of three EWK

gauge fields of weak isospin, W3, which couples to left‐handed (L) fermions only, and

hypercharge Y , which couples to both left‐ and right‐handed particles. Therefore, the

physical W and Z bosons are mass eigenstates formed from a mixture of the EWK gauge

fields (W3 and Y ). The level of mixing is defined by the weak mixing angle θW , which

is a fundamental parameter of the SM, where cos θW = mW/mZ. Similarly, the photon γ
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can also be expressed as a mixture. This results in a SU(2)L × U(1)Y symmetry, where

SU(2)L is the isospin symmetry I3 of the W3, coupling to left‐handed (L) particles, and

U(1)Y refers to the hypercharge Y .

The EWK sector is completed by including a Higgs interaction responsible for the mass

generation of vector bosons and fermions, which is explained by the EBH mechanism
2 [95, 96, 97]. The Higgs field is a scalar field with two neutral and two electrically

charged components that form a complex doublet of the weak isospin SU(2)L symme‐

try. The vacuum expectation value (VEV) of the Higgs potential is non‐zero (246 GeV)

at the minimum of the Higgs potential. For particles to acquire mass, the global weak

isospin symmetry is spontaneously broken (SSB). The EBH mechanism explains how

the massless Nambu‐Goldstone bosons [98, 99], generated by SSB, are absorbed by the

weak vector bosons to acquire their masses via the mechanism of electroweak symme‐

try breaking (EWSB). The neutral component couples to fermions, and its coupling

strength is proportional to the mass of the coupled quarks and leptons. The Higgs‐

fermion coupling indicates that mass eigenstates do not correspond to the weak flavour

eigenstates, and there is mixing between the three generations, as indicated by the

CKM matrix. Following EWSB, the symmetry is reduced to the electromagnetic U(1),

and the remaining electrically neutral component manifests itself as an uncharged

Higgs boson H, with zero spin and a mass of approximately 125 GeV.

2Or more accurately, the London‐Anderson‐Englert‐Brout‐Higgs‐Guralnik‐Hagen‐Kibble‐Weinberg
mechanism.
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2.1.2 Measurement

Ultimately, the SM has 19 free parameters, which need to be measured experimentally:

elementary particle masses, gauge coupling strengths, CKM mixing angles and CP‐

violation phase, and finally, the Higgs VEV. These measurements are performed by a

number of global experiments, especially those at particle accelerators, such as the

LHC.

Conservation Laws

Processes can be classified between decays and scattering processes, which are me‐

diated by the fundamental forces. Massive particles spontaneously decay into lighter

states, with a given probability depending on the properties of the fundamental in‐

teraction. Relativistic scattering processes involve fundamental interactions between

particles and can be induced in laboratory conditions, such as in particle colliders like

the LHC.

The totalitarian principle postulates that any process that is not forbidden must occur.

Therefore, any process that is possible but not observed must be forbidden by conser‐

vation laws or highly suppressed below our experimental reach. There exist absolute

conservation laws, such as the classical kinematic conservation of energy and (angular)

momentum, including intrinsic spin, which are connected to translations (rotations)

in time and space. Dynamical conservation laws include the conservation of baryon

number (B) and lepton number (L) in all relevant interactions. The conservation of

electric charge, colour charge and weak isospin is related to the gauge invariance of

the corresponding symmetry Lie groups.

The weak interaction violates some of the symmetries that are present in the strong

and electromagnetic interactions. Flavour (strangeness) is conserved in strong and

electromagnetic but not in weak interactions. Discrete symmetries such as charge‐

conjugation (C), parity (P) or time‐reversal (T) [100] and their combinations relate

to quantum numbers that are conserved in certain interactions. Electromagnetic and
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strong interactions respect parity and charge conjugation symmetries, whereas weak

interactions do not, including the combined CP‐violation [92, 93], which can give in‐

sights into the matter‐antimatter asymmetry in the universe. W‐bosons couple with

left‐handed particles only and since neutrinos are considered massless in the SM, all

neutrinos are left‐handed, and all antineutrinos are right‐handed.

Measurable quantities include interaction rates, such as decay rates or widths, or (dif‐

ferential) cross sections, quantifying the probability of a scattering or absorption event.

The interaction rates depend on the particle energies, the phase‐space and probabil‐

ity amplitudes. The quantum‐mechanical probability amplitudes of interactions are

expressed as matrix elements (ME), which depend on the Lagrangian density, deter‐

mined by the nature of the particles, underlying interaction and phase‐space. In scat‐

tering processes, the probability amplitudes are described by the scattering matrix

(S‐matrix). Conservation of probability is reflected in the unitarity requirement of the

S‐matrix, which is a central feature of QFTs. ME calculations result in non‐linear sys‐

tems that typically cannot be solved analytically. However, they can be solved by per‐

turbative techniques, such as Feynman diagrams (e.g. Figure 6.8), where each diagram

represents a term in a multiplicative perturbation series for relativistic field theories.

Feynman vertices depend on the Lagrangian interaction term, with the interaction’s

coupling constant forming part of the vertex factor. Internal elements of Feynman

diagrams are referred to as virtual particles, which are off‐shell and not subject to rel‐

ativistic energy‐momentum conservation.

Renormalisation Group Evolution

The actual coupling strength of the forces is dictated by the summation of all the pos‐

sible Feynman diagrams from perturbation theory, which include higher‐order radia‐

tive quantum corrections, such as loop diagrams (e.g. Figure 2.4). An integration

over all loop momenta of virtual particles leads to infrared and ultraviolet divergences.

Regularisation of the integral treats infrared divergences and introduces an ultraviolet
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cutoff ΛUV , which marks the validity of a given QFT. It involves the cancellation of

divergences in the limit ΛUV → ∞, often chosen at the level of the very large Planck

scale mP ≈ 1019 GeV, where quantum gravity effects become significant for proper

treatment.

Expressions for physical and observable quantities, such as masses and coupling con‐

stants, that are independent of ΛUV , are provided with the process of renormalisation.

It redefines the parameters of a regulated theory at a given renormalisation scale and

enforces mass and wavefunction normalisation. The renormalisation group equations

(RGE) evolve from a high energy scale in order to be able to describe physically mean‐

ingful quantities near the electroweak scale. This effectively leads to the so‐called

running of coupling constants as a function of the energy scale.

The evolution of the gauge coupling strengths is shown in Figure 2.8. For the elec‐

tromagnetic and weak forces, particles at low energy scales are essentially subject to

a screening effect from a sea of virtual particles, and the coupling strength increases

with energy, which unify in strength at the electroweak scale, as predicted by EWT.

In the context of the QCD, the strong coupling αS has a large dependence on energy

due to self‐interactions spanning from its non‐abelian nature: the coupling strength

decreases with increasing energy, providing an explanation for asymptotic freedom

and quark confinement. Ultimately, the SM, which is a renormalisable QFT, can be

considered a relatively low‐energy approximation, allowing precise predictions to be

made at energy scales within reach of our experiments.

Cross Section Measurements

The predictions of the SM have been verified with extreme precision at different energy

scales by a number of global experiments, underlining its remarkable success. Collider

experiments, such as those at the LHC, have played a significant role in testing the SM.

Precision measurements of the cross sections for significant SM processes, including

associated production of the recently‐discovered Higgs boson, performed by the CMS
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experiment are shown in Figure 2.2; an agreement over almost ten orders of magnitude

is observed.
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Figure 2.2: Precision measurements of cross sections for various SM processes performed by
CMS at

√
s = 7, 8 and 13 TeV [101].

2.1.3 Shortcomings

Despite the success of the SM, whose properties have been experimentally verified with

extreme precision over the past decades, there are several shortcomings that need to

be accounted for, especially in the context of a grand unified theory (GUT) or even

a theory of everything (TOE). Ultimately, this implies that there exists new physics

beyond the SM (BSM) that has not yet been discovered.

Neutrino Masses

Oscillations between neutrino flavours are postulated [102, 103, 104] as a solution to

the solar neutrino problem [105]. For oscillations to be possible, it requires neutrinos

to have mass, which contradicts the massless assumption of the SM. Neutrino oscilla‐

tions have been confirmed experimentally [106, 107], confirming their massive nature,
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with upper limits in the sub‐eV range [108]. The flavour mixing of neutrinos is char‐

acterised by the Pontecorvo–Maki–Nakagawa–Sakata (PMNS) matrix [109], which can

be incorporated into the SM as a lepton‐equivalent of the CKM matrix.

If neutrino masses are generated after EWSB, then the Yukawa‐like couplings must be

very small. Therefore, neutrino mass‐generation mechanisms other than coupling to

the Higgs field are considered. A prominent model is the see‐saw mechanism, which

postulates that massive neutrinos have a Majorana nature and are their own antipar‐

ticle, which involves right‐handed neutrinos. The Majorana nature of neutrinos, to‐

gether with CP‐violation, could be used to explain the initial asymmetry between mat‐

ter and antimatter in our universe. Evidence of this is being sought for in various exper‐

iments, such as neutrinoless double‐beta decay experiments (e.g. [110]), which could

additionally provide an indirect measurement of the neutrino mass by measuring the

lifetime of the decay.

Dark Matter

Astrophysical observations provide strong evidence for the existence of dark matter

(DM), a non‐luminous weakly‐interacting form of matter. These include rotation

curves of galaxies [111, 112], gravitational microlensing effects or latest observations of

the bullet cluster [113, 114], claiming direct empirical proof of the existence of dark mat‐

ter. The latest measurements of the cosmic microwave background (CMB) anisotropies

from the space telescope Planck provides further proof [115]. In the context of the

lambda cold dark matter (ΛCDM) model of cosmology and Hubble constant mea‐

surements, it is estimated that dark matter and dark energy constitute ≈ 95 % of the

universe and the predicted dark matter density is measured as Ωch
2 = 0.120 ± 0.001.

Despite the strong evidence for its existence, there is still no information on its exact

nature via direct or indirect detection or production in colliders (illustrated in Figure

2.3). Hypothetical candidates for non‐baryonic dark matter include weakly interacting

massive particles (WIMPs), axions, sterile neutrinos or geons [116, 117].
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Figure 2.3: Illustration of possible dark matter (DM) detection modes: direct, indirect or pro‐
duction in colliders. An ordinary matter particle is denoted as P, whereas, a DM particle is
denoted by χ. [118]

Grand Unification and Gravitational Force

Extrapolations of the energy scale dependence of the coupling constants (discussed

above in Section 2.1.2) indicate that at a grand unification energy scaleΛGUT ≈ 1016 GeV,

the three fundamental forces in the SM become roughly equal in strength, as shown in

Figure 2.8. The grand unified theory (GUT) postulates that all forces can be described

by a single gauge field. Such a theory could be described by a larger Lie symmetry

group (e.g. SU(5)), which is spontaneously broken at the GUT scale. Nevertheless, an

exact unification of the strong and electroweak forces is not achieved within the SM

itself and requires some form of new physics. These energies are beyond the reach

of any conceivable collider experiments, so only indirect measurements of particles

predicted by GUT models are possible.

The SM does not consider the gravitational force due to the complexity of a unified

quantum gravity theory and is neglected due to its much weaker strength at the mi‐

croscopic scale. However, at such large energy scales approaching the Planck scale

(mP = 1019 GeV), quantum gravitational effects begin to become important. There‐

fore, a complete unification would have to account for an additional gravitational

gauge field, postulating the existence of a spin‐2 graviton, taking a step closer towards

a theory of everything (TOE). The recent direct detection of gravitational waves [119],
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predicted from the classical general relativity theory, provides further hints towards

the existence of gravitons.

Hierarchy Problem

The sole fact that the GUT scale is so much larger than the EWK scale (or equivalently,

gravity is so much weaker than the electroweak force) is an indication of BSM physics.

The hierarchy (or naturalness) problem spans directly from the nature of the Higgs

sector and the explicit scale of the EWSB mechanism. The question can be rephrased

as to why the discovered Higgs boson is so much lighter than the GUT unification

energy (or Planck mass).

The Higgs mass receives radiative quantum corrections from the virtual effects of every

massive particle that couples, directly or indirectly, to the Higgs field. The most con‐

siderable contributions come from the heaviest fermions (t, b, τ ) due to their strong

Yukawa couplings with the Higgs field (Figure 2.5). Possible one‐loop corrections from

fermions and scalars are shown in Figure 2.4.

Figure 2.4: One‐loop quantum corrections to the Higgs squared mass parameter m2
H , due to

a (left) Dirac fermion (left) and a scalar (right) [120].

A light mass of the Higgs boson that was observed (mH ≈ 125 GeV) is not explic‐

itly forbidden, however, for this to be possible, there must exist substantial negative

quadratic vacuum corrections to the Higgs scalar field of the order of ≈ (100 GeV)2:

∆m2
H = −

||λ2
f

||
8π2

Λ2
UV + · · · (2.4)
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This level of extreme fine‐tuning of the Higgs mass is undesirable, especially in the

context of any future extensions of the SM or unified theories, in which the Higgs

boson mass is expected to be calculable.

2.2 Supersymmetry
Supersymmetry (SUSY) is one of the most promising theories that could provide solu‐

tions to central open questions and problems in the SM. The systematic cancellation

of the large quantum corrections in the mass of the Higgs boson could be cured with

the introduction of an underlying symmetry relating fermions and bosons. A SUSY

transformation converts fermionic states into bosonic ones and vice‐versa. Therefore,

given a supersymmetric generator operator Q̂:

Q̂ |Fermion⟩ = |Boson⟩ and Q̂ |Boson⟩ = |Fermion⟩ (2.5)

Supermultiplets are irreducible representations of the SUSY algebra, containing both

fermionic and bosonic states that are each other’s superpartners. They contain the

same number of bosonic and fermionic degrees of freedom. Effectively, it postulates

that a corresponding superpartner state exists for every SM particle, differing by half‐

integer spin, with all other quantum numbers conserved.

2.2.1 Minimal Supersymmetric Standard Model

The Minimal Supersymmetric Standard Model (MSSM) [121, 122] is an extension of

the SM that adds a minimal set of new parameters in order to realise SUSY. It contains

105 new free parameters (masses, couplings, phases and mixing angles) relating to the

extra particle content, which is summarised in Table 2.1 in terms of gauge eigenstates or

superfields. Fermionic superpartners of gauge bosons are called gauginos and partners

of the Higgs boson are called higgsinos. Bosonic superpartners of fermions are called

sfermions, categorised into squarks (~q) and sleptons ~ℓ (selectrons ~e, smuons ~µ, staus~τ ). The helicity refers to that of the superpartners, and the gauge interactions mirror

those of the SM, such as the left‐handed coupling of massless sneutrinos (~ν).
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Particle Spin Superpartner Spin

Q
ua

rk
s quark q squark ~q

1/2 0
Q : q = u, d, c, s, b, t ~q = ~u, ~d,~c, ~s,~b,~t

Le
pt

on
s lepton ℓ : L = (ℓ, ν) slepton ~ℓ : L = (~ℓ, ~ν)

1/2 0
e, µ, τ ~e, ~µ, ~τ

gluon g 1 gluino ~g 1/2

Bo
so

ns W boson wino ~W
1 1/2

W±, W0 ~W±, ~W 0

B boson B0 1 bino ~B 1/2

H
ig

gs

Higgs boson H higgsino ~H
Hu = (H+

u ,H0
u) 0 ~Hu = (~H+

u ,
~H0

u) 1/2

Hd = (H0
d,H

−
d )

~Hd = (~H0
d,
~H−

d )

Table 2.1: Extra particle content in the MSSM with particles and their corresponding super‐
partners, in terms of gauge eigenstates or superfields [120].

Naturalness and Soft SUSY Breaking

Given that no supersymmetric partners of light SM particles have been discovered yet,

it indicates that SUSY has to be a symmetry that is broken in the vacuum state. It is

expected that this symmetry is spontaneously broken and thereby hidden at low ener‐

gies. There are many models of spontaneous symmetry breaking (SSB) that extend the

MSSM to include new particles and interactions at very high mass scales. If SUSY is to

provide a solution to the naturalness problem [123, 124], a realistic phenomenological

model introduces soft SUSY breaking Lsoft where the effective MSSM Lagrangian can

be written as:

LMSSM = LSUSY + Lsoft (2.6)

where LSUSY contains all gauge and Yukawa interactions, and Lsoft violates SUSY but

only contains positive mass terms and coupling parameters.
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The Lagrangian describing the soft SUSY breaking in terms of the MSSM gauge eigen‐

states can be explicitly expressed as:

Lsoft = −1

2
(M1

~B ~B +M2
~W~W +M3~g~g + c.c)− . . . (2.7)

where M1, M2 and M3 are bino, wino, and gluino mass terms, respectively, while the

remaining terms are Yukawa coupling terms. The terms in Lsoft include scalars and

gauginos but not their respective superpartners and thus break supersymmetry. There‐

fore, the mass splittings between the SM particles and their partners are determined

by the soft SUSY breaking mass terms, dictated by a mass scale chosen by nature.

The additional corrections to the Higgs scalar squared mass (Equation 2.4) are conse‐

quently defined as:

∆m2
H = m2

soft

[
λ

16π2
ln(ΛUV/msoft) + . . .

]
(2.8)

wheremsoft is the largest SUSY mass scale associated with the soft terms and λ includes

various dimensionless couplings. Naturalness favours superpartner masses (especially

stops, higgsinos and gluinos) that are not too large, with the fine‐tuning corrections

to the Higgs scalar mass defined by the SUSY mass scale.

SUSY Interactions

The MSSM superpotential is expressed as:

WMSSM = ūyuQHu − d̄ydQHd − ēyeLHd + µHuHd (2.9)

where the terms are the chiral superfields corresponding to the chiral supermultiplets

(Q, L, H) in Table 2.1 and the yu,d,e are Yukawa coupling matrices. The µ term is the

higgsino mass parameter, and it is the supersymmetric version of the Higgs boson mass

in the SM, giving rise to the Yukawa couplings and masses of all quarks and leptons.
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The Yukawa matrices determine the masses and CKM mixing angles of ordinary quarks

and leptons.

The heaviest fermions (t, b, τ ) give the largest contributions to the Yukawa couplings.

The top (s)quark Yukawa couplings in the MSSM are shown in Figure 2.5, where the

right‐ and left‐handed components couple to the neutral Higgs(ino) fields with the

same coupling strength yt.

Figure 2.5: Top quark Yukawa couplings and their supersymmetrised versions in the MSSM.
The right‐ and left‐handed components couple to the neutral Higgs(ino) fields with the same
coupling strength yt. [120]

Although the significant Yukawa couplings are those of third‐family fermions, the

production and decay processes in the MSSM are typically dominated by SUSY in‐

teractions of the gauge‐coupling strength. The couplings of the SM gauge bosons

are determined entirely by LGI. The gauginos (gluino ~g, wino ~W , bino ~B) also cou‐

ple to (s)quark, (s)lepton and Higgs(ino) pairs, as shown in Figure 2.6, with coupling

strengths proportional to the electroweak gauge couplings g and g′. Winos only cou‐

ple to left‐handed squarks and sleptons, and the bino coupling is also proportional to

the weak hypercharge Y . The gluino ~g is a colour octet fermion and is thus unique in

that it does not mix with any other MSSM particles.

Figure 2.6: Couplings of gauginos (gluinos ~g, winos ~W , binos ~B) in the MSSM [120].
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Higgsinos and EWSB

For the Higgs scalar boson, there must be two Higgs chiral supermultiplets with two

copies of the Higgs field to cancel the gauge anomalies of the electroweak gauge sym‐

metry. The doublet complex scalar fields are Hu and Hd, with weak hypercharge

Y = ±1/2. The weak isospin components of the Higgs isodoublets have positive and

neutral electrical charges with T3 = ±1/2, as shown in Table 2.1 (H+
u , H0

u and H0
d , H+

d ).

The fermionic superpartners of the Higgs scalar fields are ~Hu and ~Hd, are called hig‐

gsinos and similarly are broken down into superpartner states of the corresponding

weak isospin components.

Following electroweak symmetry breaking (EWSB) the charged components of the

Higgs scalars cannot have vacuum expectation values (VEVs), so H+
u and H−

d are set

to zero, while the neutral components H0
u and H0

d acquire non‐zero VEVs. Their ratio

is defined by tan β ≡ vu/vd ≡ ⟨H0
u⟩/⟨H0

d⟩, which, together with the Yukawa couplings,

determines the masses and CKM mixing angles of the quarks and leptons in the MSSM.

The Higgs gauge‐eigenstate fields can be expressed in terms of the mass eigenstates

as: (|(H0
u

H0
d

)|) =

(|(vu

vd

)|)+
1√
2
Rα

(|(h0

H0

)|)+
i√
2
Rβ0

(|(G0

A0

)|) (2.10)

where G0, G± are Nambu‐Goldstone bosons which become longitudinal modes of the

Z0 and W± vector bosons. The remaining five scalars are CP‐even (h0, H0), CP‐odd

(A0) and two charged scalars (H±). The masses of A0, H0 and H± can be arbitrarily

large, while the mass of h0 is bounded by an upper value and is considered the lightest

Higgs boson of the MSSM.

Incorporating the remaining loop (including two‐ and three‐loop) effects of radiative

corrections to the Higgs scalar mass (discussed above), it was estimated prior to the

Higgs discovery that mh0 < 135 GeV in the MSSM, making it compatible with the

Higgs boson of mass 125 GeV discovered at the LHC.
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Electroweakinos

The wino ~W and bino ~B states are not mass eigenstates and mix with higgsinos ~H due

to EWSB.Neutralinos χ0
i are mixtures of neutral electroweak gauginos (~W 0, ~B) and the

neutral higgsinos ( ~H0
u, ~H0

d) forming four different mass eigenstates (i = 1, 2, 3, 4). The

winos ~W± and charged higgsinos ( ~H+
u and ~H−

d ) combine to form two charginos ~χ±
i (i =

1, 2). The lightest neutralino ~χ0
1 is often assumed to be the lightest supersymmetric

particle (LSP) in R‐parity conserving models (discussed in Section 5.1.2).

The neutralino mass part of the MSSM Lagrangian is governed by the binoM1, winoM2

(Equation 2.7) and higgsino µ (Equation 2.9) mass terms as well as tanβ. A common

assumption made in phenomenological models is that M1 ≈ M2/2 at the electroweak

scale, motivated by gaugino unification at the GUT scale predicted by renormalisation

group evolution (RGE) shown in Figure 2.10. In that scenario, the neutralino masses

and mixing angles only depend on three unknown parameters.

Depending on the mass parameters, neutralino mass eigenstates can be predominantly

bino‐like, wino‐like and higgsino‐like. Many models assume M1 < M2 << |µ|, emerg‐

ing from mSUGRA [125] supergravity boundary conditions required for EWSB, lead‐

ing to a bino‐like neutralino LSP ~χ0
1. In the approximation mZ << |µ ± M1,2|, the

lightest neutralino ~χ0
1 is bino‐like (≈ ~B), ~χ0

2 is wino‐like (≈ ~W 0) and, ~χ0
3 and ~χ0

4 are

higgsino‐like (≈ ~H0). In this approximation, the chargino ~χ±
1 is mass degenerate with~χ0

2, and the higgsino‐like ~χ0
3, ~χ0

4 and ~χ±
2 have masses of order |µ|. The scenario of

M1 ≈ M2/2 << |µ| often serves as a benchmark in a number of phenomenological

models.

A prediction coming from mSUGRA [125] or GMSB [126, 127] boundary conditions is

an approximate ratio between the electroweak and gluino mass parameters of

M3 : M2 : M1 ≈ 6 : 2 : 1

near the TeV scale. This would imply that the gluino is considerably heavier than the
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lighter EWKinos. However, one must take into account that with the gluino being a

strongly interacting particle, M3 is a running mass parameter, strongly depending on

the energy scale, as shown in Figure 2.10.

Sfermions: Squarks and Sleptons

Mass eigenstates of squarks and sleptons are acquired from the squared‐mass matrices

of up‐type squarks, down‐type squarks, charged leptons and sneutrinos. The majority

of the mixing angles are predicted to be very small. The third family squarks (~t, ~b, ~τ )

can have different masses with respect to the other families due to the effects of the

large Yukawa and soft couplings in the RGE. They are also expected to have significant

mixing between their left‐ and right‐handed components. The first and second family

squarks and sleptons have negligible Yukawa couplings, resulting in nearly degenerate

unmixed pairs.

For top squarks (stops), there are two mass eigenstates (~t1, ~t2), and the mixing of the

states is defined by the stop mixing angle θ~t (with 0 < θ~t < π/2) [128]:

(|(~tL
~tR

)|) =

(|( sin θ~t cos θ~t
− cos θ~t sin θ~t

)|)
(|(~t1
~t2
)|) (2.11)

Mass Spectrum

Ultimately, in the MSSM there are 32 distinct masses, excluding the gravitino ~G. The

supersymmetric mass eigenstates formed from the gauge eigenstates are summarised

in Table 2.2.

Specific models consider minimal forms with a subset of free parameters, such as un‐

measured parameters in mSUGRA or GMSB models. Different assumptions on the

various model parameters, including eigenstate mixing, result in a large number of

different possible mass spectra and, consequently, possible decay chains.
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Particles Spin PR Gauge Eigenstates Mass Eigenstates

Higgs boson 0 +1 H0
u, H0

d , H+
u , H−

d h0, H0, A0, H±~uL, ~uR, ~dL, ~dR same
squarks 0 ‐1 ~sL, ~sR, ~cL, ~cR same~tL, ~tR, ~bL, ~bR ~t1,~t2, ~b1, ~b2~eL, ~eR, ~νe same
sleptons 0 ‐1 ~µL, ~µR, ~νµ same~τL, ~τR, ~ντ ~τ1, ~τ2, ~ντ

neutralinos 1/2 ‐1 ~B0, ~W 0, ~H0
u, ~H0

d ~χ0
1, ~χ0

2, ~χ0
3, ~χ0

4

charginos 1/2 ‐1 ~W±, ~H+
u , ~H−

d ~χ±
1 , ~χ±

2

gluino 1/2 ‐1 ~g same
goldstino 1/2

‐1 ~G same
(gravitino) (3/2)

Table 2.2: Supersymmetric mass eigenstates formed from the gauge eigenstates in the MSSM.
The sfermion (squark and slepton) mixing for the first two families is assumed to be negligible.
[120]

A generic illustration of a potential SUSY mass spectrum motivated by naturalness and

flavour considerations is shown in Figure 2.7.

Figure 2.7: Generic natural SUSY mass spectrum with masses below 1 TeV. Lightest fermions
are mostly higgsino‐like with m~χ0

1
< m~χ±

1
< m~χ0

2
. [124]
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All other SUSY particle masses can be much heavier without violating naturalness.

Therefore, they can be considered decoupled from the theory and phenomenologically

irrelevant for LHC searches.

Grand Unification

RGE evolves the MSSM gauge couplings, superpotential parameters and soft terms

from a high to a low energy scale. The RGE evolution of the fundamental gauge cou‐

plings α in the SM and the MSSM is shown in Figure 2.8. An illustrative example

of the RGE evolution of scalar and gaugino mass parameters for a specific parameter

configuration and boundary conditions is shown in Figure 2.10 below.

Figure 2.8: Two‐loop renormalisation group evolution (RGE) of the inverse gauge couplings
−1(Q) in the SM (dashed lines) and the MSSM (solid lines), for the electromagnetic (SU(1)),
weak (SU(2)) and strong (SU(3)) forces. In the MSSM case, the sparticle masses are treated as
a common threshold varied between 750 GeV and 2.5 TeV, and α3(mZ) is varied between 0.117
and 0.120. [120]

The additional sparticle content could allow for the unification of strong and elec‐

troweak gauge couplings at a GUT scale (MU ≈ 1.5× 1016 GeV), which is not achieved

in the SM. One must note that the unification is not entirely perfect, with α3(MU) <
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α1(MU) = α2(MU), however, this difference can be accounted for depending on the

new particle content at this scale. This is another of the strong motivations for SUSY

in the context of a grand unified theory (GUT) or superstring models.

2.2.2 Light Stop Window and Compressed SUSY

In order to scale down in the realm of possibilities, one should consider phenomeno‐

logically viable models motivated by theoretical considerations and constrained by

experimental measurements. A specific configuration is considered, imposing con‐

straints by naturalness and flavour considerations as well as additional motivations

from dark matter relic density predictions. The relevant phenomenological properties

are described in terms of a few physical parameters, which allows a simple characteri‐

sation of its main features, useful to define a strategy for its discovery by LHC searches.

Further phenomenological motivations include the uncovered parameter space due to

the difficulty of performing such an analysis in terms of experimental limitations and

background separation.

Light Stop

Similarly to the SM, the Higgs scalar mass is subject to significant quantum corrections

∆(m2
H) in the MSSM, introduced in Equation 2.8, indicating that naturalness favours

sparticle masses that are not too large. The largest contributions to the radiative cor‐

rections come from the heaviest fermions with the strongest Yukawa couplings with

the Higgs fields (Figure 2.5), and the most significant are the top and stop loops shown

in Figure 2.9.

The size of the radiative corrections is dependent on the stop masses m~t1 ,m~t2 and

the mixing of the states, defined in Equation 2.11. In order to achieve the observed

Higgs boson mass, there is a trade‐off between either large stop mixing or heavy stop

masses. Considering the natural case of light stops, the maximum h0 mass with the

smallest radiative corrections occurs for rather large stop mixing, referred to as the
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Figure 2.9: Contributions to the lightest Higgs h0 squared mass from top quark and squark
one‐loop diagrams [120].

maximal mixing scenario. Ultimately, naturalness favours light stops, and in many

natural SUSY models the lightest top squark ~t1 is expected to be the lightest particle

within the squark sector.

In order to have light stops, the existence of a substantial stop trilinearAt term (|At/mt| ≳
1) is required. The lightest average stop mass between the two stops ms ≡ √

m~t1m~t2
that can lead to the observed Higgs boson mass is obtained for when ms ≈ 500 GeV.

If there exists a large splitting between m~t1 and m~t2 (as indicated in Figure 2.7), this

pushes the mass of the lighter stop ~t1 lower and within the potential reach of LHC

searches. The RGE evolution in the context of third‐generation squark masses, shown

in Figure 2.10, can lead to a large splitting between the right‐ and left‐handed stop

components where m~tR << m~tL at the weak scale. This further motivates a light stop~t1 that is mostly right‐handed.

Therefore, one can consider the specific case where the lightest stop~t1 is mostly right‐

handed with a mass below a TeV, and thus accessible by the LHC. The heavier stop~t2, which is mostly left‐handed, can be considered to have a much larger mass in the

1‐2 TeV range. The masses are correlated with one another such that the geometric

average ms ≈ 500‐600 GeV.

Additionally, in the case of light gauginos or higgsinos, a light stop can have an impact

on low‐energy flavour‐physics observables. This is in the case that the light stop is

mostly right‐handed and thus aligned with the top quark, with flavour violation de‐

scribed by the CKM matrix. One can impose flavour constraints on the deviations
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Figure 2.10: Illustrative example of renormalisation group evolution (RGE) from the unifica‐
tion scale to the weak scale of gaugino masses M1, M2, M3 (green curves), of the stop mass
parameters m~tL and m~tR (full and dashed blue curves, respectively), ytAt (red dashed curve),
mHu (black curve). [129]

from the SM of the BR(B → Xsγ) decay, which rule out a light left‐handed stop but

are consistent with a light right‐handed stop, further motivating a large mass splitting

between the two.

Dark Matter and Compressed Mass Spectra

In R‐parity conserving models, the lightest supersymmetric particle (LSP) is massive

and stable. If it is electrically neutral, then it will weakly‐interact with ordinary matter.

Consequently, it is an excellent non‐baryonic dark matter (DM) candidate, which is

another strong motivation for SUSY. In many models, the lightest neutralino ~χ0
1 (typ‐

ically bino‐like) is often assumed to be the LSP.
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In generic SUSY models, the measured cosmological dark matter relic density (dis‐

cussed above in Section 2.1.3) is excessive for a bino LSP and too small for a higgsino

or wino LSP. A light stop opens up a window to reproduce the correct cosmological

dark matter relic density via the process of co‐annihilation of light stops (or charginos~χ±
1 ) and LSPs (neutralinos ~χ0

1) [130, 131, 132], which was depleted in the early universe.

This can occur if the mass difference ∆m between the stop and the LSP is relatively

small (≈ 30 GeV) or almost degenerate, as shown in Figure 2.11. In this case, one con‐

siders the mass spectrum or model as compressed.

Figure 2.11: SUSY parameter space that leads to the correct cosmological dark matter relic
density at small mass splittings ∆m between light stops and LSPs [129].
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Experiment

3.1 CERN
CERN, the European Council for Nuclear Research (Conseil Européen pour la Recherche

Nucléaire), is Europe’s largest research facility focusing on fundamental research in the

area of particle physics. It consists of accelerator facilities that provide particle beams

to a number of experiments, ranging from colliding beam detectors to fixed‐target

experiments.

3.1.1 Accelerator Complex

The Large Hadron Collider (LHC) at CERN is the largest and most energetic particle

accelerator and collider in the world [49, 50]. It forms the final element of a large

accelerator complex, which sequentially boosts the energy of a beam of protons or

heavy ions. A simplified layout of the accelerating structures can be seen in Figure 3.1.

• The protons originate from a Hydrogen bottle where H gas atoms are injected

into a duoplasmatron cylinder to have their electrons stripped off in an electric

field.

• The beam of protons is then focused and accelerated in a radio frequency quadrupole

(QRF) cavity.
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Figure 3.1: Schematic of the accelerator complex at CERN, with the LHC as the last ring [133].

• The linear accelerator Linac 2 uses radio‐frequency cavities to charge cylindrical

conductors in an alternating manner, with which the beam is accelerated to an

energy of 50 MeV.

• The next step is the Proton Synchrotron Booster (PSB) [134], which is made from

four synchrotron rings that use strong electromagnets to accelerate the beam to

1.4 GeV in a circular orbit.

• These are then passed onto a larger synchrotron machine, the Proton Synchrotron

(PS) [80, 81] where the protons reach an energy of 25 GeV.

• The larger version of the PS is the Super Proton Synchrotron (SPS) [47], which

boosts the energy up to 450 GeV.

• Subsequently, the beam is split and injected into the LHC in two separate beam

pipes travelling in opposite directions, where each is ramped up to a maximum

energy of 6.8 TeV, corresponding to a centre‐of‐mass energy
√

s = 13.6 TeV.
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A separate physics programme also focuses on accelerating heavy ion beams at lower

energies, which are injected into the accelerating chain from the Low Energy Ion Ring

(LEIR) [135], resulting in ion‐ion or proton‐ion collisions (e.g. lead‐lead). The data is

used to primarily study quark‐gluon plasma (QGP), recreating conditions similar to

that of the early universe.

3.1.2 Large Hadron Collider

The Large Hadron Collider (LHC) is located in a 26.7 km circular tunnel that is up

to 175 m underground. It consists of two adjacent beam pipe rings in vacuum, sur‐

rounded by thousands of superconducting electromagnets. The electromagnets are

cooled by liquid Helium to temperatures down to 1.9 K and generate magnetic fields

up to 8.3 T. They are arranged in a lattice along the path of the charged particle beam

to stabilise, align and bend it accordingly. There are 1232 niobium‐titanium dipole

magnets, each 14.3 m long, that bend the beams, and 392 quadrupole magnets that

focus the beams. The particle beams are made to collide at four interaction points

around the accelerator ring, where the large detector experiments are located:

• CMS: Compact Muon Solenoid [136]

• ATLAS: A Toroidal LHC ApparatuS [137]

• ALICE: A Large Ion Collider Experiment [138]

• LHCb: LHC Beauty Experiment [139]

At these four points, insertion magnets, such as an inner triplet consisting of three

quadrupoles, squeeze the beam down to ≈ 16 µm across to increase the collision

probability. Finally, the opposing beams are directed to cross and collide, allowing the

experiments to detect the outgoing particles. CMS and ATLAS are general‐purpose de‐

tectors with physics programmes ranging from searches for new physics (e.g. SUSY or

exotic particles) to measurements of the SM properties, such as those of the Higgs bo‐

son. The LHCb experiment focuses on interactions of b‐hadrons, including the mea‐

surement of the parameters of CP violation, while the ALICE experiment is optimised
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to study quark‐gluon plasma production in heavy‐ion collisions. There also exist five

complementary experiments (TOTEM [140], LHCf [141], FASER [141], MoEDAL‐MAPP

[142], SND@LHC [143]) with dedicated purposes such as measurements of forward

particles from elastic collisions, magnetic monopoles and weakly interacting parti‐

cles. The CMS‐TOTEM Precision Proton Spectrometer (CTPPS) [144] was recently

integrated into CMS to perform combined measurements. It is located in the very

forward region on both sides of CMS at about 200 m from the interaction point.

LHC Performance

The performance of colliders is described by the quantity of instantaneous luminosity,

L, which is a process‐independent measure of the number of interactions per unit

area and time [49]. It is defined in Equation 3.1, where dN/dt is the reaction rate and σ

is the cross section, typically expressed in barns (1 b = 1024 cm2). It can be redefined

in terms of the specific beam parameters, such as the beam widths in the x and y

directions, σx and σy, respectively, and the number of protons per bunch, N . It can

also be parametrised in terms of the beam emittance, ϵ, and the size of the beam at

the interaction point, β∗, which describe the LHC optics.

L =
1

σ

dN
dt

= fBX
N2

4πσxσy

F = fBX
N2

4ϵβ∗F (3.1)

A geometric factor, F , is added to reflect the luminosity reduction due to the crossing

angle θc, bunch length σz (RMS) and transverse beam size σ∗ (RMS) at the interaction

point, defined as:

F =
1√

1 +
(
θcσz

σ∗
)2 (3.2)

The LHC was designed to operate at a L = 1034 cm−2s−1 [49, 50]. At
√

s = 13 TeV,

the protons bunches travel almost at the speed of light c, circling the LHC ring with an

orbit frequency fLHC = 11 245 Hz. This is quantified by a bunch spacing of 25 ns, with
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a minimum of 7.5 m between bunches, or equivalently, a bunch crossing frequency

(or revolution frequency) of fBX = 40 MHz. The nominal filling scheme comprises

nbb = 2808 colliding bunches with approximately N = 1.1 × 1011 protons each. The

bunches typically come in trains of 72 with empty spaces in between, where 80 % of

the possible positions are filled, resulting in an effective bunch crossing rate of fBX =

fLHC ∗ nbb ≈ 30 MHz.

Elastic (or soft) collisions result in the protons scattering off each other without in‐

teracting much and changing their form. In more interesting inelastic (or hard) col‐

lisions, the quarks and gluons of protons strongly interact and result in a large num‐

ber of new particles due to the conversion of the relativistic energy into mass. The

proton‐proton QCD interaction has a total (minimum bias) cross section of approxi‐

mately 100 mb, of which the branching fraction to hard inelastic collisions is ≈ 60 %.

With the nominal beam currents, this results in an expected reaction rate of approx‐

imately 600 million hard collisions per second. Additionally, there are an order of

20‐80 inelastic proton‐proton interactions during the same or neighbouring bunch

crossings, defined as pileup (PU). The PU is dependent on the exact beam parameters

and evolves together with the L. Over time, the beam suffers a reduction in its L, due

to the decreased number of protons after interaction, however, this can be recovered

by tuning the beam parameters with levelling techniques. The typical beam lifetime

is of the order of 10 hours, until the L goes below a given threshold for the beam to be

dumped.

The integrated luminosity, L =
∫ L dt, is a measure of the total data delivered by

the LHC and collected by the experiments and is often expressed in terms of inverse

femtobarns fb−1. The timeline of the operational running of LHC has been split into

so‐called Runs, which are divided by Long Shutdown periods where the machine and

the detectors undergo technical upgrades. Furthermore, within runs, there are Tech‐

nical Stops where still relatively large upgrades can be implemented. For example, the

CMS pixel detector underwent a Phase I upgrade [145, 146] during the Technical Stop

at the end of 2016 to handle the harsher conditions. Therefore, the running conditions
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of the LHC have varied significantly over the years of data‐taking and ultimately sur‐

passed the initial design parameters. The experiments work very closely together with

the LHC to ensure that they can adapt to the improved, but at the same time harsher,

conditions for the detectors.

The LHCRun I lasted from 2009 until 2013, and LHC delivered a total of 6.1 fb−1 of data

at
√

s = 7 TeV and 23.3 fb−1 data at
√

s = 8 TeV with a mean PU of 21. Data collected

in the first Run of the LHC led to the discovery of the Higgs boson. For Run 2, which

lasted from 2015 until 2018, the LHC upgrades allowed the increase of the centre‐of‐

mass energy to
√

s = 13 TeV. In the later stages of Run 2, LHC achieved double the

design luminosity (Figure 3.3), with a mean PU of 32 and tails going up to 80 (Figure

3.4), amounting to ≈ 163 fb−1 of delivered data (Figure 3.2) [147]. The increase in LHC

luminosity, and consequently PU, was motivated to increase the probability of hard

collisions of interest, to ultimately provide a larger dataset for searches of new physics

and studies of rare interactions. LHC Run 3 started in 2022 with a peak luminosity up

to L ≈ 2 × 1034 cm−2s−1) and peak PU ≈ 60, collecting ≈ 42 fb−1 at a slightly higher

energy
√

s = 13.6 TeV. The run is currently ongoing, with the potential to go up to

L = 2.4× 1034 cm−2s−1 and PU ≈ 70.
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collisions [147].

44



3.1. CERN Chapter 3. Experiment

1 Ja
n

1 Ja
n

1 Ja
n

1 Ja
n

1 Ja
n

1 Ja
n

1 Ja
n

1 Ja
n

1 Ja
n

1 Ja
n

1 Ja
n

1 Ja
n

Date (UTC)

0

5000

10000

15000

20000

25000

P
e
a
k 

d
e
liv

e
re

d
 l
u
m

in
o
si

ty
 (

H
z/
¹
b
)

£ 10

CMS

Data included from 2010-03-30 11:22 to 2022-11-05 16:58 UTC 

2010, 7 TeV, max. 203798.8 Hz/¹b
2011, 7 TeV, max. 4017.2 Hz/¹b
2012, 8 TeV, max. 7665.7 Hz/¹b
2015, 13 TeV, max. 5320.9 Hz/¹b
2016, 13 TeV, max. 14749.6 Hz/¹b
2017, 13 TeV, max. 20660.9 Hz/¹b
2018, 13 TeV, max. 21399.0 Hz/¹b
2022, 13.6 TeV, max. 20835.0 Hz/¹b

Figure 3.3: Peak instantaneous luminosity L (left) and pileup PU (right) over all years during
stable beams for p‐p collisions [147].
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Figure 3.4: Mean pileup (PU) for all years in LHC Run 2 and Run 3 during stable beams for p‐p
collisions at

√
s = 13 TeV, assuming a minimum bias cross section of 80 mb [147].

Beyond Run 3, during the LS3 from 2025 until 2027, the LHC will undergo a major up‐

grade known as the High Luminosity LHC (HL‐LHC) [148] to achieve instantaneous

luminosities up to ten times larger than the nominal design value, with PU of at least

140. Figure 3.5 shows the event display of a special high PU fill recorded during LHC

Run 2, underlining the difficulties that will need to be overcome. This will allow ex‐

periments to enlarge their collected data by one order of magnitude compared with
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the LHC baseline programme in order to increase the potential for new discoveries.

In the context of the Future Circular Collider (FCC) study for hadron colliders, there

are concepts of a High Energy LHC (HE‐LHC) [149] in the LHC tunnel, with a centre‐

of‐mass energy
√

s = 27 TeV and target luminosity four times that of HL‐LHC. There

are also prospects of a much larger accelerator located in a 100 km tunnel which could

collide hadrons (FCC‐hh) or electrons and positrons e−e+ (FCC‐ee) at 100 TeV [150].

Other possible future e+e− colliders include linear colliders such as the ILC [151] or

CLIC [152], or the circular CEPC [153] accelerator.

Figure 3.5: Proton‐proton collision at a centre‐of‐mass energy of 13 TeV recorded during a
special high pileup fill of LHC Run 2. The events are from isolated bunches with an average
pileup (PU) of around 100. [154]
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3.2 CMS Experiment

3.2.1 Scientific Programme

The scientific programme of the Compact Muon Solenoid (CMS) experiment [136] cov‐

ers a broad spectrum of high‐energy physics phenomena with diverse final state sig‐

natures. One of the main focuses are searches for new physics, such as SUSY or exotic

particles, which are motivated by the shortcomings of the SM (covered in Section 2.1.3).

Another important focus area is precision measurements of SM properties in the elec‐

troweak, top quark and QCD sectors, with special attention to b‐quark physics. Fur‐

thermore, following the discovery of the Higgs boson, measuring and confirming its

properties became a central point of the programme. Moreover, data from heavy‐ion

collisions are also analysed, expanding our insight into the dynamics of quark‐gluon

plasma (QGP).

In order to carry out the diverse and dynamic scientific programme, the corresponding

particle detector is required to have the following performance [136]:

• Excellent muon identification and momentum resolution; charge identification

of muons with pT < 1 TeV; good dimuon mass resolution (≈ 1 % at 100 GeV).

• Excellent charged particle momentum resolution and reconstruction efficiency,

requiring highly efficient tracking for pT > 1 GeV; efficient determination of the

primary interaction vertex.

• Efficient triggering and offline tagging of tau leptons and jets originating from

b‐quarks (b‐jets) with secondary decay vertices (SVs), requiring tracking pixel

detectors close to the interaction region.

• Excellent electromagnetic energy resolution; measurement of the direction of

photons; π0 rejection and efficient photon and lepton isolation; good di‐photon

and dielectron mass resolution (≈ 1 % at 100 GeV).

• Wide geometric coverage for the identification of muons, electrons and photons.
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• Excellent missing transverse momentum and dijet mass resolution, requiring

hadron calorimeters with a broad hermetic geometric coverage and fine segmen‐

tation.

3.3 CMS Detector
The CMS detector [155, 156, 136] is a large‐scale general‐purpose particle detector at

one of the interaction points (Point 5) of the LHC, located in a cavern approximately

100 m underground. It has dimensions of 15 m in diameter and a length of 21 m, with

a mass of around 14 000 t. Its design is based on the typical structure of multi‐purpose

detectors at colliders, which consists of cylindrical layers of specific subsystems built

around the beam axis, each with a different purpose. The major subsystems of CMS

are shown in Figure 3.6:

Figure 3.6: Schematic of the CMS detector indicating the most important subsystems and
their scale [136].
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• The innermost part of the detector that surrounds the beam interaction region

consists of a silicon pixel and micro‐strip tracker, which can accurately mea‐

sure the trajectory and momentum of charged particles.

• The middle layer consists of crystal electromagnetic and brass hadronic

calorimeters that provide precise energy measurements and locations of the

corresponding deposits.

• The calorimeters and tracker are encapsulated by a superconducting solenoid

coil, generating a magnetic field with a strength of 3.8T, which bends the charged

particle tracks and allows particle properties (trajectory, momentum, charge) to

be deduced.

• A steel return yoke that surrounds the solenoid confines the magnetic field.

• Dedicated gas‐ionisation muon detectors are placed on the outermost parts of

the detector, in chambers embedded within the yoke, measuring their trajectory

and momentum.

• The ECAL silicon pre‐shower and the steel forward calorimeter are com‐

plementary detector systems in the forward regions, which target particles that

travel in directions more parallel to the beam.

3.3.1 Geometry

CMS uses a right‐handed coordinate system centred at the nominal interaction point

(IP) [156, 136], as shown in Figure 3.7 (left): the x‐axis points towards the centre of

the LHC ring, the y‐axis points vertically upwards, and the z‐axis points along the

anticlockwise beam direction. In order to consider the collisions in a symmetrical

manner, it is common to use spherical coordinates where the azimuthal angle ϕ is used

to indicate the direction in the x‐y plane transverse to the beam, with ϕ = 0 along the

positive x‐axis and ϕ = π/2 along the positive y‐axis. The polar angle θ is measured with

respect to the beam axis z. Differences in rapidity are Lorentz invariant under boosts
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along this axis, so the unit of pseudorapidity η is a preferable coordinate choice, which

is defined as and shown in Figure 3.7 (right):

η = − ln
(

tan
(
θ

2

))
(3.3)
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Figure 3.7: Diagram of the spherical coordinate system used by CMS, illustrating the corre‐
sponding azimuthal (ϕ) and polar (θ) angles for a particle with momentum p⃗, produced at the
origin of CMS (left) and pseudorapidity η as defined in Equation 3.3 (right) [157].

Due to boost invariance and momentum conservation with respect to the z‐direction,

quantities are often expressed in terms of the projection of the four‐vectors onto the

x‐y plane perpendicular to the beam, such as transverse momentum, pT, or transverse

energy, ET. The CMS detector is sub‐divided into a cylindrical Barrel region enclosed

by two Endcap regions, providing an almost full coverage of the collision events. Cor‐

respondingly, each of the main detector subsystems is split into the two regions, as

shown in Figure 3.8, which displays a detailed longitudinal view of one quadrant of

CMS. The forward region is further away from the interaction point at very small η‐

angles. A summary of the pseudorapidity coverage of the different subsystems shown

in Figure 3.8 is specified in Table 3.1.
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Figure 3.8: Longitudinal view of one quadrant of CMS displaying all the major subsystems:
tracker, ECAL, HCAL, magnet, return yoke and muon detectors [158].

System Coverage Subsystem Coverage

Tracker |η| < 2.5
Pixel |η| < 2.5

Strips |η| < 2.5

ECAL |η| < 3.0

EB |η| < 1.479

EE 1.479 ≤ |η| < 3.0

ES 1.653 ≤ |η| < 2.6

HCAL |η| < 5.2

HB |η| ≤ 1.4

HE 1.3 ≤ |η| ≤ 3.0

HO |η| < 1.26

HF 2.9 < |η| < 5.2

Muon Detectors |η| < 2.4

DTs |η| < 1.2

CSCs 0.9 ≤ |η| ≤ 2.4

RPCs |η| ≤ 1.9

Table 3.1: Pseudorapidity η segmentation of the main subsystems of CMS, including the
tracker, ECAL, HCAL and muon detectors [136].
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3.3.2 Magnet

One of the central elements of the CMS detector is the magnet, which is a large super‐

conducting solenoid coil made from niobium and titanium, with a diameter of 6 m and

a length of 12.5 m [159]. The magnetic coils are surrounded by a steel return yoke with

a 14 m diameter and weighing 12 000 t, contributing to most of the detector’s mass.

The return yoke is composed of 5 three‐layered dodecagonal wheels in the barrel and

three disks at the endcaps. It has the role of making the field more homogenous in

the tracker volume and confining the stray field on the outside. In addition, the steel

plates play the role of absorber before the layers of muon chambers, allowing only

muons through. Furthermore, the magnet structure serves as the detector’s structural

support, allowing it to withstand the forces of its own powerful magnetic field.

The purpose of the magnet is to bend the trajectories of charged particles (tracks),

where the curvature is described by the Lorentz force. One can deduce different parti‐

cle properties from the curvature of the tracks, such as momentum and charge, which

are covered in more detail in the following Section 3.3.3. As in the case of high‐energy

colliders, the particles can be highly energetic (O(1 TeV) at a
√

s = 13 TeV), and the

magnetic field flux must be sufficiently strong to bend such trajectories within the de‐

tector’s volume. The tracker and both electromagnetic and hadronic calorimeters are

compact enough to fit inside the volume of the solenoid, minimising the amount of

material in front of the calorimeters. A very strong magnetic field provides sufficient

separation between tracks and calorimeter energy deposits left by charged and neutral

particles, even at relatively low energies.

The modelled flux and field lines are shown in Figure 3.9. It is largely homogenous in

the central detector volume with a central magnetic flux density of 3.8 T. The magnetic

flux density can be measured in data precisely using muons originating from cosmic

ray showers that pass through the detector in random locations, as opposed to origi‐

nating from the interaction region [160]. This data is usually collected when there are

no beams in the LHC. The measurements serve as important inputs for calibration,

such as the alignment of the tracker or input to event reconstruction and simulations.
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Figure 3.9: Magnetic flux density (left) and field lines (right) predicted on a longitudinal sec‐
tion of the CMS detector at a central magnetic flux density of 3.8 T. Each field line represents
a magnetic flux increment of 6 Wb [160].

3.3.3 Tracker

The innermost part of the CMS detector is a silicon tracker [161, 162], consisting of

an inner pixel detector surrounded by outer micro‐strip sensors, both utilising semi‐

conductor technologies. It is the largest all‐silicon tracker ever built in the world. Its

task is high‐precision measurements of the trajectories, or tracks, of charged particles,

which are curved when travelling through the strong magnetic field. Thereby, it also

provides an independent measurement of the momenta of the particles with respect

to the calorimeters. It is the closest detector element to the interaction point, between

4 cm and 1.2 m in radius and 5.6 m in length along the beam axis, where the outgoing

particle flux and radiation are the highest. Therefore, its task is to reconstruct and

disentangle all the tracks at the extremely high LHC luminosities and pileup (e.g. Fig‐

ure 3.5), including displaced vertices of very short‐lived particles. Correspondingly, it

has to endure the high‐radiation environment for longer time periods, motivating the

choice of materials. Furthermore, the design is lightweight in terms of the materials

used and the number of layers, in order to minimise the particle interaction with the
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detector, such as multiple nuclear scattering, which can affect the original trajectories

and energies of the particles.

The pixels and strips are singular semiconductor micro‐sensors, which record the elec‐

trical current generated by electron‐hole pairs in the silicon semiconductor material.

This happens when a charged particle traverses the material and excites the electrons

in the valence band to the conduction band. The micro‐sensors are typically implanted

into n‐type semiconductor silicon bulk material with a p‐type back side. Both sub‐

detectors are read out via a chain of analogue electronic and optical links that are able

to transmit the absolute pulse height of the collected current for each sensor. Jointly

mapping the positions in the sensors that the charged particle interacted with, known

as hits, allows precise reconstruction of the tracks of the particles. Overall, in the bar‐

rel, there are 4 pixel layers and 10 micro‐strip layers, while for each endcap, there are

3 layers of pixel detectors and 12 layers of strip detectors. The full tracker provides a

minimum of 5 hits per track within a coverage up to |η| < 2.5. The objective of the

tracker is to perform momentum, angle and position measurements with the highest

resolutions, yielding a high reconstruction efficiency.

The schematic view of one quadrant of the tracker is shown in Figure 3.10.

Figure 3.10: Schematic view of the silicon tracker in the r‐z plane, where rhe pixel modules
are located within the red area [163].
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Pixel

The inner pixel detector is a silicon semiconductor device containing 124 million pix‐

els arranged into 1 856 modules that are integrated into larger support structures. A

module is made of a 285 µm thick n+‐in‐n type silicon sensor that comprises 66 560

pixels. Each pixel has a rectangular shape with an area of 100 µm × 150 µm, so each

module covers an active area of 16.2×64.8 mm2, amounting to a total area of 1.9 m2 of

the detector. The modules are arranged in four barrel (BPIX) layers at 4.4 cm, 7.3 cm,

10.2 cm and 16 cm radius and three double‐layers in the form of forward‐backwards

disks at the endcaps (FPIX). This arrangement is to ensure a four‐hit coverage within

an |η| < 2.5.

Due to their almost symmetric layout, the pixels provide two‐dimensional spatial mea‐

surements. Therefore, three‐dimensional tracks are reconstructed when taking into

account the information from the different layers. The pixel detector is crucial in pre‐

cise measurements of the track origin and, thus, the reconstruction of the primary

(PVs) and secondary vertices (SVs) of long‐lived particles.

Strips

The pixel detector is surrounded by the strip tracker consisting of a total of 9.6 million

micro‐strips covering approximately 206 m2 total area. It comprises 15 148 modules

containing one or two silicon strip sensors, each with 512 or 768 strips, distributed

among the different detector areas, amounting to a total of 24 244 sensors. It has a

much lower sensor density than the pixel, making it more cost‐effective for the larger

surface area that is covered, while maintaining high performance.

The micro‐strips are narrow and long asymmetric elements extending across the full

length of the sensors. The strips are 10‐20 cm long and 80‐180 µm wide. The silicon

micro‐strip modules are located in concentric layers around the pixel, with 10 layers

in the barrel, of which 4 are inner double layers (TIB), and 6 are single outer layers
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(TOB), reaching out to a radius of 1.3 m. Each endcap consists of 3 inner disks (TID)

and 9 endcap disks (TEC), as shown in Figure 3.10. The strips are aligned parallel to

the beam direction in the barrel and perpendicular in the endcaps. The asymmetric

geometry of the strips provides only one‐dimensional information on the location of

the hit on the sensor. Nevertheless, the inner layers, as well as some of the outer ones,

are equipped with stereo modules, which have two silicon sensors mounted back‐to‐

back with their strips aligned at a relative angle of 100mrad, allowing two‐dimensional

measurements.

3.3.4 Calorimeters

The combined CMS calorimeter system is designed to measure the total energy and

direction of electromagnetically and strongly interacting particles, which deposit all

their energy in the absorbers. The electromagnetic calorimeter (ECAL) is vital in the

measurement of electron and photon energies. The hadronic calorimeter (HCAL) is

necessary for the identification of quarks and gluons, which hadronise in the detector

in the form of particle jets. Thus, it is important for the measurements of charged

and neutral hadrons, such as pions, kaons, protons or neutrons. While the ECAL is

also useful in the identification of charged particles in jets, the HCAL is also used in

the identification of electrons, photons and muons. The calorimeters surround the

inner tracker and are compact enough to fit inside the magnet volume. Therefore, the

bending of trajectories of charged particles allows the energy deposits to have a defined

separation, which is a very powerful feature in distinguishing different particles. The

calorimeters are also particularly important for the measurement of apparent missing

momentum induced by neutrinos or exotic particles which do not interact with the

detector.

3.3.4.1 Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) system comprises a central barrel (EB) and

two endcaps (EE), with coverage up to |η| < 1.479 and 1.479 ≤ |η| < 3.0, respectively.

The endcaps are complemented by a silicon strip preshower (ES) detector with higher
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granularity to provide additional background rejection in the region 1.653 < |η| < 2.6.

A schematic of one quarter of the ECAL system is shown in Figure 3.11.
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= 1.6
53
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= 3.0

ECAL (EE)

Figure 4.1: Transverse section through the ECAL, showing geometrical configuration.Figure 3.11: Longitudinal view of one quadrant of the electromagnetic calorimeter ECAL, in‐
dicating the positions of the central barrel (EB) and endcap (EE) and preshower (ES) [164].

Central ECAL

The central electromagnetic calorimeter (ECAL) [165] is a hermetic and homogenous

lead tungstate (PbWO4) crystal calorimeter. Its function is the precise measurement

of the energy deposits of particles that interact via the electromagnetic interaction,

primarily electrons and photons or charged particles in jets, such as charged hadrons.

The ECAL comprises 75 848 crystals, providing a high granularity of measurements

over |η| < 3.0. The central barrel region (EB) contains 61 200 trapezoidal crystals

arranged into 5 × 2 submodules. They are assembled into larger 85 × 20 modules in

36 supermodules containing 1 700 crystals each, providing coverage up to |η| < 1.479.

Both endcaps (EE) consist of two Dees with 3 662 crystals each, arranged into 138 5×5

supercrystals and 18 partial supercrystals, providing coverage between 1.479 ≤ |η| <
3.0.
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Lead tungstate is an extremely dense but optically transparent material [166]. High

energy electrons and photons traversing the crystals induce electromagnetic showers.

These are cascades of particles where the electrons and photons undergo secondary

emissions via bremsstrahlung and photon conversion (pair‐production), respectively.

The crystal material has a small Molière radius RM = 2.19 cm, which characterises the

induced electromagnetic shower size, and a short radiation length of X0 = 0.85 cm.

The dimensions of the crystals are 2.2× 2.2× 23 cm in the EB and 2.86× 2.86× 22 cm

in the EE. Therefore, the RM and X0 are comparable to the crystal dimensions. The

length of the crystals corresponds to≈ 26X0, which allows most of the electromagnetic

shower energy to be deposited within the crystals. The properties of lead tungstate

enable the ECAL to have excellent granularity as well as timing and energy resolutions.

Interacting particles dissipate their energy in the crystals by exciting the atomic elec‐

trons, and scintillating light is re‐emitted in the form of well‐defined photon showers.

The scintillation response is very rapid, where approximately 80 % of the light is emit‐

ted within 25 ns, which was an essential requirement respective to the high LHC bunch

crossing frequency [166]. In the EB, the light pulses are read out by silicon Avalanche

Photodiodes (APDs) connected to each crystal [165]. Inside the APDs, the light pulses

are emitted as photoelectrons, where they are multiplied as an avalanche via the pro‐

cess of impact ionisation. The resulting current is proportional to the incident light

pulses with an amplification factor, or gain, of ≈ 50. The endcaps use Vacuum Pho‐

totriodes (VPTs) with a gain ≈ 10, as they are more radiation resistant than APDs,

which is necessary for harsher radiation at higher pseudorapdities.

Lead tungstate is intrinsically radiation hard, however, its response still changes with

radiation due to the formation of colour centres that absorb the light and reduce the

transparency [165]. Radiation damage can be reversed at room temperature via the

process of thermal annealing, where the atoms regain their original structure. Typi‐

cally, annealing takes several hours, and it occurs during breaks with no beam in the

LHC cycles. During operation, the optical transmission is monitored via a laser moni‐

toring system, which injects light pulses through each crystal via optical quartz fibres.
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This gives a measure of the damage and recovery of the crystals, and the results are

used to apply corrections both online in the trigger and offline analysis.

Electron and photon showers typically deposit their energy across several crystals,

where approximately 94 % of the incident energy is contained in 3×3 crystal arrays and

97 % in 5 × 5 arrays [156]. Summing the energy measured in these fixed arrays gives

the best performance for isolated photons or electrons. Before reaching the ECAL,

electrons and photons can interact with tracker material, resulting in electromagnetic

showers, in which the shower particles are spread along in the azimuthal direction ϕ

by the strong magnetic field, thereby degrading the energy resolution.

ECAL Preshower

Each ECAL endcap (EE) calorimeter is preceded by a silicon strip preshower (ES) detec‐

tor [165], which serves to provide additional background rejection. The principal target

is neutral pions π0 decaying into two closely‐spaced lower energy photons, which can

mimic a signal of high‐energy photons. In the endcap regions, the angle between two

photons from the π0 decay is relatively small, so such backgrounds are more common.

The ES is composed of 2 layers of lead absorbers interleaved by orthogonal silicon strip

sensors and covers the pseudorapidity region 1.653 < |η| < 2.6, shrouding most of the

crystal endcaps, as demonstrated in the schematic layout of the ECAL in Figure 3.11.

The two layers provide two measurements of the positions of the corresponding hits.

High energy photons in the ECAL have their trajectories extrapolated to the ES, with

the energy deposits summed over the two subsystems. The higher granularity with

respect to the ECAL enables the separation of such signals. The background rejec‐

tion is important in the context of the Higgs decay to two photons with high energies

(H → γγ), which was one of the golden discovery channels. The ES also helps with

the identification of electrons against minimum‐ionising particles and improves the

position determination of electrons and photons with high granularity.
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3.3.4.2 Hadronic Calorimeter

The hadronic calorimeter (HCAL) [167] is a calorimeter with the purpose of identi‐

fying hadronising quarks and gluons by measuring the energy and direction of jets.

Thus, it plays an essential role in performing precise energy measurements of charged

and neutral hadrons, such as pions, kaons, protons or neutrons. It is also used in the

identification of electrons, photons and muons in conjunction with the electromag‐

netic calorimeter and the muon systems. Furthermore, its hermeticity is vital in the

determination of the missing momentum.

Since the HCAL is the outermost calorimeter that surrounds the ECAL, it is impor‐

tant to ensure that it is hermetic, so that all of the energy of interacting particles is

deposited within its volume. As shown in Figure 3.12, the central hadron calorimeter

is divided into barrel (HB) and endcap (HE) subsystems, complemented with an outer

calorimeter (HO) located outside the solenoid coil, inside the return yoke. A separate

forward calorimeter (HF) is located 6 m behind the HE to extend the hermeticity to

higher pseudorapidities.

Figure 3.12: Schematic view of one quarter of the HCAL for the Phase I upgrade in the r‐z
plane showing the locations of the HB, HE, HO, and HF calorimeters. The numbers on top
and left refer to segments in η, and the numbers on the right and bottom refer to scintillator
layers. The colours indicate the combinations of layers that form the different depth segments,
numbered sequentially from the IP. [168]
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Central HCAL

The central calorimeters (HB, HE) [167] are located in the cryostat of the magnet and

provide coverage up to |η| < 3.0: HB covers the pseudorapidity range 0 ≤ |η| ≤ 1.4 and

HE covers 1.3 ≤ |η| ≤ 3.0, with an overlap region shared by both. They are sampling

calorimeters made of alternating layers of cartridge brass plates (70 % Cu and 30 % Zn)

as a dense absorber material, and tiles of plastic scintillator, as the active material. The

absorber consists of a 40 mm thick front steel plate, followed by eight 50.5 mm thick

brass plates, six 56.5 mm thick brass plates and a 75 mm thick steel back plate. The flat

brass absorber plates are arranged into structures called wedges with the scintillators

in between the plates. The radiation length of the absorber is X0 = 1.49 cm, and the

nuclear interaction length is λl = 16.42 cm, which is relatively short and motivated

the choice of brass in order to comply with the compact design of CMS. The HCAL

was designed to maximise the number of interaction lengths inside the magnetic coil.

At η = 0, corresponding to 90°, the HB is ≈ 1 m thick and covers 5.82 λI , while the

ECAL adds 1.1 λI ; The effective thickness increases with polar angle and is 10.6 λl at

|η| = 1.3, which contains more than 99 % of hadronic cascades.

The active material between the plates consists of 100×100×3.7 mm3 plastic scintilla‐

tor tiles made from a material named Kuraray (SCSN81), while the front and back steel

plates are preceded with a 9 mm thick scintillator, called Bicron (BC408) [167]. The

scintillator tiles are painted white along the narrow edges to reflect and contain the

light. They are grouped together into single units called megatiles, with sizes depen‐

dent on their spatial location and orientation relative to the collision. The megatiles

of a given azimuthal section and depth layer are grouped with the read‐out fibres into

a single trapezoidal‐shaped scintillator unit, referred to as trays, that are inserted into

the wedges.

The central (HB and HE) and forward (HF) calorimeters are each built of 36 identical

azimuthal wedges, with every wedge covering 20° in ϕ. The HB is divided into two

half‐barrel sections (HB+ and HB–) which, along with the two endcaps (HE+ and HE–),
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comprise 18 wedges each. The HB plates are oriented parallel to the beam axis, whereas

the HE disks are placed perpendicular to the beam direction.

The HCAL is segmented into individual calorimeter cells in terms of η, ϕ and longi‐

tudinal depth layers that are represented by an integer. The HCAL is divided into 16

η sectors. In the barrel, every wedge is further split into four 5° megatile sectors in

ϕ, whereas in the endcaps they are sub‐divided into two 10° megatile sectors. This

corresponds to an angular segmentation of ∆η × ∆ϕ = 0.087 × 0.087 in the HB and

∆η ×∆ϕ = 0.17× 0.17 in the HE for |η| ≤ 1.6. Ultimately, this defines the size of the

megatiles and thus the granularity of the HCAL, which is chosen to match the size of

the 5× 5 ECAL crystals.

Most cells include several megatile layers grouped into longitudinal depth segments,

represented by the different colours in Figure 3.12. The HB comprises 17 scintillator

layers with 108 megatiles per layer, whereas both HE calorimeters consist of 19 layers

amounting to a total of 1 368 megatiles. This amounts to a total of ≈ 70 000 and 20 916

scintillator tiles in the HB and HE, respectively. Towers correspond to optical read‐

outs from successive layers that are summed longitudinally across the depth segments.

For example, in the HB calorimeter, most towers have a single longitudinal read‐out,

whereas the towers surrounding the endcap transition region are further segmented

in depth with two or three longitudinal read‐outs, motivated by the harsher radiation

environment. The HB calorimeter has 2304 (4×16×36) towers, corresponding to the

number of cells in a layer, and the total number of HCAL towers is ≈ 4 300.

Hadronic particles interact with the layers of the absorber to induce hadronic show‐

ers, which are a series of inelastic hadronic interactions with the nuclei of the target

material that produce cascades of secondary particles. Neutral mesons can decay into

photons and initiate electromagnetic showers within the hadronic shower. The shower

development scales with the nuclear absorption length λl, which necessitates a large

thickness of the calorimeter. The shower particles lose their energy due to ionisation

and excitation of atoms until the energy falls below a threshold for nuclear interactions

to occur.
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The resulting secondary particles interact with the active material layers to produce

scintillation light. The scintillation light is extracted by wavelength‐shifting (WLS)

fibres embedded in the scintillator tiles and channelled to photodetectors via clear

fibre‐optic waveguides that fit into grooves cut into the individual tiles [167]. The

Phase I upgrade of the HCAL [145, 168] during Run 2 involved an upgrade of the read‐

out, replacing original Hybrid Photodiodes (HPDs) in favour of Silicon Photomultipli‐

ers (SiPMs). They have many advantages, such as improved tolerance to the strong

magnetic field, ≈ 2.5 times the photon detection efficiency and 200 times the gain

with respect to the HPDs. The SiPMs also provide a 350 % increase in the number of

readout channels, allowing a finer longitudinal depth segmentation in the HE and HB

as shown in Figure 3.12. This allows a better measurement of the shower‐development,

an improved calibration to correct for depth‐dependent radiation damage as well as

the mitigation of pileup effects.

Outer HCAL

Due to the limited space between the ECAL and solenoid, the central barrel HB calorime‐

ter is not able to fully contain highly energetic hadronic showers. Therefore, it is com‐

plemented by an outer hadronic calorimeter (HO) [167, 169], or so‐called tail‐catcher,

which is located outside the solenoid coil, as shown in Figure 3.12. With the magnet

coil and cryostat, and the steel of the magnet return yoke as an absorber, this adds

a sampling depth of approximately 3 λl of thickness in the region |η| < 1.26, which

amounts to ≈ 11 λl. This enables the identification and measurement of any leaks

out of the back of the HB caused by highly energetic or late‐starting showers, thereby

improving the energy measurement of jets and missing transverse momentum.
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Forward HCAL

In order to provide coverage up to higher pseudorapidities between 2.9 < |η| < 5.2,

two forward hadronic calorimeters (HF±) [167, 170] are located 6 m behind the HE±
and 11.15m from the interaction point. The HF calorimeter is a Cherenkov calorimeter

consisting of a steel absorber and embedded acrylic‐clad optical fibres with a quartz

core as the active elements. Due to the increased amount of radiation dosage at high

pseudorapidities, the HF had to be constructed from extremely radiation‐hard mate‐

rials compared to the other HCAL subsystems.

Similarly to the central calorimeters, the HF is built of 36 identical azimuthal wedges,

each covering 20° in ϕ, with cylinders comprising 18 wedges on either side of the de‐

tector. The fibres run parallel to the beam, spaced at 5 mm, and are bundled to form

towers with granularity ∆η × ∆ϕ = 0.175 × 0.175, matching that of the HE. The HF

calorimeter consists of two units with an active radius with fibres 1.4 m and 1.65 m

long, optimised for electromagnetic and hadronic showers, respectively.

Cherenkov light is generated when charged hadronic shower particles with energies

above the Cherenkov threshold traverse the active fibres. Therefore the HF is mostly

sensitive to the electromagnetic component of the hadronic showers. The signals from

the fibres in each η‐ϕ tower are combined, and the light is guided into the photomul‐

tiplier tubes (PMTs).

3.3.5 Muon Detectors

Muons, which are ≈ 207 times more massive than electrons, emit less bremsstrahlung

and lose a lower fraction of their energy when traversing matter. Therefore, they are

much more penetrating than other types of particles, and the calorimeters are not able

to stop them. Thus, special muon detectors are placed on the outermost layers of CMS

with the purpose of measuring their momentum, location and charge [171].

The muon detectors are placed in independent modules called chambers that are em‐

bedded between the layers and return yoke outside the magnet coil, covering the re‐
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gion |η| < 2.4. They are assembled within four layers of muon detectors called sta‐

tions around a fixed radius or z, in the barrel or endcaps, respectively. The trajectory

of muons in the strong magnetic field is determined by measuring the position in

multiple layers of each station. This provides a measurement of the muon momen‐

tum independent of the inner tracker, which combined result in a very efficient muon

identification system.

The muon system uses three types of gaseous ionisation detectors: drift tubes (DTs),

cathode strip chambers (CSCs) and resistive plate chambers (RPCs). In total, there are

1 400 muon chambers in CMS, of which 250 are DTs arranged in concentric cylinders

in the barrel region (|η| < 1.2) and 540 are CSCs in the endcap disks (0.9 ≤ |η| ≤ 2.4).

In addition, 610 RPCs are interspersed in both regions (|η| < 1.9) to provide redundant

triggering signals. A schematic view of the muon system in the x‐y plane can be seen in

Figure 3.8 in Section 3.3.1. In the context of the muon system, three regions are referred

to as the barrel (|η| < 0.9), endcap (1.2 < |η| < 2.4) and overlap (0.9 ≤ |η| < 1.2), as

indicated in Table 3.1, where, in the latter, muons are detected by both the DTs and

CSCs,

The performance of the muon system can be summarised by a reconstructed hit effi‐

ciency of 94‐99 %, a segment timing resolution < 3 ns, a segment efficiency of 97 %

and a trigger bunch crossing identification > 99 % [173].

Drift Tubes

In the barrel region, in between the return yoke segments, the local magnetic field

strength is relatively low and approximately uniform, as shown in Figure 3.9 in Section

3.3.2. Furthermore, the expected muon rates and neutron‐induced backgrounds are

low. This motivated the choice of drift chambers with standard rectangular drift cells

as the muon detectors [171], as shown in Figure 3.13 (top left). Every tube cell has a

cross section of 42 × 13 mm2 with a stretched 50‐µm diameter gold‐plated stainless‐

steel anode wire at the centre. The cell volume is filled with a gas mixture of 85 %
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Figure 3.13: Schematic design of a (top left) Drift Tube (DT) [136], (bottom left) Resistive Plate
Chamber (RPC) [172] and (right) Cathode Strip Chamber (CSC) [136].

Ar and 15 % CO2, which has quenching properties. Charged particles traversing the

cell volume ionise the gaseous atoms, and the ionisation electrons are collected at the

anode wire, resulting in a hit signal. The gas mixture saturates the drift velocity to

about 55 µm/ns, resulting in a maximum drift time of ≈ 400 ns. The positions of the

hits can be deduced from timing measurements, assuming a constant drift velocity,

providing a two‐dimensional position measurement.

The DT chambers are interspersed among the layers of the return yoke plates, cover‐

ing the region |η| < 1.2. They are organised into four concentric cylinders around the

beam line corresponding to the stations MB1‐4 at different radii, as shown in Figures

3.14 and 3.8. The cylinders are sub‐divided into 5 wheels (0, ±1,±2) in the longi‐

tudinal direction along the beam line. Each wheel is organised into 12 ϕ‐segments,

corresponding to a segmentation of 30°, as shown in Figure 3.14.

The length of the chambers is defined by the longitudinal segmentation of ≈ 2.5 m,

whereas their transverse width ranges from 1.9 m for MB1 to 4.1 m for MB4. A super‐
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Figure 3.14: Layout of the CMS barrel muon DT chambers in one of the 5 wheels [136].

layer (SL) is formed from 4 staggered planes of drift cells. The chambers in the three

innermost stations each contain a total of 3 SLs; Two SLs have the wires oriented par‐

allel to the beam line measuring the r‐ϕ coordinate in the transverse bending plane,

while an inner SL has wires perpendicular to the beam providing an r‐z or equivalently

η measurement in the longitudinal direction. The chambers in the fourth station only

have 2 SLs that perform r‐ϕ measurements in the transverse direction. A SL provides

excellent time‐tagging capabilities, with a time resolution of a few nanoseconds, al‐

lowing for local, stand‐alone and efficient bunch‐crossing identification. The 3 inner

stations have 60 DTs each, and the outer station has 70, amounting to 250 DTs with

≈ 172 000 sensitive wires, corresponding to the number of readout channels.
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Cathode Strip Chambers

In the endcap regions, the radiation levels and muon rates are higher, while the mag‐

netic field flux is non‐uniform and stronger, as shown in Figure 3.9 in Section 3.3.2.

This motivated the choice of cathode strip chambers (CSC), which can tolerate the

non‐uniformity of the magnetic field, have a fast response time due to a short drift

path, provide finer segmentation and are radiation hard [171]. Apart from precise track

measurements of muons, the fast response of CSCs additionally make them suitable

for triggering.

CSCs are multi‐wire proportional counters (MWPC) with a cathode strip readout that

precisely measure the position at which a charged particle crosses the gas volume, as

shown in Figure 3.13 (right). They comprise 6 anode wire planes interleaved among

7 cathode strips, with the wires and strips oriented approximately in an orthogonal

fashion to each other. The volume of the strip chambers is filled with a gas mixture of

50 % CO2, 40 % Ar, and 10 % CF4. The layers of CSC measure the muon position in

two coordinates: the wires run azimuthally and define a track’s radial coordinate r, or

equivalently η, while the strips are oriented radially to provide a measurement of the

ϕ coordinate in the r‐ϕ bending plane.

The CSC chambers are trapezoidal in shape and are mounted on the faces of the steel

return yoke discs in the endcaps. They are oriented perpendicular to the beamline

and cover the region 0.9 ≤ |η| ≤ 2.4. A station in the endcaps is organised as a ring

of chambers assembled between the layers of the return yoke at the same value of z

along the beam line. There are 4 CSC stations in each endcap, labelled ME1‐ME4, as

shown in Figure 3.8. In the radial direction, stations are arranged in two or three rings

of endcap CSCs. The inner rings of stations 2, 3, and 4 have CSCs that subtend a ϕ

angle of 20° while all other CSCs subtend an angle of 10°. In total, there are 266 112

strip channels and 210 816 anode channels.
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Resistive Plate Chambers

Resistive plate chambers (RPCs) are gaseous parallel‐plate detectors that play the role

of providing muon trigger signals parallel to the DTs and CSCs [171]. Similarly to the

DTs and CSCs they measure the time and position of a muon hit with a good spatial

resolution up to 30 µm. Comparatively, they are high‐speed detectors with an excellent

time resolution of≈ 2 ns, which is much less than the typical 25 ns LHC bunch spacing.

Thus, they are capable of assigning a muon track to a particular bunch‐crossing, even

at very high luminosities. The trajectory is deduced from the pattern of hit strips,

providing a measure of the muon momentum that is then used by the trigger.

RPCs consist of two parallel plates made from bakelite, a plastic laminate of a phenol

resin, which has a very high resistivity of 1010‐1011 Ωcm. They are covered with graphite

paint to form the electrodes. The plates are separated by a 2 mm gap, and the volume

is filled with a composition of 3 gases: 95.2 % Freon (C2H2F4) in order to enhance

an ionisation, 4.5 % Isobutane (iC4H10) used as a quencher and 0.3 % SF6 in order

to control the background electrons. Incident charged particles ionise the gas, and

the applied electric field causes an avalanche of electrons, which are collected by the

anode. The avalanche mode allows the RPCs to operate for high rates of traversing

particles. An RPC double‐gap module consists of 2 gaps with common pick‐up read‐

out strips in between, where the total induced signal is the sum of the two single‐gap

signals.

In the endcap region, there are 576 chambers, while in the barrel region, there are 480

chambers, amounting to a total of 1 056 RPCs. In the barrel, the RPC chambers form 6

concentric cylinders around the beam axis, arranged into 4 stations, denoted by RB1‐

RB4, as shown in Figure 3.8. The arrays of RPCs are located on the inner side of the

DT stations, with the two first stations having additional external RPC layers. In the 4

endcap stations, each of the four CSCs stations has a corresponding RPC layer, labelled

RE1‐RE4. Each endcap RPC chamber consists of a double‐gap structure enclosed in a

flat trapezoidal‐shaped box made of 2 aluminium honeycomb panels, as shown in Fig‐
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ure 3.13 (bottom left). The RPCs are oriented parallel to the DTs and CSCs to measure

the coordinates in the bending plane. As part of the Phase I upgrade [145], during LS1,

144 additional High‐Pressure Laminate (HPL) double‐layer RPC chambers were added

in the endcaps (ME4, RE4), extending the coverage to |η| ≤ 1.9 and improving the

efficiency. In total, there are 68 136 readout channels in the barrel and 55 296 channels

in the endcaps.

3.3.6 Trigger and Data Acquisition

As discussed in Section 3.1.2, the LHC conditions correspond to a bunch crossing rate

of 40 MHz and an instantaneous luminosity L ≈ 2 × 1034 cm−2s−1. The DAQ and

trigger systems are designed to analyse, filter and collect the collision data at these

enormous rates. It is not feasible to read out and record every event due to hardware

limitations, nor is it efficient in terms of the physics programme. Since the LHC is

a proton‐proton collider, the underlying interaction mechanisms are strong interac‐

tions, resulting in a significant fraction of events which are of lesser interest, such as

soft elastic collisions or QCD multijet events from inelastic collisions. The scientific

programme of CMS, covered in Section 3.2.1, focuses on more sophisticated signatures,

such as those involving weakly‐interacting particles. For this reason, high‐energy ex‐

periments have dedicated trigger systems in place that serve as filters to select only the

most interesting events for offline analysis.

CMS utilises a two‐tiered trigger system, with the Level‐1 Trigger (L1T) implemented

in custom hardware, and the High Level Trigger (HLT) based on software [174, 164,

156, 175]. The L1T preselects the data and reduces the event rate to ≈ 100 kHz and

subsequently, the HLT reduces the rate down to ≈ 2 kHz. The flexibility of the trigger

systems is an important design consideration, as they need to adapt to the dynamic

LHC conditions in order to maximise the efficiency of collecting data while being sub‐

jected to the imposed limits. The type of data that is preselected by a collection of

filtering algorithms (triggers) inside dedicated trigger menus at both the L1T and HLT

levels, ultimately encapsulating the entire physics programme of CMS.
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The readout and filtering of the data are handled by the data‐acquisition (DAQ) system

[164] and sent off‐site computing farm for event reconstruction, storage and analysis.

In addition to collecting collision data, the trigger and DAQ systems record informa‐

tion for calibration and data quality monitoring (DQM) [176], performed during online

data‐taking.

3.3.6.1 Data Acquisition

All events that pass the L1T are sent to a computer farm which receives data from all

the subsystems and builds and filters (via the HLT) the events. Therefore, the DAQ

system must be able to sustain a given readout rate, known as the DAQ bandwidth or

throughput:

BDAQ = Rmax
T × SE (3.4)

which is determined by the trigger rate (RT ) and the event size (SE). Therefore, the

maximum allowed trigger rate (both at L1T and HLT) is defined by the capabilities of

the DAQ system. For example, for an average event size of ≈ 1 MB, and an L1T (HLT)

trigger rate of 100 kHz (1 kHz) results in a input (output) bandwidth of 100 GB/s

(1 GB/s) that is transferred downstream [164]. The HLT output is still considerable

and requires dedicated data handling methods for processing and storage.

The DAQ system underwent a full Phase I upgrade during LS2 [145, 177] in order to

accommodate the new detector readouts and handle the larger number of readout

channels. The upgrade has extended the event size margin to over 2 MB and doubled

the available aggregate throughput to 200 GB/s while increasing the amount of data

that can be sent to storage even up to 30 GB/s for Run 3. The full schematic of the

upgraded system used in Run 2 can be seen in Figure 3.15.

An event enters the system as a set of fragments from the sub‐detectors, which are read

out in parallel into the Front‐End Drivers (FEDs). There are ≈ 700 FED modules, each

carrying between 1‐8 kB of data per event. The data from the FEDs are sent via opti‐

cal links (Slink64/Slink‐Express) to the front‐end readout link (FEROL) of the central

DAQ system. The FEROLs convert the data stream to TCP/IP via optical links, provid‐
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Figure 3.15: Schematic of the DAQ system architecture during LHC Run 2 [177].

ing 10/40 Gbit/s Ethernet. The Event Builder (EVB) collects the fragments, assembles

them and sends the complete event to a single processing unit. Data from several

FEROLs are routed to Readout Units (RUs), which read out and buffer the event frag‐

ments from the FEDs into superfragments. The RUs are connected via 56 Gb/s FDR

Infiniband to Builder Units (BUs), which in parallel assemble the full events from the

superfragments.

The HLT processing, as described in Section 3.3.6.3, is entirely file‐based, which allows

the DAQ and HLT systems to be independent. The HLT operates on events fully as‐

sembled by the EVB and hence can use all the detector data with full granularity and

resolution. The HLT algorithms run on a large filter farm (Event Filter) of processing

nodes called Filter Units (FUs). The FUs receive events from the BUs, where several
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FUs are assigned to each BU. The FUs analyse the events made available by the corre‐

sponding BU to make the final trigger decision. Accepted events are written to files on

a global cluster file system which are then transferred to the Tier‐0 (T0) computing

facility for full offline event reconstruction.

The T0 centre is part of the Worldwide LHC Computing Grid (WLCG) [178], which

is a global grid‐based computing resource for the storage, distribution and analysis of

the data generated by the LHC. It combines the computing resources of about 900 000

computer cores from over 170 sites in 42 countries. The system has four tiers, start‐

ing with T0 (CERN Data Centre), which is responsible for the safekeeping of the raw

data and full offline event reconstruction. The data is then further distributed be‐

tween 13 Tier 1 centres, responsible for large‐scale reprocessing and storing a share

of raw, reconstructed and simulated data. Approximately 155 Tier 2 centres provide

storage and adequate computing power for specific analysis tasks, while also handling

a proportional share of the production and reconstruction of simulated events. Fi‐

nally, individual scientists can access the WLCG through local (or Tier 3) computing

resources.

3.3.6.2 Level‐1 Trigger

The Level‐1 Trigger (L1T) is a hardware system with custom processors [174, 175, 179]

with the purpose of preselecting the data arriving at the LHC at a rate of ≈ 30 MHz.

The readout electronics can handle up to 100 kHz of events, making a decision whether

to keep or discard an event within a fixed latency of 4 µs. If an event is accepted, then

the complete detector information is read out and sent downstream to the HLT.

In order to cope with the increased instantaneous luminosity and pileup conditions,

the L1T trigger has undergone a major Phase I upgrade during LS2, replacing all of

the Level‐1 trigger hardware, cables, electronics boards, firmware and software, taking

advantage of the more recent µTCA technology [145, 180].

The system combines information from the calorimeters and muon detectors [175].

The signals from both the ECAL and HCAL calorimeters and muon detectors (DTs,
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CSCs, RPCs) are sent in the form of Trigger Primitives (TPs) and processed in several

steps to give a basic description of the event. This includes standard particle can‐

didates (or trigger physics objects) such as muons, electrons/photons, taus and jets,

including basic properties such as their momentum pT and angular direction (η, ϕ).

A schematic diagram of the data flow between different subsystems comprising the

L1T is shown in Figure 3.16. It is divided into two main streams: muons and calorime‐

ters, and the combined event information is evaluated in the global trigger (µGT) for

a final decision on whether to accept an event. External binary signals coming from

sub‐detectors, such as the Beam Pickup Timing for the eXperiment (BPTX), HF or

CTPPS‐TOTEM, are also used for special triggers.

Figure 3.16: Schematic diagram of the subsystems comprising the Level‐1 Trigger (L1T) [179].
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L1T Muon Trigger

The track finders (TFs) use muon detector TPs to reconstruct muon track candidates

with basic properties, such as coordinates, transverse momenta, timing and quality

information. There are three muon TFs in the L1T:

• Barrel Muon Track Finder (BMTF) takes inputs from DTs and RPCs in the barrel.

• Overlap Muon Track Finder (OMTF) takes inputs from all three muon subsys‐

tems in the overlap region between the barrel and endcaps.

• Endcap Muon Track Finder (EMTF) takes inputs from CSCs and RPCs in the

endcaps.

Each TF transmits up to 36 muons, totalling a maximum of 108, to the Global Muon

Trigger (µGMT), which resolves duplicates and sends the eight muons of the highest

pT and quality value [175, 180, 179].

L1T Calorimeter Trigger

In the calorimeters, the signals from ECAL crystals and HCAL towers are grouped into

units called Trigger Towers (TTs) [175, 180, 179]. In the barrel, the 5× 5 crystal arrays

in the EB are grouped with the associated HB towers behind them into TTs with a

granularity ∆η × ∆ϕ = 0.087 × 0.087. In the endcaps (EE, HE and HF), the TTs are

grouped in different ways with a granularity up to∆η×∆ϕ = 0.17×0.17. This amounts

to 144 TTs in the central region and up to 54 TTs in the endcaps.

The calorimeter trigger system consists of two stages: Layer‐1 and Layer‐2. At the first

Layer‐1 stage, the calorimeter trigger calculates the sum of local energy deposits from

the ECAL and HCAL TPs, and calibrates the energy. At the second Layer‐2 stage, the

system uses the calibrated TPs to reconstruct and further calibrate the relevant physics
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objects. Specific algorithms, such as dynamic clustering of energy deposits around a

TT, are used to reconstruct electrons, photons, taus, hadron jets and energy sums [179].

Electrons and photons are indistinguishable to the L1T, so they are treated as single

e/γ candidates. The τ algorithm aims to efficiently reconstruct τ leptons decaying to

one, two, or three charged or neutral pions. The jet reconstruction algorithm uses a

9×9 TT sliding window to search for local maxima to define jet candidates. The trans‐

verse energy of the jets is defined as the scalar sum of all TT energies in the window

centred on the candidate. Global event quantities such as the total scalar transverse

energy of all jets, HT, and the corresponding vector sum Hmiss
T are computed using the

reconstructed jets. Apart from jets, the total scalar sum of transverse energy over all

TTs, ET, and the corresponding vector sum, pmiss
T , are also computed and serve as a

measure of the event’s total and missing transverse momentum, respectively.

L1T Global Trigger

Ultimately, in the final stage, the Global Trigger (µGT) combines information from the

muon and calorimeter systems and generates a signal that triggers the full readout

of the detector, sending it downstream to the HLT. The trigger decision is based on a

programmablemenu of algorithms, also referred to as seeds, which are a set of selection

requirements applied to the final list of objects from calorimeter Layer‐2 and µGMT.

As part of the Phase I upgrade, the µGT has been re‐implemented on modern FPGAs

on an Advanced Mezzanine Card (AMC) in a µTCA crate [145, 180]. The algorithms are

implemented on six MP7 (Master Processor board with Xilinx Virtex‐7 FPGAs) boards,

allowing up to 512 different seed algorithms to be used. A large number of possible

algorithms and the re‐programmable nature of FPGAs provide flexibility in modifying

the menu contents.

From the technical perspective, Level‐1 trigger algorithms or seeds are implemented

using a Trigger Menu Editor (TME) to output an Extensible Markup Language (XML)

file in a transparent format, with more details in Appendix C.5. The XML is passed
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through a VHDL (VHSIC Hardware Description Language) producer to adds specific

metadata (e.g. UUID) and information about the module (board) distribution, for

resource management. Finally, synthesis of the firmware converts the VHDL files to

binary files, which are then uploaded to MP7 boards of the L1T Global Trigger (µGT).

Further details on the TME and L1T algorithms are provided in Appendix C.5.

Level‐1 algorithms use information from the TPs to impose specific logical or topologi‐

cal requirements on the event, such as requirements on their momentum and angular

acceptance, charge, quality and isolation. External binary signals coming from sub‐

detectors can also impose additional requirements, such as a Beam Pickup Timing for

the eXperiment (BPTX) signal or a MinimumBias signal from the HF, which can in‐

dicate whether a bunch was filled during a bunch crossing event. More sophisticated

multi‐object triggers, also known as cross‐triggers, are designed with logical combi‐

nations (AND, OR, NOT, XOR) that require coincidences of different trigger objects.

Topological conditions can be applied to such triggers, such as the angular separa‐

tion or requirements on the transverse or invariant masses between a pair of objects.

Cross‐triggers target more exclusive signatures and, by definition, have lower rates

with respect to their less stringent counterparts. If the allocated rate is the same, this

allows the relaxation of other conditions, such as the pT threshold, which affects the

overall acceptance of many signatures.

If an event is accepted, the complete detector information is read out and sent down‐

stream to the HLT for a refined purity and selection.
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3.3.6.3 High Level Trigger

The High Level Trigger (HLT) is implemented in software, reducing the preselected

events by the L1T by another factor of 100, down to ≈ 1‐2 kHz. The final output rate

reaches a sustainable level for reconstruction and storage, for subsequent offline anal‐

ysis. It runs on a dedicated off‐site farm of processors, including ≈ 26 000 CPU cores.

It is only limited by the available processing power and the quality of the online cali‐

bration [164, 175]. The processing capacity of the filter farm was expanded gradually

throughout Run 2 to cope with the evolving LHC and detector conditions. A major

upgrade for Run 3 is the HLT is the inclusion of GPUs in every DAQ node, offload‐

ing a significant amount of the timing bandwidth [181], opening up a number of new

possibilities.

The HLT has access to the complete detector information from the inner tracking sys‐

tem, calorimeters and muon detectors to perform a more precise reconstruction of

physics objects with a set of complex reconstruction algorithms. The software uses

the same framework used for offline reconstruction and analysis, with algorithms op‐

timised for fast performance. They impose more stringent identification and quality

criteria with respect to the L1T while ensuring a high reconstruction efficiency, purity

and acceptance.

A significant reduction in event rate is achieved by utilising track and vertex infor‐

mation, which improves background rejection. Central to many HLT reconstruction

algorithms is the particle flow (PF) algorithm (discussed in Section 4.1), which uses

information from all detectors to identify candidates for muons, electrons, photons

and charged and neutral hadrons, to paint a global picture of the event. In terms of

jet reconstruction, the tagging of jets originating from b‐quarks is also possible with

algorithms that search for secondary vertices (CSV), including ones exploiting deep

neural networks (DNNs) [182, 183, 184], which are described in Section 4.1.

An HLT trigger algorithm is called a path, which is a set of algorithmic processing steps

run in a predefined order that both reconstructs physics objects and filters on these

objects based on specific requirements. From the framework point of view, it is a col‐
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lection of specific reconstruction and filtering modules with a standard structure of

increasing complexity. The first filter of an HLT path is a selection based on the deci‐

sion of the corresponding L1T algorithm, which means that every HLT path is seeded

by a dedicated L1T seed. This is followed by some initial reconstruction and filtering

based on calorimeters and muon detectors. More complicated and processing‐heavy

reconstruction algorithms, such as PF reconstruction, are only run at a later stage. In‐

tensive track reconstruction is performed in an iterative manner, with scaling degrees

of stringency on the requirements of reconstructed hits in the tracker (as discussed in

4). Similarly, as with the L1T, cross‐triggers with specific topological requirements are

implemented.

The time and output rate of the online selection are defined by the computing power of

the processor farm, which has a timing (execution time) budget of ≈ 450 ms per event.

In order to comply with the limits of the computational resources, HLT algorithms

are designed with fast reconstruction and filtering modules with algorithms run in

optimised sequences. If at any point in the sequence the requirements of a filter are not

met, the event is discarded. HLT paths selecting similar topologies are grouped into

primary datasets for subsequent offline processing, which are associated with specific

data formats into streams for efficient data handling by the DAQ system. Moreover,

streams of data with limited event content are also saved for data quality monitoring

(DQM), calibration or offline trigger studies. There are also special data streams that

require less bandwidth, allowing events with objects with lower acceptance thresholds

to be collected. The technique of scouting stores reduced event content, which can be

used for analyses that do not require all the detector information; Figure 3.17 shows

dimuon (pT > 3 GeV) resonances reconstructed directly at HLT from the scouting

stream. The process of data parking uses fewer computing resources by storing the

data in a raw format to be fully reconstructed at a later time.

The software is based on CMS Software (CMSSW), which is the same software frame‐

work used for offline reconstruction and analysis, described in Section 6.2. The frame‐

work supports multi‐threaded event processing, which optimises memory usage so
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that HLT algorithms are optimised for fast performance. ConfDB (Configuration Database)

is a dedicated database software system that tracks the contents of the paths, se‐

quences, modules and their corresponding parameters in a given configuration. They

are managed and modified using a special graphical user interface (GUI). An example

of an HLT algorithm as viewed from ConfDB is shown in Figure A.11. A converter then

transforms this information into a single python configuration file that is then run di‐

rectly on the HLT filter farm. Further details on the ConfDB GUI and HLT algorithms

are provided in Appendix C.5.
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3.3.6.4 Trigger System Performance

In order to receive a better overview of the trigger systems, this section presents a

select number of performance measurements carried out by CMS during LHC Run 2,

including rates and efficiencies, as well as timing.

Level‐1 Trigger

The content of the trigger menus can be expressed in terms of the allocated bandwidth

for different trigger group types, as shown in Figure 3.18 for the L1T menu.

Figure 3.18: L1T bandwidth allocation for single‐ and multi‐object triggers and cross triggers
in a typical p‐p physics menu [179].

The trigger rate is strongly dependent on the LHC conditions, specifically instanta‐

neous luminosity L and pileup (PU). The rate versus PU dependence of some bench‐

mark seeds from the core of the menu is shown in Figure 3.19. One can see that for

leptons, the dependence is rather linear and not as strong as in the case for single jets

and pmiss
T (ETMHF), which has an exponential dependence. The mitigation of the high

PU‐dependence of certain trigger objects such as energy sums (e.g. pmiss
T ) is one of the

priorities of the trigger study groups.
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Figure 3.19: Rate vs pileup dependence for a selection of L1T single‐ and multi‐object triggers
and cross triggers [179].

A prescale is a number that defines what fraction of triggered events should be read

out. Triggers that are not prescaled (unprescaled) are typically the ones that are used

for analysis and form the core of the menus. The lowest unprescaled thresholds on

benchmark single‐ and double‐object seeds and their approximate rates at L = 1.8×
1034 cm−2s−1 (PU ≈ 50) are shown in Table 3.2.

Algorithm Name Description Thresholds Total Rate (kHz)

L1_SingleMu22 Single muon pT > 22 GeV 8
L1_SingleLooseIsoEG28er2p5 Single loosely isolated e/γ pT > 28 GeV, |η| < 2.5 27

L1_SingleJet180 Single jet pT > 180 GeV 3
L1_HTT360er HT HT > 360 GeV 4
L1_ETMHF100 pmiss

T pmiss
T > 100 GeV 3

L1_DoubleIsoTau32er2p1 Double isolated τ pT > 32 GeV, |η| < 2.1 15
L1_DoubleJet150er2p5 Double jet pT > 150 GeV, |η| < 2.5 1

Table 3.2: Lowest thresholds and approximate rates of benchmark L1T object seeds at a L =
1.8× 1034 cm−2s−1 (PU ≈ 50).

The efficiency curves for some L1T physics objects with some standard thresholds and

quality cuts applied are shown in Figure 3.20 and 3.21:

82



3.3. CMS Detector Chapter 3. Experiment

Figure 3.20: Level‐1 trigger efficiencies in 2018 for muons for all possible Level‐1 muon qual‐
ities as a function of muon pT (left) and e/γ efficiency for two typical unprescaled algorithms
including isolation as a function of the offline reconstructed electron ET (right) [179].

Figure 3.21: Level‐1 trigger efficiencies for jet triggers for the barrel (left) and pmiss
T as a function

of the offline calorimeter‐based quantity (right) [179].

High Level Trigger

The main unprescaled HLT paths used in Run 2 with the lowest thresholds and their

corresponding rates are shown in Table 3.3:
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Table 3.3: Lowest thresholds and rates of main unprescaled HLT paths at a L = 1.8 ×
1034 cm−2s−1 (PU ≈ 50). The rate uncertainties are of O(Hz). [186]
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The allocated rate bandwidth for a typical HLT menu in 2018 is shown in Figure 3.22,

indicating the rates consumed by different CMS physics groups.

(a) (b)

Figure 3.22: HLT rate bandwidth allocation for CMS physics groups in a typical HLT proton‐
proton collisions physics menu, scaled to L = 2× 1034 cm−2s−1. The pure rate from an event
is assigned to a given group if it is the only one that triggers the event. [187]

Figure 3.23: Distribution of the CPU processing time (timing or execution time) for a menu
based on the 2018 definition with (right) and without (left) GPU acceleration, measured using
data with PU ≈ 50. The pie chart shows the distribution of the CPU time spent in different
instances of CMSSW modules (outermost ring), the corresponding C++ class (middle ring),
and by physics object or detector (innermost ring). The empty slice indicates the time spent
outside of the individual algorithms. [188]
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The performance of the HLT menu is also measured in terms of the total CPU and/or

GPU processing time (timing or execution time), briefly discussed in Section 10.4.2.

As shown in Figure 3.23 for a menu based on the 2018 definition, the total timing

of the HLT menu is of the order of ≈ 450 Hz. The inclusion of offloading to GPU

reconstruction in Run 3 reduces the CPU usage by ≈ 21 %, increasing the throughput

by ≈ 26 %.

Missing Momentum Triggers

The requirement of missing transverse momentum pmiss
T (introduced in Section 4.1)

is a characteristic of many LHC searches, with non‐interacting BSM particles escap‐

ing detection and manifesting themselves as a pmiss
T signature. Therefore, trigger paths

requiring significant missing energy have been extensively used during LHC Run 2,

including a number of searches for SUSY and exotic particles. The trigger strategy of

many compressed SUSY analyses uses an online trigger selection on pure pmiss
T , includ‐

ing the soft single‐lepton analysis (see Section 6.4.2), so a brief review of the perfor‐

mance of pmiss
T triggers is presented.

Improvements in the performance of pmiss
T energy sum algorithms at the trigger level

are one of the priorities of the trigger study groups, especially in the context of the

increasing luminosity and PU conditions at the LHC. The target is an improvement of

the purity of physics objects and rate reduction without the loss of efficiency. Further‐

more, in the specific case of pmiss
T , the mitigation of the high PU‐dependence of rate is

essential to prevent the increase in thresholds, as discussed in Section 4.1.

A summary of the main pmiss
T triggers used in Run 2 is presented in Table 3.4. The

thresholds of these pmiss
T paths and the corresponding seeds have changed acrossRun 2.

In 2016, the paths were seeded by a variation of pmiss
T seeds labelled L1_ETM[X], includ‐

ing variation with additional requirements on jets, of which the lowest unprescaled

seed was L1_ETM80. In 2016, the paths with thresholds 90‐110 GeV were prescaled

throughout the year, so the main threshold with the highest collected luminosity was
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120GeV. The paths with thresholds of 90 and 100GeV were removed from the menu at

the end of the year, as they contributed too much rate. In 2017, these paths were addi‐

tionally seeded by L1_ETMHF[X] seeds that include hadronic energy from the HF in the

pmiss
T calculation at L1T. This aligns the definition of L1‐pmiss

T closer to that used at HLT

and offline. The lowest unprescaled seed enabled for the full year was L1_ETMHF120,

while L1_ETM[110,115] were enabled for the majority of the year. With the increase

of luminosity and pileup conditions, there were high L1T & HLT rates for these pure

pmiss
T triggers. A mitigation strategy by CMS was the addition of cross triggers with a

loose central HT condition (> 60 GeV) both at L1 and HLT

(HLT_PFMET120_PFMHT120_IDTight_PFHT60) to be used in a logical ’OR’ with the orig‐

inal paths. In 2018, the seed definition was simplified to only include L1_ETMHF[X]

seeds and L1_ETM150. The primary seed remained L1_ETMHF120, albeit disabled for

a short period, for which L1_ETM(HF)150 provided the correct seeding. Additional

thresholds at 130 and 140 GeV were added for contingency, however, the 120 GeV

threshold remained the lowest unprescaled one. Therefore, to summarise, one can

consider HLT_PFMET120_PFMHT120_IDTight as the main pure pmiss
T +Hmiss

T path through‐

out Run 2 with a rate of ≈ 33 Hz, as shown in 3.3.

HLT path L1T seeds (2018)

HLT_PFMET[170-250] L1_ETMHF70
HLT_PFMET[NoMu]120_PFMHT[NoMu]120_IDTight L1_ETMHF80

L1_ETMHF90
L1_ETMHF100
L1_ETMHF110
L1_ETMHF120
L1_ETMHF150
L1_ETM150

HLT_PFMET[NoMu]120_PFMHT[NoMu]120_IDTight_PFHT60 L1_ETMHF80_HTT60er
L1_ETMHF90_HTT60er
L1_ETMHF100_HTT60er
L1_ETMHF110_HTT60er
L1_ETMHF120_HTT60er

Table 3.4: Main pmiss
T ‐type HLT paths in Run 2 and their corresponding seeds.
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Specific details of the methodology of trigger efficiency measurements are discussed

in detail in Section 10.2.3. An unbiased measurement of the pmiss
T trigger efficiency is

typically performed in an independent data sample, selecting events with W → ℓ + ν

leptonic decays. This ensures that the pmiss
T originates from a real source, the neutri‐

nos, rather than any fake sources of pmiss
T , such as detector effects or jet pT mismeasure‐

ments, which are the main sources of fake pmiss
T .

The efficiency of pure PF‐pmiss
T triggers (HLT_PFMET[170-300]) is shown in Figure 3.24,

as a function of the offline reconstructed corrected PF‐pmiss
T (see Section 4.1). The

measurement is performed in an unbiased sample of events triggered by an isolated

single‐electron trigger and containing exactly one well‐identified and isolated offline

electron.
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Figure 3.24: Trigger efficiency of pure PF‐pmiss
T triggers (HLT_PFMET[170-250]*), measured

with respect to the offline reconstructed corrected PF‐pmiss
T , in 2018 data (left) and across Run

2, corresponding to the lowest unprescaled thresholds at a given year (right) [189].

For a threshold of 200 GeV, the efficiency reaches its plateau for offline pmiss
T at about

350 GeV, with a plateau efficiency close to 100 %. An independent measurement of

pmiss
T + Hmiss

T trigger (HLT_PFMET[NoMu]120_PFMHT[NoMu]120_IDTight) is performed

in the context of the soft single‐lepton analysis, as described in Section 6.4.2. In sum‐

mary, the independent efficiency measurements are compatible with one another,
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and for the lowest unprescaled pmiss
T threshold of 120 GeV, the plateau is reached at

≈ 250 GeV. Taking into account the different measurements, one can roughly extrap‐

olate the width of the turn‐on to be of the order of ≈ 150 GeV, which reflects the

resolution of pmiss
T at the HLT level.
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Event Reconstruction

4.1 Global Event Description
Multi‐purpose detectors have the exceptional ability to identify a range of different

types of particles and combine the information to give a complete description of the

underlying events. A sketch of a transverse slice of a segment of the CMS detector

showing the expected responses to different types of particles is shown in Figure 4.1.

The individual local reconstruction of each of the subsystems is summarised above in

Section 3.2. To summarise, for a general particle originating from the beam interac‐

tion region, tracks and vertices of charged particles are reconstructed from hits and

clusters in the tracker, allowing a measurement of the momentum and charge. The

measurements of the total energy deposits are extracted from (super)clusters in the

calorimeters. Muons produce hits and segments in the muon detector layers, mea‐

suring their corresponding tracks. A simplified picture of different particle types is

presented in the following points:

• Electrons andphotons are absorbed in the ECAL to form electromagnetic show‐

ers; Electrons leave a curved track in the tracker.

• Charged and neutral hadrons can produce showers in the ECAL in the form

of jets, which are then fully absorbed by the hermetic HCAL; Charged hadrons

leave a curved track in the tracker.
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Figure 4.1: Transverse slice of one segment of the CMS detector showing the expected inter‐
actions with different types of particles. The muon and charged pion are positively charged,
and the electron is negatively charged. [136]

• Muons are much more penetrating and typically traverse the calorimeters with

little or no interactions to be detected by the muon chambers; Muons leave a

slightly curved track in the tracker.

• Taus decay mainly into hadrons, or electrons or muons and neutrinos, which are

detected by the corresponding sub‐systems.

• Neutrinos escape the detector undetected, leaving a signature of missing mo‐

mentum.
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Particle‐Flow Algorithm

A significantly better global reconstruction and identification of the physics objects

and, correspondingly, a more complete event description can be achieved by combin‐

ing the information from all the detectors. This is achieved by using the particle‐flow

(PF) [190] reconstruction algorithm, which was first implemented in the ALEPH ex‐

periment at LEP [191] and is used in the conceptual planning of detectors for future

colliders [150]. CMS is the first experiment to take advantage of PF at a hadron col‐

lider and its design was motivated by the necessary requirements. A fine granularity

and excellent resolution of the detectors are vital elements for PF, allowing for the sep‐

aration of single particles. Furthermore, it is also taken advantage of at the HLT level,

providing improved efficiency and purity of trigger objects. A combined fit of mea‐

surements of all identified physics objects results in improved resolutions, efficiencies

and purities, which is then reflected in the final performance of all physics analyses.

The PF algorithm correlates the main elements from the detector layers, which are

namely tracks from the tracker and muon systems and energy clusters from the calorime‐

ters. A given particle is, in general, expected to give rise to several PF elements in the

CMS subdetectors, as illustrated in Figure 4.2. The reconstruction of a particle, there‐

fore, first proceeds with a link algorithm that connects the PF elements from different

subdetectors in order to form PF blocks of associated elements. Within a given PF

block, particles are reconstructed in hierarchical order, starting from muons, electrons

and isolated photons, followed by charged and neutral hadrons. At the end of each it‐

eration, elements of the reconstructed particles are then removed prior to the next

iteration. Once a global event description is complete, the events are post‐processed

in order to increase their purity.
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Calorimeter Clusters

The clustering of calorimeter deposits is necessary for a measurement of the energy

and direction of stable neutral particles such as photons and neutral hadrons. Further‐

more, clustering algorithms separate neutral from charged hadron energy deposits to

reconstruct and identify electrons and accompanying bremsstrahlung photons. Ad‐

ditionally, it also assists the energy measurement of charged hadrons for inaccurate

track measurements, especially in the case of high pT and low‐quality tracks.

A specific clustering algorithm was developed for the PF reconstruction in order to

provide high detection efficiency and separate close energy deposits, as illustrated in

Figure 4.2. It is performed separately in the ECAL and HCAL detectors, split into the

barrel and endcaps. Cluster seeds are cells with an energy above a given threshold and

their neighbouring cells, representing local maxima. Topological clusters are formed

by aggregating neighbouring cells of a seed above a threshold that is twice the noise

level. Finally, an expectation‐maximisation algorithm is applied to reconstruct the

final clusters within the topological clusters [192]. In the ECAL, the basic clusters are

then merged together to form superclusters (SCs).

Charged Particles

Tracks

Particle properties such as momentum and charge can be deduced from the curvature

of the tracks. Tracks are reconstructed using the measurement of the positions of the

particle hits at key measurement points located at different layers of the pixel and strip

tracker [193]. Therefore, with the additional inputs from the other sub‐systems, tracks

are used in the reconstruction of electrons, muons, charged hadrons, taus and jets.

The local track reconstruction comprises an iterative procedure that involves four phases:
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Figure 4.2: Event display of an illustrative jet made of five particles only in the (x,y) view. The
ECAL and HCAL surfaces are represented as circles centred around the interaction point. The
K0

L, the π− and the two photons from the π0 decay are detected as four well‐separated ECAL
clusters denoted E1,2,3,4. The π+ does not create a cluster in the ECAL. The two charged pions
are reconstructed as charged‐particle tracks T1,2, appearing as circular arcs, pointing towards
two HCAL clusters H1,2. [190]

• Seed generation: from track candidates generated from several hits compatible

with a charge‐particle trajectory

• Track finding: gathering additional hits along the expected candidate track as

clusters via pattern recognition (KF) to build the final trajectory

• Track fitting: final fitting to determine the properties (origin, transverse mo‐

mentum, direction) of the charged particle candidate (KF or GSF)

• Track selection: final track selection based on additional quality criteria

The main track reconstruction algorithms are based on seeds, which are a coarse es‐

timate of input tracking parameters. Prior to track reconstruction, in the first local

reconstruction phase, localised hits are reconstructed with a very high hit detection
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efficiency (> 99 %) in the tracker. Clusters are formed from hits on adjacent lay‐

ers (hit‐multiplets). The seeds typically are required to be compatible with particles

originating from the beam interaction region. This generates track candidates, which

define the initial trajectory parameters that serve as inputs to the track reconstruction

algorithms.

The seeds can also be provided externally ’outside‐in’ using inputs from the other de‐

tectors, such as from the ECAL or muon detectors. For the external seeds, there ex‐

ist various algorithms that, for example, focus solely on reconstructing muon tracks

seeded by the muon detectors, electrons seeded from the calorimeters, and particles

from secondary interactions originating from outside the pixel detector.

Track finding relies on an iterative procedure based on a combinatorial Kalman Filter

(KF) method [194]. The tracking efficiency is increased by employing this procedure

in up to ten iterations with different seeds to reconstruct tracks with lower momen‐

tum and quality. Firstly tracks that are easiest to reconstruct, corresponding to higher

momenta and a larger number of hits, are found. These tracks (and corresponding

hits) are then ignored in the following iterations, and the quality criteria are relaxed in

order to search for more difficult tracks with higher combinatorial complexity. These

include tracks generated by muons as well as displaced tracks. Once the tracks are

formed, ambiguities and instances of double counting are resolved.

At this point, the full tracking information is available and any bias introduced with

the imposed constraints is removed by a final fit. One of the main pattern recognition

algorithms used for track fitting is a combinatorial KF method, where the algorithm

extrapolates the trajectory according to the equations of motion of a charged particle

in a magnetic field traversing through a material. More specialised variants of the

KF algorithm are also implemented, such as the Gaussian Sum Filter (GSF) [195] for

electron reconstruction.
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Vertices and Pileup

The tracker, and especially the pixel detector, is crucial in the determination of the

proton‐proton interaction points, known as the primary interaction vertices (PVs),

which are reconstructed as the intersection of associated tracks. Apart from the deter‐

mination of PVs, the high granularity and good resolution allow for the reconstruction

of secondary vertices (SVs) of long‐lived particles, providing a measure of the lifetime

of the decaying particles. Therefore, tracks are used to identify jets originating from

b‐quarks, through the reconstruction of displaced vertices associated with a given jet.

The determination of the proton‐proton interaction point, known as the primary inter‐

action vertex (PV), is a vital element of object identification and global event descrip‐

tions. As discussed in Section 3.1.2, additional pileup (PU) interactions arise during

the same or neighbouring bunch crossings. As shown in Figure 3.4, in LHC Run 2 the

average PU was 32, whereas in Run 3 the average PU already increased to 44, with peak

PU values going up to 60‐70. This results in a challenging environment and disentan‐

gling the PV from the secondary pileup PU collisions is essential in order to identify

the particles originating from the primary interaction.

Reconstructed tracks are used to measure all proton‐proton interaction vertices in a

given event, which includes the PV from the signal collision and any secondary vertices

from pileup [193]. The reconstruction of the PV comprises an initial selection of the

tracks compatible with the beamspot, which represents the luminous region where the

LHC beams collide. This is followed by clustering of the tracks that appear to origi‐

nate from the same interaction vertex using a deterministic annealing (DA) algorithm

[196], finding the most probable tracks and positions for each vertex. The final step is

fitting for the position of each vertex using its associated tracks, which is performed

using an adaptive vertex fitter (AVF) [197] to compute the best estimate of vertex pa‐

rameters, including the 3D position and covariance matrix, as well as indicators of the

success of the fit. Ultimately, the vertex with the highest quadratic sum of transverse

momenta
∑

p2T of tracks associated with it is taken as the PV, while all other vertices
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are considered pileup vertices.

The resolution of the PV position depends strongly on the number of tracks used to

fit the vertex and the momentum of those tracks. For vertices with many tracks, the

vertex position resolution is 10‐12 µm in each of the three spatial dimensions [193].

The primary‐vertex efficiency is estimated to be close to 100 % when more than two

tracks are used to reconstruct the vertex.

Particle candidates originating from pileup vertices can cause mismeasurements of the

primary interaction, and mitigation of their effects is crucial, especially in the context

of high luminosity LHC runs; Figure 3.5 in 3.1.2 shows the event display of a special

high PU fill recorded during LHC Run 2, indicating the challenging environment. Jet

and energy sums (HT, pmiss
T ) are strongly affected by PU in terms of purity, also on the

trigger level. There are a number of methods that target pileup mitigation [198], such

as charged‐hadron subtraction (CHS), used to remove charged hadron tracks associ‐

ated with pileup vertices in the PF jet clustering algorithm. New approaches, such as

pileup per particle identification (PUPPI) [199], are being developed and will be essen‐

tial for the HL‐LHC, with PU expected to be of order 200.

Muons

The reconstruction and identification of muons is one of the key objectives of CMS, as

they provide a very clean signal in a QCD‐dominated environment. Muon detectors,

by themselves, already provide a high reconstruction efficiency, with high purity pro‐

vided by the upstream calorimeters. The best resolution over the entire acceptance

is achieved by combining information from the muon system with momentum infor‐

mation from the inner tracker. Ultimately, there are three different types of muon

reconstruction algorithms:

• standalone muon: track segments are formed using hits from the DT or CSC

detectors to form seeds for standalone‐muon tracks that are fitted using pattern

recognition (KF) using hits from all muon systems (including RPCs)
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• global muon: the standalone‐muon tracks are matched to tracks in the inner

tracker (inner tracks), and the hits are combined to form a global‐muon track.

This is an example of outside‐in seeding.

• tracker muon: inner tracks above a certain momentum threshold are extrapo‐

lated to the muon system. It is qualified as a tracker muon track if at least one

muon segment matches the extrapolated track.

Approximately 99 % of muon candidates within the acceptance of the muon detec‐

tors are either reconstructed as global or tracker muons. Global and tracker muons

that share the same inner track are merged into a single candidate. The momentum

measurement is solely based on the tracker measurement for muon pT < 200 GeV.

Identification quality criteria are applied to muon candidates in order to reduce misiden‐

tified particles and increase purity. For example, punch‐through particles, mainly orig‐

inating from charged hadron showers that manage to traverse past the calorimeters,

may be misreconstructed as muons. The PF muon identification algorithm addition‐

ally uses information on the energy deposits from the calorimeters in order to improve

performance. The PF algorithm considers properties of global and tracker muons only.

A measure of the hadronic energy surrounding leptons is given by the isolation, which

is defined by the sum of pT of inner tracks and calorimeter deposits within a cone

around the lepton defined by ∆R =
√

∆ϕ2 +∆η2 < 0.3. Isolated muons are selected

by applying a maximum requirement on this quantity. In the PF algorithm, the relative

isolation is required to be less than 10 % of the muon pT.

Further muon identification selection criteria [173] are defined based on a set of vari‐

ables related directly to muon reconstruction (e.g. track fit χ2, the number of hits per

track or the degree of matching between tracker tracks and standalone‐muon tracks)

as well as inputs from outside the reconstructed tracks (e.g. compatibility with PV).

Their usage is dependent on the balance between the required identification efficiency

and purity of an analysis, and thus the criteria are embedded within several dedicated

working points (WP) or IDs:
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• loose muon ID: muons selected by PF algorithm that are also tracker or global

muons, targeting prompt muons from the PV and muons from light and heavy

flavour decays

• medium muon ID: imposing additional requirements (e.g. track fit parame‐

ters) with respect to the loose muon ID, tuned towards an overall efficiency of

99.5 % from simulated W and Z decays, targeting prompt muons and muons

from heavy flavour decays

• tightmuon ID: imposing additional requirements (e.g. requiring compatibility

with tracker and global muons, and an impact parameter selection compatible

with the PV) targeting suppressing muons from hadronic punch‐through, decay

in flight and cosmic sources

There also exist soft and highmomentummuon IDs, as well as MVA‐based IDs, targeted

towards specific cases such as low‐pT muons from decays of b‐hadrons and quarkonia

analyses and muons with pT > 200 GeV, respectively.

Electrons and Photons

The reconstruction of electrons and photons is performed in a similar manner due

to the interplay between the emission of bremsstrahlung photons from electrons and

photon conversions into electron‐positron pairs. As described in Section 3.3.4.1, tra‐

ditional ECAL‐based electron reconstruction is based on measurements of energy de‐

posits in the ECAL SCs, aimed at characterising energetic and isolated electrons. How‐

ever, there exist large inefficiencies are seen for electrons in jets with additional particle

deposits or low momentum electrons with highly curved tracks that are not caught by

the SCs.

The PF algorithm takes advantage of additional information from the inner tracker us‐

ing a tracker‐based electron seeding. An iterative tracking method is employed where

electron candidates are seeded by tracks with a corresponding ECAL cluster. Selected
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tracks are fitted with Gaussian‐sum filter (GSF) [195] method, which is a non‐linear fit‐

ting better adapted than the KF method for electrons. Photon candidates are seeded

purely from ECAL SCs, without using the tracking information.

Further electron identification selection criteria are based on a set of variables related

directly to electron reconstruction (ECAL and track information) as well as compatibil‐

ity with PV. More specifically, the variables are related to shower shapes, track‐cluster

matching with ECAL, track vertices as well as a veto on electrons from converted pho‐

tons. A set of Veto, Loose, Medium and Tight WPs based on a sequential selection

are provided for average identification efficiencies in Z → ee events corresponding to

95 %, 90 %, 80 % and 70 %, respectively. They were optimised separately for the barrel

(|ηSC | ≤ 1.479) and endcap (|ηSC | > 1.479) regions, with the exact values presented in

Table 4.1. Their usage is dependent on the balance between the required identification

efficiency and purity of an analysis, depending on the dominant backgrounds.

Variable Description Veto Loose Medium Tight

σiηiη Cluster shower shape covariance in η direction
0.0115 0.011 0.00998 0.00998

(0.037) (0.0314) (0.0298) (0.0292)

H/E Cluster energy ratio between HCAL and ECAL
0.356 0.298 0.253 0.0414
(0.211) (0.101) (0.0878) (0.0641)

|∆ηin| ∆η between SC position and track direction
0.00749 0.00477 0.00311 0.00308

(0.00895) (0.00868) (0.00609) (0.00605)

|∆ϕin| ∆ϕ between SC position and track direction
0.228 0.222 0.103 0.0816
(0.213) (0.213) (0.045) (0.0394)

|1/E − 1/p| Difference between inverse of SC energy and track momentum
0.299 0.2421 0.134

0.0129
(0.150) (0.140) (0.130)

Nmiss
hit Expected number of missing hits for inner track

2
1 1 1

(3)

Table 4.1: Electron identification variables based on shower/cluster shape, track‐cluster
matching with ECAL, track vertex as well as rejection of photons conversion. A set of Veto,
Loose, Medium and Tight WPs are presented. Upper bounds on the variables are listed for the
barrel (endcap) regions with |ηSC | ≤ 1.479 (|ηSC | > 1.479.)

There also exist special multivariate (MVA) based electron and photon IDs, trained

on dedicated simulated Drell‐Yan MC samples using the variables related to elec‐

tron/photon reconstruction. The training is done with prompt electrons as signal and

unmatched plus nonprompt electrons as background. The resulting selection is on a

single MVA discriminator with several WPs corresponding to different efficiencies (e.g.
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80 %, 90 %). Additional selections on the relative isolation and the impact parameters

(dxy, dz) are recommended and applied on an analysis‐specific basis, discussed below

in Section 4.2.

Taus

The tau lepton τ with a mass mτ ≈ 1.78 GeV is the only lepton that is sufficiently

massive to decay into hadrons. Approximately a third of the decays are to electrons

and muons, whereas almost all the remaining decay modes are hadronic. The final

states are typically combinations of charged and neutral mesons (charged/neutral pi‐

ons π±, π0), and a tau neutrino ντ . Hadronic decays of tau τh leptons are reconstructed

using the hadrons‐plus‐strips (HPS) algorithm [200, 201, 202], which distinguishes be‐

tween the individual τh decay modes. It combines the information from reconstructing

charged hadrons and neutral π0 candidates. The charged hadrons are reconstructed

using their associated tracks in the inner tracker, whereas the π0 candidates are recon‐

structed by clustering photon and electron PF candidates from photon conversions in

rectangular strips, which are regions of pseudorapidity and azimuth (η × ϕ). The τh

reconstruction HPS algorithm achieves an efficiency of 50− 60 %. A new DeepTau al‐

gorithm has been recently developed, which uses information from all reconstructed

particles in the vicinity of a hadronic tau, using a deep neural network (DNN) [203].

It has superior performance and improves the identification efficiency of hadronic tau

lepton decays up to 30 %.

Jets

In hadron colliders, the dominant QCD processes result in abundant production of

quarks and gluons at high energies. Due to colour confinement of the strong interac‐

tion, they undergo the process of hadronisation and fragmentation into charged and

neutral hadrons (mostly pions π±, π0, kaons K±, K0, protons, neutrons and photons).
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Ultimately, this results in parton showers that are relatively collimated in a particular

direction and classified as jets. Electrons and muons can also form part of jets, es‐

pecially in light and heavy meson decays (especially b‐flavoured mesons). Typically,

most of the jet energy is carried by charged hadrons (≈ 60 %), followed by photons

(≈ 25 %) and neutral hadrons (≈ 10 %), with a minor contribution from leptons.

Once the PF algorithm identifies isolated muons, electrons and photons, the hadrons

are then reconstructed from tracks and calorimeter deposits. ECAL and HCAL clusters

not linked to any tracks are associated with neutral hadrons and photons. Given the jet

energy fractions, precedence is given to photons in the ECAL within the tracker accep‐

tance (|η| < 2.5), while HCAL clusters are associated with neutral hadrons. Outside

of the tracker acceptance, charged and neutral hadrons cannot be distinguished, and

ECAL clusters linked to a given HCAL cluster are assumed to originate from the same

hadron shower, while ECAL clusters without such a link are classified as photons. The

PF particles within the hadrons are finally clustered into jets using the anti‐kT algo‐

rithm [204, 205] within a distance parameter R = 0.4 (AK4).

Reconstructed PF jets are required to pass a set of minimal identification criteria [206]

based on jet energy fractions and particle multiplicity in order to discriminate physical

jets from noise. There are three dedicated WPs, of which the loose and tight IDs are

designed to remove jets originating from calorimetric noise. There is also a tight lepton

veto ID that is also designed to reject the potential background from misreconstructed

electrons and muons. This effectively resolves also the ambiguity between isolated

lepton candidates and jets reconstructed from single lepton candidates, also known as

jet cleaning.

The jet energy scale (JES) and resolution (JER) is calibrated in several steps [207] in

order to provide more accurate measurements of jet properties. Corrections as a func‐

tion of jet pT and η are applied, taking into account pileup interactions, jet detector

response to hadrons and finally, residual differences between data and MC simulation.
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Figure 4.3: Jet reconstruction in a simulated dijet event, where the particles clustered in the
two PF jets are displayed with a thicker line. The PF jet pT, indicated as a radial line, is compared
to the pT of the corresponding generated (Ref) and calorimeter (Calo) jets. [190]

B‐Jets

The efficient identification (tagging) of heavy‐flavour jets originating from bottom

quarks (b‐jets or b‐tagged jets) is important in precision measurements of SM pro‐

cesses, such as the decay of top quarks and Higgs bosons, as well as BSM searches.

Therefore, being able to discriminate between heavy‐flavour jets and those originat‐

ing from light‐flavour quarks or gluons (light‐flavour jets) is important.

Given the higher mass and consequently long lifetime (cτ ≈ 450 µm) of the b‐quark,

its decay leads to displaced tracks forming a secondary vertex (SV), as shown in Figure

4.4.

Standard b‐tagging algorithms primarily rely on the reconstruction of these displaced

SVs [208, 209, 210]. Furthermore, they also exploit the additional properties of the
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jet

jet

heavy-flavour
jet

PV

SV

displaced
tracks

IP

charged
lepton

Figure 4.4: Diagram of a heavy‐flavour jet with a secondary vertex (SV) from the decay of a b
or c hadron resulting in charged‐particle tracks that are displaced with respect to the primary
interaction vertex (PV), and thus with a large impact parameter (IP) value [208].

hadrons within the jet substructure to provide further separation, such as displaced

tracks, high particle multiplicity, probability of lepton in the decay chain and the mo‐

mentum pT and direction η of the underlying jets.

A commonly used b‐tagging method is the Combined Secondary Vertex (CSVv2) al‐

gorithm combines the information of displaced tracks with the information on SV

using a multivariate technique. It uses SVs reconstructed using the Inclusive Vertex

Finding (IVF) algorithm, which considers all reconstructed tracks in the event with

pT > 0.8 GeV and a longitudinal impact parameter |dz| < 0.3cm. The output of the

CSVv2 discriminator for jets of different flavours is shown in Figure 4.5.

There exist a number of other sophisticated algorithms, such as the Jet Probability

(JP/JBP) taggers or combined multivariate analysis (cMVAv2) tagger, which combines

the discriminator values of various taggers. Another improved version of the CSV algo‐

rithm was developed that uses deep machine learning (DeepCSV) [182], with the use

of DNNs with more hidden layers, more nodes per layer and simultaneous training in

all vertex categories and for all jet flavours.
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Figure 4.5: Distribution of the CSVv2 discriminator values for jets of different flavours in
t̄tevents (left) and misidentification probability for c and light‐flavour jets versus b jet iden‐
tification efficiency for various b tagging algorithms applied to jets in t̄t events (right) [208].

Three standard working points (loose,medium and tight) are defined for each b‐tagging

algorithm, which correspond to thresholds on the discriminators for misidentification

probabilities of around 10 %, 1 %, and 0.1 % for light‐flavour jets (udsg), respectively.

The medium WP (defined by a CSVv2 discriminator value > 0.8484) has ≈ 63 % b‐tag

efficiency and a misidentification probability of ≈ 12 % and ≈ 0.9 % for c and light

flavoured jets, respectively. As shown in Figure 4.5, the DeepCSV tagger generally out‐

performs all the other b jet identification algorithms when discriminating against c jets

or light‐flavour jets.

Recently, more‐sophisticated taggers such as DeepJet [183] or ParticleNet [184] have

been developed, which examine all jet constituents simultaneously and perform quark‐

gluon tagging using DNNs, with improved performance in the classification of heavy

flavour jets.

Missing Transverse Momentum

Particles with weakly‐interacting nature, such as neutrinos, do not interact with the

detector and escape undetected. This also occurs in the case of postulated exotic par‐

ticles, such as neutralinos ~χ0
1 or other dark matter candidates in various BSM models.
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Due to momentum conservation, their presence can be inferred by the momentum

imbalance in the events. Due to missing information of the initial momentum of the

colliding partons, the measurement is quantified in the transverse plane in the form of

missing transverse momentum ( ⃗pmiss
T ). It is defined as the negative vector sum of the

particle momenta:

⃗pmiss
T = −

particles∑
i

pT,i (4.1)

where the particles are typically the collection of PF candidates, resulting in PF‐ ⃗pmiss
T .

The quantity most commonly used is the magnitude of ⃗pmiss
T , simply referred to as pmiss

T .

The quantity of pmiss
T is sensitive to mismeasurements of the PF candidate momenta,

induced by instrumental effects such as nonlinearity of the detector response or pT

thresholds in the calorimeters and tracker. Therefore, special corrections are applied:

type‐I corrections are calculated by propagating the jet energy corrections (described

in Section 4.1) by subtracting the in the calculation of ⃗pmiss
T .

4.2 Object Definitions
The final definitions of the reconstructed and identified particle candidates (or physics

objects) are highly dependent on the specifics of each analysis. There is always a trade‐

off between the efficiency and purity of the objects, depending on the quality criteria

applied in identification. The choice is finally motivated by the specific use‐cases,

taking into account considerations such as the dominant backgrounds or statistical

power that is required, attempting to find a healthy balance. The object definitions of

the soft single‐lepton analysis in Part II are presented in this section.

Lepton Acceptance

The ability of the detectors to efficiently reconstruct soft leptons1 is crucial in the con‐

text of compressed SUSY signatures with leptons in the decay chain. Lower pT muons

can lose sufficient energy in the calorimeters so that they do not reach the second
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station of muon chambers, which is needed for standard muon reconstruction. The

experiment is able to reliably identify muons down to 3 GeV and electrons down to

4.5 GeV, which borders on the limits of the initial design considerations. The analysis

aims to go as low as possible in lepton pT and considers muons with pT > 3.5 GeV

and |η| < 2.4 and electrons with pT > 5 GeV and |η| < 2.5. Electrons that fall into the

ECAL crack (1.4442 < |ηSC | < 1.566) between the barrel (EB) and endcap (EE) are ve‐

toed due to low efficiencies in that region. The acceptance thresholds are determined

by independent efficiency measurements, discussed in Section 6.3.2 in the context of

simulation correction factors.

Electron Channel

One of the main improvements of the analysis with respect to Run 1, which only con‐

sidered muons, is the inclusion of the electron channel. In order to enable this, a ded‐

icated study is performed to define the final identification criteria, especially in the

context of low‐pT electrons that are targeted by the analysis, which are more difficult

to reconstruct than muons.

The target is to find a satisfactory trade‐off between a high identification efficiency

of real electrons and a low misidentification rate of fakes (fake rate or mismatch effi‐

ciency). The measurement of these quantities is performed for the standard electron

identification working points (or IDs) discussed in Section 4.1, with the cut‐based ones

explicitly defined in Table 4.1 in terms of tracker and ECAL variables.

The efficiency measurements are performed in simulated samples of privately‐produced

benchmark signal points with different ∆m and main background samples (W+ jets,

t̄t). The misidentification studies are additionally performed for the main nonprompt

backgrounds (QCD multi‐jet and Zinv). Further details of the signals and dominant

backgrounds are covered in Section 6. Basic preselection (Section 6.4.3.1) criteria are

applied (pmiss
T > 200 GeV, HT > 200 GeV, pISR

T > 100 GeV) in order to perform the

1Leptons refers to charged light leptons (electrons, muons) and not taus.
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measurements in the phase‐space of interest.

The efficiency measurement is performed in a pure sample of electrons from semi‐

leptonic decays of the W boson. This is achieved by matching the reconstructed elec‐

trons within a ∆R < 0.3 to the generated electrons and additional generator matching

to the source from the hard scatter. The efficiency is defined as the ratio of the number

of events that pass a given electron ID with respect to the total number of events in

the sample, and it is calculated as a function of the generated electron pT, as shown in

Figure 4.6 (top).

The mismatch efficiency (fake rate) is defined as the fraction of fake or nonprompt

electrons that pass the ID selection. Fake or nonprompt leptons are selected if the re‐

constructed electron is not matched to a generated electron. The misidentification ef‐

ficiency is calculated as a function of the reconstructed electron pT. The measurement

is performed in a sample of reconstructed electrons that pass the ID selection, with the

numerator defined by the requirement that the lepton is fake or nonprompt, as shown

in Figure 4.6 (bottom). Ultimately, this definition is dependent on the composition

of the different simulated samples and, more specifically, the relative proportions of

prompt and nonprompt electrons. Therefore, to get a better appreciation of the abso‐

lute mis‐identification efficiencies, the measurements are repeated in a sample of fake

or nonprompt reconstructed electrons, with the numerator defined by the additional

requirement of the ID.

Considering both the efficiency and different misidentification rate measurements

across the different samples, several conclusions can be drawn. Firstly, the general

purpose MVA‐based IDs have too high mismatch efficiencies in the very low pT region.

The MVA training was performed and tuned for higher pT > 10 GeV leptons, and thus

the MVA IDs are deemed unsuitable for the analysis. Generally, in the low‐pT regime,

the efficiencies of the cut‐based working points are still relatively low. Therefore, a

more detailed study of the electron ID variables, listed in Table 4.1 is performed.

The dedicated N‐1 study involves removing each of the selections on the ID variables

and re‐calculating the efficiencies and misidentification rates. The results indicate
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Figure 4.6: Electron ID efficiency measured in a t̄t sample (top) and mismatch efficiency (fake
rate) calculated in a T2tt signal sample (m~t1 = 300 GeV, ∆m = 30 GeV).

that the selection on cluster shower shape covariance σiηiη is the dominant source of

inefficiency at low‐pT. The distribution of σiηiη and the thresholds of the cut‐based IDs

are shown in Figure 4.7, which indicates potential in fine‐tuning the variable for low‐pT

electrons. Conversely, the mismatch efficiency measurements indicate that relaxing

this selection also translates into a significant increase in misidentification rates. Tak‐

ing into account these considerations, ultimately, there are insufficient grounds for

deconstructing the standard IDs, which would also require separate validation and

determination of all relevant correction factors. Therefore, a choice is made to elect

one of the standard cut‐based IDs. A dedicated sensitivity study calculating the ex‐

pected limits, using the procedure based on the CLS criterion (described in Section

8), is performed with the different electron ID working points. Based on the results,

together with the efficiency and misidentification rate measurements, the Veto ID was
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selected, which has the highest efficiency for low‐pT leptons.

Figure 4.7: Distribution of the cluster shower shape covariance σiηiη in a T2tt signal sample
(m~t1 = 300 GeV, ∆m = 30 GeV). The lines indicate the thresholds of the cut‐based electron
identification working points (IDs) shown in Table 4.1.

Lepton Isolation and Impact Parameters

Given the difficulties in efficiently identifying soft leptons, specific isolation and im‐

pact parameter requirements are tailored for very low‐pT leptons. Since the analysis

selects leptons in a non‐standard regime, dedicated measurements of the efficiency

and simulation correction factors are performed for the final leptonic selection (iden‐

tification, isolation and impact parameter), as discussed in Section 6.3.2.

Hybrid Isolation

Isolated leptons characteristic of prompt lepton decays from electroweak gauge W or

Z bosons can be distinguished from those produced in jets using the isolation observ‐

able. This is achieved by applying a maximum requirement on the isolation variable

that can be defined in several ways.
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The absolute isolation (Iabs) of leptons provides a measure of the surrounding hadronic

energy, defined by the sum of pT of charged (h±) and neutral (h0) hadrons and pho‐

tons (γ) within a cone around the lepton defined by a ∆R
√
(∆η)2 + (∆ϕ)2 parameter

(typically chosen between 0.3 and 0.5), as shown in Equation 4.2. The summation

proceeds over PF candidates, excluding leptons and charged particles not compatible

with the PV. The contribution of the neutral particles from PU is subtracted [211]. In

this analysis, the distance parameter is chosen as ∆R < 0.3.

Iabs =

[
charged hadrons∑

h±
ph

±
T +

neutral hadrons∑
h0

ph
0

T +

photons∑
γ

ph
0

T

]
∆R<0.3

(4.2)

The relative isolation is defined as the Iabs normalised with respect to the lepton pT:

Irel = Iabs/pT(ℓ) and accounts for the fact that higher momentum leptons are also asso‐

ciated with higher energy deposits in its vicinity.

The analysis uses a combined hybrid isolation (HI) variable defined as:

HI = Irel ·min(pT(ℓ), 25 GeV) ≡

(.).(Iabs < 5 GeV for pT(ℓ) ≤ 25 GeV

Irel < 0.2 for pT(ℓ) > 25 GeV
(4.3)

which corresponds to a switch from Iabs → Irel at pT = 25 GeV. This results in a

looser and pT‐independent isolation requirement on isolation for soft leptons that are

targeted by the search, increasing the efficiency in this regime.
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Impact Parameters

In order to ensure that the leptons are prompt and thus compatible with the primary

vertex (PV), an additional selection on the impact parameter (IP) is applied. The IP

is defined as the point of closest approach of the track associated to the lepton with

the PV. The following selection is applied on the transverse (dxy) and longitudinal (dz)

components of the lepton IPs, with the selection optimised for low‐pT leptons:

|dxy| < 0.02 cm

|dz| < 0.1 cm
(4.4)

Summary

The final physics object selection of the soft single‐lepton analysis is summarised in

Table 4.2, including the acceptance in terms of minimum pT thresholds and η ranges,

as well as the dedicated identification working points (WPs or IDs).

Object
Acceptance

ID Details
pT η

Muons pT > 3.5 GeV |η| < 2.4 Loose
HI

|dxy| < 0.02 cm
Electrons pT > 5 GeV |η| < 2.52 Veto |dz| < 0.1 cm

Taus pT > 20 GeV |η| < 2.4 PF
Jets

pT > 30 GeV
Soft: pT > 30 GeV |η| < 2.4

Loose AK4
B‐Tagged Jets Hard: pT > 60 GeV Medium CSVv2

ISR Jet pT > 100 GeV |η| < 2.4 Leading Jet
pmiss

T PF

Table 4.2: Definition of final object selection used in the soft single‐lepton analysis presented
in Part II.

2Excluding ECAL crack between EB and EE: 1.4442 < |ηSC | < 1.566
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4.3 Simulation
The simulation of events is a crucial element in the majority of studies related to the

experiment, both on the experimental and theoretical sides. This spans from under‐

standing the performance of physics objects and determination of corresponding cor‐

rections, estimations of background SM processes to evaluations of various uncertainty

systematics in an analysis. Furthermore, the simulation of postulated BSM models

forms the baseline for designing and optimising a dedicated search and is ultimately

used in the test and interpretation of signal hypotheses against the background. Sim‐

ulation corrections that are applied at the analysis level are covered in Section 6.3.2.

Event Generation and Simulation

The signal and background processes are simulated using Monte Carlo (MC) tech‐

niques in several steps, ranging from the generation of the hard scatter of the proton‐

proton collision to hadronisation and showering, detector response and final physics

object reconstruction [212]. An illustration of the various steps in MC simulation are

shown and described in Figure 4.8, demonstrating the intrinsic complexities of the

procedure.

The simulation of the underlying hard‐scatter process is non‐trivial due to the com‐

posite structure of protons, comprising a sea of additional virtual quarks and gluons

at high energies. This is made feasible by factorising and separating the treatment of

the processes at different energy scales, corresponding to different momentum trans‐

fers [214]. The hard scatter is considered at the largest involved scale and is viewed

in terms of scattering events of the underlying partons (quarks and gluons) that are

asymptotically free. The parton distribution functions (PDFs) give the probability of

finding partons in a hadron as a function of the momentum fraction of the proton’s

momentum carried by the parton.
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Figure 4.8: Illustration of the different components in a MC generation of a proton‐proton
collision, resulting in the production of a t̄tH event. Valence quarks of the colliding protons
(big green ellipses) are represented by three arrows. Two partons from the incoming protons
interact in a hard process (large red circle). Before this hard interaction, both partons undergo
initial‐state radiation. This follows with decays of top quarks and the Higgs boson (small red
circles). Parton showers evolve from the hard scattering process. A secondary interaction be‐
tween proton remnants is drawn as big purple ellipse and other beam remnants are displayed
as small blue blobs. Together they form the underlying event. Hadronisation and color‐neutral
hadrons are indicated by small light‐green ellipses, with corresponding hadron decays (dark‐
green circles). Photon radiation (yellow) occurs at any stage. [213]

The cross section of the hard process at a hadron collider is then given as:

σ =

∫
dx1fq/p(x1, µ

2
F )

∫
dx2fq̂/p̂(x2, µ

2
F )σ̂(x1p1, x2p2, µ

2
F , µ

2
R) (4.5)
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where fq/p(x, µ
2
F ) are the PDFs depending on the momentum fraction x with respect

to the parent hadron and the factorisation scale µF . The parton‐level cross section

σ̂(x1p1, x2p2, µ
2
F , µ

2
R) is computed using the matrix elements describing the underlying

physical interaction and is dependent on the factorisation and renormalisation scales,

µF and µR, respectively. A choice of the renormalization and factorisation scales is

µR = µL = Q2, where Q2 is the mass scale of a process (e.g. Q2 = m2 for a particle of

mass m produced in the s‐channel).

The PDFs are determined using global fits of theoretical QCD predictions with data

from a number of collider experiments (including DIS at HERA [74, 75] and Tevatron),

such as those of the NNPDF collaboration [215, 216]. The matrix elements are gener‐

ated using perturbation theory at leading order (LO) or next‐to‐leading order (NLO),

with generators such as MADGRAPH5_AMC@NLO [217, 216] and POWHEG [218, 219].

The next simulation step of the parton showering [220], where soft gluons are emitted

from the scattering partons, and their subsequent hadronisation, is performed using

the PYTHIA8 [221, 222] generator, with the CUETP8M1 tune defining the underlying

event parameters. In simulation, the PV is chosen to be at the centre of the CMS co‐

ordinate system, where vertex smearing software is used to model the natural spread

of the interaction region.

The interaction of the resulting particles with the detector is simulated with the GEANT4

[223] program, taking into account the materials and geometry of the detector. This

step of the event generation, referred to as FULLSIM, is the most time and resource‐

consuming and is used for the generation of SM backgrounds. For large‐scale sig‐

nal sample production, a faster FASTSIM simulation tool [224] is used, with a sim‐

plified geometry and material interaction models, in which the detector response is

parametrised. This is followed by the digitisation of detector readout electronics, in

which the effects of pileup can be simulated. Ultimately, the final physics objects are

reconstructed with the same algorithms as data and output into a common data for‐

mat.

116



4.3. Simulation Chapter 4. Event Reconstruction

Event Generation Chain

The event generation and simulation chain comprises several sequential steps, ranging

from the generation of the hard scatter of the proton‐proton collision to hadronisation

and showering, detector response and final physics object reconstruction, which is

then output in standard CMS software (CMSSW) event data model (EDM) formats:

• Generation and Simulation

• MG: generation of MADGRAPH5 gridpacks containing details of signal pro‐

cess

• LHE: generation of Les Houches Event (LHE) or SLHA (SUSY Les Houches

Accord) files for the definition of the matrix element

• GEN: physics event generation, fragmentation, decay and hadronisation us‐

ing PYTHIA8

• SIM: CMS detector simulation using GEANT4or FASTSIM

◦ includes detector conditions data, such as alignment and calibrations,

under a Global Tag

• Trigger and Pileup

• DIGI: digitisation of detector electronics response

• L1: simulation of the Level‐1 Trigger (L1T)

• DIGI2RAW: conversion of digitised signals into the RAW data format

◦ special conditions added (e.g. realistic PU profile)

• HLT: running the High Level Trigger (HLT)

• Reconstruction

• RAW2DIGI: conversion of RAW data format into digitised signals

• RECO: full event reconstruction
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• Data Formatting

◦ output in a AOD format with analysis objects

◦ output in a miniAOD with reduced size

◦ output in a flat nanoAOD format with further size reduction and standard

physics object definitions
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Compressed Stop Search
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Models and Signature

5.1 SUSY Searches
A focus of the physics programme at the Large Hadron Collider (LHC) [49, 50], CERN,

is physics beyond the standard model (BSM), which includes searches for supersym‐

metry (SUSY). As discussed in Section 2.2, there exist a number of theoretical frame‐

works describing supersymmetric extensions to the standard model, with the minimal

extension (MSSM) a leading framework. Many MSSM models require R‐parity conser‐

vation, resulting in pair‐produced SUSY particles (discussed below in Section 5.1.2).

Thus, they are predicted to have decay chains to SM particles that can then be detected

by the ATLAS and CMS detectors [137, 136]. LHC searches focus on phenomenolog‐

ically viable models motivated by theoretical considerations that are constrained by

experimental measurements. As a result, the relevant phenomenological properties

are described in terms of a few physical parameters, which allows a simple characteri‐

sation of the main features, instrumental in defining a strategy for discovery.

5.1.1 Simplified Signal Models

Given the large numbers of free parameters in complete SUSY models (discussed in

Section 2.2) it can be challenging to design and optimise searches, as well as interpret

the results in a meaningful way. In order to overcome this complexity and guide the

design of analyses, a phenomenological approach is used, which solely introduces the
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minimal number of additional parameters within a simplified model spectrum (SMS)

[225, 226] framework. The parameters are in the form of cross sections, masses and

coupling strengths and effectively result in a reduced subset of new BSM particles. The

new particle content is considered decoupled from the theory, setting the masses of

other sparticles at a much higher mass scale and thereby excluding their contributions

to the interactions. Furthermore, such simplified models include additional assump‐

tions on the branching fractions and lifetimes of the particles. The models typically

include a single decay topology that is considered. Ultimately, such an approach en‐

ables the constraint on select model parameters, which are typically the masses of the

sparticles under consideration. This facilitates direct comparison with other analyses

and re‐interpretation of the results in terms of other BSM models with similar final

states.

A wide range of different simplified models are considered that are theoretically and

phenomenologically motivated. They are categorised depending on the production

mechanisms and subsequent decay modes. The production modes are divided into

the underlying interaction, which could be strong or electroweak. The possible decay

modes are governed by the ∆m between the produced particles and the lightest decay

products, which defines the available energy. In R‐parity conserving models, with the

decay chain ending with the lightest supersymmetric particle (LSP), the∆m is typically

defined between the produced sparticles and the LSP. The simplified models used in

the analysis focusing on strong production are shown in Figure 5.1 and are explained

in more detail below.

5.1.2 Stop Production and Cross Sections

As discussed in 2.2.2, a specific model with a light stop~t1 that is mostly right‐handed

is considered, which is expected to be accessible by the LHC. It is motivated by nat‐

uralness and flavour considerations. Furthermore, the particular scenario where the

mass spectrum is highly compressed, with an almost degenerate stop and bino‐like~χ0
1 LSP, is strongly motivated by cosmological dark matter relic density predictions.
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Figure 5.1: Simplified signal models for top squark pair‐production with subsequent four‐body
(left) and chargino‐mediated (right) decays into a lepton‐neutrino (quark‐antiquark) pair, b‐
quark jet and a neutralino LSP (~χ0

1). The chargino (~χ±
1 ) mass is assumed to be halfway between

the stop and LSP. [227]

Further phenomenological motivations include the uncovered parameter space due

to the difficulty of performing such an analysis in terms of experimental limitations

and background separation.

R‐Parity

An important dynamical conservation law in the SM is the conservation of the baryon

number (B) and total lepton number (L), which have been confirmed experimentally

throughout. Strictly speaking, the conservation is not assumed a priori but is a con‐

sequence of no possible renormalisable Lagrangian terms that violate the quantum

numbers. Therefore, rather than imposing this requirement in the MSSM, another

symmetry is added that eliminates possible B‐ or L‐violating terms. The MSSM is de‐

fined to conserve R‐parity, which is defined as:

PR = (−1)3(B−L)+2s (5.1)

where s is the spin of the particle.

Ultimately it translates to SM particles and Higgs bosons having even R‐parity (PR =

+1) and all SUSY sparticles have odd R‐parity (PR = −1). If one imposes R‐parity con‐

servation, the LSP is stable and cannot decay. Each other sparticle must then eventu‐
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ally decay into a state containing at least one LSP. Furthermore, another implication

is that sparticles must be pair‐produced in collider experiments, such as the LHC.

The most copiously produced sparticles at the LHC are expected to be the strongly‐

interacting squarks ~q and gluinos ~g.

Stop Production

The analysis focuses on stop pair‐production (~t1~t1) with a neutralino ~χ0
1 LSP. In hadron

colliders, stops (~t1 or ~t2) can be produced in pairs at the lowest order QCD in quark‐

antiquark annihilation and gluon‐gluon fusion processes [228, 229], shown in Figure

5.2. At the LHC, the dominant (> 90 %) production mechanism is via the fusion of

gluons:

pp → gg → ~ti~ti +X (5.2)

where either of the stops are pair‐produced (i = 1, 2) in association with other particles

(X). Mixed pairs between ~t1 and ~t2 cannot be produced at the lowest order, and at

higher orders, their rates are highly suppressed.

SUSY Cross Sections

LHC analyses require accurate knowledge of the theoretical predictions for the cross

sections of SUSY processes, which are essential for LHC searches, ranging from anal‐

ysis design to setting exclusion limits. The production modes are divided into the

underlying interaction, which could be strong (gluinos ~g~g, squarks ~q~q) or electroweak

(charginos ~χ±
1 , neutralinos ~χ0, sleptons ~ℓ).

The cross sections are calculated by summing up the possible processes in perturba‐

tion theory, which is performed up to next‐to‐next‐to‐leading order (NNLO) in the

strong coupling constant αs. Calculations take into account the parton distribution
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Figure 5.2: Feynman diagrams for the pair‐production of top squarks at leading order, includ‐
ing quark‐antiquark annihilation and gluon‐gluon fusion [229].

functions (PDFs) (discussed later in Section 4.3) and are based on the resummation of

soft‐gluon emission at an accuracy up to next‐to‐next‐to‐leading‐logarithmic (NNLL)

[230]. They are mainly dependent on the sparticle masses and the collider centre‐of‐

mass energy
√

s. The corresponding theoretical uncertainties are due to the variation

of the renormalisation and factorisation scales, the PDFs and the value of αs. Most

calculations follow the assumption of SMS, where all other irrelevant sparticles are

assumed to be heavy and decoupled from the theory.

Beyond leading‐order (LO), the stop production cross section σ(pp → ~t~t) depends not

only on the stop mass but also on the masses of the gluino and the other squarks. There

also exists a dependence of the cross section on the stop mixing angle θ~t (Equation 2.11).

However, their effect on the total cross section has been shown to be small. The cross

sections for pair‐production of light stops ~t1~t1 used in this analysis are calculated at

NLO+NLL in a simplified SUSY scenario, with degenerate stop and gluon masses and
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other squark flavours decoupled. The inclusive cross section is considered to depend

only on the stop mass m~t1 and varies approximately between 20 and 0.1 pb for the

considered range of masses.

Electroweak production involves electroweakinos (~χ±
1 ‐~χ0

2, ~χ+
1 ‐~χ−

1 , ~χ0
1‐~χ0

2) and sleptons

(~ℓ+~ℓ−), reflecting the SMS that are discussed in more detail in Section 9. In most cases,

the produced EWKinos are assumed to be mass‐degenerate, and specific assumptions

are made on their nature being wino‐ or higgsino‐like. The dependence of the cross

sections on the handedness of the slepton is also calculated. The latest cross section

calculations [231, 232] for strong [233, 228, 234, 235, 236, 237] and electroweak [238,

239, 240] SUSY production at the LHC centre‐of‐mass energy of
√
s = 13 TeV are

shown in Figure 5.3, as a function of the sparticle mass. Strong processes have the

highest cross sections, led by gluino production followed by squark pair‐production,

including stop pair‐production. Due to their nature, electroweak processes overall

have lower cross sections at the LHC, with the lowest coming from direct slepton pair‐

production.
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Figure 5.3: cross section predictions for various strong and electroweak SUSY processes in
pp collisions at

√
s = 13 TeV, calculated at up to an approximate next‐to‐next‐to‐leading or‐

der (NNLOapprox), including next‐to‐next‐to‐leading logarithmic (NNLL) resummed threshold
corrections. [231]
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Stop Decay Modes

The possible decay modes of the stop are governed by the ∆m(~t1, ~χ0
1) = m~t1 − m~χ0

1

between the stop m~t1 and the neutralino LSP m~χ0
1
, as shown in Figure 5.4:

Figure 5.4: Top squark pair‐production mass plane of stop (~t1) vs. LSP (~χ0
1), indicating possible

decay chains in the simplified model spectrum [241].

• ∆m > mt (or m~χ±
1
> m~t1): two‐body decays with an on‐shell top quark:

~t1 → t~χ0
1 (or ~t1 → b~χ±

1 )

• mW < ∆m < mt: three‐body decays with an on‐shell W‐boson:

~t1 → bW±~χ0
1

• mb < ∆m < mW (shown in Figures 5.1, 5.5, A.1)

– four‐body decays with an off‐shell top t∗ and W∗:

~t1 → t∗~χ0
1 → bff ′~χ0

1

– four‐body decays with an intermediate chargino:

~t1 → b~χ±
1 → bff ′~χ0

1
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– two‐body decay to charm (FCNC):

~t1 → c~χ0
1

At higher ∆m there is more available energy and decay chains with on‐shell top quarks

or W‐bosons are possible, resulting in two‐ or three‐body final states that are targeted

by a number of classical searches. For low ∆m these modes are kinematically for‐

bidden and the decays can only proceed via an off‐shell top t∗ and W∗, resulting in a

four‐body final state (~t1 → bff ′~χ0
1). The same final state is possible with a decay via an

intermediate chargino ~χ±
1 , if its mass is lower than the stop mass (~t1 → b~χ±

1 → bff ′~χ0
1).

In this analysis, the highly compressed case when mb < ∆m(~t1, ~χ0
1) < mW is consid‐

ered, with a focus on the four‐body final states. The general simplified models are

shown in Figure 5.1. Among the various possible Feynman diagrams contributing to

these decays (shown in Figure A.2), the dominant contributions are shown in Figure

5.5.

Figure 5.5: Simplified signal models for top squark pair‐production with subsequent four‐body
(left) and chargino‐mediated (right) decays into a lepton‐neutrino (quark‐antiquark) pair, b‐
quark jet and a neutralino LSP (~χ0

1). The chargino (~χ±
1 ) mass is assumed to be halfway between

the stop and LSP. [227]

The fermions f and f̄ ′ can be either leptons or quarks, with the final states reflecting

the W‐boson decay modes. The branching ratios to quarks and leptons as a function

of ∆m are shown in Figure 5.6 (left), which reflect the branching ratios of an on‐shell
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W‐boson for higher ∆m; the fully hadronic mode with decays to quarks is dominant

(≈ 66 %), while each leptonic final states contribute ≈ 11 % each. The strategy of

the experiment is to cover all possible channels, which in the case of pair‐produced

stops are: multileptonic, dileptonic, single‐leptonic and hadronic. Given the differ‐

ences in the signatures, different analysis techniques must be implemented, and each

channel has a dedicated search. The hadronic channel [242, 243] has higher branch‐

ing ratios, however, dedicated methods must be implemented to combat the prevalent

QCD multi‐jet backgrounds. The leptonic channels [5, 244, 245] have cleaner signa‐

tures with the requirement of leptons and additional observables, however, they must

accept the cost of reduced acceptance due to this requirement. This analysis consid‐

ers the single‐lepton channel [5], so the final state comprises a lepton‐neutrino (and

quark‐antiquark) pair, b‐quark jet and a neutralino ~χ0
1 LSP.

Figure 5.6: Branching ratios of the four‐body decay as a function of ∆m: to the dominant final
states to quarks and leptons (left) and to two‐ (FCNC) and four‐body decays; assuming a U(3)
symmetry in the left‐handed squark sector [246].

Flavour‐Violation and Decay Width

A possible competing process to the standard four‐body decay involves a two‐body

decay to a charm quark (~t1 → c~χ0
1), shown in Figure A.1, via a flavour‐violating (FV)

neutral current (FCNC) interaction [246, 247], which is not forbidden in the MSSM.

The branching ratios to the two‐ and four‐body decays as a function of ∆m are shown
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in Figure 5.6 (right) for a specific flavour‐violating scenario. In this case there is almost

full dominance of the four‐body decays for ∆m > 20 GeV, while for very low ∆m <

10 GeV, the two‐body process is expected to dominate fully.

At the lowest∆m, the stops have a small width and consequently a long lifetime, which

is also dependent on the possible mixing with the FCNC channel, as shown in Figure

5.6. A total width Γtot ≈ 10−12 GeV corresponds to a lifetime (or flight‐time of the stop)

of the order of pico‐seconds, which is long enough to observe displaced vertices in the

detector. The proper decay length of the stop could range from a few centimetres to

more than a meter. The more the FV couplings are suppressed, the four‐body decay

dominates, resulting in a smaller total width and, consequently, a longer lifetime. The

possible observation of displaced vertices would allow for conclusions on the flavour

symmetry of the model.

Figure 5.7: The stop two‐ and four‐body decay widths (left) and the total widths (right) as a
function of ∆m. A total width Γtot ≈ 10−12 GeV (black line) corresponds to the value where
displaced vertices can be observed. [246]

Since the analysis considers prompt leptons only, the lifetime of the stop~t1 is assumed

to be zero. If the decay proceeds with an intermediate chargino, the property of long

lifetimes is suppressed. For the chargino‐mediated model, the chargino (~χ±
1 ) mass is

chosen to be halfway between the stop and LSP. Under the simplified model frame‐

work, a 100% branching fraction to the four‐body or chargino‐mediated decay chains

is assumed.

130



5.2. Compressed SUSY Signature Chapter 5. Models and Signature

5.2 Compressed SUSY Signature
Models with highly compressed mass spectra have a characteristic compressed SUSY

signature distinguishing them from other SUSY signals. The kinematics are dictated

by the level of compression of ∆m, which defines the total available energy to the de‐

cay products. Thus, the higher the compression, the lower the available energy to the

decay products and the lower (or softer) their momenta. In this scenario, the visible

decay products would typically not pass the detector acceptance thresholds. Further‐

more, for compressed models with light neutralinos ~χ0
1, the missing transverse mo‐

mentum pmiss
T is also small in magnitude relative to more classical models. Therefore,

these particular types of searches target a very challenging phase‐space.

The difficulty of soft products can be circumvented to a first degree by the require‐

ment of a high momentum jet in the event. The jet can emerge from initial‐state radi‐

ation (ISR) originating from the hard scattering process of interacting partons. In such

events, the system recoils against the ISR‐jet in the opposite direction and is Lorentz

boosted with respect to the laboratory frame. The massive LSPs receive the bulk of the

boost, increasing the pmiss
T , while the visible decay products become detectable, albeit

remain relatively soft. The decay products generally align together with the boost di‐

rection of the LSPs. Due to the momentum imbalance, the presence of the ISR jet is

reflected in the signature in the form of high hadronic energy HT and moderate miss‐

ing transverse momentum pmiss
T . It is important to note that such a requirement comes

at the cost of signal acceptance due to the fact that ISR is a second‐order process.

Therefore, a typical compressed SUSY signature comprises at least one high momen‐

tum jet, moderate pmiss
T and HT, and soft leptons and jets, as demonstrated in Figure

5.8 and is common across the different searches at the LHC.
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Figure 5.8: Typical initial‐state Radiation (ISR) boosted topology with a high‐pT ISR jet, mod‐
erate pmiss

T and soft leptons and jets. The right image shows a reconstructed CMS event with
an energetic jet (orange cone) containing charged particle tracks (yellow) and deposits in the
electromagnetic (green) and hadronic (blue) calorimeters recoils against the inferred missing
energy (purple arrow). Two low‐energy muons (red lines) travel from the interaction point,
bending and reversing upon themselves as they pass through alternating magnetic fields be‐
fore entering the muon system. [248]

In the case of the stop pair‐production with the four‐body final state in the single‐

lepton channel, this translates to a signature containing:

• hard ISR‐jet

• moderate pmiss
T

• moderate HT

• soft lepton

• soft b‐quark jet
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6.1 Analysis Timeline
The soft single‐lepton analysis focuses on stop pair‐production with a nearly degen‐

erate neutralino ~χ0
1 LSP in the single‐lepton channel. The first version of the analysis

was performed during LHC Run 1 with 19.7 fb−1 of data and only considered the muon

channel [7]. A first iteration of the corresponding LHC Run 2 analysis with early data

(12.9 fb−1) [6] was completed with several improvements, such as the inclusion of the

electron channel and optimisation of the final selection. The full 2016 analysis with

35.9 fb−1 [3, 4, 5] included a number of developments, such as improved background

estimation methods, additional signal region binning, lowering of lepton thresholds

as well as an additional interpretation. It was performed in parallel with an MVA [249]

BDT‐based [250] analysis, with a common preselection, discriminating variables and

background estimation methods [4, 5]. It is recently complemented by a full LHC Run

2 legacy result [251] with 138 fb−1. Apart from the published papers, the analysis has

been described in the following thesis [252], as well as several conference proceedings

[8, 9, 10]. This thesis focuses on the published LHC Run 2 cut & count version of the

analysis and potential improvements for LHC Run 3. A legacy LHC Run 2 version of

the analysis with 138 fb−1 is currently being performed in parallel with a dedicated

search for long‐lived stops.
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6.2 Analysis Framework
The data‐analysis framework that is used is based on object‐oriented programming

(OOP) with the ROOT system [253], which is designed to handle and analyse large

amounts of data in an efficient way. Particles are treated as physics objects with

given attributes such as their momentum (pT) or direction (η, ϕ), as well as additional

properties (e.g. charge, IP, isolation etc.) determined in the reconstruction process.

As described in Chapter 4, the data‐processing and reconstruction of objects is per‐

formed within the CMS software (CMSSW) collection framework, containing all the

detector‐relevant information. It is based on the C++ and Python programming lan‐

guages. CMSSW is built around an event data model (EDM) framework [254, 255]

needed by the simulation, calibration and alignment, and reconstruction modules that

process event data for analysis. The processed data is ultimately output in relatively

lightweight analysis object data (AOD) formats such as miniAOD [256] and nanoAOD

[257]. The final data format that is used follows an additional post‐processing step

performed in Python, with analysis‐specific choices (object definitions or filtering),

making the subsequent analysis of large datasets more viable.

6.3 Data and Simulated Samples

Data

The sample of events under consideration comes from proton‐proton data from Run

II of the Large Hadron Collider, recorded with the CMS detector at a centre‐of‐mass

energy
√

s = 13 TeV, corresponding to integrated luminosities of 12.9‐35.9 fb−1. The

details of the specific data‐taking conditions are covered in Section 3.1.2. Specific un‐

wanted detector effects (such as HCAL or ECAL noise or beam halo particles) are sup‐

pressed by applying dedicated pmiss
T filters, which remove the affected events [258].
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Simulation

The general specifics of Monte Carlo (MC) simulation of signal and background events

are covered in Section 4.3, including the entire simulation chain. Simulated MC sam‐

ples are produced using various generators and reconstructed with the same algo‐

rithms as data. The complete list of simulated samples and their cross sections is

shown in Appendix B.1, including SUSY signals based on the calculations described in

5.1.2. The final object selection is summarised in Section 4.2.

6.3.1 Signal Generation

Stop Signal Generation

The information on the masses, widths, branching ratios and cross sections, including

the particular stop and neutralino mixing setup, is included in an SLHA file. In the par‐

ticular case of the compressed stop pair‐production, it is important to properly model

the additional ISR jets (see e.g. Figure 4.8). One can calculate the matrix element di‐

rectly with extra jets (in MADGRAPH5) or generate only the simple event and generate

extra partons in the parton shower step (in PYTHIA8). The two approaches are com‐

plementary, where matrix elements are more accurate for hard and separated partons,

while the parton shower description is more accurate when the partons are collinear

or soft. Matrix element calculations are computationally expensive, especially when

generating extra jets. The standard approach is to implement both methods by gen‐

erating the undecayed stop pair with up to two extra jets in MADGRAPH5 and then

let them decay in PYTHIA8, which is adapted in this case. One caveat is that with this

approach there is double counting of jets, which need to be matched with dedicated al‐

gorithms [259] that reject double‐counted events. Another issue is that PYTHIA8 does

not accurately describe the decay topology, where the decay is considered isotropic

even off‐shell, while there is an expected asymmetry between the lepton and the LSP

due to the polarisation of the top quark in stop decays [260]. An example of this dis‐
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crepancy for a chosen stop polarisation is shown in Figure 6.1 in the distribution of

cos θ∗, where θ∗ is defined as the angle between the lepton and LSP in the top t∗ rest

frame. It is expected that the theoretical uncertainties related to polarisation effects

for ISR‐boosted regimes are small. Apart from this, the width of the off‐shell W∗ bo‐

son is taken into account as a Breit‐Wigner distribution in PYTHIA8. The lifetime of

the stop is assumed to be zero, and polarisation effects are neglected. Given the large

number of signal points that are scanned per SUSY model, a FASTSIM detector simula‐

tion tool [224] is used where the detector response is parametrised, making large‐scale

signal sample production more feasible.

Figure 6.1: Comparison of the distribution of cos θ∗ between PYTHIA8 and MADGRAPH5. θ∗ is
defined as the angle between the lepton and LSP in the top t∗ rest frame [261].

BSM signal models are scanned over wide ranges of the free model parameters, which,

in the case of stop pair‐production, are the stop and LSP (~χ0
1) masses. The stop masses

are scanned between 250 < m~t1 < 800 GeV in steps of 25 GeV, where the lower bound

is chosen based on exclusion results from Run 1. The mass splittings with respect to

the LSP are chosen between 10 < ∆m < 80 GeV in 10 GeV steps, providing coverage

from very high compression up to the level of the W boson mass. This amounts to 156

signal points, with different stop and LSP masses, both for the T2tt and T2bW models.
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Generator Filters

In the specific case of the compressed SUSY analyses, the ISR requirement significantly

reduces the signal acceptance. Together with the requirements on pmiss
T and lepton, this

means that a significant amount of the generated events are already discarded at the

level of preselection (Section 6.4.3.1). In order to increase the efficiency of how many

signal events are used in the final selection with respect to the generated events, a dedi‐

cated filter has been developed and implemented at the generator level. Furthermore,

it also opens up the possibility of generating more events, increasing the statistical

precision, especially in depleted signal regions of the analysis (Section 6.4.4).

For standard MC production, a benchmark number of generated signal events is an

average of ≈ 100−200 k per signal mass point, which typically translates to a sufficient

statistical precision (< 10%) for a projected luminosity of≈ 50 fb−1. In order to recover

the loss in acceptance for compressed signals and retain a similar statistical precision

≈ 500 k events are needed. Therefore, a generator filter with a reduction factor of ≈ 5

reduces the average amount of events to be stored and processed to the benchmark

values. For the chosen mass point grid, the total amount of generated template events,

taking into account jet‐matching (reduction factor ≈ 3), would be ≈ 260 M events,

which are then reduced to a final ≈ 30 M after the generation step.

A dedicated study is performed on generator‐level quantities in order to achieve the

required reduction factor. A focus is placed on observables that give the highest re‐

duction while not differing greatly between generation and reconstruction levels. Fur‐

thermore, in order to be more inclusive with respect to other analysis groups targeting

the other channels, a focus is made on general kinematic quantities of the compressed

SUSY signature, such as the generated pmiss
T , pISR

T and HT, with no additional selection

on leptons.

The generator filter efficiency turn‐on curve is evaluated as a function of the corre‐

sponding reconstructed quantities, as shown in Figure 6.2.
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Figure 6.2: Generator filter efficiency as a function of reconstructed pmiss
T for a T2tt signal

point with (m~t1 = 300 GeV, ∆m = 30 GeV), with a selection on generated pmiss
T > 60 GeV and

generated HT > 160 GeV.

The shape of the turn‐on curve reflects the differences between the generated and re‐

constructed observables, introduced by resolutions of the physics objects across the

full simulation chain. It effectively provides a measure of the spectra distortion and

the level of inefficiencies. For a given generator filter selection, the plateau of the

turn‐on (efficiency ≈ 100 %) needs to be achieved before any conceivable analysis

selection. A scan was performed over different combinations of selections on several

generated variables, with the aim of achieving the desired reduction factor while keep‐

ing the inefficiency at the level of analysis selection to a minimum (efficiency > 98 %).

The optimisation of the final selection was performed on a single signal mass point

(m~t1 = 300 GeV,∆m= 30 GeV) and the stability of the reduction factor and efficiency

values was evaluated over the entire mass scan, taking the lowest reduction factor as

reference.

Taking into account the different preselection requirements of other CMS analyses, a

choice was made to select on generated pmiss
T and HT. The hadronic energy sum HT has

different definitions across analyses, so a more inclusive (and effectively more relaxed)

definition is used, covering most of the jet acceptance: the sum of all generated jets

with pT > 30 GeV and |η| < 5. Among the different sets of proposed cut values, the

final filter selects on generated pmiss
T > 80 GeV and generated HT > 160 GeV.
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A dedicated filtering module was developed and integrated into CMSSW. The filter

is implemented after the generator (GEN) step after hadronisation and pre‐simulation

(SIM). It is used in large‐scale SUSY production of the signal grid, used by different

CMS analyses. It is also used in the production of other signal models, such as TChiWZ

and the higgsino pMSSM discussed in Section 9 (also indicated in Table A.1).

The total generator filter efficiency values for stop pair‐production T2tt model are

shown in Figure 6.3, which ranges between 0.2 and 0.5. These values are required

for the luminosity and cross section reweighting procedure of the signal samples. A

module has also been developed to store this information at the nanoAOD level.

Figure 6.3: Total generator filter efficiency values for the T2tt signal model scan [252].
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6.3.2 Simulation Corrections

Given that simulation plays a central role in an analysis, it is vital that the MC samples

are corrected in order to reflect the collected data more accurately. This is typically

achieved by calculating dedicated data/MC scale factors in well‐controlled regions of pa‐

rameter space (e.g. focusing on specific processes) and then applied at the analysis

level.

ISR Modelling

As discussed above, the modelling of ISR is challenging to perform accurately, and it

is known to have its limitations (mainly at the level of MADGRAPH5). Since the pres‐

ence of ISR is an underlying characteristic of compressed signatures, it is important

that it is modelled correctly. ISR‐related observables in well‐controlled regions (e.g. t̄t

events or Z‐peak) exhibit clear trends in the discrepancy between data and simulation.

In particular, the multiplicity of ISR jets (N ISR
jets ) and the transverse momentum of the

ISR jet (pISR
T ) exhibit significant mismodelling. In order to correct for these effects,

data/MC correction factors are determined as a function of these observables, which are

then applied at the analysis level. These corrections are important for the main back‐

grounds of the analysis (W + jets and t̄t) as well as the signals.

The correction factors are determined as a function of N ISR
jets in t̄t events and range

between ≈ 0.9 for N ISR
jets = 1 to ≈ 0.5 for N ISR

jets > 6. They are applied to the t̄t MC sam‐

ples, as well as the considered signals, as the production of top squarks is expected to

be affected by the same mismodelling, due to the similarities in the topology. For elec‐

troweak production, the correction factors are determined in Drell‐Yan (Z/γ∗) events

on the Z mass peak as a function of pISR
T . The correction factors range between ≈ 1.2

for 100 < pISR
T < 150 GeV to ≈ 0.8 for pISR

T > 600 GeV. In the soft single‐lepton anal‐

ysis, they are applied to the W + jets MC samples as a function of the W‐boson pT,

which serves as a proxy for pISR
T in boosted topologies. They are also used to correct

electroweakly‐produced SUSY signals, discussed in Section 9, where the correction is
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applied as a function of the pT of the system of pair‐produced EWKinos. Additional

global normalisation factors are calculated between corrected and uncorrected sam‐

ples, in order to ensure that the total number of events for a given sample stays con‐

stant.

Lepton Scale Factors

The efficiency of the lepton reconstruction and final object selection (identification,

isolation and impact parameter, described in Section 4.2) is measured both in data

and simulation. The corresponding data/MC ratio (or scale factors) are used to correct

the simulated samples for any remaining differences between simulation and observa‐

tion. The scale factors are determined for background (FULLSIM) and signal (FASTSIM)

samples. Additional FULLSIM/FASTSIM scale factors need to be taken into account for signal

to correct for any residual differences introduced by the simplified FASTSIM detector

simulation.

Backgrounds (FULLSIM)

Measurements of efficiencies of the reconstruction and final object selection of leptons

are typically performed by exploiting well‐measured physical processes (Z, J//ψ decays)

with the tag‐and‐probe method [262]. This is typically performed using events with

leptonic decays of the Z boson Z → ℓℓ, which are selected by requiring the invariant

mass of the two leptons to be within a window close to the Z boson mass (Z‐peak). The

method requires one of the leptons (tag) to satisfy stringent selection criteria, while

the other (probe) is subject to the selection criteria under investigation (identification,

isolation, impact parameter). The invariant mass distributions are fitted with a dou‐

ble Gaussian distribution for the Z‐peak and a falling exponential distribution for the

background. The ratio of the fits of probe leptons is measured as the lepton efficiency.

This procedure is performed for different ranges of pT and |η| for both data and simu‐
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lation, separately for muons and electrons. The lepton scale factors are calculated as

the ratio of the data and MC efficiencies data/MC.

The collaboration provides central measurements for the standard reconstruction and

identification working points (or IDs). However, since this analysis considers very low‐

pT leptons in a non‐standard regime (Section 4.2), with specific isolation and impact

parameter requirements, the scale factors need to be measured independently. They

are shown in Figure 6.4 for the hybrid isolation and impact parameter (right), as well

as the loose and veto IDs (left), for muons and electrons, respectively. The muon scale

factors are close to unity, and the electron scale factors range down to ≈ 0.9 for the

veto ID in the lowest electron pT bins. For pT(ℓ) > 10 GeV, they are compatible with

the centrally‐derived scale factors, while for the very low‐pT < 10 GeV regime, the

privately measured ones are used.

Signal (FASTSIM)

Apart from the standard (FULLSIM) lepton scale factors, additional FULLSIM/FASTSIM scale

factors need to be taken into account to correct for any residual differences introduced

by the simplified FASTSIM detector simulation used in SUSY signal production. Simi‐

larly, due to the non‐standard low‐pT regime and specific isolation and impact param‐

eter requirements, the FULLSIM/FASTSIM scale factors need to be measured independently.

The efficiency of the combined isolation and impact parameter selection was deter‐

mined in the standard stop pair‐production T2tt (FASTSIM) and dedicated signal points

with full detector simulation (FULLSIM), and the scale factors are calculated from the

ratio of the two. The FULLSIM/FASTSIM scale factors are shown in Figure 6.5 as a function

of lepton pT and |η| and are measured to be close to unity. These correction factors

are used together with the standard lepton scale factors in order to correct the signal

samples.
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Figure 6.4: Lepton scale factors for ID (left) and hybrid isolation & impact parameter (right)
both for muons (top) and barrel (|ηSC | ≤ 1.479) electrons (bottom), binned in lepton pT. They
are determined using the tag‐and‐probe method on the Z‐peak (60 < mℓℓ < 120 GeV). [263]

B‐Tagging Scale Factors

Similarly to leptons, the efficiencies of reconstruction and selection criteria of the b‐

tagging algorithm working points (described in Section 4.1) are used to determine ded‐

icated data/MC scale factors in order to correct the simulation. The efficiencies are de‐

termined for the heavy‐ and light‐flavoured jets as a function of b‐jet pT and |η|. The

analysis relies solely on the multiplicity of b‐tagged jets (described in Section 6.4.4 be‐

low), so the b‐tagging scale factors are determined in the form of weights correspond‐
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Figure 6.5: 2D FULLSIM/FASTSIM scale factors for hybrid isolation & impact parameter for muons
(left) and electrons (right) binned in lepton pT and |η|.

ing to the probability that the particular event falls into a particular Nb‐jets category.

Corresponding FULLSIM/FASTSIM scale factors are also calculated.

Pileup

Furthermore, with the changing data‐taking conditions of LHC, pileup effects need

to be corrected with the final observed profile, as shown in Figure 3.4. Since this in‐

formation is not available a priori, the corrections are calculated once the full dataset

is collected. The differences between the assumed and observed pileup distributions

are calculated as a function of the average pileup per bunch crossing and applied to

simulation. Their values are highly dependent on the final profile shapes, especially

in the tails of the distributions.

6.4 Event Selection
In searches for new physics at the LHC, events are chosen based on observables of the

particular signature that is being sought for, while suppressing the SM backgrounds.

The selection is guided by the objective of maintaining sensitivity to a wide range of

signal parameters, which in the case of simplified models are the BSM particle masses.
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6.4.1 Cut & Count Analysis

A conventional approach that is implemented in this search is a ’cut‐&‐count’ anal‐

ysis. It involves the sequential application of constraints (or cuts) on discriminating

variables, with the purpose of maximising the signal over the backgrounds.

The yield for a given signal process is given as:

Nsig = Ndata −Nbkg = A× ϵtot · σsig ·
∫

Ldt (6.1)

where Ndata is the total number of candidate events in data, Nbkg is the number of

estimated background events, σsig is the signal cross section,
∫ Ldt is the integrated

luminosity, and A × ϵtot is the acceptance × efficiency. The total efficiency is defined

as:

ϵtot = ϵdet · ϵtrg · ϵreco · ϵanalysis (6.2)

and it accounts for reconstruction and identification losses both from the detector and

during offline processing, while the acceptance A is defined as the fraction of events

that pass all the cut requirements of the analysis. Therefore, the A× ϵ is a measure of

the final number of events that pass the analysis selection.

A set of preselection cuts are applied in order to focus on the phase‐space of interest,

with specific signal regions (SRs) chosen to maximise the signal‐to‐background ratio.

Control regions (CRs) are designed to allow for precise estimation of the leading back‐

grounds, while validation regions (VRs) are used to verify these estimation methods

(Figure 7.1). The CRs and VRs are chosen in such a way that they are dominated by the

relevant backgrounds, where the sensitivity to the signal is minimal. The estimation

of backgrounds is covered in Section 7. All the regions in the analysis are chosen such

that they are orthogonal to one another and do not overlap.

With a ’cut‐&‐count’ approach, one essentially performs a counting experiment where

the signal and background yields follow a Poissonian distribution. The number of data

events in the signal regions is counted and compared against the estimated background

yields. The final result follows from a statistical analysis based on the likelihood prin‐
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ciple to calculate the probability of a BSM signal, given the estimated background and

observed data, taking all sources of systematic uncertainties into account. The exact

details of the method are covered in Section 8.

6.4.2 Trigger

A number of compressed SUSY searches, including the soft single‐lepton analysis, rely

on an online trigger selection on pure pmiss
T , which is compatible with an ISR‐boosted

signature, discussed in Section 5.2. The usage of such triggers does not impose specific

restrictions on leptons, making it suitable for compressed signatures with very soft

leptons. In comparison, the lowest unprescaled threshold for single lepton paths is

pT(µ) > 24 GeV (shown in Table 3.3), which is incompatible with leptonic compressed

SUSY signatures.

The trigger selection is defined by the following HLT paths pmiss
T +Hmiss

T with thresholds

ranging between 90 and 120 GeV:

• HLT_PFMET90_PFMHT90_IDTight

• HLT_PFMET100_PFMHT100_IDTight

• HLT_PFMET110_PFMHT110_IDTight

• HLT_PFMET120_PFMHT120_IDTight

Pure pmiss
T are discussed in Section 3.3.6.4, including the seed collection, history and

performances. An independent measurement of the performance of the triggers is ad‐

ditionally performed to assess the efficiency in the phase‐space of interest, as well as

evaluate the systematic uncertainties associated with the trigger selection. Specific

details of the methodology of trigger efficiency measurements are discussed in more

detail in Section 10.2.3. The measurement is performed in an orthogonal control sam‐

ple from the Single Electronprimary dataset, using data collected with a single‐electron

trigger (HLT_Ele27_eta2p1_WPTight_Gsf) in order to not introduce a bias in the mea‐

surement. A requirement on the leading electron pT(e) > 30 GeV is made in order to
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be on the plateau of the electron trigger turn‐on. An additional selection correspond‐

ing to the preselection cuts on the leading jet pISR
T > 100 GeV and HT > 200 GeV is

applied in order to perform the measurement in a phase‐space kinematically similar

to that of the analysis. The measurement is made as a function of the offline recon‐

structed PF pmiss
T , both for all the thresholds separately as well as a combination of all

using a logical ’OR’, as shown in Figure 6.6. The efficiency of the separate turn‐ons

of the two lowest thresholds (90, 100 GeV) do not reach full efficiency, due to the ef‐

fect of the prescales that were applied during data‐taking in order to control the rates.

Therefore, the total efficiency of the logical ’OR’ is essentially driven by the two higher

thresholds (110, 120 GeV).

Figure 6.6: Pure‐pmiss
T and Hmiss

T trigger efficiency as a function of pmiss
T as measured privately

by the analysis in the single electron dataset (HLT_Ele27_eta2p1_WPTight_Gsf) after a selec‐
tion on pT > 30 GeV, jet pISR

T > 100 GeV and HT > 200 GeV. The measurement is made as a
combination of all thresholds using a logical ’OR’. [264, 252]

In summary, the independent efficiency measurements are compatible with one an‐

other, and for the lowest unprescaled pmiss
T threshold of 120 GeV, the plateau of the

turn‐on is reached at ≈ 250 GeV with an efficiency of ≈ 99%. This indicates a reason‐

able minimum requirement on pmiss
T in the signal regions of an analysis. As discussed

in the following sections, the data on turn‐on is only used in preselection and valida‐
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tion regions which have a maximum precision of O(10%). At the level of preselection

of pmiss
T > 200 GeV and HT > 300 GeV, the efficiency is ≈ 90%. The signal and control

regions of the analysis were chosen well beyond the plateau, with a requirement on

CT > 300 GeV that translates to pmiss
T > 300 GeV, ensuring low systematic uncertain‐

ties from the trigger selection. The combined efficiency is parametrised with an error

function (Equation 10.9), as shown in Figure 6.6, that is then used to correct the simu‐

lated MC samples in all signal and control regions. Such a parametrisation is preferred

over using the emulated decision in MC, as it is less sensitive to any data/MC differences

on the turn‐on. In order to account for possible biases in the measurement method, a

systematic uncertainty of 1% is applied.

Further details of trigger‐related concepts are covered extensively in Section 10, in the

context of improvements of the trigger strategy.

6.4.3 Preselection and Backgrounds

6.4.3.1 Preselection

In order to focus on the relevant parameter space, a set of preselection criteria are ap‐

plied. In the first stage, requirements are made on kinematic features of the targeted

signature, such as on energy sums and multiplicity of jets. This is followed by require‐

ments on leptons and background‐suppressing cuts.

The requirement of missing transverse momentum pmiss
T (introduced in Section 4.1) is

a characteristic of many BSM searches. Many SUSY models include stable and weakly‐

interacting LSPs, which escape detection and manifest themselves as a pmiss
T signature.

Such a requirement significantly suppresses dominant QCD multi‐jet backgrounds

present in hadron colliders. In ISR‐like topologies, the pmiss
T is boosted to moderate

levels. A jet compatible with ISR is selected by requiring the leading jet in an event to

have momentum pT > 100 GeV and pseudorapidity |η| < 2.4. This simple definition

is appropriate as non‐ISR signal jets are not expected to have high momenta due to

the low mass‐splittings ∆m. The presence of an ISR jet is reflected in the form of high

hadronic energy HT, defined as the scalar sum of the pT of all jets with pT > 30 GeV
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and pseudorapidity |η| < 2.4. Due to the momentum imbalance in ISR‐like topologies,

the two observables pmiss
T and HT are thus strongly correlated.

The leading jets of the dominant backgrounds in the analysis (W + jets and t̄t, cov‐

ered below in Section 6.4.3.2) are typically softer than for signal, which is reflected in

slightly lower hadronic activity. In order to provide some separation, a cut of HT >

300 GeV is applied. This separation is discussed in more detail in the context of a si‐

multaneous selection on pmiss
T and HT in the below Section 6.4.4.3. Furthermore, the

backgrounds are expected to have a higher jet multiplicity with several energetic jets.

Therefore, further background suppression is achieved by requiring events to have at

most two jets with pT > 60 GeV.

Compressed SUSY signatures include very soft leptons and their pTs are dependent on

the ∆m. As discussed in Section 4.2, muons with pT > 3.5 GeV and electrons with

pT > 5 GeV are considered. The single‐lepton topology is selected by requiring at

least one soft light lepton in the event, while vetoing hadronically‐decaying taus and

additional light leptons with pT > 20 GeV.

The dominant QCD multi‐jet backgrounds in hadron colliders are already significantly

reduced with the requirement of a lepton and relatively high pmiss
T . QCD‐induced pro‐

cesses are predominantly produced in a dijet configuration with a back‐to‐back topol‐

ogy. Therefore, to further reduce residual contributions, a maximum requirement on

the angle between the leading and sub‐leading jets with pT > 60 GeV, ∆ϕ(j1, j2) <

2.5 rad is imposed.

Other key observables used in the analysis, such as transverse massmT or requirements

on b‐jets, are exploited in the final SR selections, which are discussed in Section 6.4.4.

A summary of the preselection requirements is shown in Table 6.1. The distribution

of the lepton pT at the level of preselection is shown in Figure 6.7.

The plots show the shape distributions of the main backgrounds in the analysis, with

a comparison against benchmark signal models, following a set of reweighting proce‐

dures discussed in Section 6.3.2. A good agreement between data and simulation is
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Figure 6.7: Distributions of the lepton pT at the level of preselection. Two T2tt (~t1 → bff ′~χ0
1)

benchmark signal points are chosen withm~t1 = 500GeV and∆m = {10, 80}GeV. The first bin
only considers muons from 3.5 GeV, causing the visible drop. The last bin in the plot includes
events beyond 200 GeV. [227]

seen, taking into account that the ratio only considers statistical uncertainties (as the

systematic uncertainties are not propagated to the preselection level). The normali‐

sation of the simulation with respect to data is additionally corrected by the results of

the data‐driven prompt background estimation technique for the main backgrounds.

The method itself is not sensitive to the overall normalisation, as the data/MC scaling

proceeds from the high to low pT region, as described in Section 7.1.

6.4.3.2 Backgrounds

In hadron colliders, the environment is dominated by QCD multi‐jet processes, with

many jets and, consequently, high hadronic energy. They are strongly suppressed al‐

ready at the level of preselection, with the requirement of a lepton and relatively high

pmiss
T , as well as the dedicated anti‐QCD cut ∆ϕ(j1, j2) < 2.5 rad. Following preselec‐

tion, the main residual backgrounds relevant to the analysis are shown in Figure 6.7

and comprise mainly electroweak processes.
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The dominant backgrounds in the analysis that closely mimic the targeted signals are

the production of a W‐boson in association with extra jets (W + jets) and the pair‐

production of top quarks (t̄t). Although in most of the cases, W‐bosons and top‐pairs

decay hadronically, the W‐boson has a 20% chance to decay into light leptons (elec‐

trons and muons) via W → ℓν and, consequently, in approximately 30% of the cases

t̄t decays semi‐leptonically via a real W (t → Wb) [265]. Therefore, both backgrounds

contain leptonically‐decaying W‐bosons via the electroweak interaction, resulting in

final states containing real and promptly‐produced leptons and genuine pmiss
T gener‐

ated from the accompanying neutrinos. Moreover, the decay chains of the strongly‐

produced signals T2tt (~t1 → bff ′~χ0
1) and T2bW (~t1 → b~χ±

1 → bff ′~χ0
1) themselves

contain leptonic decays of t and correspondingly W, as discussed in 5.1.2. The pres‐

ence of extra jets for W + jets and the hadronically‐decaying leg of the stop pairs t̄t,

lead to moderate HT values, while the pmiss
T can also be artificially enhanced due to

the mismeasurement of the jet momenta. The Feynman diagrams of some dominant

production modes and leptonic channels are shown in Figure 6.8. The processes have

relatively large cross sections at the LHC, which are up to 5 orders of magnitude larger

than stop pair‐production and at the level of preselection, they make up approximately

70% and 20% of the total expected SM backgrounds, respectively. Both the W + jets

and t̄t backgrounds are estimated simultaneously with the method described in Sec‐

tion 7.1.

Similar processes that include top quark decays are also relevant, albeit to a much

lesser extent, as a result of lower cross sections as well as acceptance, due to the differ‐

ent topologies. These processes include the production of a single top quark (Single

Top (ST)), as well top pair‐production in association with an extra boson t̄tW, t̄tZ, t̄tγ

(collectively labelled as t̄tX).

Other rarer processes include decays of EWK bosons into real leptons, such as Drell‐

Yan (DY) processes (Z/γ∗) or the production of two bosons (WW, WZ, ZZ), collectively

labelled VV. It can happen that one of the leptons is not correctly reconstructed (and

thus lost), generating a single‐leptonic signature.
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Figure 6.8: Feynman diagrams of leading backgrounds: possible of W‐boson production mode
in association with jets (W + jets) and dominant gluon‐gluon fusion production of top quark
pairs (t̄t), decaying via real Ws into lepton‐neutrino pairs.

In the case of VV, such a signature can also result via a combination of leptonically‐

and hadronically‐decaying vector bosons.

Even though some processes do not contain real prompt leptons, they can still emerge

as significant backgrounds in the analysis, passing all the reconstruction, identifica‐

tion and isolation criteria. These backgrounds arise when a reconstructed lepton is

misidentified (also referred to as fake) or not promptly produced (referred to as non‐

prompt). Fake leptons mostly arise when quark‐ or gluon‐initiated jets or hadrons are

misidentified as leptons. Hadrons from energetic particle showers can punch‐through

the calorimeters and reach the muon chambers and be misreconstructed as muons.

Electrons can be misidentified in the ECAL from neutral pions or unidentified pho‐

ton conversions. Real nonprompt leptons originate from the semi‐leptonic decays of

heavy‐flavour (c, b) quarks, as well as hadron decays, such as light‐meson decays in

flight. Despite the different possible sources and varying origins, they are estimated

simultaneously with the methods described in Section 7.2. Thus, in this thesis, they

are interchangeably referred to as nonprompt (or fake) leptons, and refer to both cases

simultaneously.
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Specific to this analysis, QCD multi‐jet processes are a source of nonprompt leptons,

where one of the jets is misidentified as a lepton. Simultaneously, the mismeasurement

of the momenta of other jets in the event can lead to the generation of fake pmiss
T that

passes the analysis selection. Another significant nonprompt contribution is the decay

of the Z‐boson to neutrinos (Zinv), where the neutrinos generate significant genuine

pmiss
T and a nonprompt lepton can be misreconstructed in association with one of the

jets. Furthermore, for prompt backgrounds (e.g. W + jets and t̄t), there exists the

possibility that a real lepton is lost while a fake one is found, which augments this

background type.

Therefore, the main backgrounds in this analysis are categorised between prompt and

nonprompt (or fake) 1. The leading prompt and sub‐leading nonprompt backgrounds

are explicitly estimated using separate methods, discussed in Section 7. 2

6.4.4 Signal Regions

Following the preselection requirements, the total SM backgrounds are larger by ap‐

proximately a factor 103 with respect to the benchmark signals, as seen in Figure 6.7.

In order to further separate the signal from the backgrounds, a set of additional crite‐

ria exploiting the main observables is applied to define the signal regions (SRs). The

regions are sub‐divided (or binned) in order to maintain sensitivity to a wide range of

SUSY particle masses and ∆m.

6.4.4.1 Lepton pT and B‐Jet Multiplicity

The analysis targets very compressed mass spectra with low ∆m and, consequently,

very soft leptons, so the SRs are primarily defined by requiring the lepton pT < 30 GeV.

The control regions (CRs) used in the main background estimation, discussed in Sec‐

tion 7.1, are defined by inverting the lepton pT > 30 GeV.

Given that the kinematics are strongly dependent on the mass splittings, in order to

provide sensitivity to different∆m, two general sets of SRs are created, labelled SR1 and

2Light leptons from purely leptonic tau decays are considered prompt in this analysis.
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SR2. SR1 targets very low∆mwhere the b‐jet s are expected to be too soft to be detected

and are therefore vetoed. In this region, the W + jets background dominates further,

while the b‐jet veto significantly reduces the t̄t background. SR2 requires at least one

soft b‐jet with 30 < pT < 60 GeV, targeting higher mass splittings. Conversely, the

W+jets background is suppressed with the b‐jet requirement, while the t̄t background

becomes dominant in SR2.

As demonstrated in Figure 6.7, there is a very strong dependence of the lepton pT

signal spectrum on the ∆m. Therefore, all SRs are further split in terms of the lepton

pT: low (L): 5‐12 GeV, medium (M): 12‐20 GeV and high (H): 20‐30 GeV. There is

an additional very low (VL) bin with 3.5 < pT < 5 GeV for muons, added in low‐

mTregions only. This splitting allows to retain sensitivity to a wide range of ∆m, while

enhancing the signal‐to‐background ratio.

6.4.4.2 Transverse MassmT

The transverse mass mT of semi‐invisibly decaying particles is calculated from the

transverse momenta pTs of their decay products, allowing their identification and mea‐

suring their masses. It can be computed from an object’s pT and pmiss
T as

mT ≡
√

2pmiss
T pT(1− cos∆ϕ) (6.3)

where ∆ϕ is the angular difference between the object p⃗T and ⃗pmiss
T . In semi‐invisible

decays of dominant SM processes that include W‐bosons, such as W+jetsand t̄t, the

transverse mass mT spectrum exhibits a kinematic edge in the form of a Jacobian peak

around the mass of the W‐boson mW. The distributions of the transverse mass mT at

the level of preselection are shown in Figure 6.9, clearly showing the kinematic edge

beyond mT ≈ mW ≃ 80 GeV.

In order to isolate this peak, an additional splitting in mT (a: mT < 60 GeV, b: 60 <

mT < 95 GeV and c: mT > 95 GeV) is done for all SRs, which further improves the

sensitivity of the search. The low‐mT regions with a, b : mT < 95 GeV are dominated

by the prompt W + jets and t̄t backgrounds, whereas beyond the kinematic edge c :
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Figure 6.9: Distributions of the transverse mass mT at the level of preselection [227]. Two
T2tt (~t1 → bff ′~χ0

1) benchmark signal points are chosen with m~t1 = 500 GeV and ∆m =
{10, 80} GeV.

mT > 95 GeV in the tails of the mT distribution, the nonprompt backgrounds become

significant. Since mT ∝
√

pmiss
T pT, low mT regions are more sensitive to signals with

low ∆m and correspondingly lower pT and lepton pT, as seen in Figure 6.9. This further

justifies the chosen splitting and is the reason why the VL lepton pT bin is added for

low mTregions only.

6.4.4.3 CT Variable

Regarding the kinematic selection on energy sums, a simultaneous selection on pmiss
T

and HT (or pISR
T ) is performed, which takes advantage of the strong correlation between

the variables in compressed SUSY signatures.

The selection is made by introducing a new variable CT, which has slightly different

definitions in terms of the hadronic observable used depending on the signal region:

• CT1 ≡ min(pmiss
T , HT − 100 GeV)

• CT2 ≡ min(pmiss
T , pISR

T − 25 GeV)
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where the subscript number corresponds to the SR the requirement is applied in.

At a first level, the CT variable selects ISR‐like events where pmiss
T ∼ HT and avoids

strange topologies with high pmiss
T and low HT, or vice‐versa. In SR2, a selection on the

ISR jet momentum pISR
T is more effective than HTin reducing the t̄t background, which

is dominant in that region. Moreover, as discussed in Section 6.4.3.1, the signals have

slightly lower hadronic activity than the dominant backgrounds, motivating the offset

in the diagonal for HT (or pISR
T ). The exact values of the offsets were chosen following

a numerical optimisation maximising a Figure‐of‐Merit (FoM) based on the signal‐to‐

background yields.

The signal regions all have a minimum requirement on CT > 300 GeV that includes

on pmiss
T > 300 GeV, which is well above the plateau of the pure pmiss

T triggers that are

used. Both SRs are split into two bins of CT : 300 < CT < 400 GeV and CT > 400 GeV,

labelled X and Y, respectively.

There is a further discussion on the CT selection in Section 10.5 in the context of a

new trigger strategy targeting a low‐MET region; this includes Figure 10.8 indicating

the characteristic “L” shapes in the 2D plane of the kinematic variables, as well as 10.9

presenting 2D distributions of benchmark signals against the dominant backgrounds.

6.4.4.4 W‐Boson Rapidity and Charge Asymmetry

The production of W‐bosons at the LHC shows specific features in terms of its rapidity,

helicity, differential cross sections and charge [266], primarily related to the PDFs of

the colliding protons (Section 4.3). These features can be exploited in BSM searches to

suppress the backgrounds further. W‐boson decays exhibit a charge asymmetry with

a preference towards positive values of Ws, while in stop pair‐production, the charged

leptons are produced symmetrically. Therefore, in SR1 regions with low mT < 95 GeV,

dominated by W + jets, the leptons are required to be negatively charged Q(ℓ) = −1.

Furthermore, leptons from W‐boson decays are more often produced in the forward

direction, so the pseudorapidity is restricted to |η| < 1.5 in SR1. These restrictions are

not applied in SR2, which has lower acceptance and is dominated by t̄t.
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Variable Preselection
pmiss

T > 200 GeV
HT > 300 GeV
pISR

T > 100 GeV
Nhard

jets ≤ 2 (pT > 60 GeV)
∆ϕ(j1, j2) < 2.5 rad

Lepton requirement ≥ 1 µ with pT > 3.5 GeV or e with pT > 5 GeV
Lepton veto veto on τ and additional ℓ with pT > 20 GeV

Common SR Selection
CT > 300 GeV
pmiss

T > 300 GeV
SR1 SR2

HT > 400 GeV > 300 GeV
pISR

T > 100 GeV > 325 GeV
Nb‐jets 0 N soft

b‐jets ≥ 1 (30 ≤ pT ≤ 60 GeV)
|η(ℓ)| < 1.5 < 2.4

SR1a SR1b SR1c SR2a SR2b SR2c
mT < 60 GeV 60–95 GeV > 95 GeV < 60 GeV 60–95 GeV > 95 GeV
Q(ℓ) −1 ±1 ±1

Table 6.1: Definition of preselection and general signal region requirements, indicating split‐
ting in mT with specific requirements on lepton η and charge Q(ℓ).

6.4.5 Summary

To summarise the final analysis selection, there are two main signal regions: SR1 and

SR2, targeting lower and higher ∆m, respectively. They are mainly separated with the

requirement of a soft b‐jet, as well as some differences in the kinematic cut definitions

in CT ∝ pmiss
T , HT, p

ISR
T . Each signal region is further divided into bins of mT, lepton pT

and CT, with additional restrictions on lepton η, charge Q(ℓ) in W + jets dominated

regions. The general signal region requirements are presented in Table 6.1, whereas

the final signal region binning for both SR1 and SR2, together with the corresponding

control region definition, is shown in Table 6.2.
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Signal Region CT (GeV) mT (GeV) pT(ℓ) (GeV) Control Region
SRVLaX

300–400

< 60

3.5–5

CRaX
SRLaX 5–12
SRMaX 12–20
SRHaX 20–30
SRVLbX

60–95

3.5–5

CRbX
SRLbX 5–12
SRMbX 12–20
SRHbX 20–30
SRLcX

> 95

5–12
CRcXSRMcX 12–20

SRHcX 20–30
SRVLaY

> 400

< 60

3.5–5

CRaY
SRLaY 5–12
SRMaY 12–20
SRHaY 20–30
SRVLbY

60–95

3.5–5

CRbY
SRLbY 5–12
SRMbY 12–20
SRHbY 20–30
SRLcY

> 95

5–12
CRcYSRMcY 12–20

SRHcY 20–30

Table 6.2: Final signal region binning for both SR1 and SR2, indicating splitting in CT, mT and
lepton pT, together with the corresponding control region definition. The very low (VL) lepton
pT bin considers muons only.

Ultimately, there are 44 SRs, which are labelled:

SR[1,2][VL,L,M,H][a,b,c][X,Y]

indicating the splitting in the different observables and 12 CRs in total, mirrored in the

lepton pT cut at the 30 GeV threshold.
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Background Estimation Methods

The estimation of the dominant backgrounds in the analysis that mimic the signal

is performed using various background modelling methods, implementing combined

approaches using both data and simulation (data‐driven). Dedicated control regions

(CRs) are designed such that they are dominated by the targeted backgrounds. The

determination of correction factors between data and simulation in these CRs allows

making a precise extrapolation back to the signal regions (SRs). Background compo‐

nents with real prompt and nonprompt (or fake) leptons in the final state are estimated

separately with specifically tailored methods. The remaining sub‐leading backgrounds

are estimated directly using simulation, with a 50 % uncertainty on the cross section.

7.1 Prompt
The dominant backgrounds in the analysis originate from the W+jets and t̄t processes,

with real leptons that are promptly‐produced in the final state. Since the backgrounds

contain real leptons, they are considered irreducible, as they cannot be reduced using

improved or more stringent lepton identification criteria. Therefore, a precise and

accurate method of estimation of these backgrounds is vital.

As discussed in Section 6, the control regions (CRs) are defined by inverting the lepton

pT selection (pT > 30 GeV). Dedicated data/MC transfer factors (TFs) are determined in

these CRs and then applied to the simulation in the SRs in order to give the estimate

of the final background contribution in the SRs. In other words, the data/MC scaling is
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extrapolated from a high pT to a low pT region.

The number N SR
prompt of estimated prompt background events in the signal region de‐

termined via:

NSR
prompt(X) = NSR

MC(X)× TFCR

= NSR
MC(X)×

[
NCR

data −NCR
nonprompt −NCR

rare

NCR
MC(X)

]
(7.1)

where X corresponds to the background processes: W+ jets or t̄t. The data/MC transfer

factor TFCR is determined in the CRs, by subtracting the nonprompt and rare contribu‐

tions from data and taking the ratio to the total number of prompt simulated W+jets

or t̄t events. The nonprompt contributions are estimated via the tight‐to‐loose method

described below in Section 7.2.3, while the rare processes are taken directly from sim‐

ulation. The TF is then used to correct the simulated yields in the SRs to yield the final

estimates.

In order to validate this method, the estimation procedure is repeated in dedicated

validation regions (VRs). The validation regions are designed to be enriched in the

particular background that is being estimated. Furthermore, they are chosen to be

kinematically similar while not overlapping with the SRs and CRs, as well as having

little sensitivity to the signals. The validation regions for the prompt background es‐

timation method are shown in Figure 7.1. One of the VRs (VW) is defined by lowering

the CT selection to 200 < CT < 300 GeV, which is kinematically similar to the main

SRs with similar background compositions. The other VR (VB) requires at least one

hard b‐jet with pT > 60 GeV (Nhard
b‐jets ≥ 1), enriching the sample in t̄t events.

The predictions in all validation regions are compared to the observed events to per‐

form a closure test; As shown in Figure 7.2, the predictions in all regions are compatible

with the data within the uncertainties, thereby validating the method.
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Figure 7.1: Schema of the validation regions (VRs) in terms of N soft
b‐jets, Nhard

b‐jets and CT, relative
to the SRs and CRs [252].
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Figure 7.2: Closure test of prompt background estimation method in validation regions VW
(top) and VB (bottom), indicating compatible predictions within uncertainties and validation
of the method. [252]
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7.2 Nonprompt
Events with nonprompt leptons together with moderate pmiss

T form a non‐negligible

background in the analysis. These backgrounds arise when a reconstructed lepton is

misidentified (also referred to as fake) or not promptly produced (referred to as non‐

prompt). Fake leptons mostly arise when quark‐ or gluon‐initiated jets or hadrons are

misidentified as leptons. Hadrons from energetic particle showers can punch‐through

the calorimeters and reach the muon chambers and be misreconstructed as muons.

Electrons can be misidentified in the ECAL from neutral pions or unidentified pho‐

ton conversions. Real nonprompt leptons originate from the semi‐leptonic decays of

heavy‐flavour (c, b) quarks, as well as hadron decays, such as light‐meson decays in

flight. Despite the different possible sources and varying origins, they are estimated

simultaneously; therefore they are interchangeably referred to as nonprompt (or fake)

leptons, which refer to both cases simultaneously.

Such backgrounds are also considered as reducible, as they can be suppressed using

improved or more stringent lepton quality criteria, discussed in Section 4. Due to the

jet fragmentation being extremely difficult to model (discussed in Section 4.3), the

probability of a jet being misidentified as a lepton is not modelled well in MC. There‐

fore, in regions where there is a significant nonprompt contribution, precise modelling

is vital.

The production of Z + jets with Z‐decays to neutrinos Z(→ νν) + jets and the QCD

multi‐jet backgrounds, with no prompt leptons by definition, are the dominant non‐

prompt backgrounds. There exists the possibility that a real lepton (mainly from

W + jets or t̄t) is lost while a misidentified one is found, which augments this back‐

ground type. In SRs with suppressed prompt background contributions, fake back‐

grounds have a higher relative contribution and require precise modelling. The most

significant SRs for nonprompt leptons are in the tails of the mT spectrum (SRc : mT >

95 GeV) beyond the kinematic edge of the W mass (Figure 6.9), as well as very low

lepton pT regions (Figures 6.7).
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The nonprompt backgrounds have been estimated using several different data‐driven

background modelling methods, using simulation together with normalisation to data

in dedicated control regions. In the first iteration of the Run 2 analysis [6], Zinv and

QCD multi‐jet were estimated separately. The contribution of Z + jets was estimated

by emulation of decays to neutrinos (Z → νν) using events from leptonic decays of

the Z‐boson Z → ℓℓ. The contribution from QCD multi‐jet was estimated using an

ABCD‐method, scaling from QCD‐enriched orthogonal sideband regions. In the sub‐

sequent full 2016 analysis [5], the nonprompt contribution from all different sources

was simultaneously estimated using the tight‐to‐loose method.

7.2.1 Emulation of Z‐Boson Decays to Neutrinos

The production of Z + jets, where the Z‐boson decays to neutrinos (Z → νν), hence‐

forth referred to as Zinv, constitutes a non‐negligible background of the analysis. The

neutrinos lead to moderate pmiss
T , while a nonprompt lepton can be misreconstructed

in association with one of the jets, leading to a signature similar to the signal.

Due to the similarity in the topology and kinematics, the invisible decay of the Z‐boson

can be emulated using events from its leptonic decay channel Z → ℓℓ. The procedure

of emulation of Zinv from Z → ℓℓ is performed by removing the pair of charged leptons

from the event and recalculating the ⃗pmiss
T vector by adding the lepton p⃗Ts to it. The

magnitude of the modified ⃗pmiss
T is referred to as the emulated pT

miss
em. .

A data‐driven estimate of the background is obtained by the determination of data/MC cor‐

rection factors from the Z → ℓℓ control sample, which is then applied to the simulation

of Zinv in the SR. The number of Zinv events with an extra nonprompt lepton entering

the SR is estimated as:

Nννℓ = NMC
ννℓ ·R

data/MC

ℓℓℓ ≡ NMC
ννℓ ·R

data/MC
ℓℓ ·Rdata/MC

(ℓℓ)ℓ/ℓℓ · SF
data/MC

νν/ℓℓ (7.2)

The subscripts indicate the Z decay mode, including the possible requirement of an

additional soft lepton. NMC
ννℓ is the Zinv simulation yield in the SR, and R

data/MC

ℓℓℓ is the
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inclusive correction factor. The correction factor is broken down into the following

sub‐factors, which are determined separately:

• R
data/MC
ℓℓ : inclusive data/simulation ratio of cross sections for Z production, in‐

cluding efficiency × acceptance (A× ϵ)

• R
data/MC

ℓℓℓ/ℓℓ : data/simulation ratio of the probability to observe an additional third

soft lepton in an event with a Z → ℓℓ decay, emulating a SR‐like lepton selection

• SF
data/MC

νν/ℓℓ : double ratio of A× ϵ for the Z boson decays to neutrinos and leptons

in data and simulation

Data from early Run 2 is used, corresponding to an integrated luminosity of 12.9 fb−1.

In order to maximise statistics, both the Z → µµ and Z → ee channels are considered.

The Z → µµ events are extracted from the SingleMuon dataset and are required to

have passed the HLT_(Iso)Mu24 trigger, while the Z → ee events are taken from the

SingleElectron dataset and are required to have passed the HLT_Ele27_WPTight_Gsf

trigger. The MC samples comprise primarily simulated Drell‐Yan (Z/γ∗) events, as

well as minor contributions from leptonic t̄t and di‐boson (VV) processes.

The following selection on the leptonic pair is applied:

• Oppositely charged leptons (e+e− or µ+µ−)

• Lepton pT cuts defined by the trigger plateaus

– pT of the leading lepton has to be higher than 26 GeV and 29 GeV for the

Z → µµ and Z → ee channels, respectively

– pT of the sub‐leading lepton has to be higher than 20 GeV

• Baseline selection corresponding to the analysis’ muon and electron object def‐

initions

– Tighter relative isolation Irel = Iabs/pT < 0.12
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• Mass of the dilepton system has to be within 15 GeV of the Z mass: |mℓℓ−mZ| <
15 GeV

A high purity of the sample in Z → ℓℓ Drell‐Yan events is ensured by restricting the

mass of the dilepton system to be within a small Z‐mass window and using tighter

lepton identification criteria.

Furthermore, the following preselection requirements are applied in order to enter a

phase‐space closer to that of the analysis.

• pISR
T > 100 GeV

• Veto on 3rd jets with pT > 60 GeV

• Veto on b‐tagged jets

• Veto on taus with pT > 20 GeV

Additional selections are applied on the emulated pT
miss
em. to further converge on the

parameter space of the SRs. A lower limit on pT
miss
em. > 75 GeV and correspondingly

CT1,em. = min(pT
miss
em. ,HT − 100 GeV) > 75 GeV is applied. The final selection choices

are motivated by a reasonable balance between the amount of statistics and the tar‐

geted phase‐space.

The invariant mass mℓℓ of the dilepton system is shown in Figure 7.3, displaying the

Z‐mass peak at ≈ 91 GeV. The transverse momentum pT(ℓℓ) of the dilepton system on

the Z‐mass peak is shown in Figure 7.4. The original pmiss
T distribution and its emulated

counterpart is shown in Figures 7.5.
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Figure 7.3: Distributions of dimuon (left) and dielectron (right) system’s mass mµµ with the
requirement CT1,em. > 75 GeV.

Figure 7.4: Distributions of (left) dimuon and (right) dielectron system’s transverse momen‐
tum pT(µµ), with the requirement CT1,em. > 75 GeV and |mℓℓ −mZ| < 15 GeV.
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Figure 7.5: Distribution of pmiss
T before (left) and after emulation (right), for muons (top) and

electrons (bottom) with the requirement of CT1,em. > 75 GeV and |mℓℓ − mZ| < 15 GeV.
Emulation refers to adding the dimuon system’s p⃗T to the ⃗pmiss

T .
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The cross section ratioR
data/MC
ℓℓ is determined on the Z‐mass peak. For a selection equiv‐

alent to SR1, with CT1,em. > 300 GeV, Rdata/MC
ℓℓ is measured as 0.99± 0.03 (stat.).

The probability of observing a third soft lepton is determined by applying an equiv‐

alent selection on the additional leptons as in the SRs, including vetos on extra hard

leptons. Due to limited statistics when imposing the additional selection on a third

lepton, the |η| acceptance on the leptons is relaxed from |η| < 1.5 to 2.4 for muons and

2.5 for electrons, respectively.

The quantity R
data/MC

ℓℓℓ/ℓℓ is a double ratio and therefore is expected to be stable for small

to moderate variations of the selection.

Finally, the double ratio SFνν/µµ is assumed to be one, with an uncertainty that is

negligible compared to the other sources of systematics.

The total correction factor is determined by combining the results from the Z → µµ

and Z → ee channels. The correction factors Rℓℓℓ ≡ Rℓℓ ∗ Rℓℓℓ/ℓℓ for both the electron

and muon channels are shown in Figure 7.6 as a function of CT1,em..

Figure 7.6: Correction factors Rℓℓℓ ≡ Rℓℓ ∗ Rℓℓℓ/ℓℓ for different minimum requirements on
CT1,em. for both the muon and electron channels. The quoted uncertainties are statistical.
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Given that there is no significant trend in terms of tightening the CT1,em. requirement,

the correction factor determined with the lowest statistical uncertainty is used; This

corresponds to the SR1 inclusive ratio determined with the selection CT1 > 75 GeV.

A conservative flat systematic uncertainty of 50 % is applied on the final correction

factor to account for the extrapolation in CT1,em.. To verify that the simulation models

the pT(ℓ) distribution of this background sufficiently well, the estimation process is

repeated upon splitting into three pT(ℓ) bins: SRL1, SRH1 and SRV1, corresponding

to 5‐12 GeV, 12‐20 GeV and 20‐30 GeV, respectively, as shown in Table 7.1. Within

uncertainties, the correction factor is stable across the bins.

SR Rℓℓµ ≡ Rll ∗Rℓℓµ/ℓℓ Rℓℓe ≡ Rℓℓ ∗Rℓℓe/ℓℓ

SRL1 0.81± 0.19 1.24± 0.17

SRH1 1.63± 1.05 1.01± 0.30

SRV 1 2.96± 2.00 1.24± 0.52

Table 7.1: Correction factors Rll ∗Rlll/ll for NMC
ννl for CT1 > 75 GeV, split into pT bins.

The correction factors used in the analysis are 0.97 ± 0.21 (stat.) ± 0.49 (sys.) for the

muon channel and 1.19± 0.14 (stat.)± 0.60 (sys.) for the electron channel.
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7.2.2 QCD Estimation with ABCDMethod

Due to the nature of hadron colliders, strong QCD processes dominate and manifest

themselves as jets from the hadronization process of quarks and gluons. The QCD

multi‐jet background is characterised by multiple jets and hadronic activity. The back‐

ground can be significant in leptonic searches when a jet is misidentified as a lepton,

due to the high QCD cross sections, despite relatively low misidentification rates.

Considering the complexity of modelling the QCD background processes (discussed

in Section 4.3), along with the combinatorics of misidentification of other physics ob‐

jects, such as leptons, it is vital for the background to be accurately estimated. In the

context of this analysis, the requirement of moderate pmiss
T together with a specific anti‐

QCD selection (discussed in Section 6.4.3.1) suppresses this background to the level

that almost none of the simulated QCD events survive the signal region (SR) selection.

In order to verify that the simulation is able to correctly characterise data around the

SR, a dedicated data‐driven background estimation method is implemented.

The estimation proceeds by scaling simulation to data from a QCD‐enriched orthogo‐

nal sideband region via an ABCD method. An ABCD method involves the inversion of

selections on SR observables in order to construct a control region (CR) enriched in the

background that is being estimated. The estimated yield in the SR is then calculated

via the product of transfer factors in the sideband regions of the inverted variables.

The signal contribution in the sideband regions is assumed negligible, and the vari‐

ables are assumed to be independent and largely uncorrelated.

Inverting the anti‐QCD selection around the SR, by construction, creates a QCD‐

enriched control region. The main anti‐QCD observables are hybrid isolation (HI =

Irel ·min(pT(ℓ), 25 GeV)) and the angle between the leading two jets ∆ϕ(j1, j2). High

hadronic activity translates to large lepton isolation, while the QCD background typi‐

cally consists of dijet events, with the jets oriented in a back‐to‐back topology.
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The baseline regions relevant to the ABCD method are the following:

• A: SR with applied isolation (HI < 5 GeV) and applied ∆ϕj1,j2 < 2.5 rad

• B: inverted ∆ϕj1,j2 and applied isolation

• C: inverted isolation and applied ∆ϕj1,j2

• D: inverted ∆ϕj1,j2 and inverted isolation

Figure 7.7 demonstrates the regions in the isolation‐∆ϕj1,j2 parameter space:

Figure 7.7: ABCD method sideband regions with inverted anti‐QCD cuts on∆ϕj1,j2 and lepton
isolation.

Under the assumption that isolation, σIηIη and ∆ϕj1,j2 shapes are fairly uncorrelated,

a quantitative estimate of the QCD background in the SR can be expressed as:

NQCD ≃ SF
data/MC
I̸ ̸A · N

MC
̸IA ·NMC

I ̸A
NMC

̸I ̸A
(7.3)

where indices I and A correspond to isolation and ∆ϕj1,j2 , respectively and the slash

symbolises an inverted cut. SF data/MC
̸I ̸A is the ratio between data, with all non‐QCD (elec‐

troweak) MC contributions subtracted, and QCD simulation yield in the fully inverted

region.
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The same baseline method is used for both the electron and muon channels, with a

selection corresponding to the SR, apart from the cuts which are inverted or relaxed.

The method was optimised in terms of increasing the statistics and purity of the QCD

sample and sideband regions. This is achieved by taking advantage of the relevant

observables, such as the lepton impact parameters and the ECAL cluster shape co‐

variance σIηIη, which forms part of the standard electron identification criterion (see

Section 4.1).

• pmiss
T is relaxed to 200 GeV in region B for both channels to enhance statistics in

the sideband regions

• In the muon channel, the impact parameter dxy is relaxed from 0.02 cm to 0.05 cm

in region C

• In the electron channel, σIηIη is additionally inverted in region C

All these modifications are also applied to the fully‐inverted region D for a consistent

extrapolation with the transfer factors.

Data from early Run 2 is used, corresponding to an integrated luminosity of L =

12.9 fb−1, with the set of simulated background samples being the same as in the stan‐

dard analysis. Figure 7.8 demonstrates that inverting the hybrid isolation cut at 5 GeV

forms a QCD‐enriched region. The fully inverted region D is formed by additionally

inverting the cut on σIηIη or loosening the cut dxy, for the electron and muon channels,

respectively. Applying the isolation cut forms the sideband region B.

The distribution of ∆ϕj1,j2 in Fig. 7.9 indicates that one moves to a QCD‐enriched

region by inverting the cut at 2.5 rad. Applying the ∆ϕj1,j2 cut and additionally in‐

verting the cut on σIηIη or relaxing the cut dxy, for the electron and muon channels,

respectively, forms the sideband region C.

The standard electron identification criterion requires σIηIη < 0.0114 in the ECAL

Barrel (EB: |η| <= 1.479) and σIηIη < 0.0352 in the ECAL Endcaps (EE: 1.479 < |η| <
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Figure 7.8: Hybrid isolation (HI) distribution with a baseline selection corresponding to SR1
applied, with the cut on ∆ϕj1,j2 inverted and pmiss

T relaxed to 200 GeV for the muon channel
(left) and the electron channel (right). For (left) the cut on σIηIη is not applied and for (right)
the cut on dxy is not applied. In the x‐axis, 1 corresponds to the division between the SR:
HI < 5 GeV.

Figure 7.9: ∆ϕj1,j2 distribution with a baseline selection corresponding to SR1 applied and
with the cut on hybrid isolation (HI) inverted for the muon channel (left) and the electron
channel (right). For (left) the cut on σIηIη is not applied and for (right) the cut on dxy is not
applied.
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2.5). Figure 7.10 shows the distribution of the σIηIη variable, indicating that inverting

the cut leads to a further enrichment in QCD events.

Figure 7.10: σIηIη distribution with a baseline selection corresponding to SR1 applied and
cuts on ∆ϕj1,j2 and hybrid isolation (HI) inverted for the electron channel. pmiss

T is relaxed to
200 GeV.

In order to verify the estimation method, closure tests comparing the estimate to the

simulated yield were performed in lepton pT‐ and mT‐inclusive SR1:

• Muon channel:

– the data/MC scale factor as SF data/MC
̸I ̸A = 0.94± 0.04

– estimate NQCD ≃ 0.32± 0.12 (stat.)± 0.16 (sys.)

– QCD MC yield is 4.31± 3.35 (stat.)

• Electron channel

– the data/MC scale factor as SF data/MC
̸I ̸A = 0.79± 0.07

– estimate NQCD ≃ 0.74± 0.22 (stat.)± 0.39 (sys.)

– QCD MC yield is 2.57± 2.43 (stat.)
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The estimates agree with the simulated yields within the limits of uncertainty. For

SR2, which requires a soft b‐tagged jet, the contribution of the QCD background is

expected to be even smaller. This is supported by the fact that the corresponding data

and MC yield in the QCD‐enhanced control region Ndata
̸I ̸S ̸A is only of the order of a few

events.

Sources of systematic uncertainties related to the estimation are primarily covered with

a conservative 50 % systematic uncertainty on the final estimate, to account for factori‐

sation of the SF data/MC from simulation across the regions and any correlations between

the variables. Additionally, a 30 % systematic uncertainty is applied to the electroweak

subtraction due to the impurity of the QCD‐enriched region.

7.2.3 Tight‐to‐Loose Method

The different sources of nonprompt backgrounds can be simultaneously estimated us‐

ing a data‐driven tight‐to‐loose method [267]. The advantage of this method over the

separate methods described in Section 7.2.1 and 7.2.2 is that the measurement of the

transfer factors is performed directly in data, and the method need not distinguish

between different processes. Therefore, it is less sensitive to potential MC mismod‐

elling of nonprompt‐enriched regions. This method was used in the soft single‐lepton

analysis with the full 2016 dataset [3, 4, 5].

Similarly to the ABCD method, one defines a set of loose lepton identification and

isolation criteria to select nonprompt candidates. The tight criteria correspond to the

final leptonic selection of the analysis, presented in Table 4.2. Events where at least one

lepton fails the tight criteria but passes the loose selection are reweighted by a transfer

factor based on the probability that the lepton passes both criteria. This probability,

the tight‐to‐loose ratio ϵTL, is determined in a control region (CR) that is constructed to

be enriched in nonprompt leptons, known as the measurement region (MR). A loose‐

not‐tight (L!T) sideband control region (also known as the application region; AR),

orthogonal to the SR, is formed by applying the same kinematic cuts as the SR, while

requiring the lepton to fail the tight and pass the loose selection.
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The predicted number of fake leptons entering the SR is estimated via:

NSR
fake =

ϵTL

1− ϵTL
· (NL!T

data −NL!T
prompt) (7.4)

where NL!T
data is the data yield in the L!T CR and NL!T

prompt is the prompt simulated yield

in the L!T CR.

The loose definition is defined by relaxing the isolation and impact parameter selec‐

tions, which are the main leptonic observables that counter misidentification against

jets. The hybrid isolation threshold is increased by a factor of four to HI < 20 GeV,

which translates to Iabs < 20 GeV for pT(ℓ) < 25 GeV and Irel < 0.8 for pT(ℓ) > 25 GeV,

while the impact parameter requirements are relaxed to |dxy| < 0.1 and |dz| < 0.5. A

graphical representation of both the tight and loose regions in the parameter space of

IP and hybrid isolation variables is shown in Figure 7.11.

Figure 7.11: A graphical representation of the loose region (green) and the SR‐like tight region
(blue) [268].

The estimate is data‐driven, where the simulated events with prompt leptons are sub‐

tracted from data in the AR and MR. This requires the separation of events with lep‐

tons into prompt and nonprompt categories, which is performed using MC generator‐
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matching of generated and reconstructed leptons, with tight requirements on ∆R and

the pT ratio.

Detailed studies have shown that within the measurement and application regions,

there is a non‐negligible contribution of nonprompt leptons originating from the

misidentification of hadronically‐decaying taus. More specifically, they are associ‐

ated with punch‐through hadrons traversing past the calorimeters or neutral pions

misidentified in the ECAL. Investigations concluded that they are not modelled well

with this approach due to their differing isolation shapes that the method extrapolates

in. Therefore, these events have been tagged using ∆R matching between the recon‐

structed nonprompt leptons and generated taus coming from Ws, Z/γs and excluded

from the estimation procedure. As such, they are included as part of the main back‐

ground estimation method for prompt W + jets and t̄t. As opposed to fake leptons,

their fraction increases with pT(ℓ) and therefore is more relevant in the control regions,

whereas in the SRs, their contribution relative to dominant prompt backgrounds is

maximum of the order of a few percent. Also, in high pT bins of SRs a and b with

mT < 95 GeV, dominated by prompt backgrounds, their size is comparable to other

nonprompt contributions.

The MR is selected as an orthogonal dataset selected by an HT‐based trigger, which

is by definition dominated by QCD multi‐jet events and thus enriched in nonprompt

leptons. The events are extracted from the JetHT dataset and are required to have

passed the lowest unprescaled HLT_PFHT800 trigger 1. Apart from the trigger plateau

selection requiring very high HT > 900 GeV, additional cuts on pmiss
T < 40 GeV and

mT < 30 GeV are applied to reduce the prompt contamination and increase the purity

of the control sample. The lepton with the leading pT is considered for the measure‐

ment, and the tight‐to‐loose ratio ϵTL is measured as a function of lepton pT and η.

1Additionally, jet triggers HLT_PFJet450 and HLT_AK8PFJet450 are added in order to recover an
inefficiency of the HT‐based triggers in part of the 2016 dataset (Run H).

178



7.2. Nonprompt Chapter 7. Background Estimation Methods

In the high pT region in the muon channel, there are relatively large data/MC discrepan‐

cies, and the prompt contamination is relatively high. In this very high HT region, the

description of the prompt background by the simulation is unreliable, despite the ISR

reweighting that is applied (as discussed in Section 6.3.2). Therefore, for muons with

pT > 50 GeV, the measurement of ϵTL is performed in an alternative low‐HT MR. Events

in this region are extracted from the SingleMu dataset and are required to have passed

the HLT_Mu50 muon trigger (without an isolation requirement), and the measurement

is performed with the triggering muon. The same purity requirements on pmiss
T and

mT are applied. Furthermore, a requirement on pISR
T > 100 GeV is applied to enter a

phase‐space closer to that of the analysis.

The lepton pT distributions for both tight and loose leptons in the baseline and alterna‐

tive low‐HT MR are presented in Figure 7.12, indicating an improved data/MC agreement.

The binning for pT < 30 GeV corresponds to the pT‐binning of the SRs, whereas, for

pT > 30 GeV, the binning is optimised based on the dependence of ϵTL on the lepton

pT.

The tight‐to‐loose ratio ϵTL measurements in both data and simulation are shown in

Figure 7.13 as a function of lepton pT. The measurement is split into two |η| bins at

|η| = 1.5, corresponding to the SR1 selection.

The final nonprompt contributions in the signal and control regions are then estimated

with Equation 7.4 using the measured ϵTL ratios to reweight the AR, after subtracting

the prompt contribution estimated from simulation. The same ϵTL measurements and

systematics have been used in the nonprompt background estimation of the MVA‐

based analysis.

The systematic uncertainties related to the estimation method are covered in Section

8.1: for the higher lepton pT region, the systematic uncertainties are very large. In

this region, the simulation description is not accurate due to the limitations of ISR

modelling discussed in Section 6.3.2, also indicated in Figure 7.12. Due to a high con‐

tamination of prompt leptons, the related error is propagated into the prompt subtrac‐

tion systematics. Therefore, the method is limited in this region, as also indicated by
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Figure 7.12: Lepton pT distributions for loose (left) and tight (right) selection criteria for elec‐
trons (top) and muons (middle) in the baseline MR, as well as in the low‐HT MR for muons
(bottom).
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Figure 7.13: Tight‐to‐loose ratios ϵTL in data simulation for electrons and muons, as a function
of lepton pT.

the non‐closure systematics. Nevertheless, this region corresponds to the main analy‐

sis control regions, which are dominated by prompt leptons and thus the nonprompt

component has a negligible effect on the final estimates.

In ARs where there is a higher prompt contribution, it can happen that there is a sta‐

tistical overlap of the prompt subtraction with zero, leading to negative nonprompt

estimates. In these cases, the estimation is constrained using a Maximum Likelihood

Fit (MLF) to ensure positive yields. The differences between the estimates with simple

prompt subtraction and the MLF are shown in Figure 7.14.
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Figure 7.14: Comparison of nonprompt estimates based on a simple prompt subtraction and
MLF in SR bins where there is a statistical overlap with zero [252].

Due to the size of the systematic uncertainties in some regions, albeit not affecting

significantly the final results, shows that this method has its limitations, requiring

further refinements. Potential improvements include a MR with a lower HT require‐

ment, where the MC description of the prompt contamination is more reliable, making

the estimation procedure less sensitive to differences between data and simulation. A

consideration is to use events triggered by single‐lepton triggers and measure sub‐

leading leptons (à la tag‐&‐probe), which would also be a phase‐space closer to that

of the final analysis selection. This approach has been adopted in the context of the

full Run 2 analysis, performing the ϵTL measurement in a region selected by prescaled

low‐pT single‐jet triggers, resulting in a higher purity and lesser dependence on the

ISR reweighting of contributions from prompt leptons [268].
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Results

8.1 Systematics
Several sources of background and signal systematic uncertainties are taken into ac‐

count, which have been discussed throughout include: background estimations, ISR

modelling, pileup dependence, jet energy scale and resolution (JES/JER), object effi‐

ciencies or the luminosity uncertainty, as well as additional ones spanning from theo‐

retical of experimental effects.

Initial‐State Radiation

Since the analysis relies on significant ISR, one of the leading systematic effects is due

to the simulation of the ISR pT spectra. As discussed in Section 6.3.2, the mismodelling

of ISR needs to be corrected with dedicated correction factors for the main background

(t̄t, W + jets) and signal samples. Systematic uncertainties are added related to the

methods that are used to determine the factors and correct the samples, taking into

account any possible differences in shapes. The uncertainty is determined by calcu‐

lating its effect on the signal acceptance: in t̄t and signal samples, it is evaluated using

half the correction size, whereas for W + jets the full size of the correction is used.

The relative size of the uncertainties with respect to the total background estimation

is approximately between 4‐10 % for the W + jets sample and less than 1 % for the t̄t
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sample in the signal regions. Since the backgrounds are normalised from data, only

the effect on the lepton pT spectrum shape impacts the background estimate. For the

signals, the uncertainty ranges between 5‐7 %.

Lepton Scale Factors

As discussed in Section 6.3.2, lepton scale factors between data and simulation are

calculated for the final object selection (Figure 6.4). On top of the statistical uncer‐

tainty of the scale factor measurement, a flat 1 % systematic uncertainty is added in

the SR for the backgrounds, to take into account any residual induced shape uncer‐

tainty between the high‐pT CRs and the low‐pT SRs, as the yields are normalised in

the CRs. Additional scale factors are also determined to account for the simplified

FASTSIM detector simulation (Figure 6.5) for the signals. A 2 % uncertainty is applied

on the FULLSIM/FASTSIM scale factors, together with an additional flat 2 % uncertainty to

account for any residual effects.

B‐Jet Tagging Scale Factors

The analysis relies on the multiplicity of b‐tagged jets, so variations in the efficiency

and purity of the b‐jet identification could move events between the SRs and change

the fractions of W + jets and t̄t events in each bin. The size of this effect is estimated

by varying the b‐tagging scale factors (Section 6.3.2) within the uncertainties. The

variations are performed separately for light and heavy‐flavoured jets. For the signal

samples, corresponding FULLSIM/FASTSIM scale factors are also varied. For backgrounds,

the b‐tagging uncertainties are < 1% in most SRs, while for signal, the uncertainty is

between 1 and 3 %.

184



8.1. Systematics Chapter 8. Results

Jet Energy Scale and Resolution

Systematic uncertainties related to the miscalibrations of the jet energy scales (JES)

are calculated by varying the corresponding jet energy corrections (JEC) within one

standard deviation for jets with pT > 10 GeV and by 10 % for jets with lower momenta.

The uncertainties due to the differences in jet energy resolution (JER) between data

and simulation are compensated by smearing the jet transverse momenta according

to a Gaussian distribution with a width that is given as a function of the jet pT and

η. The effect of each JES and JER variation is propagated to all related hadronic (and

pmiss
T ) observables. The corresponding JES systematic uncertainties reach up to 2.1 %

for backgrounds and 4 % for signal, whereas the JER uncertainties go up to ≈ 1 % for

signal and backgrounds.

Renormalisation and Factorisation Scales

The effect of renormalisation and factorisation scales (as described in Section 2.1.2)

in the calculation of the signal cross sections also needs to be taken into account.

This is performed by modifying the renormalisation and factorisation scales by eight

different combination of factors 0.5, 1 and 2 (avoiding unphysical combinations). The

uncertainty is estimated from the envelope of the yields of the different combinations

and is between 2‐3 %.

Pileup

As discussed in Section 6.3.2, all simulated background samples were reweighted to

match the pileup profile of the data. Residual uncertainty on the background estimate

related to this procedure is estimated by varying the minimum bias cross section used

in weights by 5 %.
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Trigger Efficiency

Taking into account the trigger efficiency measurement in Figure 6.6 described in Sec‐

tion 6.4.2, the efficiency at the plateau is ≈ 100 %. Therefore, only an uncertainty of

1 % is applied to the simulated background and signal samples in the SRs to account

for any biases in the measurement.

Luminosity and Cross Section

All processes that are not predicted from data are subject to an uncertainty of 2.5 %,

reflecting the relative precision of the integrated luminosity, which is applied to the

signal yields in the SRs. An uncertainty of 50 % on the cross section of all background

processes whose yields are predicted directly from simulation, which should addition‐

ally cover for the luminosity uncertainty.

Prompt Estimation

The prompt background estimations (Section 7.1) treat both the t̄t and W+jets simul‐

taneously. Superimposed (and area‐normalised) lepton pT distributions for W + jets

and t̄t in the signal regions Figure 8.1, indicate that the pT distributions in these pro‐

cesses are very similar and their separate estimates would be highly anti‐correlated.

However, residual differences between the shapes, which can be significant in high‐mT

regions, need to be accounted for in the estimation. A conservative 20 % limit for the

variation in the cross section ratio between W + jets and t̄t is assumed, which is then

propagated to the transfer factors (TFCR) used to normalise and estimate the prompt

backgrounds. The systematic uncertainties related to the W + jets and t̄t lepton pT

shape differences range between 0.1‐2.2 % in all SRs.
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Figure 8.1: Superimposed lepton pT distributions for W+ jets and t̄t for an inclusive selection
corresponding to SR1 (left) and SR2 (right). The distributions are area‐normalised.

Nonprompt Estimation

Given that the fake‐rate method simultaneously estimates the different sources of non‐

prompt leptons, it is crucial to evaluate the underlying systematic uncertainties of the

procedure described in Section 7.2.3. One of the main sources of the systematic uncer‐

tainty is the non‐universality of the ϵTL due to the dependence on flavour and mother

parton pT of the jets originating the nonprompt leptons. In order to evaluate this sys‐

tematic effect, the measurement was additionally performed when enriching or de‐

pleting the sample with b‐tagged jets, by applying a b‐veto or requiring at least one

b‐tagged jet. The systematic uncertainty on the ϵTL is determined based on these b‐tag

variations, with the values shown in Table 8.1.

pT Bin VL L M H CR
Sys. 20% 20% 30% 30% 50%

Table 8.1: Systematic uncertainties on the tight‐to‐loose ratio non‐universality, based on mea‐
surements with b‐tag variations. The first set of bins corresponds to the SR bins and the final
bin corresponds to the CR with pT > 30 GeV

Apart from the MC statistical uncertainty due to the prompt subtraction in both the
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measurement and application regions, the systematic uncertainty related to the W +

jets and t̄t reweighting of the prompt samples is additionally propagated to the esti‐

mate. The latter systematic in the nonprompt‐enriched measurement region is negli‐

gible relative to the non‐universality systematic.

A Monte Carlo closure test of the procedure is performed in the signal regions, where

the estimate using the ϵTL determined using simulation only is compared to the MC

yield in the SR. For this test, the regions with low relative fake contribution (low‐mT

bins a and b) are merged into one bin (ab), corresponding to mT < 95 GeV, for sim‐

plicity. Moreover, the region with pT > 30 GeV, corresponding to the high‐pT control

region, is merged into one bin after estimation. The MC closure is shown in Figure

8.2. The uncertainties shown contain both the statistical and propagated systematic

uncertainty related to the non‐universality of the ϵTL.

Additional non‐closure systematic uncertainty is assigned based on the level of the

closure in individual bins and is shown in Tables 8.2 and 8.3.

Bin sr1vlab sr1lab sr1mab sr1hab cr1ab sr1vlc sr1lc sr1mc sr1hc cr1c
Sys. 20% 30% 80% 100% 200% 25% − − − 100%

Table 8.2: Additional nonprompt estimation non‐closure systematic uncertainties in SR1 and
CR1 based on the combined MC closure, assigned per individual bin.

Bin sr2vlab sr2lab sr2mab sr2hab cr2ab sr2vlc sr2lc sr2mc sr2hc cr2c
Sys. − − − 30% 150% 30% 30% 30% 30% 30%

Table 8.3: Additional nonprompt estimation non‐closure systematic uncertainties in SR2 and
CR2 based on the combined MC closure, assigned per individual bin.
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Figure 8.2: Nonprompt estimation MC closure in SR1 (top) and SR2 (bottom) for mT‐regions
ab: mT < 95 GeV (left) and c:mT > 95 GeV (right). Error bars represent both the statistical
uncertainties and ϵTL non‐universality systematic.
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Summary

A summary of all the relevant systematic uncertainties in the search is presented in

Table 8.4, relative to the total background and signal prediction in the main SRs. The

largest systematics come from the ISR reweighting for both backgrounds and signal.

The relative uncertainty related to the nonprompt background can be relatively signif‐

icant for specific bins.

Systematic Background Signal
uncertainty SR1 SR2

ISR (t̄t and signal) 0.1− 0.5 0.1− 0.8 5− 7

ISR (W+jets) 4.5− 10.2 1.9− 4.4 −
Lepton efficiency 1.0− 1.8 1.0− 1.5 3

Trigger efficiency 0− 0.1 0− 0.1 1

b‐tagging 0.1 0.1− 1.0 1− 3

JES 1.2− 2.1 0.1− 1.4 3− 4

JER 0.1− 0.5 0.1− 1.1 0− 1

Pileup 0.1− 1.8 0.1− 2.0 1

Prompt estimation 0.1− 1.6 0.1− 2.2 −
Nonprompt estimation 1.0− 4.6 1.0− 9.5 −

Renormalisation and factorisation scales − − 2− 3

pmiss
T FASTSIM modelling − − 2− 3

Luminosity − − 2.5

Table 8.4: Typical ranges for relative systematic uncertainties (in %) on the total background
or signal prediction in the main SRs. The dash indicates that the uncertainty source is not
applicable.

8.2 Results
The total number of predicted background events in the SRs comprises the prompt

and nonprompt background estimations together with the simulated rare processes.

The predicted yields in the SRs are compared to the observed data yields in each of

the 44 SRs, as shown in Figure 8.3. As indicated in Figure 8.3, the main sources of

sensitivity of the search are the regions in the high mT tail (Figure 6.9), as well as
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the very low lepton pT bin (Figure 6.7). Essentially, there exists a trade‐off between

sensitivity coming from low lepton pT and high mT. The results are consistent with the

SM expectations, as no significant deviation is observed.
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Figure 8.3: Summary of observed data and expected background yields in the SRs, with two
T2tt benchmark signal points with extreme ∆m [227].

For a BSM signal (s) and background (b) described by Poissonian distributions, the

likelihood function, given an observed data yield (n), has the following form:

L(data|r, θ) =
regions∏

j

Pois(nj|r · sj(θ) + bj(θ)) ·
nuisances∏

i

p(θ̃i|θi) (8.1)

where r is a signal strength modifier, where r = 0 corresponds to a background‐only

hypothesis and r > 0 corresponds to a signal+background (s+ b) hypothesis. The sys‐

tematic uncertainties are included in the form of nuisance parameters θi, modelled by

log‐normal distributions with positive real values. The SR and CRs are treated simul‐

taneously in the likelihood fit, accounting for potential small signal contamination in

the CRs (which can be relevant for large ∆m).

To distinguish between the two hypotheses, a test statistic is constructed in the form of
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a profile likelihood ratio in the asymptotic limit [269], condensing the relevant infor‐

mation (expected/observed yields, systematics) of a BSM search into a single number:

q̃r = −2 ln

(
L(data|r, θ̂r)
L(data|r̂, θ̂)

)
where 0 ≤ r̂ ≤ r (8.2)

where θ̂r is the conditional maximum likelihood estimator of nuisance parameter θ for

a given signal strength modifier r, and r̂ and θ̂ denote the signal strength and nuisance

that provide the global maximum likelihood. The constraint of r̂ is physical to ensure

positive signal yields and avoid that potential upwards fluctuations are used as evi‐

dence against the signal. The comparison of the observed test statistic with that of the

background‐only and background+signal hypotheses can be then used to set limits on

the signal strength modifier, or consequently the signal cross sections.

Given that no significant deviation from the SM is observed and the data is compatible

with a background‐only hypothesis, limits are set on the stop production cross section

using a modified frequentist approach, known as the CLS method [270, 271, 272]. The

CLS confidence level (CL) criterion is defined as a conditional probability of a BSM sig‐

nal (s+b) observation for a test statisticX(≡ q̃r), expressed in Equation 8.3. A common

scenario in SUSY searches is that the expected signal and background yields are very

small, especially in the case of depleted signal region bins where one has little sensi‐

tivity. Therefore, the criterion is designed to cover such cases in a more conservative

way by normalising the probability or CL to that of the background‐only hypothesis.

CLS =
CLs+b

CLb

=
Ps+b(X ≤ Xobs)

1− Pb(X ≤ Xobs)
< α (8.3)

The upper limits are defined to be greater than the true value of the test statistic with

a probability at least equal to the CL, chosen to be at 95 % (α = 0.05). Therefore, the

upper limit is the largest value of the signal strength or cross section that is not ex‐

cluded. As opposed to the observed limits, the expected limits are computed without

data, as a pseudo‐experiment using an Asimov dataset (background‐only hypothesis),
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free of fluctuations and gives an overall measure of the sensitivity of the analysis. Up‐

wards deviations of the observed limit with respect to the expected limits would be

indicative of a signal, under the assumption that the backgrounds are well‐modelled.

The results are interpreted in terms of the four‐body decay and chargino‐mediated sce‐

narios, under the assumption of a 100 % branching ratio for the chosen decay chan‐

nel where the decays are assumed to be prompt. Upper limits are set on the stop

pair‐production cross section at 95% CL in the plane of the stop masses versus ∆m,

as shown in Figure 8.4. The temperature plot corresponds to the upper limits σUL
obs ,

whereas the contour lines correspond to σtheo
pred/σUL

obs = 1. The signal mass points to the

left of the contour lines are excluded, for stop masses up to 560 GeV. The observed

limit is weaker than the expected limit, especially at the intermediate to large mass

splittings, due to a modest excess in SR1c (and SR2), which corresponds to slightly

more than one standard deviation.
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Figure 8.4: Exclusion limits at 95% CL on four‐body stop decays T2tt (left) and chargino‐
mediated decays T2bW (right) as a function ofm~t1 and∆m. A 100% branching ratio for the cho‐
sen decay channel is assumed and the decays are assumed to be prompt. The colour shading
corresponds to the observed limit on the cross section. The solid black (dashed red) lines rep‐
resent the observed (expected) limits, derived using the expected top squark pair‐production
cross section. The thick lines represent the central values and the thin lines the variations due
to the theoretical or experimental uncertainties. [5]
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Additionally, a statistical combination with the results of the all‐hadronic analysis

[242] (red) has been performed [252], due to the complementarity of the searches.

The hadronic limits are stronger due to the much higher branching ratios with respect

to the leptonic channels. The combination of the limits shown in Figure 8.5, yielding

the most stringent limits in this region of the SUSY parameter space with 2016 data.
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Figure 8.5: Exclusion limits at 95% CL on four‐body stop decays T2tt (left) and chargino‐
mediated decays T2bW (right) as a function of m~t1 and ∆m. A 100 % branching ratio for the
chosen decay channel is assumed and the decays are assumed to be prompt. The colour shad‐
ing corresponds to the observed limit on the cross section. The solid black (dashed red) lines
represent the observed (expected) limits of a statistical combination of the single‐lepton (blue)
and all‐hadronic channel analysis (red), derived using the expected top squark pair‐production
cross section. The thick lines represent the central values and the thin lines the variations due
to the theoretical or experimental uncertainties. [5]
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Additional Compressed Models

Charginos ~χ± and neutralinos ~χ0 are collectively referred to as electroweakinos (EWKi‐

nos). As discussed in Section 2.2, they are mass eigenstates formed by mixtures of

charged and neutral components of winos ~W, binos ~B and higgsinos ~H. Depending

on the mass parameters (M1, M2, µ, tan β) of the MSSM, which dictate the mixing of

the mass eigenstates, they could have a wino, bino or higgsino‐like nature.

Even though EWKino production has lower cross sections with respect to strong pro‐

duction at the LHC (as discussed in Section 5.1.2), it is of particular interest with strong

theoretical motivations, where light higgsinos are favoured by naturalness arguments

along with cosmological motivations [273, 274, 275]. Compressed SUSY searches have

become sensitive to compressed EWK models, with larger datasets and more tailored

analyses targeting clean multilepton signatures and low hadronic activity.

There are a number of simplified EWKino models that are considered, such as the

production of chargino‐neutralino (~χ±
1 ‐~χ0

2), chargino‐chargino (~χ+
1 ‐~χ−

1 ), neutralino‐

neutralino (~χ0
1‐~χ0

2). The indices correspond to masses in ascending order, with num‐

ber one being the lightest. In most cases, the produced EWKinos are assumed to be

mass‐degenerate, and specific assumptions are made on their nature being wino‐ or

higgsino‐like.

The produced electroweakinos could have a wino and/or bino nature. This scenario

considers the assumptions of M1 < M2 << |µ|, discussed in Section 2.2, where typ‐

ically the LSP (~χ0
1) is bino‐like and the NLSP (~χ0

2) is wino‐like. In such wino/bino
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scenarios, the bino LSP is a strong DM candidate to match the observed relic density

in compressed scenarios, as discussed in the context of light stops in Section 2.2.2.

Another scenario considers higgsino‐like electroweakinos, where the lightest particles

form a triplet of higgsino‐like states (~χ0
2, ~χ±

1 , ~χ0
1). It has a similar particle spectrum in

which the mass splitting ∆m between the states is partially determined by the mag‐

nitude of the wino (M1) or bino (M2) mass parameters relative to |µ|. Light higgsinos

are likely to be nearly degenerate in mass. Such a configuration is motivated by nat‐

uralness arguments that suggest that |µ| should be near the weak scale while M1 and

M2 can be larger [123, 124, 274].

The production cross sections of wino/bino ~χ±
1 ‐~χ0

2 and ~χ+
1 ‐~χ−

1 production, as well as

inclusive higgsino‐like ~χ~χ production with a degenerate triplet, are shown in Figure

5.3. The wino/bino ~χ±
1 ‐~χ0

2 mode has slightly higher cross sections than the higgsino‐

like production of EWKinos, followed by wino‐like chargino production.

Preliminary sensitivity studies of the different EWKino models indicated the analysis

to potentially have limited sensitivity to two EWKino models [252]. At very small ∆m,

there is potential sensitivity to the chargino‐neutralino (~χ±
1 ‐~χ0

2) production shown in

Figure 9.1, with a pure wino production cross section, calculated at NLO+NLL (Section

5.1.2). The ~χ±
1 and ~χ0

2 are assumed to be mass degenerate and decay to the LSP via

an off‐shell W ∗ Z∗ in the compressed mass region. The chargino ~χ±
1 (neutralino ~χ0

2)

masses are scanned between 100 < m~χ±
1

= m~χ0
2
< 500 GeV in steps of 25 GeV and

the mass splittings with respect to the LSP are chosen between 3 < ∆m < 50 GeV.

For ∆m > 10 GeV, the steps are in 10 GeV, whereas, for ∆m < 10 GeV the steps are in

3, 5, 7 GeV, to have higher granularity for the lowest mass splittings.

Another model to which the analysis indicated potential (albeit very limited) sensi‐

tivity is a compressed pMSSM‐inspired model with a higgsino LSP [244, 245]. It is in‐

spired by the phenomenological MSSM (pMSSM) [276] (19 free parameters), with addi‐

tional constraints applied, to only consider several relevant parameters (M1, M2, M3,

µ, tan β). Trilinear couplings are not considered, and the gluino mass parameter M3

is set very high and essentially decoupled. To reduce the dependence on tan β, it is
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Figure 9.1: Simplified SUSY signal models for chargino‐neutralino (~χ±
1 ‐~χ0

2) production
(TChiWZ: ~χ±

1 ~χ0
2→ W∗Z∗~χ0

1~χ0
1).

set to a large value of 10. In this model, the common assumption that M1 ≈ M2/2 is

made, which is motivated by gaugino unification at the GUT scale. Ultimately, this re‐

sults in two free parameters that are considered: the wino (M1) and higgsino (µ) mass

parameters. Henceforth, this model will simply be referred to as Higgsino pMSSM.

M1 is scanned from 300 GeV‐1200 GeV and µ is scanned from 100‐240 GeV. In the

pMSSM, larger µ values roughly correspond to larger masses for the parent sparticles,

while larger values of M1 correspond to smaller values of the ∆m. The choice of pa‐

rameters in the scan translates to values for a ∆m = ∆m(~χ±
1 , ~χ0

1) mass difference

ranging from 4‐28 GeV. Cross sections are independently calculated for each model

point in the Higgsino pMSSM space using the PROSPINO2 computational package [233].

The EWKino mass spectra, branching fractions and decay rates are determined from

the Higgsino pMSSM parameters via additional computational tools described in [244,

245].
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Soft Trigger Algorithms

10.1 Introduction
The choice of the trigger strategy is a fundamental element of an analysis, defining the

specific data sample that is considered. An improvement of the trigger strategy can

thereby extend the available phase‐space and acceptance of the targeted signals. As

discussed in Sections 3.3.6.4 and 6.4.2, a number of SUSY searches rely on an online

trigger selection on pure pmiss
T , which plateaus ≈ 250 GeV. Lowering the pmiss

T trigger

thresholds would further increase the acceptance for compressed signatures, and it

can provide a window to less accessible SUSY models beyond the reach of the search,

such as compressed EWKinos, presented in Section 9. Furthermore, with the increases

in instantaneous luminosity and harsher pileup conditions at the LHC, discussed in

Section 3.1.2, it is crucial to mitigate any potential increases in trigger thresholds with

improvements in the trigger strategies.

10.2 Trigger Design
There are a number of considerations that need to be taken into account in the design

of a new and improved trigger strategy. Firstly, it is important to define the targeted

phase‐space in terms of maximising the acceptance of the signal under consideration,

while simultaneously finding a balance in terms of suppressing the backgrounds. Both

elements are reflected in the expected trigger rates, which need to comply with the re‐

201



Chapter 10. Soft Trigger Algorithms 10.2. Trigger Design

quirements of the trigger systems and allocated bandwidth. The performance of the

trigger needs to be evaluated in terms of efficiency in order to understand the viability

and compatibility with the final analysis selection. Its stability and robustness need

to be taken into account against the dynamic instantaneous luminosity and PU condi‐

tions of the LHC. Other considerations, such as the versatility, detector improvements

and the interface between L1T and HLT algorithms, are key factors in the final design.

Ultimately it comes down to finding an optimal balance between signal acceptance,

background rejection, performance and versatility.

The baseline1 analysis uses online trigger selection on pure pmiss
T , compatible with a

compressed SUSY signature, as discussed in Section 6.4.2. The development of a new

trigger strategy proceeds with an evaluation of the original trigger strategy as a baseline

for improvement.

10.2.1 Signal Acceptance and Background Rejection

The trigger selection can be considered equivalent to an analysis cut in the context of a

cut & count analysis, as discussed in Section 6.4.1, where the corresponding acceptance

× efficiency can be defined as:

Atrg × ϵtrg =
NX

trg

NX
prod

(10.1)

where NX
prod = σX

∫ Ldt is the expected number of produced events and NX
trig is the

number of events accepted by the trigger for the signal or background processes (X).

The target is to maximise the acceptance of the signal of interestAsig
trg×ϵtrig = Nsig

trg/Nsig
prod,

while simultaneously finding a reasonable balance in maximising the background re‐

jection, defined as:

R = 1−
(

N bkg
trg

N bkg
prod

)
(10.2)

1Baseline refers to the 2016 analysis with 35.9 fb−1 data, presented in Part II.
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Similarly, as with a general analysis approach, this can be performed by finding corners

of parameter space where the signal‐to‐background ratio is maximised, with a focus

on the dominant backgrounds.

To understand how the trigger strategy can extend the acceptance of the signals, it

is important to re‐examine the complete phase‐space of the compressed SUSY signa‐

tures. As discussed in 5.2, a typical compressed SUSY signature comprises at least one

high momentum jet, moderate pmiss
T and HT, and soft leptons and jets. The ISR re‐

quirement circumvents the issue with very soft decay products but also significantly

reduces the signal acceptance. Due to the boosted signal topology from ISR, there is

a strong correlation between the pmiss
T and pISR

T , while the lepton pT remains low. This

is demonstrated in Figure 10.1, which shows the 2D distributions between the three

main physics objects in the analysis, for the strong T2tt and EWKino TChiWZ signals,

with masses close to the sensitivity limits and a medium ∆m. The corresponding plots

for the other T2bW and Higgsino pMSSM signals are shown in Appendix C. The general

kinematics are relatively similar between the different targeted signals.
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Figure 10.1: 2D signal distributions of pmiss
T , pISR

T and pT(µ) for the strong T2tt : ~t1 → bff ′~χ0
1

(left) and EWKino TChiWZ : ~χ±
1 ~χ0

2→ W∗Z∗~χ0
1~χ0

1 (right) signals with masses close to the sensi‐
tivity limits and a medium ∆m values.

Figure 10.1 indicates that despite the ISR boost of pmiss
T to moderate levels, the bulk of

the different signals concentrates at even lower pmiss
T values than the level of the plateau
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of the lowest unprescaled pure pmiss
T +Hmiss

T trigger that is used (pmiss
T ≈ 250 GeV). In

effect, a significant amount of signal acceptance is already lost at the level of the trigger

selection. Ultimately, one can motivate the new trigger, especially by the EWKino

signal having visibly smaller pmiss
T . Therefore, the prime target in developing a new

trigger is to reduce the pmiss
T threshold in order to extend the probed phase‐space.

10.2.2 Rates

Trigger rates are the main limiting factors in the context of the trigger systems with

hard limits and need to be kept at a reasonably low level. Both signal acceptance and

background rejection are reflected in the total rates of a given trigger.

The production rate of a given process (X) is defined in terms of the cross section σX

and instantaneous luminosity L:

RX
prod =

dNX

dt
= L × σX (10.3)

In MC simulation, where one has the cross section data available from theoretical mod‐

els, the rate of a given trigger is defined as:

RX
trig =

dNtrg

dt
= L

∫
dσX

dpT
× ϵtrg(pT)dpT (10.4)

where ϵtrg(pT) is the efficiency of the trigger in process X , expressed as a function of pT

acceptance. MC can be used to simulate new data‐taking conditions of the detector,

however, differences may arise if the simulation does not accurately reflect the data.

Another complication is that one needs to run over a very large sample and include all

different types of background processes.

Therefore, there is a preference to estimate the rates directly from data. It has the

advantage that it automatically includes all processes and is more reliable than simu‐

lation. The trigger rates are proportional to the instantaneous luminosity L and can

be estimated from data by directly using the accelerator parameters (discussed in Sec‐

tion 3.1.2). These include the effective bunch‐crossing frequency fBX = fLHC ∗ nbb =
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31.6 MHz, where fLHC is the orbit frequency and nbb = 2808 is the number of col‐

liding bunches. This is also known as the ZeroBias rate RZB ≡ fBX, with the rate

measured directly from the Beam Pickup Timing for the eXperiment (BPTX) detector.

A fraction of these ZeroBias events is stored in every run within a ZeroBias dataset,

providing a completely unbiased data sample with the only requirement being that a

bunch‐crossing has occurred. Such an unbiased dataset is necessary if the new HLT

path also requires a new L1T seed. Calculating the fraction of bunch‐crossing events

that are accepted by the trigger provides the corresponding rate:

Rdata
trig =

dNtrig

dt
= fBX × Ftrig = RZB ·

(
Ntrig

NZB

)
(10.5)

where Ftrig = Rtrig/RZB = Ntrig/NZB. The fraction Ftrig can be determined by re‐running

the L1T and HLT over existing ZeroBias data and counting the number of times the

trigger fired Ntrig, while NZB is the sample size.

If the new HLT path does not require a new L1T seed, the measurement can be per‐

formed in an HLTPhysics dataset that collects a fraction of the data that is already

pre‐selected by the L1T menu and does not require any HLT path. In this case, an

alternative approach is also possible:

Rdata
trig =

dNtrig

dt
=

Ntrig

NLS · TLS

(10.6)

where NLS is the number of luminosity sections (LS), which is a section of data sub‐

divided using an predefined reference time interval TLS = 23.31 s.

If a prescale is applied at any point on the dataset, then this would need to be taken into

account by a multiplicative factor, as in the case of the heavily‐prescaled HLTPhysics

datasets.

One caveat is that the estimated rates correspond to the LHC and detector conditions

in that the data was taken. Since the rate is directly proportional to luminosity L,

if one assumes a linear dependence, one can perform a simplified scaling to a given

target luminosity. The luminosity L is convoluted with pileup, both dependent on
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the beam parameters, which breaks the linearity. Therefore, the dependence of rate

as a function of pileup is an important consideration, especially in the context of the

increasing instantaneous luminosity and PU conditions (discussed in Section 3.1.2).

10.2.3 Efficiency

The trigger efficiency is defined as the ratio of the number of events that pass a given

trigger selection to the total number of selected events in a given sample:

ϵtrg =
Noffline & trg

Noffline

(10.7)

where the denominator Noffline is the number of events passing an offline selection

and the numerator Noffline & trg is the number of events passing an offline selection

and firing the trigger under consideration (HLT_MainTrigger). Therefore, for an ef‐

ficiency measurement of a given trigger, the denominator effectively defines the nu‐

merator. The offline selection indicates the parameter space where the measurement

is performed in. It can strongly affect the result and requires careful consideration to

provide an accurate and unbiased measurement. The offline selection should be as

close as possible to the final analysis selection, in order to reduce any potential kine‐

matical biases. Additional requirements can be imposed in order to reduce the effect

of misidentified objects and ensure the purity of the sample.

There are a number of methods that can be used to perform an efficiency measure‐

ment, which have their advantages and disadvantages and are specific to the trig‐

ger and analysis under consideration. Simulation can be used to re‐emulate the

L1T and HLT reconstruction, however, similarly to the rate estimation, such a mea‐

surement can be inaccurate in terms of detector conditions. Therefore, there is a

preference to perform the measurements directly using recent data, where the de‐

nominator (and consequently numerator) selection also comprises a reference trigger

(HLT_ReferenceTrigger). In this case, the offline selection must additionally be made

compatible with the reference trigger itself.

207



Chapter 10. Soft Trigger Algorithms 10.2. Trigger Design

ϵtrig =
N(HLT_MainTrigger + HLT_ReferenceTrigger + offline selection)

N(HLT_ReferenceTrigger + offline selection)
(10.8)

The reference trigger could be a prescaled looser version of the original trigger under

consideration. Alternatively, events where objects are pair‐produced, such as leptons

on the Z‐peak, can be used to measure the efficiency of a single‐object trigger. This

is a variation of the tag‐&‐probe method, discussed in Section 6.3.2, where the re‐

quirement of the probe corresponds to the offline selection and the tag corresponds

to the triggering object. A common approach is performing the measurement in an

orthogonal dataset, defined by the reference trigger, to ensure that the sample is un‐

biased. An example is the measurement of a HT or pmiss
T trigger in a dataset populated

by single‐muon events. Naturally, all these methods assume sufficient knowledge of

the efficiency of the reference triggers.

The trigger efficiency is typically measured as a function of pT and η on the physics

objects used in the trigger algorithms themselves. Its dependence on other relevant or

analysis‐dependent observables, such as pileup, is important as well and motivates a

multi‐dimensional study. The efficiency is typically measured with respect to offline

reconstructed quantities, which are more accurate representations of the truth. Con‐

sequently, this enables a more precise evaluation of the effect of the trigger on the

analysis and its corresponding systematics.

Typical trigger efficiency turn‐on curves are shown earlier in Section 3.3.6.4 and later

in Section 10.4.3. They have a characteristic shape that can normally be parametrised

with a Gauss error function:

erf(x) =
2√
π

∫ x

0

e−t2dt (10.9)

The sharpness or width of the turn‐on is a reflection of the resolution of the physics

trigger objects. Impurities due to background contamination, inefficiencies and dif‐
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ferences with respect to offline quantities are also reflected in the shape of the turn‐on.

For an HLT path, the total efficiency incorporates the implicit L1T seed efficiency. De‐

pending on the differences in trigger object resolutions between L1T and HLT and the

differences in thresholds between the paths, it can happen that the L1T turn‐on cuts

into the total HLT efficiency. This would result in a double turn‐on, which is more

difficult to parametrise and account for. Therefore, it is important that the HLT paths

and corresponding L1T seeds are simultaneously optimised not only in terms of rates

but also efficiencies.

Any conceivable analysis selection is typically chosen to be beyond the “knee” of the

turn‐on on the “plateau” of constant efficiency, where the efficiency is expected to be

independent on the threshold parameter. Therefore, trigger efficiency turn‐ons need

to be sufficiently sharp not to limit the parameter space of the analysis. Any inefficien‐

cies need to be accounted for in the analysis systematics, which can be extrapolated

from the parametrisation of the turn‐on. Thus, the trigger efficiency must be precisely

known for the correct estimation of the total efficiency of the analysis selection and the

corresponding uncertainty systematics. As defined in Equation 6.2, the total efficiency

can be expanded as:

ϵtotal = ϵtracking × ϵreco × ϵL1T × ϵHLT × ϵvertex × ϵanalysis (10.10)

where ϵtrg = ϵL1T × ϵHLT is the total L1T and HLT trigger efficiency, corresponding to

the seed and path efficiencies, respectively.

10.2.4 Other Considerations

A pragmatic approach is the development of a dedicated cross‐trigger, with several

requirements on objects, that can significantly reduce the rate with respect to single

objects and thus allow for the reduction of trigger thresholds. Key observables used

in the analysis can serve as handles in constructing such a trigger. In order to main‐

tain the versatility to different models, the focus is on the main physics objects in the

targeted compressed SUSY signatures, discussed in Sections 5.2 and 10.2.1. The pres‐
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ence of a high pT ISR jet is a common feature of compressed SUSY analyses and can be

used as an additional handle. The strong correlation of pmiss
T and pISR

T in ISR‐boosted

topologies (shown in Figure 10.1) needs to be taken into account in the context of rate

reduction. The requirement of a high pT jet in an event can also help mitigate the high

PU‐dependence of pmiss
T triggers (Figure 3.19). To take advantage of very soft objects at

the trigger level, one needs to push to the limits of detection and trigger systems. As

discussed in Section 3.3, the experiment is able to efficiently identify muons down to

3 GeV [277] and electrons down to 4.5 GeV, while the analysis considers muons with

pT > 3.5 GeV and electrons with pT > 5 GeV. The target is to go as low as possible in

lepton pT, taking into consideration that the rates are expected to be very high for low

thresholds, which would also select on backgrounds, such as misidentified low pT jets.

Such a cross‐trigger requires the development of both an HLT path and a L1T seed with

corresponding requirements. The two need to be designed to be compatible with one

another and be optimised simultaneously in terms of rates and efficiency. Taking into

account that a realistic cross‐trigger would necessitate several requirements on differ‐

ent objects, it would be categorised as a more exclusive trigger type. Given that ad‐

ditional requirements limit the targeted signatures and, therefore, analysis use‐cases,

this also limits the possible available bandwidth in the trigger menus. The ballpark

for similar cross‐triggers at peak luminosity and PU is less than 1 kHz for an L1T seed

and an order of 10 Hz for the HLT path, for which the timing should be of the order of

a few milliseconds. These are the target rates that have been used in the subsequent

study.

The trigger should also demonstrate reasonable robustness against the dynamic lu‐

minosity and PU conditions at the LHC, which affect both the rates and efficiency.

Specifically, the high rate versus PU‐dependence of energy sums (pmiss
T , HT) at the trig‐

ger levels (Figure 3.19) has been problematic and a focus of a number of improvements

of the trigger systems and algorithms. Stability in the form of reduced PU‐dependence

would mitigate any potential unwanted increases in thresholds.
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10.3 Trigger Development
The studies involved in the development of the trigger were performed both on col‐

lected data and privately‐generated MC samples. The tools used in the development

of the algorithms include the Trigger Menu Editor (TME) for the L1T seed develop‐

ment and the ConfDB GUI for the development of the HLT path, which are described

in Appendix C.5; more details on the general internal structure of the L1T and HLT

algorithms, including objects and requirements, are also described.

10.3.1 Cross‐Trigger

As a first step, the viability of a cross‐trigger can be estimated with the evaluation of

the rates and efficiencies of single‐object triggers. The performance of the main single‐

object triggers in terms of rates and efficiencies is presented in Section 3.3.6.4. The

rates of the lowest object thresholds are shown in Tables 3.2 and 3.3 and summarised

in Table 10.1 for objects characteristic of compressed SUSY signatures.

Object L1T Algorithm Rate (kHz) HLT Path Rate (Hz)

Muon L1_SingleMu22 8 HLT_IsoMu24 235
Electron L1_SingleLooseIsoEG28er2p5 27 HLT_Ele32_WPTight_Gsf 165
pmiss

T L1_ETMHF100 3 HLT_PFMET120_PFMHT120_IDTight 33
Jet L1_SingleJet180 3 HLT_PFJet500 11
HT L1_HTT360er 4 HLT_PFHT1050 10

Table 10.1: Lowest thresholds of single‐object triggers and rates at a L = 1.8 × 1034 cm−2s−1

(PU ≈ 50) relevant to typical compressed SUSY signatures.

For most objects (muons, electrons and pmiss
T ), the difference between the thresholds

between L1T and HLT, dictated by the rate reduction and coherence of efficiency

curves, is relatively small (2‐20 GeV). Given the lowest unprescaled thresholds of

single‐object seeds, it is clear that any development of a new HLT cross‐path with

a significant reduction of pmiss
T would additionally require the development of a dedi‐

cated L1T cross‐seed.

Based on the thresholds and rate values in Table 10.1 versus the target rates (1 kHz at

L1T and 10 Hz at HLT), a realistic cross‐trigger would comprise a combination of re‐
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quirements on a lepton, pmiss
T and/or jet/HT. Electrons are more difficult to reconstruct

than muons and have lesser purity, especially at the L1T stage, which translates to very

high rates. Internal studies indicated significant difficulty in designing a viable low‐pT

electron trigger. Therefore, a choice was made to focus on the muon channel only.

Due to the already very high thresholds on HT, related to the high jet multiplicity in

a hadron collider, alternatively, a choice was made to consider the leading jet pT re‐

quirement, which is also more characteristic of a compressed SUSY signal. Therefore,

the study focused on different combinations of a low pT muon, high‐pT leading jet and

pmiss
T , including additional requirements on those objects.

10.3.2 Rate Estimation

The rate estimation for both the L1T seeds and HLT paths is performed using RAW

data collected in 2017. Given that the developed paths include new seeds, the data

needs to be re‐processed with a re‐emulation of the L1T with a custom menu. The

data used in the measurement comes from unbiased ZeroBias (ZB) datasets, which

ultimately only have the requirement that a bunch‐crossing has occurred. These are

populated by a HLT_ZeroBias path, which is a heavily‐prescaled pass‐through of the

L1_ZeroBias seed selecting only valid bunch‐crossing events. The L1T algorithm is

based purely on an external signal coming from the BPTX detectors.

Given that the majority of ZB events are contaminated by inelastic or background

events, a large number of statistics is needed to receive a significant number of trig‐

gered events and, thus, a reasonable statistical precision. Therefore, rather than using

a subset of the most recent data, the full 2017 dataset is considered. However, this ef‐

fectively averages out the luminosity and pileup conditions that have varied through‐

out the year. Therefore, for a more realistic result, the rates must be normalised by a

luminosity scale factor representative of the latest conditions. Assuming a linear scal‐

ing of the rate with luminosity, one can determine this factor using muon triggers,

which are known to have clean signatures and a linear dependence of rate. Taking the

core single muon HLT_IsoMu27 trigger as reference, the factor is calculated as ≈ 1.5,

212



10.3. Trigger Development Chapter 10. Soft Trigger Algorithms

indicating a ≈ 50% increase with respect to the original estimates, corresponding to

a luminosity L = 1.5 × 1034 cm−2s−1. Another factor of ≈ 1.37 would be required to

scale to L = 2× 1034 cm−2s−1, which was the benchmark for studies and corresponds

to the peak luminosity for 2018.

10.3.3 L1T Seed and HLT Path Development

Preliminary studies indicated that the main limiting factor is the L1T rate require‐

ments. Therefore, a focus was placed on first developing and measuring the perfor‐

mance of a potential L1T seed, which would then form the baseline for the correspond‐

ing HLT path.

L1T Seed

The development of the L1T seed proceeded using TME within a custom L1T menu.

To better understand the rate dependency and its correlations, approximately 200 dif‐

ferent algorithms were created with varying pT thresholds on different objects (muon,

jet, pmiss
T ), as well as additional requirements, such as restrictions on the pseudorapid‐

ity |η|. Table 10.2 shows a subset of these seeds, indicating the dependency of the rate

on various selections, and the necessary stringency of the cuts to achieve the target

rate of the order of ≈ 1 kHz.

The simple requirement of a muon with a standard single muon quality cut (selec‐

tion on number of muon detector layers), with an optimised selection on single muon

events, and no additional requirements on acceptance results in an extremely high

rate, as expected. Adding a pT requirement of 3 GeV reduces the rate by almost half,

which was chosen as the main reference point. This also corresponds to the minimum

muon pT cut in the barrel (BMTF), as lower pT muons can lose sufficient energy in the

calorimeters that they do not reach the second station of muon chambers, which is

required for standard muon reconstruction. On the other hand, increasing the muon

pT threshold further would be undesirable due to the compressed signal mainly lying
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in the lowest lepton pT ranges, as shown in Figure 10.1.

L1T Seed Thresholds Rate (kHz)

L1_SingleMuOpen µ with single muon quality (MU-QLTY_SNGL) 2077
L1_SingleMu3 pT(µ) > 3 GeV 1211

L1_SingleMu3er2p1 pT(µ) > 3 GeV; |η| < 2.1 987
L1_SingleMu3er1p5 pT(µ) > 3 GeV; |η| < 1.5 535
L1_SingleMu3_BMTF pT(µ) > 3 GeV; |η| < 0.8 204
L1_SingleMu3Neg pT(µ) > 3 GeV;Q(µ) = −1 619

L1_SingleMu3_SingleJet70 pT(µ) > 3 GeV + jet pT > 70 GeV 40
L1_SingleMu3_SingleJet90 pT(µ) > 3 GeV + jet pT > 90 GeV 10
L1_SingleMu3_SingleJet100 pT(µ) > 3 GeV + jet pT > 100 GeV 6
L1_SingleMu3_SingleJet110 pT(µ) > 3 GeV + jet pT > 110 GeV 3
L1_SingleMu3_SingleJet120 pT(µ) > 3 GeV + jet pT > 100 GeV 2

L1_SingleMu3_SingleJet90_ETMHF30 pT(µ) > 3 GeV + jet pT > 90 GeV + pmiss
T > 30 GeV 7

L1_SingleMu3_SingleJet90_ETMHF50 pT(µ) > 3 GeV + jet pT > 90 GeV + pmiss
T > 50 GeV 4

L1_SingleMu3_SingleJet90_ETMHF60 pT(µ) > 3 GeV + jet pT > 90 GeV + pmiss
T > 60 GeV 3

L1_SingleMu3_SingleJet100_ETMHF30 pT(µ) > 3 GeV + jet pT > 100 GeV + pmiss
T > 30 GeV 5

L1_SingleMu3_SingleJet100_ETMHF50 pT(µ) > 3 GeV + jet pT > 100 GeV + pmiss
T > 50 GeV 2.5

L1_SingleMu3_SingleJet100_ETMHF60 pT(µ) > 3 GeV + jet pT > 100 GeV + pmiss
T > 60 GeV 2

Table 10.2: L1T Seed Rates at L = 1.5× 1034 cm−2s−1. All SingleMu seeds have a single muon
quality (MU-QLTY_SNGL) selection applied. ”er” stands for ”eta‐restricted”.

The effect of various cuts on pseudorapidity η has also been investigated (e.g. |η| <
[2.1, 1.5, 0.8], motivated by the detector segmentation (Table 3.1). As shown in Figure

10.2, there is a much higher rate for low‐pT muons in the endcaps (EMTF). Therefore,

restrictions to the barrel area of the detector would provide significant rate reduction

while being compatible with the minimum pT selection of BMTF. Such a selection is

also motivated by the fact that in a back‐to‐back ISR topology, the decay products

of the considered signal are more centrally produced than those of dominant back‐

grounds, as discussed in Section 6.4.4.4. A cut on the muon charge was investigated

as well, as the requirement of a negative lepton charge could provide some signal‐

to‐background separation, due to charge asymmetry in the production of W + jets,

as discussed in Section 6.4.4.4. However, such a requirement is also rather exclusive

and incompatible with the EWKino signals that are considered, so, ultimately, was not

considered.
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Figure 10.2: Distribution of muons in bins of η built by the three track finders (barrel, overlap,
and endcap) in the upgraded L1 muon trigger (µGMT) [278].

Consequently, a collection of the most realistic seeds with rates in the same ballpark

as the target rate of ≈ 1 kHz is shown in Table 10.3. The η‐restriction on the jet is

motivated by the offline selection on jets, providing reduction of rate from the endcaps.

L1T Seed Thresholds Total Rate (kHz)

L1_SingleMu3_SingleJet110_ETMHF50 pT(µ) > 3 GeV + jet pT > 110 GeV + pmiss
T > 50 GeV 1.7

L1_SingleMu3er1p5_SingleJet110_ETMHF50 pT(µ) > 3 GeV; |η| < 1.5 + jet pT > 110 GeV + pmiss
T > 50 GeV 0.8

L1_SingleMu3er1p5_SingleJet110_ETMHF30 pT(µ) > 3 GeV; |η| < 1.5 + jet pT > 110 GeV + pmiss
T > 30 GeV 1.2

L1_SingleMu3er1p5_SingleJet110er2p4_ETMHF30 pT(µ) > 3 GeV; |η| < 1.5 + jet pT > 110 GeV; |η| < 2.4 + pmiss
T > 30 GeV 0.9

L1_SingleMu3er1p5_SingleJet110er2p4_ETMHF50 pT(µ) > 3 GeV; |η| < 1.5 + jet pT > 110 GeV; |η| < 2.4 + pmiss
T > 30 GeV 0.8

L1_SingleMu3_SingleJet120er2p4_ETMHF40 pT(µ) > 3 GeV; |η| < 1.5 + jet pT > 120 GeV + pmiss
T > 30 GeV 1.1

Table 10.3: Realistic L1T seed rates at L = 1.5 × 1034 cm−2s−1. All SingleMu seeds have a
single muon quality (MU-QLTY_SNGL) selection applied.

HLT Path

The corresponding HLT path is primarily based on the L1T seed definition, compris‐

ing the same types of physics trigger objects. Since the HLT has access to the complete

detector information, HLT objects are reconstructed by taking advantage of some of
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the standard reconstruction methods described in Section 4, tailored towards fast pro‐

cessing. The reconstruction of muons is performed in two steps: the first is equivalent

to offline standalone muon reconstruction (L2), followed by a combination with hits

in the inner tracking system (L3). The reconstruction at L3 is seeded by an L2 muon

and follows an iterative track reconstruction. The jet reconstruction and calculation

of energy sums are performed with the particle flow (PF) algorithm.

For the corresponding pmiss
T ‐like selection at HLT, the path follows the pmiss

T +Hmiss
T defi‐

nition of the baseline analysis trigger (see Section 6.4.2, and Tables 3.3 and 3.4), which

requires PF‐computed pmiss
T (PFMET) and missing hadronic energy Hmiss

T (PFMHT)

above a common energy threshold, along with Tight identification criteria applied on

the jets that are used to compute the Hmiss
T .

As an alternative, PFMETNoMu and PFMHTNoMu variations of the paths are also in‐

vestigated, which do not include muon energies in the energy sum calculations. This

is achieved by taking the magnitude of the pmiss
T or Hmiss

T , reconstructed with the PF

algorithm at HLT, excluding the contribution of muon candidates to the vector sums.

At the Level‐1 trigger, jet and pmiss
T reconstruction is based purely on calorimeter quan‐

tities and does not include muons. Therefore, this aligns the definitions of pmiss
T and

Hmiss
T together at L1T and HLT and provides a better correspondence in terms of opti‐

mising L1T seeds to their corresponding HLT paths.

The specific order of the modules is shown in Figure A.11 in Appendix C.5: muon (L2,

L3), jet and thenHmiss
T & pmiss

T . The first requirement is that of a muon, which is a strong

filter due to the electroweak nature of the particle. This is followed by reconstruction

and filtering on simplified pmiss
T , Hmiss

T and jet based on calorimeter quantities only. The

path sequence ends with a more processing‐heavy PF calculation of the energy sums

and jet.

The final thresholds on the HLT physics objects are primarily chosen based on rate

estimates, as well as efficiency measurements, and their compatibility with the L1T

seeds, as well as the final offline selection. In some cases it was affordable to choose

selections that are close to each other, due to sharp turn‐ons and/or rate allowance.
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10.3.4 Efficiency in Simulation

Efficiency measurements are crucial in assessing the viability of the potential triggers,

especially for determining the final analysis selection compatible with the turn‐on

plateau. The measurements are important in the context of very low pT muons, which

are in a non‐standard regime. Furthermore, the measurement of the pmiss
T leg of the

trigger would provide a measure of the relative gain with respect to the pure pmiss
T trig‐

gers of the baseline analysis. Moreover, there must be a compatibility between the

efficiencies of the L1T seeds and HLT paths, in order to make sure that the L1T effi‐

ciency does not cut into the HLT one. Therefore, the efficiency studies of both the L1T

seeds and HLT paths were performed in parallel.

The studies are performed on MC signal samples that were generated privately by

preparing a full generation chain (described in Section 4.3). The motivation for this

is in order to perform efficiency studies on reconstructed quantities, as opposed to

generated quantities, providing a more realistic performance measurement that takes

detector resolutions into account. The T2tt signal model with masses at the analy‐

sis sensitivity limits (m~t1 = 500 GeV, ∆m = 40 GeV) is used in order to measure and

optimise the trigger efficiencies on the considered signal in the phase‐space of interest.

In order to integrate custom triggers as part of the event data, the private MC gen‐

eration procedure proceeded in three major steps, each using the output of the pre‐

vious step as input. The first generation and simulation stage only had to be done

once to prepare the data in the correct format (GEN-SIM and ROOT). The latter two

DIGI-RAW-Trigger and RECO steps needed to be repeated for each modification of the

L1T seed or HLT path done using the TME or ConfDB. The final ROOT file was output

in the AOD format, containing reconstructed quantities on which realistic studies could

be performed.

For the measurement of the trigger efficiency, the offline selection primarily comprises

a loose muon ID selection criterion, corresponding to the final muon object definition

of the baseline analysis. This ensures a high‐purity sample. Any remaining selections

involve requiring to be on the plateau of the observables that are not being measured
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and are reflected by the trigger selection itself (including the pseudorapidity).

Measurements of the final selected HLT paths (discussed below) are shown in Figure

10.3. The measurements of the corresponding L1T seeds are included in Figure A.5 in

Appendix C.2. The shapes of the turn‐ons for the different objects are compatible with

the central efficiency measurements in Section 3.3.6.4 and the plateaus are reached at

values (pT(ℓ) > 6 GeV, pISR
T > 130 GeV, pmiss

T > 200 GeV) that are reasonable for the

final analysis selection, especially in the non‐standard low‐pT regime for the muon leg.

0 5 10 15 20 25 30
 / GeV

T
Muon p

0

200

400

600

800

1000

1200

1400

1600

1800

E
ve

nt
s

CMS Simulation

HLT_Mu3er1p5_PFJet110er2p5_PFMET80_PFMHT80_IDTight

0

0.2

0.4

0.6

0.8

1
Tr

ig
ge

r E
ffi

ci
en

cy

0 50 100 150 200 250 300
 / GeV

T
Leading Jet p

0

50

100

150

200

250

300

350
E

ve
nt

s

CMS Simulation

HLT_Mu3er1p5_PFJet110er2p5_PFMET80_PFMHT80_IDTight

0

0.2

0.4

0.6

0.8

1

Tr
ig

ge
r E

ffi
ci

en
cy

0 100 200 300 400 500 600
PF-MET / GeV

0

100

200

300

400

500

600

700

E
ve

nt
s

CMS Simulation

HLT_Mu3er1p5_PFJet110er2p5_PFMET80_PFMHT80_IDTight

0

0.2

0.4

0.6

0.8

1

Tr
ig

ge
r E

ffi
ci

en
cy

Figure 10.3: Efficiency (L1T+HLT) of the muon, jet and pmiss
T legs of a soft (pT > 3 GeV)

muon, high pT > 110 GeV jet and pmiss
T cross‐trigger measured in a simulated T2tt signal

sample (m~t1 = 500 GeV, ∆m = 40 GeV). The blue histogram corresponds to the denominator,
whereas the green histogram corresponds to the numerator. The efficiency is parametrised
with an error function (Equation 10.9).
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10.3.5 Final Trigger

Ultimately, a single type of soft µ + hard jet + moderate pmiss
T cross‐trigger was proposed

to be included in the trigger menus, which contain the full set of L1T seeds and HLT

paths, effectively encapsulating the entire physics programme of the experiment. The

HLT paths with four different pmiss
T (Hmiss

T ) thresholds are shown in Table 10.4. The final

threshold values were motivated primarily by the rates, as well as the efficiency turn‐

ons. Versions of the triggers with energy sums without the muon momenta (labelled

NoMu) have also been included, as they are more aligned with the L1T definitions. All

the HLT paths are seeded by a logical OR of corresponding seeds listed in Table 10.5.

Type HLT Path Rate (Hz)

Optimistic HLT_Mu3er1p5_PFJet100er2p5_PFMET(NoMu)70_PFMHT(NoMu)70_IDTight ‐
Baseline HLT_Mu3er1p5_PFJet100er2p5_PFMET(NoMu)80_PFMHT(NoMu)80_IDTight 8 (13)
Backup HLT_Mu3er1p5_PFJet100er2p5_PFMET(NoMu)90_PFMHT(NoMu)90_IDTight 3 (6)
Backup HLT_Mu3er1p5_PFJet100er2p5_PFMET(NoMu)100_PFMHT(NoMu)100_IDTight ‐

Table 10.4: Final HLT path proposal with two (Mu/NoMu) versions of four paths with PF‐pmiss
T

and PF‐Hmiss
T thresholds ranging from 70‐100 GeV.

Each path is seeded by the following OR of dedicated L1T seeds, shown in Table 10.5.

Type L1T Seed Total Rate (kHz) Pure Rate (kHz)

Baseline L1_SingleMu3er1p5_SingleJet100er2p5_ETMHF40 1.3± 0.2 0.7± 0.1

Backup L1_SingleMu3er1p5_SingleJet100er2p5_ETMHF50 ‐ ‐

Table 10.5: Final L1T seed proposal with two seeds with two thresholds on pmiss
T (ETMHF) of

40 and 50 GeV.

The selected thresholds and η‐restrictions find a reasonable balance in the trade‐off

between rate reduction and signal acceptance. The inclusivity and versatility of the

trigger were taken into account, in order to not be too restrictive and thus usable by

other analysis groups targeting ISR‐like leptonic signatures.

The tables list the estimated pure rates on top of simplified L1T and HLT menus con‐

taining the core paths and seeds, using data collected at a PU = 57,L = 1.5 ×
1034 cm−2s−1. Comparing the rate results to the target rates, trigger thresholds of

PFMET (pmiss
T ) > 80 GeV and PFMHT (Hmiss

T ) > 80 GeV at HLT and ETMHF (pmiss
T )
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> 40 GeV at L1T have been proposed as the baseline values. An “optimistic” version of

the HLT path with a 10 GeV lower PFMET/PFMHT threshold has also been included

as an alternative. Higher threshold triggers (90, 100 GeV at HLT and 50 GeV at L1T)

have been included as backup, in case the LHC or detector conditions cause the rates

to increase.

The final threshold choice on the pmiss
T leg for both the HLT path and L1T seed is depen‐

dent on several factors, such as the LHC conditions, which have increased luminosity

and pileup with respect to previous years. In this context, improvements for pmiss
T ob‐

jects are being developed in the form of pileup mitigation techniques. Furthermore,

the overlap with new similar paths (e.g. soft dimuon, soft VBF + µ and hard jet +pmiss
T

triggers) dictates the actual pure rate with respect to simplified menus.

Following dedicated approval procedures, the L1T seeds and HLT paths were included

in the first versions of the 2018 trigger menus. Furthermore, a dedicated data quality

monitoring (DQM) [176] module was developed to perform efficiency measurements

online during data‐taking. The trigger algorithms were deployed online to collect data

at the start of the 2018 data‐taking period of LHC Run 2 and are currently collecting

data during the on‐going Run 3. The proposed baseline thresholds were accepted as

the lowest unprescaled ones. Due to the higher rates of theNoMu versions of the paths

with respect to the baseline paths, they ended up being prescaled.

Ultimately, one can consider

HLT_Mu3er1p5_PFJet100er2p5_PFMET80_PFMHT80_IDTight

seeded by

L1_SingleMu3er1p5_SingleJet100er2p5_ETMHF40

as the main trigger. The final ConfDB implementation of the HLT path is shown in

Figure A.11 in Appendix C.5.
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10.4 Performance
As described above in Sections 10.2.2 and 10.2.3, trigger performances are primarily

assessed in terms of rates and efficiencies. For HLT paths, it is also vital to assess the

timing of the trigger.

10.4.1 Online Rate

The rates versus pileup dependence of the main soft µ + hard jet + moderate pmiss
T path

from selected CMS runs in 2018 are shown in Figure 10.4, as measured online by the

CMS Rate Monitoring tools [279] during online data‐taking.

At a luminosity of L = 2.0×1034cm−2s−1 and PU ≈ 50, the total HLT rate for the main

path is ≈ 12 Hz, which adds ≈ 3 Hz to the full HLT menu (pure rate). Correspondingly,

the L1 rate ≈ 1.5 kHz, which has a pure rate of ≈ 700 Hz. Therefore, the actual total

rates are within the same ballpark as estimates and extrapolations from 2017 data.

As anticipated for pmiss
T ‐type triggers, the PU‐dependence is non‐linear. However, it

is more linear than pure pmiss
T triggers and the gradient is lower, so the rate is under

better control. This is partially due to the additional muon requirement, which has a

linear dependence on PU, while the presence of a high‐pT jet is known to reduce the

PU‐dependence of triggers due to the boosted topology.

10.4.2 Timing

Apart from the rate, the timing (or execution time) of the HLT paths must be kept

under control. Separate measurements of individual paths are required to ensure that

the total timing budget of ≈ 450 ms (Figure 3.23) is not exceeded. Exclusive paths

typically have an average timing of the order of a few ms and this is the ballpark target

value for the HLT path.

The measurement is performed on benchmarked computing nodes, where one is able

to run timing studies in an environment similar to that of standard data‐taking con‐

ditions. The measurement proceeds by executing the HLT configuration file for the

processing of prepared input data, running the modules of the path.
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Figure 10.4: Rate vs PU plots of the main soft µ + hard jet + moderate pmiss
T HLT path (top) and

corresponding L1T seed (bottom) produced by the online CMS Rate Monitoring tools [279], in
CMS runs corresponding to ≈ 400 pb−1.

The timing measurements are extracted with a special client, outputting a histogram

of the processing time, as shown in Figure 10.5.

The first peak indicates early rejections, where events were discarded at the beginning

of the processing steps. The second visible peak indicates fast algorithms, which in

this case, corresponds to the reconstruction of the muon and jets. The slow tail nor‐

mally corresponds to more processing‐heavy algorithms (e.g. tracking or PF), which

is almost negligible in this case.
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Figure 10.5: Timing measurement results of the soft µ + hard jet + moderate pmiss
T HLT paths,

indicating the number of events versus processing time.

The average total timing of the main path is ≈ 4.6 ms, which falls within the expected

budget.

10.4.3 Efficiency in Data

The efficiency measurement of the soft µ + hard jet + moderate pmiss
T path is performed

directly using data collected by the trigger, corresponding to 59.7 fb−1 recorded by the

CMS detector in 2018 [11]. The measurement is split between the three legs of the

cross‐trigger: muon, jet and pmiss
T , as a function of the offline muon pT, jet pT or pmiss

T

quantities, respectively. The measurements are done in orthogonal control samples

collected using reference triggers. Additional requirements are applied to ensure that

the measurement is done in a parameter space in which the other two legs of the cross‐

trigger are well on the plateau of the efficiency turn‐on curves of the other two legs, in

order to minimise any potential biases in the measurement. Ultimately, the efficiency

measurements performed in data (presented in the Figures 10.6 and 10.7 below), are

compatible with the measurements performed in simulation shown in 10.3.4, which

were used to optimise the trigger design.

223

Private Work



Chapter 10. Soft Trigger Algorithms 10.4. Performance

Muon Leg

The muon leg efficiency measurement in Figure 10.6 (left) is performed in orthogonal

control samples collected using reference triggers based on pure pmiss
T , requiring pmiss

T >

120 GeV and Hmiss
T > 120 GeV. Additional requirements on the offline leading jet

pT > 150 GeV and pmiss
T > 250 GeV are applied to ensure that the measurement is

done on the plateau of the efficiency turn‐on curves.
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Figure 10.6: Efficiency (L1T+HLT) of the muon (left) and jet (right) leg of a soft (pT > 3 GeV)
muon, high pT > 100 GeV jet and pmiss

T cross‐trigger measured in a sample based on pure pmiss
T .

Jet Leg

The jet leg efficiency measurement in Figure 10.6 (right) is performed in orthogonal

control samples collected using reference triggers based on a single‐muon condition,

requiring an isolated high pT muon with pT > 24 GeV, as well as triggers based on

pure pmiss
T , requiring pmiss

T > 120 GeV and Hmiss
T > 120 GeV, in order to minimise any

potential biases in the measurement. Additional requirements on the offline muon

pT > 30 GeV and pmiss
T > 100 GeV are applied to ensure that the measurement is done

on the plateau of the turn‐on curves of the other two legs and the reference trigger.
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Missing Momentum Leg

The pmiss
T leg efficiency measurement in Figure 10.7 is performed in orthogonal control

samples collected using reference triggers based on a single‐muon condition, requiring

an isolated high pT muon with pT > 24 GeV. Additional requirements on the offline

leading jet pT > 150 GeV and muon pT > 30 GeV are applied to ensure that the

measurement is done on the plateau of the efficiency turn‐on curves of the other two

legs. In order to obtain a cleaner sample, offline jets that are within ∆R < 0.4 (where

∆R =
√

(∆η)2 + (∆ϕ)2) with respect to leptons are not considered. In order to make

the measurement less susceptible to the differences between the pmiss
T definitions at L1

and HLT, an upper threshold of 40 GeV is applied to the muon pT.
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Figure 10.7: Efficiency (L1T+HLT) of the pmiss
T leg of a soft (pT > 3 GeV) muon, high pT >

100 GeV jet and pmiss
T cross‐trigger measured in a sample based on single‐muon events.
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10.5 Sensitivity
In order to incorporate the new soft µ + hard jet + moderate pmiss

T trigger into the

analysis, one must introduce a strategy on how to take advantage of the additional

phase‐space that is opened up. It is crucial to discern the behaviour of the SUSY signal

with respect to the dominant backgrounds in this region in the context of a sensitivity

study. The considered signals are the two strongly‐produced signals (T2tt, T2bW) and

two EWKino signals (TChiWZ, Higgsino pMSSM), introduced in Section 9. The study

is performed using simulated nanoAOD samples generated with 2018 conditions, cor‐

responding to an integrated luminosity of L = 59.8 fb−1, with simplified reweighting

and systematics. Given that the new trigger selects on muons, only the muon channel

is considered, which is also the more sensitive channel of the analysis.

10.5.1 Low‐MET Region

Based on the trigger efficiency curves in Section 10.4.3, a reasonable choice of the

offline selection defined by the trigger plateaus is pmiss
T > 200 GeV, muon pT > 6 GeV

with |η| < 1.5 and leading jet pT > 130 GeV with |η| < 2.4. Therefore, the additional

phase‐space lies in the range 200 < pmiss
T < 300 GeV, with the upper limit defined

by the CT > 300 GeV selection of the signal regions, together with the additional

requirements on the muon and leading jet. It is subsequently labelled as the low‐

MET region Z.

In order to better understand the signal and background kinematics of this extended

region, a detailed signal significance study of the main observables and handles in the

analysis is performed, based on a Figure‐of‐Merit (FoM) in the form of the signal‐to‐

background ratio (s/√b):

• kinematic variables: pmiss
T , HT, pISR

T , CT

• leptonic properties: pT(ℓ), η(ℓ), ϕ, W ‐pT, mT, Q(ℓ)

• lepton identification: IDs, isolation and impact parameters (dxy, dz, σdxy , σdxy)

• jet multiplicities: Njets (N soft
jets , Nhard

jets ), Nb‐jets (N soft
b‐jets, N

hard
b‐jets)
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• ISR topologies:

– recoil of objects against ISR, with ratios between pISR
T , HT, pmiss

T , pT(ℓ), W ‐pT

– angular correlations (∆ϕ, ∆R) between the ISR jet, pmiss
T and lepton

In terms of the kinematic selection, a pragmatic approach would be to lower the CT

requirement and add an extra general signal region defined by 200 < CT < 300 GeV,

following the characteristic “L” shapes in the 2D plane, as shown in Figure 10.8.
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Figure 10.8: Schema of the signal region splitting in the pmiss
T vs HT plane, including the low‐

MET region Z. Region ZhighMET indicates a potential extension of the region for higher pmiss
T

values, as originally selected by the CT variable.

To understand the viability of this simplified approach, a first step is to deconstruct and

revisit the elements of the kinematic CT variables (introduced in Section 6.4.4.3). Due

to the back‐to‐back ISR topology, pmiss
T has a strong positive correlation with pISR

T , and,
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consequently, HT. Given that HT is essentially a proxy for pISR
T , one can focus mainly

on HT to understand the correlation with pmiss
T , which is used for SR1. Furthermore,

the b‐jet requirement of SR2 is incompatible with the EWKino signals. Therefore, the

study focuses on SR1, which is also the more sensitive region in the analysis.

As discussed in Section 6.4.4.3, the discriminating power of the CT variables lies in the

different correlation strengths between signal and main backgrounds. This can be seen

in Figure 10.9, which presents 2D distributions of the deconstructed variables (pmiss
T

and HT) for the different signals plotted against the two main backgrounds, W + jets

and t̄t, for a general SR1 selection. For the signals, the masses are chosen close to the

sensitivity limits and medium ∆m values. Going from lower to higher ∆m, the shape

of the signal spectrum shifts upwards in the plane towards higher HT values due to the

additional available energy.

To paint a more accurate picture, the 1D projections of the 2D distributions are shown

in Figure 10.10, incorporating all the relevant backgrounds2. They provide a measure

of the signal significance as a FoM in the form of s/
√
b. When imposing higher require‐

ments on HT, there is a significant drop in the signal spectrum and, consequently, the

significance.

The distributions show that the bulk of the signals concentrates both at lower pmiss
T

and HT values, as also demonstrated in Figure 10.1 in the context of the trigger design.

Taking into account Figure 10.8, it is clear that a CT requirement in its original defi‐

nition would effectively discard a significant portion of the signals. Therefore, in the

low‐MET region, it is preferable to drop the simultaneous CT selection in its present

form. Additionally, the level of the HT cut is aligned with that of pmiss
T > 200 GeV,

while the pISR
T cut is kept at its minimum of 130 GeV, also in SR2. This adds additional

acceptance in the parameter space of the hadronic energy observables. The motiva‐

tion behind this modified approach is further justified by Figure 10.11, which shows the

ratio distributions between pmiss
T (W ‐pT), HT and pISR

T , that peak near unity, as expected

from ISR‐like topologies.

2N‐1 distributions are shown, removing the cut on the variable that is being plotted.
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Figure 10.9: 2D distributions of pmiss
T versus HT for the (a) T2tt: ~t1 → bff ′~χ0

1, (b) T2bW:~t1 →
b~χ±

1 → bff ′~χ0
1, (c) TChiWZ: ~χ±

1 ~χ0
2→ W∗Z∗~χ0

1~χ0
1 (d) Higgsino pMSSM, respectively, plotted

against the two main backgrounds, W + jets and t̄t. A general SR1 selection (inclusive in
lepton pT < 30 GeV, mT and Q(ℓ)) is applied with relaxed HT > 200 GeV and pmiss

T > 200 GeV
requirements. The signal masses are chosen close to the sensitivity limits and a medium ∆m.

With the bulk of the dominant backgrounds also concentrating at lower values, one

also loses the original discriminating power of the CT variables due to the reduced

differences in the correlation strengths. An alternative simultaneous selection is con‐

sidered that takes advantage of observables directly related to the recoil of the system

against ISR. While the angular distributions (∆ϕ, ∆R) between the ISR jet, pmiss
T and

muon show some potential in the depleted tails of the distributions, the momentum

ratios in Figure 10.11 indicate that one should be able to achieve significant separation

from backgrounds, especially in the region near unity, which is slightly off‐diagonal

in the 2D plane. The ratio shapes also show a dependence on the ∆m, which is more
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Figure 10.10: Signal and background distributions of pmiss
T (left) and HT (right) with a general

SR1 selection (inclusive in lepton pT < 30 GeV, mT and Q(ℓ)) with relaxed HT > 200 GeV
and pmiss

T > 200 GeV requirements. Distributions include benchmark signal points for strong
(T2tt) and EWKino (TChiWZ) production, with masses chosen close to the sensitivity limits
and high and low ∆m values. Backgrounds are taken directly from simulation, with QCD
events considered negligible and thus removed.

prominent for pmiss
T /HT than in the pISR

T /pmiss
T or pISR

T /W ‐pT observables. Therefore, a new dis‐

criminator is introduced in the form of the ratio between pmiss
T and HT. Such a variable

is also exploited by other analyses to suppress QCD backgrounds (e.g. [244]). In order

to isolate these regions near unity and maintain sensitivity to a range of ∆m values, a

fine binning of

[0, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.2,∞]

in pmiss
T /HT is implemented.

To summarise, in terms of the kinematic selection, the low‐MET region is defined by

200 < pmiss
T < 300 GeV and HT > 200 GeV (marked as Z in Figure 10.8), split into bins

of pmiss
T /HT. This low‐MET region can additionally be extended by the low HT and high

pmiss
T region, as originally selected by the CT variable (marked as ZhighMET in Figure

10.8), which is unused by the baseline analysis.
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Figure 10.11: Signal and background distributions of the ratio of pmiss
T /HT and the recoil of the

leading ISR jet against pmiss
T (pISR

T /pmiss
T ) and W ‐pT (pISR

T /W ‐pT) with a general SR1 selection (inclu‐
sive in lepton pT < 30 GeV, mT and Q(ℓ)) with relaxed HT > 200 GeV and pmiss

T > 200 GeV
requirements. Distributions include benchmark signal points for strong (T2tt) and EWKino
(TChiWZ) production, with masses chosen close to the sensitivity limits and high and low ∆m
values. Backgrounds are taken directly from simulation, with QCD events considered negligi‐
ble and thus removed.

However, preliminary studies have shown it not to contribute significantly to the sen‐

sitivity, mainly due to the preference of the signal to higher HT values with respect to

the pmiss
T , as discussed above in Section 6.4.4.3 in the context of the CT selection.
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10.5.1.1 Background Suppression

An effective background suppression strategy must be implemented to extract the

most sensitivity out of the low‐MET region. In the extended low pmiss
T and low HT re‐

gions, there is a significant increase in acceptance of both the signal and backgrounds

due to the exponential shape of the distributions. Therefore, one can afford to employ

a more aggressive approach and cut very tightly on discriminators in order to reduce

the dominant backgrounds.

Due to lepton universality in electroweak interactions, a third of the leptonic W‐boson

decays are expected to proceed via an intermediate tau τ , which is reflected in a phys‐

ical separation from the interaction point, expressed by the impact parameters (IPs)

of the leptons. The distributions of the IPs (dxy, dz) together with their uncertainties

(σdxy , σdz) are shown in Figure 10.12, with the ranges corresponding to the baseline

analysis lepton definitions (Section 4.2).

One can see that the signal is prompt around the origin, while a sizeable portion of

the backgrounds lies at higher absolute values. Therefore, a significant fraction of

the dominant backgrounds can be removed by strongly tightening the IP, selecting

events only at the peaks of the distributions. Furthermore, it can be seen that higher

uncertainties are associated with backgrounds, and therefore maximum requirements

on the IP error σ are applied as well. The exact values are chosen by a numerical

maximisation of the signal significance:

• transverse IP |dxy| < 0.0015 cm and 0.0012 < σdxy < 0.0022

• longitudinal IP |dz| < 0.003 cm and σdz < 0.004

In addition, the muon identification criteria have been tightened from the loose ID

to the tight ID (Section 4.1) in order to help further reduce any residual nonprompt

contributions.
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Figure 10.12: Signal and background distributions of the transverse and longitudinal lepton
impact parameters (dxy, dz) and their corresponding uncertainties (σdxy , σdz ) with a general
SR1 low‐MET region selection with 200 < pmiss

T < 300 GeV and HT > 200 GeV (inclusive in
lepton pT (< 30 GeV), mT and Q(ℓ)). Distributions include benchmark signal points for strong
(T2tt) and EWKino (TChiWZ) production, with masses chosen close to expected sensitivity
limits and high and low ∆m values. Backgrounds are taken directly from simulation, with
QCD events considered negligible and thus removed.

10.5.1.2 Additional Splitting

The binning of the low‐MET region is adopted from that of the baseline analysis signal

regions. Revisiting the two main observables of the analysis (mT, pT(ℓ)) in the context

of the low‐MET region, shown in Figure 10.13, indicate potential to improve the sensi‐
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tivity by splitting the regions further.
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Figure 10.13: Signal and background distributions of the lepton pT (left) and mT (right) with
a general SR1 low‐MET region selection with 200 < pmiss

T < 300 GeV and HT > 200 GeV
(inclusive in lepton pT (< 30 GeV), mT and Q(ℓ)). Leptons are required to have very tight IP
and tight ID. Distributions include benchmark signal points for strong (T2tt) and EWKino
(TChiWZ) production, with masses chosen close to expected sensitivity limits and high and
low ∆m values. Backgrounds are taken directly from simulation, with QCD events considered
negligible and thus removed.

One could take further advantage of the mT tail, shown in Figure 10.13, which is one

of the main sources of sensitivity of the search, as discussed in Section 8. A feature of

kinematic edges is that there is both depletion of backgrounds and signal, where one

takes advantage of the difference in shapes, as discussed in Section 6.4.4.2. Similarly,

as in the baseline analysis, there exists a trade‐off between sensitivity coming from

low lepton pT and high mT. In the particular case of the low‐MET region, even though

lower pmiss
T values favour lower mT values, in special configurations with lower pmiss

T

and higher pT(ℓ), this can lead to a population of the very high mT regions and provide

extra sensitivity. To isolate this very high mT region, an extra bin with mT > 130 GeV is

added, resulting in four mT bins. The lepton pT plot also indicates that for higher ∆m

values the signal acceptance can be increased by extending the general SR definition

with a higher lepton pT bin 30 GeV < pT(ℓ) < 60 GeV (VH). This is also motivated by

the extra high mT region. In turn, the control regions are re‐defined by pT(ℓ) > 60 GeV.
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It is important to note that these considerations are also relevant for the higher pmiss
T

regions of the baseline analysis as well and can help improve the sensitivity of the

entire search.

10.5.1.3 Electroweakinos

In the baseline analysis, a selection on both charge Q(ℓ) and pseudorapidity η(ℓ) is

implemented in SR1 in order to suppress backgrounds with W‐boson decays, as dis‐

cussed in Section 6.4.4.4. The corresponding distributions in the low‐MET region are

shown in Figure 10.14.
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Figure 10.14: Signal and background distributions of the lepton pseudorapidity η (left) and
charge Q(ℓ) (right) with a general SR1 low‐MET region selection with 200 < pmiss

T < 300 GeV
and HT > 200 GeV (inclusive in lepton pT (< 30 GeV), mT and Q(ℓ)). Leptons are required to
have very tight IP and tight ID. Distributions include benchmark signal points for strong (T2tt)
and EWKino (TChiWZ) production, with masses chosen close to expected sensitivity limits and
high and low ∆m values. Backgrounds are taken directly from simulation, with QCD events
considered negligible and thus removed.

With the additional acceptance of the low‐MET region, in general, further tightening

or splitting of the η(ℓ) could provide some gains in sensitivity in the context of the

strongly‐produced signals. However, in the context of EWKinos, due to the same elec‐

troweak nature of the production mechanisms as the dominant backgrounds (Section

9), additional selections are not considered. Therefore, for the low‐MET region, there
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is no further tightening of η(ℓ) and the charge cut is dropped in all low mT < 95 GeV

regions.

10.5.1.4 Summary

To summarise, the low‐MET region Z is generally defined by kinematic cuts on 200 <

pmiss
T < 300 GeV and HT > 200 GeV, marked as Z in Figure 10.8. It could addition‐

ally be extended by the low HT and high pmiss
T region ZhighMET , unused by the baseline

analysis. Only muons with pT > 6 GeV with |η| < 1.5 are considered, and the mini‐

mum requirement on the pISR
T is increased to 130 GeV, in compliance with the trigger

conditions.

The signal region binning of the low‐MET region follows that of the baseline analysis

with the following modifications:

• 8 bins in pmiss
T /HT (replacing the CT binning): [0, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.2,∞]

• very tight lepton IP:

– |dxy| < 0.0015 cm and 0.0012 < σdxy < 0.0022

– |dz| < 0.003 cm and σdz < 0.004

• tight lepton ID

• additional high mT bin = 4 mT bins: [0, 60, 95, 130,∞]

• additional high lepton pT bin = 4 lepton pT bins: [6, 12, 20, 30, 60]

• charge‐inclusive in all regions for EWKinos: Q(ℓ) = ±.

Ultimately, the low‐MET region with the additional binning results in an extra 256 SRs

(and correspondingly 64 CRs) on top of the baseline analysis regions, labelled as

SR[1,2][L,M,H,VH][a,b,c,d]Z

indicating the extra mT and pT(ℓ) bins. The labels are additionally appended by a suf‐

fix indicating the upper bound of the pmiss
T /HT bins (e.g. 0p9 for 0.8 < pmiss

T /HT < 0.9).
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The background composition of the SR1 bins against a benchmark T2tt signal point

is shown in Figure 10.15, while the composition of SR2 and the CRs are shown in Ap‐

pendix C.3.

Figure 10.15: Background composition of all SR1 bins in the baseline and low‐MET SRs, against
a benchmark T2tt (~t1 → bff ′~χ0

1) signal point with a mass chosen close to the sensitivity limits
and a medium ∆m = 40 GeV value.
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10.5.2 Expected Limits

In order to quantify the potential relative gain of the low‐MET region to the sensitivity

of the analysis, the expected limits (background‐only hypothesis) are calculated using

MC, incorporating the new set of SRs. The same procedure based on the CLS criterion

is implemented as in Section 8, with simplified reweighting and systematics. The ex‐

pected upper limits are calculated at 95 % CL interval using simulated samples gener‐

ated with 2018 conditions, corresponding to an integrated luminosity of L = 59.8 fb−1.

Expected results are also calculated with a scaling of the simulated signal and back‐

ground yields to L = 260 fb−1, with the relative statistical and systematic uncertainties

assumed constant. This corresponds to the expected dataset collected with the new

trigger, amounting to the cumulative luminosity between the 2018 dataset and the

expected LHC Run 3 luminosity of L ≈ 200 fb−1.

The relative difference in the expected upper limits between the baseline analysis and

the aggregated low‐MET region are shown in Appendix C.4 for the four different strong

and EWKino models. The expected improvements reach up to ≈ 50 %, depending on

the model and its parameters, with the largest improvements for the TChiWZ model.

Generally, there is a larger increase in sensitivity for the higher∆m regions, understood

to be mainly driven by the high mT regions. The increases in sensitivity are reflected

in the expected exclusion contours, shown in the 2D~t1 versus ~χ0
1 plane in Figure 10.16

for the strongly‐produced signals (T2tt and T2bW).

238



10.5. Sensitivity Chapter 10. Soft Trigger Algorithms

300 400 500 600 700 800

 (GeV)
t~

m

10

20

30

40

50

60

70

80

90

100

) [
G

eV
]

10 χ∼ ,t~
m

(
Δ

1−10

1

10

210
 (13 TeV)-159.7 fbCMS  PrivateWork 

 NLO+NLL excl.
1

0χ∼ b f f' → t~, t~ t~ →pp 

Expected (Baseline), median & 68%
Expected (Baseline + lowMET)

95
%

 C
L 

up
pe

r l
im

it 
on

 c
ro

ss
 s

ec
tio

n 
(p

b)

300 400 500 600 700 800

 (GeV)
t~

m

10

20

30

40

50

60

70

80

90

100

) [
G

eV
]

10 χ∼ ,t~
m

(
Δ

2−10

1−10

1

10

210
 (13 TeV)-1260 fbCMS  PrivateWork 

 NLO+NLL excl.
1

0χ∼ b f f' → t~, t~ t~ →pp 

Expected (Baseline), median & 68%
Expected (Baseline + lowMET)

95
%

 C
L 

up
pe

r l
im

it 
on

 c
ro

ss
 s

ec
tio

n 
(p

b)

300 400 500 600 700 800

 (GeV)
t~

m

10

20

30

40

50

60

70

80

90

100

) [
G

eV
]

10 χ∼ ,t~
m

(
Δ

1−10

1

10

210
 (13 TeV)-159.7 fbCMS  PrivateWork 

 NLO+NLL excl.
1

0χ∼+ bW→ 
1

+χ∼ b→ 1t
~, 1t

~ 1t
~ →pp 

)
1

0
χ∼

 + m
1

t~
 = 0.5 (m

1

±χ∼m

Expected (Baseline), median & 68%
Expected (Baseline + lowMET)

95
%

 C
L 

up
pe

r l
im

it 
on

 c
ro

ss
 s

ec
tio

n 
(p

b)

300 400 500 600 700 800

 (GeV)
t~

m

10

20

30

40

50

60

70

80

90

100

) [
G

eV
]

10 χ∼ ,t~
m

(
Δ

2−10

1−10

1

10

210
 (13 TeV)-1260 fbCMS  PrivateWork 

 NLO+NLL excl.
1

0χ∼+ bW→ 
1

+χ∼ b→ 1t
~, 1t

~ 1t
~ →pp 

)
1

0
χ∼

 + m
1

t~
 = 0.5 (m

1

±χ∼m

Expected (Baseline), median & 68%
Expected (Baseline + lowMET)

95
%

 C
L 

up
pe

r l
im

it 
on

 c
ro

ss
 s

ec
tio

n 
(p

b)

Figure 10.16: Comparison between the expected upper limits on cross section and exclusion
contours for the baseline analysis (black) and the aggregated low‐MET region (red) for the
strongly produced signals (T2tt:~t1 → bff ′~χ0

1 and T2bW:~t1 → b~χ±
1 → bff ′~χ0

1) in the 2D plane
of ~t1 masses vs. ∆m(~t1, ~χ0

1), in the muon channel. The plots on the left show the expected
limits for the 2018 luminosity L = 59.8 fb−1, whereas those on the right show the expected
limits with yields scaled to L = 260 fb−1, corresponding to the cumulative expected dataset
with LHC Run 3 data.
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Earlier preliminary studies have shown that the baseline analysis has very limited sen‐

sitivity to EWKino models [252]. Therefore, in order to underline the relative gain of

the low‐MET region, the expected upper limits are shown for several mass configura‐

tions at the limit of sensitivity. The limits on the cross section are normalised to the SM

background‐only cross section (σtheory), which can be interpreted as the signal strength

modifier r (see Section 8). Therefore, the lines correspond to the exclusion contours

where values below r = 1 indicate exclusion. For the TChiWZ model, the limits for the

lowest mass points m~χ±
1
= m~χ0

2
= [100, 125, 150] GeV are shown in Figure 10.17, as a

function of ∆m(~χ±
1 , ~χ0

1). The plots also show a comparison between charge‐inclusive

regions, where the charge cuts are dropped both in the baseline and low‐MET signal

regions. For the TChiWZ model, it can be seen that the addition of the low‐MET region

improves the sensitivity for most ∆m values, with the largest gain at higher ∆m, as

discussed above. Furthermore, the charge‐inclusive selection indicates improvement

in the lowest ∆m values, even at nominal luminosity. With an increased integrated

luminosity L = 260 fb−1, the combination of the low‐MET region with the charge‐

inclusive selection could lead to exclusions both at very low ∆m as well as higher ∆m

values.

Similarly, for the Higgsino pMSSM model, Figure 10.18 shows the limits for µ =

[100, 120, 140] GeV as a function of M1. For the Higgsino pMSSM model, the ex‐

pected gains in sensitivity from the low‐MET region, increased luminosity, and charge‐

inclusivity are less significant, with some potential at low M1 values, corresponding to

higher ∆m. The extrapolation to higher luminosity indicates that in the current anal‐

ysis configuration, one could expect minimal exclusion at the lowest µ values only.
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Figure 10.17: Comparison between the expected upper limits on cross section (normalised to
the SM background‐only cross section σtheory) for the baseline analysis (black, blue) and the
aggregated low‐MET region (red, magenta) for the TChiWZ EWKino signal (~χ±

1 ~χ0
2→ W∗Z∗~χ0

1~χ0
1)

for fixed mass points m~χ±
1

= m~χ0
2
= [100, 125, 150] GeV as a function of ∆m(~χ±

1 , ~χ0
1), in the

muon channel. The contours show expected upper limits both for the 2018 luminosity L =
59.8 fb−1 (black, red) and L = 260 fb−1 (blue, magenta), corresponding to the cumulative
expected dataset with LHC Run 3 data. The plots on the right correspond to charge‐inclusive
(Q±) signal regions.
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Figure 10.18: Comparison between the expected upper limits on cross section (normalised to
the SM background‐only cross section σtheory) for the baseline analysis (black, blue) and the
aggregated low‐MET region (red, magenta) for the Higgsino pMSSM EWKino signals for fixed
parameters µ = [100, 125, 150] as a function of M1, in the muon channel. The contours show
expected upper limits both for the 2018 luminosity L = 59.8 fb−1 (black, red) and L = 260 fb−1

(blue, magenta), corresponding to the cumulative expected dataset with LHC Run 3 data. The
plots on the right correspond to charge‐inclusive (Q±) signal regions.
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10.5.3 Soft Multileptons

As discussed in Section 5, the soft multilepton analysis [244, 245] is a complementary

compressed SUSY search that considers two or three leptons, with at least one oppo‐

sitely charged lepton pair. The signal regions are mainly categorised in terms of pmiss
T

and the invariant mass of the dilepton system mℓℓ. A dedicated dimuon, pmiss
T and Hmiss

T

cross‐trigger

(HLT_DoubleMu3_DZ/DCA_PFMET50_PFMHT60) has been developed in order to expand

the phase‐space to a low‐MET pmiss
T < 200 GeV region, increasing the acceptance and

sensitivity of the analysis for EWKino models.

The soft µ + hard jet + moderate pmiss
T trigger was examined in the context of im‐

proving the sensitivity of the analysis by recording events with very soft sub‐leading

muons that are not reconstructed by the dimuon trigger [280, 281]. In the context

of LHC Run 3, there is the consideration of extending the selection to lower invari‐

ant masses (mℓℓ < 4 GeV) and lower sub‐leading muon momenta (pT < 5 GeV)

in the low‐MET (pmiss
T < 200 GeV) region. A preliminary study indicates a signifi‐

cant increase in the acceptance of EWKino signals, which could potentially improve

the sensitivity to low ∆m points in the very low mass (1 < mℓℓ < 4 GeV) signal re‐

gions. Figure 10.19 shows the expected TChiWZ signal significance for the m~χ±
1
= m~χ0

2
=

{150, 175, 200} GeV and ∆m(~χ±
1 , ~χ0

1) = 8 GeV, as a function of the sub‐leading muon

pT(ℓ2). There is the indication of possible gains in sensitivity without modifying the

baseline selection, as shown in the final bin corresponding to pT(ℓ2) > 5 GeV. There

is further potential in exploiting the trigger if the sub‐leading lepton pT cut is relaxed

down to 3 GeV. This addition is considered in the context of the Run 3 analysis, pend‐

ing a full sensitivity study with the relevant systematics, as well as optimisation of the

final selection for background suppression.
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Figure 10.19: Expected TChiWZ signal significance for the m~χ±
1
= m~χ0

2
= {150, 175, 200} GeV

and ∆m(~χ±
1 , ~χ0

1) = 8 GeV, as a function of the sub‐leading muon pT(ℓ2), in the low‐
MET (pmiss

T < 200 GeV) and low invariant mass (1 < mℓℓ < 4 GeV) signal region. The blue
lines correspond to a soft dimuon trigger selection and the red lines indicate a logical ’OR’
together with the soft single muon trigger. The final bin pT(ℓ2) > 5 GeV corresponds to the
baseline signal region selection.
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Outlook

Soft Trigger and Electroweakinos

One of the primary motivations for the development of the soft µ + hard jet + moder‐

ate pmiss
T trigger was opening the window for the less accessible compressed EWKino

models, which is achieved in the form of a significant increase in signal acceptance.

The largest expected gains in sensitivity are for the TChiWZ model, which was deemed

the most promising model based on earlier preliminary sensitivity studies [252].

Considering the luminosity projections, it is reaffirmed that solely an increase in in‐

tegrated luminosity is not expected to bring large gains in sensitivity. It is appar‐

ent that in order to reach sensitivity levels of the soft multilepton search [245, 244]

(for 137 fb−1), the soft single‐lepton analysis would need to be re‐optimised towards

EWKino signals as a whole.

There are naturally certain caveats in performing a direct comparison. Firstly, the elec‐

tron channel needs to be considered in the baseline analysis regions as well, which

would improve the overall limits. On the other hand, the sensitivity study was per‐

formed with simplified reweighting and systematics, so one would expect the actual

limits to be slightly weaker. Furthermore, there are differences in the signals due to

additional reweighting and modelling improvements implemented in [245], leading to

different dilepton invariant mass spectra and, ultimately, upper limits on the signals.
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It is important to note that multilepton channels have a cleaner signature, with addi‐

tional rejection of single‐lepton backgrounds, especially W+ jets. Furthermore, there

are additional discriminating observables, such as correlations between two leptons,

that can be taken advantage of. However, this comes at the cost of lower acceptance,

which is higher in the single‐lepton channel. A trade‐off between signal acceptance

and background contamination exists between the two channels. With a larger signal

acceptance and, consequently, sample of events, there is additional potential to extract

the signal with more sophisticated methods.

Given that in building the low‐MET region, most of the main observables and han‐

dles in the soft single‐lepton analysis were considered, the signal significance study

underlines the limitations of a cut‐&‐count approach in separating the signal from the

dominant backgrounds in a more difficult region, especially for very low ∆m. This

is also apparent for the strongly‐produced signals, where the potential gains in sensi‐

tivity are rather limited, which can additionally be attributed to the analysis already

being well‐optimised for stop signals.

Nevertheless, with the extended parameter space, additional gains in sensitivity can

be achieved by further optimisation in the separation of the signal against the back‐

grounds. This could be achieved with sophisticated analysis methods. An example

is Machine Learning (ML), which potentially could pinpoint correlations or corners

of phase‐space that are missed in a standard cut‐&‐count analysis. Such methods are

briefly discussed below, also in the context of the full analysis.

A healthy perspective is that the single‐lepton and multilepton searches complement

each other by targeting different decay channels, in an attempt to cover as much of the

parameter space as possible. Therefore, one could foresee a combination of the single

and multilepton search in the context of e.g. a multivariate (MVA) or Deep Neural

Network (DNN) analysis. The synergies between the two are further underlined with

the potential of using the soft µ + hard jet + moderate pmiss
T as a complementary trigger

strategy.
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Several other factors need to be considered in the context of a full analysis that are not

reflected in the performed study, such as fine‐tuning the final offline selection with

respect to the trigger systematics. This is evaluated by the measurements of the effi‐

ciency curves and is ultimately dependent on the way the trigger selection is applied

(or parametrised) in data and simulation. Such considerations also open up the po‐

tential of using events on the efficiency turn‐on in order to expand further into even

lower pmiss
T regions. Therefore, one could consider the plateau selection in the signal

sensitivity study as a rather conservative one.

A complementary approach to improvements in the analysis methods are potential

further improvements to the trigger strategy itself. These are equally important in

the context of mitigating the increase in thresholds due to the higher luminosity and

harsher pileup conditions at the LHC. LHC Run 3 is currently collecting data at an

instantaneous luminosity L ≈ 2 × 1034 cm−2s−1 and pileup PU ≈ 60. Furthermore,

test LHC fills have shown that there is potential to go up to L = 2.4×1034 cm−2s−1 and

PU ≈ 70, which is being evaluated by the experiments. In such a scenario, one would

need to really push the limits of the trigger systems. There is strong encouragement

and support from the experiment to develop new trigger algorithms that not only keep

rates under the limits but additionally open phase‐space for new signals, as achieved

by this trigger.

One can always consider imposing additional requirements in order to reduce rates

and thresholds further. One could take advantage of the angular correlations in com‐

pressed SUSY signatures between the ISR‐jet, pmiss
T and leptons. Other examples in‐

clude requirements on lepton isolation at the trigger level; this is more challenging to

achieve at the L1T level, where internal studies have shown that for high pT muons, the

rate reduction was small at the cost of efficiency in the plateau. However, one must

also keep in mind that any additional requirements come at the cost of inclusivity and

add additional layers of complexity to the final analysis treatment. Here, once again,

one would need to make the choice between inclusivity and new potential users versus

exclusivity and lower rates and thresholds.
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Another possibility of the trigger systems that is becoming more widely used is data

parking for delayed reconstruction, opening up resources for higher rates and conse‐

quently lower thresholds; this was used in 2018 in the context of low pT (6 < pT <

18 GeV) single‐muon triggers, targeting B‐flavour anomalies (RK , RK∗). Data scout‐

ing with reduced event contents and a simplified event description also allows for the

reduction of thresholds, and there are significant efforts in its improvements, includ‐

ing L1T scouting at the full bunch crossing rate (40 MHz) [282], also with DNN [283].

A major upgrade for LHC Run 3 is heterogenous processing with GPUs on HLT, of‐

floading a significant amount of the bandwidth, especially for processing‐heavy re‐

construction algorithms (e.g. local tracking, ECAL and HCAL reconstruction) and

making space for a high rate (≈ 30 kHz) scouting stream [181], and possibly ML for

PF [284]. Furthermore, the viability of a low pT electron trigger could be re‐evaluated

with the most recent improvements in electron reconstruction and trigger algorithms,

discussed below. Finally, one could consider dedicated trigger algorithms in the search

for a displaced stop, as discussed below. Ultimately, synergies with trigger strategies

of other groups that have similar goals should be sought for.

Machine Learning

Advanced machine learning (ML) techniques are being developed and implemented

in a wide variety of applications, which provide superior performance compared to

standard approaches. ML methods can be exploited to construct discriminating ob‐

servables in an analysis, which are then used to define the final signal region selec‐

tion. They have the potential to better exploit correlations of observables that might

be hidden in the standard optimisation of a sequential cut & count analysis. This can

be especially advantageous for complex topologies, where there are subtle differences

in the spectra of kinematic observables, such as compressed SUSY signatures.

As described in Section 6.1, parallel to the cut & count soft single‐lepton analysis [4, 5],

the data is also analysed using an MVA technique [249] based on boosted decision trees
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(BDTs) [250]. Both methods rely on the same baseline event selection with only a few

minor differences that are used to maximise the sensitivity. The set of input variables

to the BDT consists of kinematic variables (pmiss
T andHT), leptonic variables (pT(ℓ), η(ℓ),

Q(ℓ), mT), jet variables (pISR
T , pT(b), Njets), as well as quantities that take advantage of

b‐tagging algorithms (N(bloose), ∆R(ℓ, b)and b‐tagging discriminant D(b)). The BDT

is trained using simulated samples of the T2tt signal model with four‐body decays

and W+jets, t̄t and Zinv events for the background. Due to the large dependence of

the event kinematics on the ∆m, each training is done as a function of the ∆m, av‐

eraging over the stop masses. The resulting BDT output response for two extreme

∆m points in both data and simulation can be seen in Figure 11.1, where the differ‐

ences in the distributions reflect the dependency of the signal event kinematics on the

∆m and BDT training optimisation. The signal‐to‐background separation is achieved

at high BDT values and the SRs are defined by requiring a minimum value on the BDT

discriminant for each ∆m point. The upper limits of the MVA approach are shown

in Figure A.3; the limits between the MVA and cut & count (Figure 8.4) approaches

are similar and compatible with one another, especially for low and medium ∆m. The

main improvement in sensitivity is for the high ∆m regions, which can partially be

attributed to the open lepton pT cut in the training of the BDTs, additionally selecting

leptons with pT > 30 GeV, which are not considered by the baseline cut‐&‐count signal

region selection. It is recently complemented by a full LHC Run 2 legacy result [251]

with 138 fb−1.

The application of an ML discriminator in the context of the low‐MET region tar‐

geted by the soft µ + hard jet + moderate pmiss
T trigger could provide superior signal‐

to‐background separation to the suggested strategy in the sensitivity study in this

challenging region. One must consider that for each of the EWKino signals, separate

training and optimisation of input variables are required, also with a mass‐splitting

granularity.
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Figure 11.1: Distributions of the BDT output at the preselection level in data and simulation
for the T2tt signal with ∆m of 10 GeV (left) and 80 GeV (right) [227].

In the context of object reconstruction and identification, ML has been shown to pro‐

vide improved efficiency and purity with respect to more standard methods, such as in

the case of MVA and DNN b‐tagging algorithms covered in Section 4.1 (e.g. DeepCSV,

DeepJet, ParticleNet), which are also exploited for triggering purposes, as mentioned

in Section 3.3.6.3. Therefore, one could explore potentially exploiting DNN for the re‐

construction of soft b‐jets at the HLT level, targeting the stop signals. Furthermore,

there exist dedicated electron, photon and muon MVA identification, with dedicated

training also performed for soft leptons (as discussed in Section 4.1) that could be taken

advantage of. These topics are covered below in more detail.

Further advanced developments are being investigated and implemented, including

sophisticated algorithms for more generic anomaly detection such as New Physics

Learning Machine (NPLM) [285] or an autoencoder‐based (AE) anomaly detection

[286], which is implemented for data quality monitoring (DQM) and even at the L1

trigger level [287].
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Soft Objects

Compressed SUSY signatures include very soft decay products, with their pTs depen‐

dent on the ∆m. Therefore, the ability of the detectors to efficiently reconstruct soft

objects is crucial in the context of compressed SUSY signatures, and any improvements

could translate into increased sensitivity.

As discussed in Section 4.2, the analysis already selects leptons with minimum thresh‐

olds that border on the limits of the detector design. The acceptance thresholds are

guided by efficiency measurements of the final leptonic object selection (identifica‐

tion, isolation and impact parameter), which also reflect the corresponding system‐

atic uncertainties. Therefore, it would be advantageous to target more efficient lepton

reconstruction in the low‐pT regime, which could also allow to reduce the minimal

thresholds on acceptance further, and, thereby, increase the signal acceptance. The

exponential signal spectrum drops very rapidly (Figure 6.7) for the smallest ∆m val‐

ues, so even a relatively small reduction in thresholds could lead to gains in sensitivity.

As mentioned in the ML discussion above, there exist dedicated electron, photon and

muon MVA identification, with dedicated training also performed for soft leptons that

could be taken advantage of. The typical use cases are in the context of b‐hadron de‐

cays and quarkonia analyses. A recent development is custom tracker‐driven low‐pT

electron reconstruction based on BDTs that has been developed to target measure‐

ments of B‐flavour anomalies (RK , RK∗) [288, 289], which is used for the delayed

reconstruction of the b‐parking dataset. Its improvement in efficiency relative to stan‐

dard electron reconstruction in simulation is shown in Figure 11.2 (left), which is cur‐

rently being taken advantage of. Another example is the LowPt muon ID criterion

[290] developed by ATLAS, which is used by the compressed EWKino analysis [291].

The LowPt selection accepts candidates composed of track segments in the inner de‐

tector matched to track segments from a single station of the muon spectrometer. As

shown in Figure 11.2 (right), it has a selection efficiency of ≈ 90 % for pT < 5 GeV

and results in an improved signal efficiency and background rejection for muons with
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pT < 10 GeV.

Figure 11.2: Left: Reconstruction efficiency curves for standard CMS electron candidates (blue
squares) and for GSF tracks (red circles) and electron candidates from the custom low‐pT elec‐
tron reconstruction algorithm (green triangles) as a function of the generator‐level electron
pT [288, 289]. Right: Muon reconstruction efficiencies for the LowPt WP as a function of the
muon η for 3 < pT < 10 GeV [290].

Therefore, one could revisit some of these reconstruction and identification algorithms

in the context of compressed signatures. One could also tailor them for the particu‐

lar scenario with a customised algorithm, which, for example, could be achieved by

performing dedicated training of BDTs or DNNs on the compressed SUSY signals.

Despite possible improvements in lowering the acceptance thresholds as much as pos‐

sible, a portion of the signal with extremely low lepton pT will always lie below the

acceptance of the detector. Therefore, in these cases where very low pT leptons are not

expected to be reconstructed, one could also take this into consideration. This could be

done, for example, with a lepton veto, in an analogous way that b‐jets are expected to

be too soft to be detected and are therefore vetoed in SR1. Naturally, this type of selec‐

tion would overlap with the all‐hadronic analysis [242], which would need to be taken

into account; A statistical combination of results (as presented in Section 8.2) would

not be possible with such a selection. Other examples include the compressed vector

boson fusion (VBF) search [292], where multiple signal leptons are not expected to be

identified due to their extremely low pT for signal regions targeting 1 < ∆m < 10 GeV.

For these scenarios, another approach would be to take advantage of soft track signa‐

tures left in the detector. For example, the ATLAS compressed EWKino search [291]
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uses a signal region based on a lepton and an opposite‐sign isolated low‐pT track to

increase the sensitivity for the lowest ∆m. For these regions, the track is selected to

be matched to a reconstructed lepton candidate with no identification requirements,

allowing electron and muon candidates to be reconstructed with pTs as low as 1 GeV

and 2 GeV, respectively. Track information could also be taken advantage of to dis‐

tinguish signal from background. In the stop signals, one would expect a significant

amount of tracks coming from the ISR and the b‐jet, whereas for W+ jets, apart from

ISR, one would not expect extra hadronic activity in a leptonic W‐decay, leaving fewer

tracks. One could employ track counting in specific regions of the boosted ISR‐like

topology. Such discrimination would be particularly useful in cases where the b‐jet is

too soft to be reconstructed, while the track information still remains.

Identification of b‐tagged jets is important for a number of SM measurements and BSM

searches, including SUSY signal models with stop decays. As discussed in Section 4.1,

standard algorithms rely on calorimeter jet reconstruction with pT > 20 GeV. Ulti‐

mately, higher mass splittings are targeted, such as in SR2 which requires at least one

b−jet with 30 < pT < 60 GeV. The exploitation of machine learning techniques for

b‐tagging, such as deep machine learning (DeepCSV, DeepJet, ParticleNet), provides

superior performance, which is also taken advantage of at the trigger level.

For the smallest mass splittings, many compressed analyses veto b‐tagged jets [292,

244, 293, 294, 291], as they are expected to be too soft to be reconstructed by standard

algorithms; In the soft single‐lepton analysis this is the case in SR1. Several analy‐

ses [242, 295, 296, 297] take advantage of the sophisticated soft b‐tagging algorithms

[298, 299] that have been developed, which allow b‐tagged jets to be identified with

1 < pT < 20 GeV. The ATLAS Track‐based Low‐pT Vertex Tagger (T‐LVT) [298] and

CMS Inclusive Vertex Finder (IVF) [299] algorithms exploit the excellent tracking ca‐

pabilities of the detectors in order to reconstruct soft b‐tagged jets only from tracks or

from secondary vertices without the strict requirement of association to a calorimeter

jet. The performance of the T‐LVT algorithm is shown in Figure 11.3. Therefore, the

implementation of such tagging algorithms could help increase the sensitivity to stop
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models, which is being performed via a selection on the secondary vertices. Further‐

more, one could also potentially explore exploiting these types of algorithms (includ‐

ing DNN) for the reconstruction of soft b‐jets at the HLT level. Naturally, one must

take into account that the requirement of a b‐jet is incompatible with the EWKino

signals (Section 9).

Figure 11.3: Acceptance times tagging efficiency for three algorithms after that of track‐jet‐
based b‐tagging as a function of b‐hadron pT measured in simulation [298].

Discriminating Observables

Apart from ML‐based discriminators, there is always extra potential in optimising stan‐

dard observables or exploiting new discriminators, which have not been used in the

context of this analysis. Naturally, any new observables could, in turn, serve as addi‐

tional input variables to ML training. Potential new observables that are promising in

the context of compressed SUSY searches are discussed below.

DeconstructedmT

As discussed in Section 6.4.4.2, the traditional transverse mass mT observable allows

one to take advantage of the difference in signal and background shapes in the kine‐

254



Chapter 11. Outlook

matic edge of the distribution. The considerations in the sensitivity study in the con‐

text of the low‐MET region (Section 10.5) attempt to take further advantage of the mT

tail, which is one of the main sources of sensitivity of the search. This is achieved in

the form of additional binning in lepton pT and mT, which could also serve as potential

improvements for the whole analysis. Due to the sensitivity of the mT tail, one could

also re‐optimise the exact cut values (m0
T) to maximise the signal‐to‐background ratio.

Furthermore, there is also some potential for additional splitting at the low mT values,

dominated by low pT leptons, corresponding to low ∆m.

Nevertheless, a traditional mT selection is most effective in distinguishing the domi‐

nant backgrounds from signals at higher pmiss
T values. Moderate or lower pmiss

T , char‐

acteristic of compressed signatures, generally favours lower mT values that are largely

populated by irreducible backgrounds, resulting in a very difficult region to explore.

Moreover, for similar reasons, it is not as efficient for low ∆m values due to the cor‐

relation with lepton pT, which is also reflected in lower gains in sensitivity for the

low‐MET region.

A selection on traditional mT discards some of the information of missing transverse

momentum ⃗pmiss
T , along with its correlations, that is used in its definition (Equation

6.3). It is possible to deconstruct the transverse mass variables (pmiss
T , pT(ℓ)) in order

to preserve the maximal amount of information about the magnitude and direction of
⃗pmiss
T [300]. This is achieved by defining two independent variables:

cosϕ =
⃗pT(ℓ) · ⃗pmiss

T

pT(ℓ)p
miss
T

and Q ≡ 1− m0
T
2

2pmiss
T pT

(11.1)

where cosϕ is the angle between the lepton pT and pmiss
T in the transverse plane and

m0
T is a fixed cut value chosen to maximise the signal‐to‐background separation. The

choice of m0
T is typically beyond the Jacobian peak around the mass of the W‐boson

(mT > mW > m0
T) and in the case of the soft single‐lepton analysis would correspond

to m0
T = 95 GeV.
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The effectiveness of deconstructed mT is demonstrated in [300], providing additional

signal‐to‐background separation in the context of compressed SUSY searches. It can

extend the accessible parameter space beyond the region probed by traditional meth‐

ods, which can further be expanded to EWKino models.

Preliminary studies in the context of the soft single‐lepton analysis indicated some

potential in providing separation from the dominant W + jets background. Given

that mT is one of the main variables that the signal regions are binned in, a possible

implementation requires a substantial redefinition and re‐optimisation of the final

selection of the search, pending a full sensitivity study with the relevant systematics.

Initial‐State Radiation

As discussed in the context of deconstructed mT, the missing transverse momentum

pmiss
T signature is often difficult to distinguish from one originating from SM back‐

grounds. One can take advantage of the correlations in the recoil of the LSPs against

the ISR jet, which can provide additional indirect sensitivity and separation from the

known backgrounds. There are several proxies that can quantify the recoil, such as

the ratio of pmiss
T and the ISR jet pT, pmiss

T /
√
HT or in the case of decay chains to a lepton

pmiss
T /W ‐pT (where W ‐pT is the vectorial sum of the lepton pT and pmiss

T ), which have been

studied in the context of the low‐MET region in Section 10.5.

Another more sophisticated approach to taking advantage of the correlations in ISR‐

like topologies is Recursive Jigsaw Reconstruction (RJR) [301, 302]. It is a technique

that allows recursively imposing a given decay tree on reconstructed events to yield

observables that can exploit kinematic correlations. It sub‐divides the event into sim‐

plified systems, calculated from the missing transverse momentum and four‐momenta

of reconstructed objects in their corresponding reference frames. In the case of com‐

pressed ISR signatures, RJR sub‐divides the topology into an ISR system, as well as

visible and invisible sparticle systems, yielding an estimator for the ISR recoil RISR =

ISR‐pT/pmiss
T [291, 295] in terms of the ISR system. Since the calculation resolves potential
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kinematic and combinatoric ambiguities, such as the provenance of jets, this quantity

is more accurate in events with multiple radiated jets.

ISR jets are predicted to originate predominantly from gluons rather than quarks.

Based on theoretical principles and experimental measurements, jets initiated by glu‐

ons exhibit differences with respect to jets initiated by light‐flavour quarks. Due to

the different underlying QCD interactions and subsequent hadronisation, they exhibit

properties depending on the flavour of the original parton. Gluon‐initiated jets have

higher particle multiplicity, a more uniform fragmentation function and are less colli‐

mated than quark jets, while light‐flavour quark jets are more likely to produce narrow

jets with hard constituents that carry a significant fraction of the energy [303, 304].

Therefore, gluon ISR jets can be tagged in order to distinguish them from certain back‐

grounds or signal quark jets. An example is using clustering with a larger‐sized cone,

yielding large R jets, and requiring them not to pass the b‐tagging selection [242]. The

Quark‐Gluon Likelihood (QGL) discriminant [303, 305] has been trained to make use

of the jet properties (jet energy sharing, multiplicity, angular spread) in order to distin‐

guish gluon from light quark jets. ATLAS studies extracted data‐driven templates for

several discriminating variables for quark‐gluon discrimination [304]. Furthermore,

quark‐gluon jet discrimination can not only help with ISR‐tagging, but also help dis‐

tinguish signals with quark jets from backgrounds with gluon‐enriched jets. In the

case of the soft single‐lepton analysis, it could also be helpful in reducing the W+ jets

and t̄t backgrounds. Moreover, as discussed above, quark‐gluon tagging is also taken

advantage of in the advanced heavy flavour tagging algorithms.

Long‐Lived Particles

There is an increasing effort at the LHC for BSM searches for long‐lived particles (LLP)

[306], with some key topologies shown in Figure 11.4. Such searches are very attractive

not only because of the various theoretical motivations but also because they can be

almost background‐free. In parallel, there have been a number of developments in the
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experiments to enable the reconstruction of displaced objects with higher efficiency.

Apart from the tracker already being indispensable in reconstructing secondary ver‐

tices, other examples include improvements already at the trigger level. This involves

a number of dedicated HLT algorithms free of beamspot constraints and related recon‐

struction bias. Furthermore, there are recent developments with FPGA implementa‐

tions of a Kalman Filter in the BMTF (KMTF) or DNN training in the EMTF, enabling

the possibility of triggering on displaced signatures at the L1T level.

As discussed in Section 5.1.2, the stop four‐body decay can have a small width and, con‐

sequently, the stop can acquire a lifetime for the lowest mass splittings ∆m < 30 GeV

(Figure 5.7), which is long enough to observe displaced vertices in the detector. The

total width of the stop is dependent on the possible mixing with the competing flavour‐

violating (FV) two‐body decay process (T2cc), which is also expected to become dom‐

inant at the lowest mass splittings (Figure 5.6). Therefore, this very compressed pa‐

rameter space could be either dominated by a large stop lifetime or FCNC interactions,

which are ultimately dependent on the level of FV couplings in the MSSM. In effect,

this means that the assumptions of prompt stop decays with zero lifetime might not

be reflective of nature for the lowest ∆m and should be taken into account in the mod‐

elling and interpretations.

This approach is currently being adopted in the context of a dedicated parallel search

for a long‐lived stop, where the signal models are extended with different assumptions

on the lifetimes of the stop, as well as the mixing with two‐body decays. The design

of such an analysis requires removing the dependence on objects being compatible

with the PV, which is primarily achieved by extending the thresholds on the impact

parameter selection. Furthermore, a requirement of a large impact parameter can be

used to suppress prompt backgrounds. Such considerations require a re‐optimisation

of the analysis in a number of aspects due to a rather different phase‐space compared

to prompt searches. The possible observation of displaced vertices would allow for

conclusions on the flavour symmetry of the model.
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Figure 11.4: Key topologies searched for by LHC experiments in searches for long‐lived parti‐
cles (LLPs) [307].

11.1 Final Remarks
Searches for physics beyond the standard model form a central element of the physics

programmes of the CMS and ATLAS, focusing on a large number of different SUSY

models [308, 309]. These include ’classical’ searches focusing on strong (gluino and

squark) as well as electroweak (gaugino or slepton) production, targeting standard

signatures. Such models were considered the most promising in terms of theoretical

motivations and experimental reach in the LHC era, however, unfortunately, they did

not lead to discoveries. In light of this, more challenging searches that target less‐

explored ’crevasses’ of parameter space, such as models with highly compressed mass

spectra considered in this thesis, have become more prominent. Summaries of recent

select (and non‐exhaustive) results targeting stop and EWKino production, including

compressed models, are shown in Appendix D; They show the exclusion of wide re‐

gions on a number of SUSY models with sparticles being excluded even beyond 1 TeV.
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Ultimately, this puts significant pressure not only on natural SUSY, which favours light

superpartners, but SUSY as a whole.

An increased integrated luminosity from LHC Run 3 and beyond is not expected to

bring large gains in sensitivity for many searches. This is not only the case for classi‐

cal types of searches but also for compressed SUSY searches (e.g. [310]). Therefore,

there are strong efforts by the experiments to take advantage of the many innovative

experimental and analytical techniques that are being developed. As discussed above,

search capabilities are being expanded in previously unexplored directions with the

use of sophisticated algorithms, including machine learning, new discriminating ob‐

servables or improved trigger techniques. The accessible phase‐space can be expanded

to existing or new models, with sophisticated trigger algorithms, such as those recon‐

structing displaced vertices targeting exotic LLPs, which have become more sought

after in the absence of recent discoveries at the LHC. Parking and scouting at the trig‐

ger level also provide useful alternatives to the standard trigger approaches. In parallel,

improvements at the trigger level are necessary to mitigate the effects of the harsher

LHC conditions due to the non‐linearity of rates with PU. A choice that needs to be

made in the nearest future between the experiments and LHC is whether the increase

in luminosity justifies the reduced phase‐space caused by higher trigger thresholds: a

question of quality versus quantity.
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On the theoretical front, there are equivalently a number of different considerations

that must be taken into account in shaping future analyses and interpretations. Firstly,

one must remember that the interpretations of the results are performed with simpli‐

fied models that include a number of different assumptions. Apart from the general

assumption that the sparticles in the decay chain are decoupled from the full theory,

the 100 % branching ratio is not a realistic one. This is demonstrated in the case of

four‐body decays competing with the flavour‐violating two‐body decay process, which

ultimately depends on the level of flavour‐violation in nature. Furthermore, the as‐

sumption that the stop decays are prompt is also likely not reflective of nature due

to the predicted long lifetime of the stop for the smallest mass splittings. Therefore,

extending the signal models with additional parameters such as lifetimes or widths, as

well as mixing with competing processes, are important modelling improvements.

Another more generalised approach to simplified models is that of the pMSSM, which

instead of sparticle masses, considers the MSSM mass parameters as free parameters,

which determine the mass spectra, branching fractions and cross sections. As with

the higgsino pMSSM model, one also typically employs a phenomenological approach

with assumptions on the hierarchy of the mass parameters and their values, based

on theoretical constraints such as the unification of gauge couplings or cosmological

motivations.

The MSSM itself is still a relatively economical model, where a possible soft SUSY

breaking mechanism is motivated by naturalness considerations. Alternative SUSY

breaking mechanisms have also been suggested, such as gauge‐mediated SUSY break‐

ing (GMSB) [126, 127], and there are a number of specific models that are being tar‐

geted by dedicated searches; In these models, the gravitino ~G is assumed the LSP and fi‐

nal states often contain photons [311]. Alternatively, stealth SUSY [312] models predict

new light particles with weak‐scale supersymmetric masses that feel SUSY breaking

only through couplings to the MSSM. The MSSM is also defined to conserve R‐parity

due to its strong phenomenological motivations, however, from the theoretical point

of view, it would not suffer any internal inconsistency if R‐parity were violated. There‐
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fore, there are also searches for R‐Parity Violating (RPV) models that do not impose

this requirement [313].

Taking into account the different assumptions that are made with respect to an uncon‐

strained SUSY theory, the exclusion limits set at the LHC could be viewed as weaker

than they seem. This could, in effect, still keep the window open to natural SUSY.

On the other hand, although naturalness has been the guiding principle of the design

of most BSM theories, it might not be a necessary requirement. Some theorists do

not support naturalness, attributing the anthropic principle to favour low values of

the fundamental physical constants. Furthermore, the naturalness criterion appears

to fail when applied to the cosmological constant. This motivated the building of a

SUSY model that abandons the hierarchy problem and only uses unification and dark

matter as the only guiding principles, known as split SUSY [314]. Of course, the least

optimal (but not impossible) scenario for us would be that new physics is hidden at en‐

ergy scales beyond LHC or even any conceivable future collider. Unfortunately, nature

probably does not care about our feelings.

Naturally, to uncover this, we need to continue combing through different corners of

the SUSY parameter space, with every new result scaling down the realm of possibil‐

ities. Consequently, we can certainly relax theoretical motivations or assumptions as

well as increase the complexity of the models. On the other hand, the models should

still remain feasible to be carried out on relatively short timescales of experimental

data‐taking periods. Ultimately, it is a matter of finding a pragmatic balance between

covering the most phase‐space possible while remaining phenomenologically viable.

This pragmatism can come from combining different searches and focusing on general

signatures rather than single models. There is a substantial overlap between SM preci‐

sion measurements and BSM searches, focusing on similar parameter spaces. Within

the BSM area, there are also further overlaps of signatures that are sought after, such as

monojet (ISR‐like) searches for SUSY and exotic particles. Moreover, simplicity does

open up the potential for re‐interpretations of results, which help cover more models

[315, 316]. We should take into account hints of new physics coming from other analy‐
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ses and experiments, such as various excesses or any other tensions within the SM that

might arise. Any residual excesses observed during LHC Run 2 have to be re‐examined

with the data arriving from Run 3, which will more than double our current dataset.

Nevertheless, if new physics does indeed turn out to be too heavy to be produced at the

LHC, then we should still be able to see its effects indirectly with precision measure‐

ments of SM parameters at the electroweak scale. This can be probed by theoretical

frameworks such as effective field theories (EFTs) [317], which are QFTs without the

restriction of renormalisability and are chosen to be valid up to an energy scale that

can be probed by LHC. Such approaches are rather different from standard searches

for localised excesses in binned analyses, and differences could be very subtle, requir‐

ing high‐precision measurements. Tensions with the SM could even be accounted for

in terms of global EFT fits (e.g. [318] in the top sector), however, the underlying calcu‐

lations are not trivial. In the absence of discoveries of exotic particles, it is not unlikely

that we will enter an area of precision measurements for new physics searches.

All of these considerations will shape the way we perform BSM searches in the up‐

coming HL‐LHC, HE‐LHC, as well as future colliders (e.g. FCC, ILC or even muon

colliders). A fundamental consideration for possible future colliders is essentially a

broader question of quality versus quantity: whether we want to continue pushing to

the highest energies and luminosities at hadron colliders with an increasingly difficult

background environment (as is the current approach with hadron colliders, including

the LHC) or whether we want to focus on cleaner electroweak signatures at lepton col‐

liders at lower energy scales, for precision measurements. These decisions will need

to be made in the nearest future and will be highly dependent on whether we find any

hints of new physics in the results that are yet to come.

To conclude, starting from detector experts and operations teams forming the founda‐

tion to provide high‐quality data, how we advance is ultimately a joint effort between

analysts and theorists, with a bridge formed by phenomenologists. We need to take

advantage of the latest sophisticated techniques and go beyond initial design consid‐

erations of the experiments to push to the limits of detection, analysis and theory.

263



Chapter 11. Outlook 11.1. Final Remarks

264



Acknowledgements

Life is very different without you by our side. Your optimism, happiness, energy and

especially love are what fuelled all our lives every single day. Thanks to you, I am the

person who I am today. All you ever wanted was for us to be happy, and I know that you

want us to continue being so ‐ this is what helps me keep my head held up high every

day. As promised, I am completing what I started and dedicate it all to your memory.

Jestem z Ciebie dumny, Tato.

I thank my mother, Ewa, for everything she has done for me ‐ all her unconditional

love in a wonderful childhood. Despite the difficult times we were born into, we were

given the opportunities that most do not have in this world. I could not have asked for

anything more, and I am grateful for everything. Thank you to my loving grandparents,

Babcia Krysia i Gienia and Dziadek Bronek, who shaped our lives ‐ with their good

hearts, they always wished for us to do well in life.

To the love of my life, Teresa: from day one, you have always been by my side, sup‐

porting me ‐ through the good times as well as the tougher times. None of this would

be possible without you by my side, and I am always grateful for that. I couldn’t be

happier to share my life with you, and I cannot wait to continue with the adventures

that await us ‐ especially with little Aurora, who is the light that brightens our lives ‐

eres la luz de nuestra vida. (P.S. I hope you read this thesis when you’re a bit older!)

With you in my life, my family has grown much bigger and brighter, especially with

Damelys, Paco and Sofi.

265



Chapter 11. Outlook 11.1. Final Remarks

To my sisters, starting from my ‘younger’ twin, Monika: thank you for all the countless

amazing memories and the many more that are yet to come! (Especially with David,

where we can continue our philosophical discussions on the deterministic universe

and free will, or lack thereof...). I just want to say that I am proud of you. Beata,

I am glad to have an older sister like you, and I am always so happy to spend time

with your wonderful family: little Lui, not‐so‐little‐anymore Emi and Stefan. I am

hoping for more Latin ‘corazon sentimiento’ parties or trips like Ischia, where time

flows differently!

I would like to thank my supervisors, Manfred, Ivan and Wolfgang, for giving me this

opportunity to work on one of the most magnificent and beautiful experiments in the

world. Throughout all these years, I have learned more things than I could have imag‐

ined, especially entering an entirely new world of high‐energy physics. This ranged

from many‐hour‐long sessions debugging analysis code, carrying out weekend night

shifts in the CMS control room as a DAQ shifter, to being fully responsible for de‐

ploying the L1T and HLT trigger menus, deciding which type of data CMS is going to

collect! I cannot lie that it was very challenging at times. Your patience in this process

has helped me shape my professional skillset and, taking your guidance as inspiration,

at this point, I feel like I can tackle any problem thrown at me with confidence. Nev‐

ertheless, as contemplated by ancient philosophers, the more we learn, the more we

realise we don’t know, so we should never stop learning.

I am grateful for all the friends and colleagues whom I had an opportunity to meet

across HEPHY, DKPI, TU, and especially during my times at CERN, ranging from the

SUSY to the L1T and TSG trigger groups and beyond. I would like to, however I cannot

name you all (and I dare not miss anyone!), but you know who you are :) Nevertheless,

I cannot resist making a special shoutout to the original DEMN group, with whom I

shared my first (notorious) office at Wohllebengasse ‐ those were definitely the most

fun times! To all my other family and friends who were already in my life or whom I

met later during my PhD journey, I thank you for being in my life.

266



List of Tables

2.1 Extra particle content in the MSSM with particles and their correspond‐

ing superpartners, in terms of gauge eigenstates or superfields [120]. . . 26

2.2 Supersymmetric mass eigenstates formed from the gauge eigenstates in

the MSSM. The sfermion (squark and slepton) mixing for the first two

families is assumed to be negligible. [120] . . . . . . . . . . . . . . . . . 32

3.1 Pseudorapidity η segmentation of the main subsystems of CMS, includ‐

ing the tracker, ECAL, HCAL and muon detectors [136]. . . . . . . . . . 51

3.2 Lowest thresholds and approximate rates of benchmark L1T object seeds

at a L = 1.8× 1034 cm−2s−1 (PU ≈ 50). . . . . . . . . . . . . . . . . . . 82

3.3 Lowest thresholds and rates of main unprescaled HLT paths at a L =

1.8× 1034 cm−2s−1 (PU ≈ 50). The rate uncertainties are of O(Hz). [186] 84

3.4 Main pmiss
T ‐type HLT paths in Run 2 and their corresponding seeds. . . 87

4.1 Electron identification variables based on shower/cluster shape, track‐

cluster matching with ECAL, track vertex as well as rejection of photons

conversion. A set of Veto, Loose, Medium and Tight WPs are presented.

Upper bounds on the variables are listed for the barrel (endcap) regions

with |ηSC | ≤ 1.479 (|ηSC | > 1.479.) . . . . . . . . . . . . . . . . . . . . . 101

4.2 Definition of final object selection used in the soft single‐lepton analy‐

sis presented in Part II. . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

267



List of Tables List of Tables

6.1 Definition of preselection and general signal region requirements, indi‐

cating splitting in mT with specific requirements on lepton η and charge

Q(ℓ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

6.2 Final signal region binning for both SR1 and SR2, indicating splitting in

CT, mT and lepton pT, together with the corresponding control region

definition. The very low (VL) lepton pT bin considers muons only. . . . 158

7.1 Correction factors Rll ∗Rlll/ll for NMC
ννl for CT1 > 75 GeV, split into pT bins. 170

8.1 Systematic uncertainties on the tight‐to‐loose ratio non‐universality,

based on measurements with b‐tag variations. The first set of bins cor‐

responds to the SR bins and the final bin corresponds to the CR with

pT > 30 GeV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

8.2 Additional nonprompt estimation non‐closure systematic uncertain‐

ties in SR1 and CR1 based on the combined MC closure, assigned per

individual bin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

8.3 Additional nonprompt estimation non‐closure systematic uncertain‐

ties in SR2 and CR2 based on the combined MC closure, assigned per

individual bin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

8.4 Typical ranges for relative systematic uncertainties (in %) on the total

background or signal prediction in the main SRs. The dash indicates

that the uncertainty source is not applicable. . . . . . . . . . . . . . . . 190

10.1 Lowest thresholds of single‐object triggers and rates at a L = 1.8 ×
1034 cm−2s−1 (PU ≈ 50) relevant to typical compressed SUSY signatures. 211

10.2 L1T Seed Rates at L = 1.5 × 1034 cm−2s−1. All SingleMu seeds have a

single muon quality (MU-QLTY_SNGL) selection applied. ”er” stands for

”eta‐restricted”. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

268



List of Tables List of Tables

10.3 Realistic L1T seed rates at L = 1.5 × 1034 cm−2s−1. All SingleMu seeds

have a single muon quality (MU-QLTY_SNGL) selection applied. . . . . . 215

10.4 Final HLT path proposal with two (Mu/NoMu) versions of four paths

with PF‐pmiss
T and PF‐Hmiss

T thresholds ranging from 70‐100 GeV. . . . . 219

10.5 Final L1T seed proposal with two seeds with two thresholds on pmiss
T

(ETMHF) of 40 and 50 GeV. . . . . . . . . . . . . . . . . . . . . . . . . . 219

A.1 Simulated samples of SM background and signal processes. For the

background samples, the cross sections used for normalisation are also

quoted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273

A.2 Level‐1 Trigger UTM (Micro Trigger Menu) Grammar specification com‐

ponents. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281

A.3 Typical HLT path structure . . . . . . . . . . . . . . . . . . . . . . . . . 285

269



List of Tables List of Tables

270



Appendix

A Feynman Diagrams

A.1 Charm Decay

A possible competing process to the four‐body stop decays involves the decay to a

charm quark, via a flavour‐violating (FV) neutral current (FCNC) interaction, as shown

in Figure 5.4.
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Figure A.1: Simplified signal models for flavour‐violating (FV) neutral current (FCNC) stop
decays to a charm quark (T2cc: ~t1 → c~χ0

1) [247, 242]
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A.2 Stop Production

Possible Feynman diagrams contributing to four‐body decays of the stop:

Figure A.2: Simplified signal models that contribute to stop pair‐production with 4‐body de‐
cays [246]
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B Analysis

B.1 Samples

Process Dataset σ [pb]
W+jets:
HT∈ [70,100] /WJetsToLNu_HT‐70To100_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 1596
HT∈ [100,200] /WJetsToLNu_HT‐100To200_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 1627
HT∈ [200,400] /WJetsToLNu_HT‐200To400_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 435.2
HT∈ [400,600] /WJetsToLNu_HT‐400To600_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 59.18
HT∈ [600,800] /WJetsToLNu_HT‐600To800_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 14.58
HT∈ [800,1200] /WJetsToLNu_HT‐800To1200_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 6.656
HT∈ [1200,2500] /WJetsToLNu_HT‐1200To2500_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 1.608
HT∈ [2500,+∞] /WJetsToLNu_HT‐2500ToInf_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 0.03891
t̄t:
Dilepton: /TTJets_DiLept_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 87.31
Single lepton from t /TTJets_SingleLeptFromT_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 182.2
Single lepton from t /TTJets_SingleLeptFromTbar_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 182.2
Zinv :
HT∈ [100,200] /ZJetsToNuNu_HT‐100To200_13TeV‐madgraph/ 345
HT∈ [200,400] /ZJetsToNuNu_HT‐200To400_13TeV‐madgraph/ 96.38
HT∈ [400,600] /ZJetsToNuNu_HT‐400To600_13TeV‐madgraph/ 13.46
HT∈ [600,800] /ZJetsToNuNu_HT‐600To800_13TeV‐madgraph/ 3.962
HT∈ [800,1200] /ZJetsToNuNu_HT‐800To1200_13TeV‐madgraph/ 1.813
HT∈ [1200,2500] /ZJetsToNuNu_HT‐1200To2500_13TeV‐madgraph/ 0.4411
HT∈ [2500,+∞] /ZJetsToNuNu_HT‐2500ToInf_13TeV‐madgraph/ 0.01009
Diboson:
WW /WW_TuneCUETP8M1_13TeV‐pythia8/ 115
WZ /WZ_TuneCUETP8M1_13TeV‐pythia8/ 47.13
ZZ /ZZ_TuneCUETP8M1_13TeV‐pythia8/ 16.52
Z/γ∗ , mℓℓ∈ [5,50]:
HT∈ [100,200] /DYJetsToLL_M‐5to50_HT‐100to200_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 224.2
HT∈ [200,400] /DYJetsToLL_M‐5to50_HT‐200to400_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 37.2
HT∈ [400,600] /DYJetsToLL_M‐5to50_HT‐400to600_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 3.581
HT∈ [600,+∞] /DYJetsToLL_M‐5to50_HT‐600toInf_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 1.124
Z/γ∗ , mℓℓ∈ [50,+∞]:
HT∈ [100,200] /DYJetsToLL_M‐50_HT‐100to200_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 181.3
HT∈ [200,400] /DYJetsToLL_M‐50_HT‐200to400_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 50.42
HT∈ [400,600] /DYJetsToLL_M‐50_HT‐400to600_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 6.984
HT∈ [600,800] /DYJetsToLL_M‐50_HT‐600to800_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 1.681
HT∈ [800,1200] /DYJetsToLL_M‐50_HT‐800to1200_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 0.7754
HT∈ [1200,2500] /DYJetsToLL_M‐50_HT‐1200to2500_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 0.1862
HT∈ [2500,+∞] /DYJetsToLL_M‐50_HT‐2500toInf_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 0.004385
Single t:
t‐channel /ST_t‐channel_top_4f_inclusiveDecays_13TeV‐powhegV2‐madspin‐pythia8_TuneCUETP8M1/ 136
W‐associated /ST_tW_top_5f_NoFullyHadronicDecays_13TeV‐powheg_TuneCUETP8M1/ 35.6
Single t:
t‐channel /ST_t‐channel_antitop_4f_inclusiveDecays_13TeV‐powhegV2‐madspin‐pythia8_TuneCUETP8M1/ 80.95
W‐associated /ST_tW_antitop_5f_NoFullyHadronicDecays_13TeV‐powheg_TuneCUETP8M1/ 35.6
t̄t+X :
t̄t+γ+Jets /TTGJets_TuneCUETP8M1_13TeV‐amcatnloFXFX‐madspin‐pythia8/ 3.697
t̄t+W to lν /TTWJetsToLNu_TuneCUETP8M1_13TeV‐amcatnloFXFX‐madspin‐pythia8/ 0.2043
t̄t+W to qq̄ /TTWJetsToQQ_TuneCUETP8M1_13TeV‐amcatnloFXFX‐madspin‐pythia8/ 0.40620
t̄t+Z to ll/νν, M ∈ [1,10] /TTZToLL_M‐1to10_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8/ 0.0493
t̄t+Z to ll/νν, M > 10 /TTZToLLNuNu_M‐10_TuneCUETP8M1_13TeV‐amcatnlo‐pythia8/ 0.2529
t̄t+Z to qq̄ /TTZToQQ_TuneCUETP8M1_13TeV‐amcatnlo‐pythia8/ 0.5297

Signal:
/SMS‐T2tt_dM‐10to80_genHT‐160_genMET‐80_mWMin‐0p1_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8

/SMS‐T2bW_dM‐10to80_genHT‐160_genMET‐80_mWMin‐0p1_TuneCUETP8M1_13TeV‐madgraphMLM‐pythia8
/TChiWZ_genHT‐160_genMET‐80_TuneCP2_13TeV‐madgraphMLM‐pythia8

/MSSM‐higgsino_genHT‐160_genMET‐80_TuneCP2_13TeV‐madgraphMLM‐pythia8

Table A.1: Simulated samples of SM background and signal processes. For the background
samples, the cross sections used for normalisation are also quoted.
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B.2 MVA Analysis Limits

Results of the parallel MVA [249] BDT‐based [250] analysis, with a common preselec‐

tion, discriminating variables and background estimation methods [4, 5]:
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Figure A.3: Exclusion limits at 95% CL on four‐body stop decays T2tt (left) and chargino‐
mediated decays T2bW (right) as a function ofm~t1 and∆m. A 100% branching ratio for the cho‐
sen decay channel is assumed and the decays are assumed to be prompt. The colour shading
corresponds to the observed limit on the cross section. The solid black (dashed red) lines rep‐
resent the observed (expected) limits, derived using the expected top squark pair‐production
cross section. The thick lines represent the central values and the thin lines the variations due
to the theoretical or experimental uncertainties. [4, 5].
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C Soft Trigger

C.1 Signal Distributions

2D signal distributions for the strong T2bW : ~t1 → b~χ±
1 → bff ′~χ0

1 and Higgsino pMSSM

signals:
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Figure A.4: 2D signal distributions of pmiss
T , pISR

T and pT(µ) for the strong T2bW : ~t1 → b~χ±
1 →

bff ′~χ0
1 (left) and Higgsino pMSSM (right) signals with masses with a medium ∆m = 40 GeV

and µ and M1 parameters close to the sensitivity limits
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C.2 L1T Seed Efficiency in Simulation

The L1T seed efficiency of the soft µ + hard jet +moderate pmiss
T measured in simulation:
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Figure A.5: Efficiency (L1T) of the muon, jet and pmiss
T legs of a soft (pT > 3 GeV) muon,

high pT > 100 GeV jet and pmiss
T cross‐trigger measured in a simulated T2tt signal sample

(m~t1 = 500 GeV, ∆m = 40 GeV)
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C. Soft Trigger Appendix A. Appendix

C.3 Low‐MET Regions

Summary of background composition of the low‐MET SRs and CRs:

Figure A.6: Background composition of all SR2 bins in the baseline and low‐MET SRs, against
a benchmark T2tt (~t1 → bff ′~χ0

1) signal point with a mass chosen close to the sensitivity limits
and a medium ∆m = 40 GeV value.
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Figure A.7: Background composition of all bins in the baseline and low‐MET CRs, against a
benchmark T2tt (~t1 → bff ′~χ0

1) signal point with a mass chosen close to the sensitivity limits
and a medium ∆m = 40 GeV value.
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C.4 Sensitivity

Relative difference between the expected upper limits for the combined baseline anal‐

ysis and low‐MET region:
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Figure A.8: Relative difference between the expected upper limits for the combined baseline
analysis and low‐MET region for the strongly‐produced (T2tt:~t1 → bff ′~χ0

1 and T2bW:~t1 →
b~χ±

1 → bff ′~χ0
1) and EWKino (TChiWZ: ~χ±

1 ~χ0
2→ W∗Z∗~χ0

1~χ0
1 and Higgsino pMSSM) signals,

calculated using simulated samples corresponding to the 2018 conditions and luminosity
L = 59.8 fb−1.
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C.5 Trigger Tools

The development of the seed and corresponding path is performed using the same

tools that are used by trigger experts to to create the final trigger menus for CMS.

Trigger Menu Editor (TME)

For the Level‐1 Trigger, the Trigger Menu Editor (TME) is a graphical user interface

(GUI) for creating and modifying L1T menu XML files [319]. The created XML files

are used for creating new trigger firmware implementations for the L1T Global Trigger

(µGT ), as well as generating new emulator code and trigger studies. The main user

interface of the tool is shown in Figure A.9.

Figure A.9: Screenshot of Trigger Menu Editor (TME), a graphical user interface for creating
and modifying L1T menu XML files.

The software application developed privately by CMS and is based on Python3/PyQt5

and makes use of the UTM (Micro Trigger Menu) C++ library. The algorithms are

expressed using a purpose built language based on a specialised Grammar specifica‐

tion. The UTM grammar contains the pre‐defined set of L1T objects (stored in ±2BX),

functions, cuts, external signals and logical operators, as shown in Table A.2.
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Type Description Example
Object physics object particle scalar vector

MU (µ) ETT (ET) ETM[HF] (pmiss
T )

EG (e/γ) HTT (HT) HTM (Hmiss
T )

JET (jet)
TAU (τ )

Function logical or mathematical comb dist mass
computation based on objects coincidence correlation invariant mass

Cut condition applied on objects ETA (η) DETA (∆η) MASS
or on return value of a PHI (ϕ) DPHI (∆ϕ) ISO
function DR (∆R) QLTY

CHGCOR CHG
External signal pre‐defined set of binary EXT

input signals to the µGT

Operators logical operators NOT AND (X)OR

Table A.2: Level‐1 Trigger UTM (Micro Trigger Menu) Grammar specification components.

The grammar is dependent on pre‐defined scales and bit assignments for the µGMT

and Calorimeter Layer 2 inputs to the µGT . This defines the data structures of the

objects, including the granularity and ranges of the possible cuts, as described in a

dedicated interface note [320] 1.

An L1T algorithm can be defined in the special expression language as follows:

< object > [< operator >] < threshold > [< bunchcrossingoffset >] (A.1)

where the object is a physics object, the operator defaults to greater or equal to and

threshold in units of GeV, with decimal points expressed as p. Since the µGT stores

information in neighbouring bunch crossings (±2BX), there exists the possibility of

setting a bunch crossing offset, which defaults to zero. The µGT allows for special

functionalities, such as the requirement of topological correlations such as ∆η, ∆ϕ,

∆R and invariant or transverse mass calculations. Different objects can be combined

using the AND logical operator or using the comb function in case of same object

types.

1The versions of the µGT interface note are updated as the system evolves
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To demonstrate some examples of algorithm expressions, in increasing order of com‐

plexity:

• L1_SingleMu15er2p1_BX1: hypothetical algorithm requiring a single muon with

pT > 15 GeV and |η| < 2.1 and standard ’single muon’ quality cuts and in BX +1)

MU15[MU-QLTY_SNGL, MU-ETA_2p1]+1

• L1_DoubleIsoTau32er2p1 from one of the core seeds in Table 3.2

comb{TAU32[TAU-ETA_2p13, TAU-ISO_0xE], TAU32[TAU-ETA_2p13, TAU-ISO_0xE]}

• L1_DoubleMu4p5er2p0_SQ_OS_Mass_Min7

mass_inv{MU4p5[MU-QLTY_SNGL, MU-ETA_2p0], MU4p5[MU-QLTY_SNGL, MU-ETA_2p0]}

[CHGCOR_OS, MASS_MIN_7]

• L1_TripleMu_5_3p5_2p5_DoubleMu_5_2p5_OS_Mass_5to17

comb{MU5[MU-QLTY_DBLE], MU3p5[MU-QLTY_DBLE], MU2p5[MU-QLTY_DBLE]}

AND mass_inv{MU5[MU-QLTY_DBLE], MU2p5[MU-QLTY_DBLE]}

[MASS_MASS_5to17, CHGCOR_OS]
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ConfDB GUI

As described in 3.3.6.3, HLT menus or configurations are stored within a Configuration

Database (ConfDB) system [321]. The HLT configuration contains information on the

relations between all paths, sequences, modules and their corresponding parameters,

as well as services such as prescale schemes. There exist offline databases for develop‐

ment purposes and online databases for data‐taking that are only accessible from the

internal network (.CMS) of the experiment. The databases are based on the Oracle

database management system.

The configurations are created, edited and stored using a dedicated Java application

known as the ConfDB GUI. These populate a template that is dependent on a particular

release version of the CMSSW software. A converter is then used to translate the menu

into a single python configuration file, that can be used online on the filter farm during

data‐taking or offline for Monte Carlo studies.

The main user interface of the ConfDB GUI application is shown in Figure A.10.

The HLT software is based on CMSSW, which is the same software framework used

for offline reconstruction and analysis. The HLT configuration initialises modules

with specific parameters that run the full HLT algorithms. Reconstruction algorithms

designed for fast performance are used to identify candidates for muons, electrons,

photons, charged and neutral hadrons. The objects have higher purity than that of

the L1T, using inputs from the full detector readout. Thanks to the versatility of a

software‐based system, a wide range of more complicated algorithms can be imple‐

mented, such as special iterative tracking or the tagging of heavy‐flavoured jets, via

the determination of combined secondary vertices (CSV), including the use of deep

neural networks (DNN). Processing‐heavy algorithms are ran at a later stage, typically

preceded by some initial reconstruction and filtering based on calorimeters and muon

detectors.

Filtering modules are used to apply requirements on the reconstructed objects, such
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Figure A.10: ConfDB GUI, a graphical user interface for creating and modifying HLT menu
configuration files.

as thresholds on energy or momentum or topological requirements. Within a path,

the filters are embedded to be ran following early reconstruction algorithms, so that an

event is rejected prior to running any further, potentially processing‐heavy, algorithms

unnecessarily.

Each HLT path is a sequence of specific reconstruction (EDProducer) and filtering

(EDFilter) modules. They follow the structure of the Event Data Model (EDM) of

CMSSW, that stores the collision data within a C++ type‐safe container called edm:Event.

This includes the RAW data (detector data, L1T result, HLT result, HLT objects) to‐

gether with added RECO products and metadata (configuration, and alignment and

calibration data), as the events are processed.

A typical HLT path has a standard structure of increasing complexity, as described in

Table A.3.

Therefore, each path starts with HLTBeginSequence. Each path contains a L1T seed

filter as the first module, followed by a prescaler module defining the HLT prescales.
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HLT Module Description

HLTBeginSequence special module defining the trigger type, an L1 un‐
packer sequence and the beam‐spot information

hltL1s[L1TSeed] filter module selecting on given L1T seeds
hltPre[HLTPath] prescaler module containing HLT prescale values

HLTReco[Object]Sequence reconstruction sequence
hlt[Object]Filter[Threshold] filter on reconstructed object

...
...

HLTEndSequence returning a True boolean

Table A.3: Typical HLT path structure

Following are series of reconstruction sequences and modules filtering on the recon‐

structed objects. Specific requirements in the form of cuts can be imposed both in the

reconstruction and, naturally, the filtering modules. If all filters pass for an event, the

HLTEndSequence returns a True boolean, indicating a positive HLT decision.

The typical structure of an HLT path is illustrated in Figure A.11, taking the pure pmiss
T +

Hmiss
T HLT path HLT_PFMET120_PFMHT120_IDTight as an example.

Within the converted python configuration file the path is thus defined by the follow‐

ing snippet of code:

HLT_Mu3er1p5_PFJet100er2p5_PFMET80_PFMHT80_IDTight_v1 = cms.

Path(HLTBeginSequence +

hltL1Mu3er1p5Jet100er2p5ETMHF40ORETMHF50 +

hltPreMu3er1p5PFJet100er2p5PFMET80PFMHT80IDTight + cms.

ignore(hltL1sSingleMuOpenObjectMap) +

hltL1fL1sSingleMuOpenCandidateL1Filtered0 +

HLTL2muonrecoSequence + cms.ignore(

hltL2fL1sSingleMuOpenCandidateL1f0L2Filtered0Q) +

HLTL3muonrecoSequence + cms.ignore(

hltL1fForIterL3L1fL1sSingleMuOpenCandidateL1Filtered0) +

hltL3MuFiltered3er1p5 + HLTRecoMETSequence + hltMET50 +

HLTHBHENoiseCleanerSequence + hltMetClean + hltMETClean40
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+ HLTAK4CaloJetsSequence + hltSingleCaloJet70 + hltMht +

hltMHT50 + HLTAK4PFJetsSequence +

hltPFJetsCorrectedMatchedToCaloJets70 +

hltSinglePFJet100er2p5 + hltPFMHTTightID +

hltPFMHTTightID80 + hltPFMETProducer + hltPFMET80 +

HLTEndSequence)

Figure A.11: ConfDB GUI display of the structure of the soft µ + hard jet + moderate pmiss
T HLT

path (HLT_Mu3er1p5_PFJet100er2p5_PFMET80_PFMHT80_IDTight)

286



D. Status Quo of Compressed SUSY Searches Appendix A. Appendix

D Status Quo of Compressed SUSY Searches
There is a significant effort at ATLAS [137] and CMS [136] focusing on compressed

SUSY and this section gives a general overview of the most recent results target‐

ing these signatures, starting from a ∆m of 1 GeV up to the mass of the top quark

mt ≈ 173 GeV (top‐corridor). In order to illustrate the reach of some analyses in

compressed regions, Figures A.12 and A.13 shows a summary of the exclusion limits

for models with strong and electroweak SUSY mechanisms, where the compressed

regions are near the diagonal. Figures A.12 and A.13 show exclusion limits on stop

pair‐production (left) as well as chargino‐neutralino (χ±
1 ‐χ0

2) production (right). For

stop pair‐production, exclusions are made in the plane of the stop ~t1 (NLSP) and ~χ0
1

neutralino (LSP) masses. The compressed region is interpreted in terms of direct stop

decays to a four‐body final state, excluding stop masses up to≈ 700 GeV (for 35.9 fb−1).

For chargino‐neutralino (χ±
1 ‐χ0

2) production, exclusions are made in the plane of the

chargino ~χ±
1 (NLSP) and neutralino ~χ0

1 (LSP) masses. The compressed region is inter‐

preted in terms of a WZ‐mediated model, excluding chargino masses up to≈ 300 GeV.

The strongest limits reach up to~t1 ≈ 1.3 TeV for both models.
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Figure A.12: Summary of limits on CMS SUSY searches [308] for stop pair‐production (left)
and chargino‐neutralino (χ±

1 ‐χ0
2) production (right). A 100 % branching ratio is assumed for

the chosen decay channel and the decays are assumed to be prompt.
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Figure A.13: Summary of limits on ATLAS SUSY searches [309] for stop pair‐production (left)
and chargino‐neutralino (χ±

1 ‐χ0
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