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Abstract

Modern drive systems for induction motors (IM), require accurate knowledge of the
motors equivalent circuit parameters. The control scheme in use, utilizes those to
operate the IM. When the parameters are unknown but the motor is already connected
to its load, conducting standard test might not be possible. Those tests also require
trained personal, and thus are costly. In this thesis several identification methods which
can be carried out at standstill are investigated. Additionally, the methods should
be suitable for self commissioning. This means that they can be performed using a
standard power inverter without any additional supply or measurement equipment. For
each parameter one or more identification methods are studied in a simulation and
with measurements. The stator resistance is identified with a DC-test. The transient
inductance is found with a high frequency single phase test, a current and a voltage
step test. For estimation of the magnetizing inductance a low frequency single phase
test and a DC-decay test are investigated. The rotor resistance is identified with a
single phase test and the rotor time constant is estimated with an iterative sinusoidal
or flux observer based test. As each method has its advantages and disadvantages, the
results of this thesis provide insight on their applicability.
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CHAPTER 1

Introduction

Electric machines provide a way to transform electrical to mechanical energy or vice
versa. From various types of electric machines, induction machines (IM) are the most
common ones. [1] They are used in many industrial applications and can also be found
in households or elevators. Although IMs can be used as generators and motors, their
performance as motors is preferred. Advantages are the simple and robust structure,
high durability, low maintenance effort and the relative low price. For simple tasks, the
IM can also be run with direct connections to a three-phase system. The drawbacks
are the high acceleration current and the low efficiency in comparison to synchronous
motors. Since the emergence of power inverters the IM can also run at variable speeds,
as the rotational speed is coupled with the supply frequency. [2, 3]
The use of 3-phase inverters also gave way to various control methods, with the most
simple one being V/f − control. In feed forward control the flux inside the motor is
kept constant. To reach different operating points, the voltage is varied in proportion to
the frequency. Due to its poor dynamic speed performance, it is mostly used in simple
applications. With the introduction of field oriented (or vector) control strategies, the
dynamic performance was finally comparable to a synchronous machine. The so called
rotor flux oriented control is widely used in high performance drive systems. Field
oriented control systems require knowledge of the actual position of the flux linked
with the rotor. The flux could be measured with hall sensors but this would increase
the complexity and costs. Another option is to estimate the flux with the help of a
rotary encoder and the electric quantities. Therefore, the rotor flux oriented (RFO)
control requires accurate values of at least some IM parameters. Various RFO control
schemes have been introduced throughout history. Which parameters are required
depends on the applied RFO control scheme. [4] Running the system with control
parameter values that do not match the actual values, results in a detuned operation.
In modernizing projects or in cases where the motor and inverter are not sold as a unit,
the parameters are not known beforehand. The parameters are then estimated during
the drive initialisation. This process is also called self-commissioning. [5]
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1 Introduction

Numerous methods for IM parameter identification can be found in literature.
Classical approaches are based on DC, locked rotor and no-load tests. [6] Where the
no-load test requires the IM to rotate freely and the locked rotor test needs a locked rotor.
In many applications the no-load test cannot be performed as the IM is connected
to its load. Considering elevator modernizing, decoupling the load would be very
difficult and cost intensive. In addition, trained personal is needed to conduct the
classical tests. Hence, identifying the parameters at standstill is a more appropriate
and economic approach. Parameter identification at standstill is also termed offline
parameter identification.

Induction motor parameters vary with frequency, saturation and temperature and
are only valid at a specific operating point. In some applications online identification
is used which adjusts the control parameters during normal operation. Nevertheless,
offline methods are investigated in this thesis.

1.1 Scope
This thesis investigates several induction motor parameter identification methods at
standstill. These parameters are required for the field oriented control of the IM.
The work for this thesis was performed in cooperation with Schindler Aufzüge AG in
Corporate R&D Drives department in Ebikon, Switzerland. The goal is to evaluate
methods, which can be implemented for self commissioning purposes. Self commissioning
implies that the test can be conducted using only the inverter without any additional
measurement or supply equipment. A complete identification process includes tests
for all motor parameters that are required for the motor control. The reason for
standstill identification is to either update or check existing parameters, or initialize an
unknown machine. First, an extensive literature research was conducted where several
fitting methods were chosen for further investigation. Apart from self commissioning a
requirement is that the methods do not need excessive computational power and memory.
Second the methods were simulated in MATLAB/Simulink and then experimentally
verified using laboratory facilities of the R&D Drives department.

1.2 Structure
The second chapter starts by presenting the working principle of an induction motor.
Then space phasors are introduced followed by the mathematical description of
the IM including two equivalent circuits. At last the drive structure including the
rotor flux oriented control and the features of three-phase voltage inverter are mentioned.

Chapter 3 provides an overview of standstill identification methods by first giving a
general overview of state of the art methods found in literature. Second the principle of
single phase excitation is explained. For each IM parameter the chosen methods for
evaluation are then described in detail with their known up and downsides.
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1 Introduction

Chapter 4 shows the results of the parameter identification. The Matlab/Simulink
environment is mentioned and the experimental setup is described. Then the results of
the methods are presented in the same order as in chapter 3.

In the end Chapter 5 summarizes the results and findings of this thesis and suggests
topics for future investigation.
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CHAPTER 2

Induction Motor

This chapter provides a short summary about the mathematical formalism considering
the induction motor. First, the working principle of an IM is explained and the different
types are mentioned. Then an introduction in the space phasor theory is given, which
is an important tool in describing the IM. After that, the most important equations are
mentioned and two commonly used equivalent circuits are presented. At last, an outline
of a common drive structure are introduced, with focus on the three phase inverter and
the field oriented control scheme.

2.1 Principle of Operation
The induction motor produces its torque via electromagnetic induction. currents in the
stator windings produce a rotating magnetic field. This field then induces a current
through the rotor windings. Together, the rotor currents and the stator field are
responsible for the creation of torque. An IM always rotates slower than the produced
stator field. If the rotor would move at the same speed, the field seen from the rotor
would be constant. Leading to a vanishing rotor current and torque.[5] The absolute
and relative difference in angular speed are called slip frequency ωslip and slip s.

ωslip = ωsyn − ωm (2.1)

s = ωsyn − ωm

ωsyn

(2.2)

where ωm is the mechanical speed of the rotor and ωsyn is the synchronous angular
speed of the stator field. The synchronous angular speed is determined by the electric
frequency f and the number of pole pairs p:

ωsyn = 2πf

p
(2.3)

4



2 Induction Motor

IMs are mainly categorized into two groups depending on the type of the rotor
windings. Squirrel-cage motors have embedded bars as windings in the rotor slots which
are short circuited at both ends. Wound rotor types contain a three phase winding on
the rotor similar to the stator. [1] Wound types produce a smoother torque whereas
squirrel-cage motors are more economic and simpler to manufacture. In this thesis the
focus lies on the squirrel-cage type. Nevertheless, the methods could also be applicable
for IMs with wound rotors.

2.2 Space Phasor Theory
The Space Phasor Theory was first introduced 1959 by Kovács [7] and is now commonly
used to model the transient conditions of a motor. In principle, the spatial distribution
of the electric and magnetic quantities inside of the machine are represented with a
space phasor in the complex plane. The theory provides an elegant way to depict the
transient conditions of electric machines and simplifies their control strategies. For its
application, the following simplifying assumptions need to be made:

• The machine structure is rotationally symmetrical

• The 3-phase supply network is symmetrical

• Electromagnetic quantities are sinusoidally distributed along the machines radius.
Therefore only the first harmonic will be taken into account.

• The machine parameters are assumed to be constant. Varying resistances or
saturation must be set according to the operating point

With the assumptions above, the spacial distributed magnetic potential inside the air
gap is sinusoidal. The current space phasor is then defined in a way that it always points
to the maximum of the magnetic potential. This space phasor defines the current state
of the machine and can be transformed back into the phase currents unambiguously.
The three phase currents are transformed using the so called Clark Transformation.

iα,β = 2
3 · (iU + iV · a + iW · a2) (2.4)

with:
a = ej 2π

3 (2.5)
The Clark Transformation can also be applied to the voltage and flux without any
restrictions:

uα,β = 2
3 · (uU + uV · a + uW · a2) (2.6)

ψ
α,β

= 2
3 · (ψU + ψV · a + ψW · a2) (2.7)

This transformation can also be reversed. The phase quantities are calculated as
shown here for the current:

iu = Re{iS} (2.8)

5



2 Induction Motor

iv = Re{a2 · iS} (2.9)
iw = Re{a · iS} (2.10)

U

V

W

LU

LV

LW

α

β

Lα

Lβ

Figure 2.1: The three phase system on the left gets transformed into the 2 phase system
shown on the right side.

In the field oriented control of electric machines, the space phasors are needed in
different Reference Frames (RF) or coordinate systems. The three most common ones
are described below. Although the transformations between the reference frames are
given for the current phasor, they can also be used for all space phasors. In figure 2.2
all 3 mentioned reference frames are displayed with respect to a randomly chosen rotor
flux space phasor.

Stator reference frame (α, β) The real and imaginary part of equation (2.4) represent
the stator RF. This RF is fixed to the stator. The α-axis points in the direction of
phase u.

Rotor reference frame (d, q) This RF is fixed to the rotor and therefore moves with
mechanical angular speed ωm in relation to the stator RF. Quantities in the (d, q)-RF
are calculated using the mechanical rotor angle γm.

id,q = iα,β · e−jγm (2.11)

Synchronous reference frame (x, y) This RF is fixed to the rotor flux and by defini-
tion, the rotor flux points towards the x-axis. In relation to the stator RF it rotates
with the synchronous angular speed ωΨ. Quantities in the (x, y)-RF are calculated
using the synchronous rotor angle γΨ.

ix,y = iα,β · e−jγΨ (2.12)

It should also be mentioned here that in English literature, the synchronous reference
frame often is termed dq-RF.

6



2 Induction Motor

α

β

d

q

γm

x

y
γΨ

Ψr

Figure 2.2: The stator(α, β), rotor (d, q) and synchronous (x, y) reference frame with
respect to the rotor flux space phasor Ψr.

2.3 Mathematical Model & Equivalent Circuits
This section provides the mathematical model of an induction machine with respect to [8]
and the use of the space phasor theory, described in the previous section. Furthermore,
two equivalent circuits of the induction machine are introduced in the subsections.

In a general reference frame, rotating with the angular speed ωk, the IM can be
described by the following equations:

Stator Voltage Equation

uS = iS · RS + dΨS

dt
+ jωkΨS (2.13)

where uS is the voltage seen at the stator terminals, iS the stator current, RS represents
the stator winding resistance and ΨS is the stator flux. The subscript S stands for
"stator".

Rotor Voltage Equation

uR = iR · RR + dΨR

dt
+ j(ωk − ωm)ΨR (2.14)

where: uR is the rotor voltage, iR the rotor current, RR represents the rotor resistance
and ΨR is the rotor flux. The subscript R stands for "rotor". In case of a squirrel cage
motor, the rotor circuit is short circuited and uR = 0 As in this thesis only this type of
motor is considered, uR is always zero.

7



2 Induction Motor

Stator Flux Equation
ΨS = LS · iS + LSR · iR (2.15)

where: LS is the stator inductance and LSR the mutual inductance of the rotor and the
stator circuits

Rotor Flux Equation
ΨR = LR · iR + LSR · iS (2.16)

where: LR is the rotor inductance.

Based on the equations above, and using a turns ratio similar to that used for trans-
formers, an induction machine can be modelled with various equivalent circuits. Two
EC are described below.

Torque Equation
T = −Im{iS ∗ ΨR} (2.17)

The resulting torque T of the motor is calculated with the imaginary part of the stator
current times the rotor flux.

2.3.1 T - Equivalent Circuit
By applying a turns ratio, similar to a transformer the rotor quantities can be referred
to the stator side. Hence the IM can be described with an equivalent circuit. The
stationary T - equivalent circuit, shown in 2.3 is very commonly used and often referred
to as the standard induction motor EC. [9] [10] On the rotor side of the circuit, RR

s
represents the mechanical load of the motor, as the slip s is dependent on the torque.
LσS and LσR are the stator and rotor leakage inductances. LM is the mutual inductance.
These inductances are defined as follows:

LS = LσS + LM (2.18)

LR = LσR + LM (2.19)

RR

s

iR
LσR

uS

iS
RS LσS

im

LM

Figure 2.3: Stationary T-Equivalent Circuit
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2 Induction Motor

2.3.2 Inverse Γ-Equivalent Circuit
Using a different turns factor the stator and rotor leakage inductance can be referred
to the stator side using the below introduced leakage factor σ, the stationary EC can
be redrawn to the inverse Γ-circuit.

σ = 1 − L2
M

LS · LR

(2.20)

In the circuit shown in figure 2.4, it can be seen that this reduces the amount of
parameters to four. This circuit is most commonly used in the parameter standstill
estimation, as it is only necessary to estimate four parameters. In addition to simplicity,
the leakage inductance or transient inductance σLS is required for the current controller
in the rotor flux oriented control scheme. A detailed explanation of this control structure
is given in the next chapter.

The referred parameters are calculated as follows.

RR = RR · L2
M

L2
R

(2.21)

iR = iR · LM

LR

(2.22)

RR

s

iR

uS

iS
RS σLS

im

LS(1 − σ)

Figure 2.4: Stationary Inverse Γ -Equivalent Circuit

Parameter Conversion For completeness the formulas to convert the inverse-γ pa-
rameters to the standard values are given here. At first the total leakage inductance
needs to be split into the rotor and the stator leakage inductance. As recommended by
IEEE [9] the NEMA design type of the motor is used to calculate LσS and LσR. If the
NEMA type is unknown, two leakage inductances are assumed to be equal. Therefore,

LσS = LσR = σLS

2 (2.23)

9



2 Induction Motor

the mutual inductance is then determined by,

LM = LS

2 · (2 − σ) (2.24)

ans the rotor inductance and the rotor resistance can be calculated with,

LR = L2
M

(1 − σ)Ls

(2.25)

RR = RR · L2
R

L2
M

(2.26)

2.4 Drive Structure
A simple drive structure consist of a power inverter an induction motor and the load.
The inverter gets supplied from the mains and converts the voltages to the desired
values. These are applied to the IM which is then able to produce torque. The inverter
also possesses a control unit, which sets the PWM switching times and processes any
measurements. Measured quantities are commonly the DC-Link voltage, the output
phase currents, the IM speed and temperature.

Inverter

IM3-Phase Supply Load

+

UDC

Control

Figure 2.5: This figure shows a simplified version of an induction motor drive structure.

2.4.1 Rotor Flux Oriented Control
Apart from other methods like the direct torque control, the rotor flux oriented control
is very widely used. The parameter identification in this thesis focuses especially on
the estimation of the parameters required for the rotor flux oriented control for a speed
drive. Therefore, this control scheme is introduced here and the required parameters
are briefly discussed.

RFO control utilizes the idea, to control the torque and flux in the machine separately.
The synchronous reference frame, mentioned in 2.2 which rotates with the rotor flux
at the synchronous frequency is used. As the y-component of the rotor flux is per
definition zero, the following equations can be derived from 2.13-2.17 for the inverse-Γ
equivalent circuit. [11]
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2 Induction Motor

τR
dΨR

dt
+ ΨR = (1 − σ)LS · is,x (2.27)

ωslipτRΨR = (1 − σ)LSis,y (2.28)

T = 3
2

p

σLS

ΨR · is,y (2.29)

The stator currents x component, which points in the same direction of the flux
builds up the rotor flux. Whereas the y component directly influences the torque.
Although both components could be used to control the torque, is,x and therefore the
flux is kept constant as 2.27 represents a first order delay element. Instead of ΨR the
magnetizing current im, shown in figure 2.4, can be utilized in the equations above.

ΨR = (1 − σ)LS · im (2.30)

As the direction of the flux is normally not measured directly, it needs to be estimated
using the motor parameters and the measurements provided by the inverter. A vector
controlled induction motor can be used within a torque drive, a speed drive, or a
position drive. The type of the drive that exhibits the highest sensitivity to the
incorrect parameter values is the torque drive. Although the motor parameter variations
affect the speed control applications too, existence of the PI speed controller considerably
reduces negative consequences of the parameter detuning.[4] Many different forms of
flux observers can be found in literature where the rotor time constant is an important
parameter. To get the desired currents, a current controller is used in the x-y reference
frame. For the tuning of the PI current controller knowledge of σLS is necessary.
(1 − σ)LS needs to be known for the field weakening.

2.4.2 Three Phase Inverter
In the later proposed identification techniques, the IM is fed by a three phase inverter,
as it would be impractical and expensive to use extra test equipment. The structure
of three phase inverter is shown in figure 2.6. First the 3-phase grid supply U1 − U3 is
converted to a DC voltage VDC that is smoothed by the DC-link capacitor. Then, the
output circuit sets the desired voltage via pulse width modulation(PWM).

Non-Linearities The measurements for the parameter identification, should also be
taken from the inverter without the use of any additional measurement equipment. As
mentioned only the phase currents and the DC-link voltage are commonly measured.
Therefore, the voltage at the load terminals is reconstructed by means of the DC-link
voltage and the PWM switching duty cycles. It can be derived from figure 2.6 that the
real voltage at the load terminals(UU , UV , UW ) differs from the calculated one due to
the characteristics of the semiconductor devices. The effects of the semiconductors lead
to a non-linear voltage gain and are referred to as inverter non-linearities They consist
mainly of:

1. The semiconductor threshold voltage
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2 Induction Motor

2. The on-state resistance caused by the switches and diodes when conducting [12]

3. Blanking time
To prevent a DC-link short-circuit, the switch pairs for each phase (1/4, 2/5 and
3/6) are not allowed to conduct at the same time. As the switches have a finite
switching time, a short delay is added to the turn-on switch command. This delay
is also called shoot-through delay. [13][14][15]

4. The output voltage transition slope. [11]

Whereas, the third and forth effects are usually mentioned together as dead time effects.
The overall effect of inverter switches appears as a voltage drop at the switches, which
is a non-linear function of the current through the switches. And therefore, leading
to the error between the set voltage and the actual voltage appearing across the load
terminals.

+

VDC

UW

Q3

Q6

UU

Q1

Q4

UV

Q2

Q5

IM

Q1

Q4

Q3

Q6

Q2

Q5

U3

U2

U1

Figure 2.6: Three-phase inverter with a DC link capacitor and 6 antiparallel IGBT
Diode pairs. Q1 − Q6 define the input and Q1 − Q6 the output circuit. The
induction motor (IM) is symbolized by the circle on the right and the mains
supply is represented by U1 − U3.
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CHAPTER 3

Parameter Identification Methods

To characterise the parameters of an induction motor, the IEEE standard [9] provides
guidelines using the standard no-load and locked rotor test. These tests however are only
fit for laboratory conditions with stable ambient conditions as well as precise measuring
instruments and data acquisition systems. Modern electric drive systems with powerful
on-board computational capabilities can eliminate the need for the elaborate standard
tests. [6] Identification of motor parameter, prior to normal operation is known as
offline identification. Online estimation on the other hand tracks and updates the
parameters during operation. Offline parameter identification can be classified in three
broad categories. The first one uses numerical analysis tools without any measurements.
Parameters are obtained from manufacturer data such as geometric dimensions and
by solving analytical equations. [16, 17] For the second one free rotation of the rotor
shaft is required which might not be possible due to application limitations. Suspect
of investigation in this thesis is the third one. Thereby all the tests are performed
at standstill. The equivalent circuit parameters are estimated by applying different
excitation signals through the inverter. Signals from DC to high frequency AC can be
generated. If the tests do not require locking of the rotor or any additional equipment
they can be further termed as self-commissioning. For AC signals, single phase excitation
which does not produce any torque is often the supply of choice. Single phase supply is
described in detail in 3.2 Self commissioning of an IM implies the following conditions.

1. The motor must not rotate.
Resulting in ωm = 0 and s = 1 when ωsyn > 0

2. Measurements are only taken from standard drive system sensors
Meaning only the currents and the DC-Link voltage.

3. Calculations can be made using only the inverter

Out of the many methods available, only the ones which are suitable for self commission-
ing and do not require excessive computational power are considered for investigation.
Now a short overview about state of the art methods is given which is followed by
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3 Parameter Identification Methods

introducing single phase excitation. Then the studied methods for the equivalent circuit
parameters identification sorted by the parameter, are described in detail.

3.1 State of the Art
Many different standstill identification methods have been proposed in literature. Only
the ones which use the inverter to generate the test signals are considered. In [18],[19]
a DC voltage or current is used to estimate the stator resistance. The rotor resistance
referred to the stator is obtained through a rapid current reversal test in [18]. A fast
current ramp or voltage pulse is applied to estimate the transient inductance in [11].
The magnetizing inductance can be found using a low frequency single phase excitation
in [20] or a DC decay test as in [21]. All these tests use single phase excitation to
be suitable for self commissioning. [22] and [23] recommend supplying the motor at
two different frequencies and using an iterative calculation to obtain the inductances.
Standstill variable frequency response tests are proposed in [19]. In [24] the identification
process uses a single phase supply and the solving of several integrals. Adaptive linear
neural networks are employed for standstill parameter estimation in [25] and [26]. [27]
introduces an identification method using the frequency characteristics of rotor bars.
By measuring the stand sill frequency response of the IM and using a curve fit of an
analytical model, [28] estimates the parameters. Additional methods are mentioned in
[6] which provides an up to date technology status review.

3.2 Single Phase/Axis Excitation
To satisfy the requirements on self-commissioning a great number of methods found
in literature identifies the parameters by means of single phase or single axis tests.
The benefit of these tests is that the rotor does not need to be locked. No torque is
produced and the behaviour of the machine is almost the same as with three phase
excitation. [22] Hence, these methods are suitable for many applications in which
locking the rotor may not be possible.

When operating within the linear range there is no severe difference related to the
electric behaviour of the machine at three- and single-phase excitation. Only in the
saturation range at the three-phase excitation, the magnetizing inductance is slightly
larger than that in the case of single phase excitation.This effect is due to third order
harmonics, which appears at three-phase excitation in the winding voltages. These
harmonics counter-work the sources of saturation and as a consequence the effective
magnetizing inductance is slightly larger than in the case of single- phase excitation,
where such harmonics can not occur. [29]

In single axis tests, the inverter sets a sinusoidal voltage space phasor with a constant
space angle ϑ via space vector modulation. As a result, the current and flux space
phasors point in the same direction and do not rotate over time. Therefore no torque is
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Figure 3.1: This figure shows the 6 possible voltage or current space phasor directions
(1 − 6) in single phase tests.

generated. The single phase voltage and current space phasors, are described as:

us(t) = (US0 + US1cos(ωt))ejϑ (3.1)

is(t) = (IS0 + IS1cos(ωt))ejϑ (3.2)
For any chosen space angle the method is termed single axis.
In a single phase test, only 2 phases are conducting. This can be achieved by discon-
necting one phase which does not fit the term self-commissioning though. Another
approach is to set the voltage space phasor to one of the 6 directions, shown in figure
3.1. By inserting a space phase with an angle of ϑ = 30◦, 90◦, 150◦, 210◦, 270◦or 330◦

into the equations 2.8-2.10 this can easily be proven.

3.3 Nameplate Data Estimation
The nameplate of an IM specifies several quantities of the machine. With those
values, initial estimates of the equivalent circuit parameters can be made. Only RS

cannot be estimated. Those estimates are inaccurate but can be used to find e.g.
injection frequencies for the proposed identification methods. Apart from other data,
the quantities shown in Table 3.1 are usually stated on a nameplate. Depending on the
way the IM is connected (star or delta) the rated voltage or current needs to be divided
by

√
3 to get the phase value.
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3 Parameter Identification Methods

Rated Voltage UN [V ]
Rated Current IN [A]
Rated Speed nN [Rpm]
Rated Frequency fN [Hz]
Power P [W ]
Power Factor(cos(ϕ)) PF [1]

Table 3.1: Motor quantities usually stated on a machines nameplate.

In some cases, the number of pole pairs is also given. If not, the speed and frequency are
used in the equation below. The rated mechanical speed is lower than the synchronous
speed due to the slip. Therefore fN

nN
needs to be rounded down to the next integral

number.
p = rounddown( fN

nN

) (3.3)

Knowing the number of pole pairs, the synchronous angular speed and therefore
the rated slip can be obtained.

sN = ωsyn − ωmN

ωsyn

(3.4)

Now a rough simplification is made to the equivalent circuit. The leakage inductances
and the stator resistance in 2.3 are neglected resulting in an EC inhibiting LM in parallel
with RR/s. Knowing the IM rated current and power factor the current though each
branch is calculated.

IR = IN · cos(ϕ) (3.5)
IM = IN · sin(ϕ) (3.6)

Further using the rated slip and the rated voltage from the nameplate, the values
of RR and LM are computed.

LM = UN,phase

2π · fN · IM

(3.7)

RR = UN,phase · sN

IR

(3.8)

To estimate the leakage inductances, the starting current of the machine is assumed to
be 5 times the rated current. Further assuming that the voltage drop over the stator
and rotor resistance is negligible during start up and that the magnetizing inductance
is too large to permit rapid current rise. The equivalent circuit is reduced to the two
leakage inductances in serial.

LσS + LσR = UN,phase

2π · fN · 5 · IN

(3.9)

As already mentioned, separately acquiring the leakage inductances is a difficult task
and therefore they are often assumed to be equal.

16



3 Parameter Identification Methods

3.4 Stator Resistance
The stator resistance RS is most widely identified by means of a DC test. [30, 19, 31,
32, 21, 33] Other methods such as, a single phase test at two frequencies or a frequency
response curve fit as in [28] are not considered here, since the DC test is simple and
provides accurate results. Obtaining the parameter is generally a basic requirement
for the estimation of other motor parameters. [19] RS is often used to tune the current
controller and is needed for some flux observer models. This parameter varies with the
temperature since it represents the actual resistance of the stator windings. Nevertheless
RS is obtained at room temperature and will further be considered constant. To identify
the stator resistance, an appropriate constant current is applied to the stator. With DC
supply the flux inside the motor is also constant and 2.13 in the stationary reference
frame is reduced to:

US = IS · RS (3.10)
In standard drive systems only the current is measured and the voltage is reconstructed
using the DC-link voltage and the PWM switch commands. Therefore the voltage
drops over the IGBTs need to be taken into account. To compensate for the inverter
non linearities, the measurement is taken at two DC current levels. The non linearities
can be considered as constant for these two measurements if the voltage is high enough.
Using the difference between the two voltage-current pairs the resistance is calculated
with:

RS = |US2| − |US1|
|IS2| − |IS1| (3.11)

Figure 3.2 displays this method where it can be observed that the voltage and current
measurements need to be taken after the voltage reaches a steady state.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

0.7

0.8

0.9

1

1.1

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

0.1

0.2

0.3

Figure 3.2: Stator resistance DC-test recorded in simulink.
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As the current should be high enough to assume constant inverter non linearities for
the two tests, the test should be as short as possible to not produce excessive heating
in the stator windings. In order to improve accuracy, the measurements are conducted
at three different space angles ϑ and their mean value is taken. A good approach would
be to use e.g. 30◦, 90◦, 150◦ since only 2 phases will be conducting at a time.
Though the test could also be performed by setting a voltage, it is preferred to set the
desired current with a beforehand adjusted current controller. Whereas the output
voltage of the current controller is used in the calculation.

3.5 Transient Inductance
In the rotor flux oriented control, the transient inductance is at least required to tune
the current controller. This makes the σLS an important parameter in the control
system. For an optimal and stable control, the CC parameters need to be set according
to σLS. Considering the IM step response, an underestimated transient inductance
leads to a longer settling time and a higher overshoot. Hence reducing the dynamic
performance of the system. On the other hand, an overestimated value, could render
the system unstable. [11]

3.5.1 Transient Methods
Voltage Pulse

The voltage pulse method is one of the first self-commissioning techniques. [34] In
principle the test consists of applying single axis pulses to the IM and measuring the
elapsed time between preset values of the current.[18, 11, 31] Figure 3.3 shows the test
injection and response. First a positive voltage pulse is applied till the rated current is
reached. After sufficient time the voltage pulse is reversed.
Under this condition the flux change is almost zero due to the short pulse interval.
Hence, the magnetizing inductance can be neglected and the stator voltage can be
expressed as:

uS = (RS + RR)iS + σLS
diS

dt
(3.12)

The transient inductance can be calculated using only the first pulse. According to [34]
though using the second current slope increases the accuracy of the transient test. Based
on the assumption that the voltage drops over the resistors are small compared to the
applied voltage, an additional simplification can be made. Thereby dropping the stator
and rotor resistance from equation 3.12. Using only the first current slope, σLS is then
computed using the final current value at t1 the voltage and the time instant the rated
current is reached, t1.

σLS = US0
t1

IS0(t1) (3.13)

For the second current slope, the time difference (t3-t2) and the current difference
between the start and the end of the second pulse is utilized.
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Figure 3.3: In the top figure, the single axis voltage is shown. The bottom figure shows
the stator current response of the machine.

σLS = US0
Δt

ΔIS0
= US0

t3 − t2
IS0(t2) − IS0(t3) (3.14)

The height of the applied voltage pulse determines the slope of the current. A disad-
vantage of this test is due to the limited sampling frequency of the inverter. When
the transient inductance of the IM is very low, the current slope can be to fast for
the inverter to stop the pulse at the rated current. Therefore, running the risk of an
over-current that could harm the machine. Reducing the applied voltage with PWM
however, increases the error produced by the voltage drops over RS and RR. The extent
of this disadvantage is best explained using an example. Considering a single axis
excitation with ϑ = 0. The inverter sampling frequency fs is 16kHz and the DC-Link
voltage is 560V. Without PWM and ϑ = 0, the voltage applied to phase u is 2/3UDClink.
Therefore t1 is reached after:

t1 = σLS

√
2IN

2/3 · UDC−Link

(3.15)

The number of current samples till the voltage pulse should end can then be calculated
with:

Samples = rounddown(t1 · fs) (3.16)
To verify the applicability of this method the possible number of samples till t1 was
calculated for the known parameters of several hundred different induction motors.
Table 3.2 shows the result of this evaluation till a possible number of 20 samples. For
27,2% of the motors, 20 samples or more can be taken till the rated current is reached.
Less than 3 samples are possible for 3,1%. Apart from possible harm to the winding
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Minimum number of samples
till the rated current is reached Percentage of Motors

3 96,9%
5 80,2%
10 64,5%
15 42%
20 27,4%

Table 3.2: Minimum number of samples that can be recorded till the rated current is
reached when a single axis DC voltage pulse is applied. The right column
shows the percentage of the investigated motors where at least 3,5,10,15 or
20 samples can be taken. US0 = UDC−Link, ϑ = 0

due to over-current, the low sample number decreases the accuracy of this test.
To increase the robustness of this test, [11] proposes to inject a fast controlled current

ramp. Whereas the ramp should be fast enough to allow neglecting the magnetizing
inductance but slow enough to be able to record several samples. A disadvantage
thereby is that the current controller needs to be initialized beforehand. This can be
done by setting an initial value of KP and KI=0. Then the step response is measured
and KP is iteratively adjusted to get the desired overshoot (e.g. 10%). When the
desired KP is obtained, KI is calculated with the desired time constant TN (e.g. 2 ms).
KI = KP

TN

Current Steps

A disadvantage of the voltage pulse test is that saturation effects are not considered.
In order to get the saturation characteristics of σLS a different approach is proposed
here that also utilizes the current controller. While it is required to initialize the CC
beforehand with e.g. the method proposed above, the test provides a safer option
for self commissioning. Here, a sequence of current steps is applied to the IM. This
sequence is shown in figure 3.4. σLS is then calculated for each step that represents a
saturation sate of the motor.
The transient inductance could be obtained using a curve fit. However, the criterion
on low computational power demands a different approach. This approach is based on
solving a simplified state space model of the IM and the PI current controller. As the
fast response of the IM is required, only RS and σLS are considered in the IM. Leading
to the transfer function:

GM = 1
sσLS + RS

(3.17)

Instead of the PI controller only a proportional segment(KP) is taken into account.
It is assumed that neglecting the effect of KI in the calculations does not pose a
significant error. Taking KI into account would significantly increase the complexity
of the closed loop transfer function which then requires an approximation method for
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Figure 3.4: Injection sequence of the current steps test.

solving. Therefore leading to the closed loop transfer function:

G = KP

σLS(s + RS+KP
σLS

)
(3.18)

Using the impulse response:
H = G

s
· K (3.19)

where K is the step height, the step response is obtained as:

h(t) = K
KP

RS + KP
·


1 − e

RS + KP

σLS

·t

 (3.20)

Using a specific point (t=t1) of the step response and rearranging 3.20, the transient
inductance can be calculated.

σLS = 1

− ln 1 −
h(t1)

K
(RS+KP )
KP

· (RS + KP ) · t1 (3.21)

Additionally, if KP >> RS, RS becomes also negligible. The difficulty of using this
method is to set the current controller accordingly and to choose the time instant t1 for
sampling. t1 is obtained by searching for the moment, the response reaches a certain
amount of the step height K. Hence this factor is introduced as h(t1)/K = α. Where,
0 < α < 1.
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3.5.2 High Frequency Single Phase Excitation
This method identifies the inductance by means of a high frequency single phase
test.[21, 34, 22, 27, 35] Introducing, the total impedance of the inverse Γ equivalent
circuit 2.4,

Z = RS + jωσLS + jω(1 − σ)LS · RR

jω(1 − σ)LS + RR

(3.22)

where ω = 2πf , with f being the frequency of the injected signal. The last term of
3.22 converges to RR as the frequency increases. Therefore, for high frequencies the
impedance reduces to:

Z = RS + RR + jωσLS (3.23)
Using the imaginary part of the impedance, the transient inductance can be estimated.
The rotor resistance could also be estimated with the real part and knowledge of RS.
This however is not advisable as the resistance could increase at very high frequencies
due to skin and proximity effects. [21] For a high enough injection frequency the
imaginary part yields the value of σLS.

σLS = Im{Z}
ω

= 1
ω

US1

IS1
· sin(ϕ) (3.24)

To compute σLS, the amplitude of both current and voltage needs to be known. Further,
the phase shift between those two is also required. As the injection frequency is known,
obtaining those values can be accomplished using e.g. the Goertzel algorithm or resonant
filters. To reduce the computational effort, the frequency could also be chosen high
enough to consider, sin(ϕ) = 1. This is the case when:

f >>
RS + RR

2πσLS

(3.25)

As implied by 3.23 only the AC component of the single phase signal is used to calculate
the transient inductance. However, a DC component can be added to saturate the
IM. In addition, superimposing a DC component has the advantage of not having to
deal with inverter dead time effects. Applying a suitable injection frequency is of great
importance. [21] proposes 300Hz for a 50Hz IM whereas [27] uses 200Hz. On contrast,
in [34] a 30Hz signal is deemed to already provide accurate results. For practical
reasons, multiples of the power grids frequency(50Hz or 60Hz) should be avoided. The
DC-link voltage contains harmonics of this frequency which will also be visible in the
inverter output voltage. Therefore the determination of AC component suffers from
these multiples.

3.6 Magnetizing Inductance
As stated before the parameters of the inverse-Γ EC are in focus. Therefore when
speaking of the magnetizing inductance, (1 − σ) · LS is meant. When (1 − σ) · LS

and σLS are identified, σ and LS can be calculated directly. Further LM and LR are
obtained with these parameters. In the mentioned flux oriented control, LS is needed
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for the field weakening. LR or (1 − σ) · LS can be used to compute the rotor time
constant τR. Section 3.8 introduces methods to obtain τR directly. Hence, the main goal
is to identify LS. The value of the magnetizing inductance varies with the magnetizing
current since the rotor core gets saturated. At higher currents the inductance decreases
from its unsaturated value.

23



3 Parameter Identification Methods

3.6.1 Low Frequency Single Phase Excitation
The first method aims to identify (1 − σ) · LS by means of a low frequency single phase
test. [22, 32, 20, 23] Similar to 3.5.2 a sinusoidal single phase current is injected. The
main difference is that the injection frequency is now very low. Equation 3.22 can be
rewritten by separating its real and imaginary part. These are also computed with the
measured values of US1, IS1 and their phase shift.

R = real(Z) = RS + RR(ω(1 − σ)LS)2

R 2
R + (ω(1 − σ)LS)2 = US1

IS1
cos(ϕ) (3.26)

X = imag(Z) = ωσLS + ω
R 2

R(ω(1 − σ)LS)
R 2

R + (ω(1 − σ)LS)2 = US1

IS1
sin(ϕ) (3.27)

Solving 3.26 and 3.27 leads to the following expression for the magnetizing inductance.

(1 − σ)LS = (R − RS)2 + (X − ωσLS)2

ω(X − ωσLS) (3.28)

[23] proposes to chose the injection frequency according to:

ω <= 1
8

RR

σLS

(3.29)

where RR and σLS are estimated using the nameplate data. At lower frequencies,
computation of the magnetizing inductance becomes insensitive to σLS errors. To obtain
LS at different saturations, [20] varies the amplitude whereas in [32] a superimposed
DC current at different levels is used.

3.6.2 Transient Test
The second method to identify the magnetizing inductance of the inverse Γ circuit,
introduced here is a DC-decay test. The test consists of two steps. [35, 21] In the first
step, a DC current IDC is injected into the IM. The current value sets the operating
point. At t=0, the circuit is in steady state DC condition. The stator flux can be
obtained by rearranging and integrating the stator voltage equation.

t

0
(uS − RSis)dt = ΨS(t) − ΨS(0) (3.30)

where ΨS(0) and ΨS(t) are the stator flux in DC steady state and at the time instant t.
In the second step a null voltage vector is applied and both the current and the flux
converge to zero (uS(t = 0) = 0), reducing the equation to,

lim
t→∞

t

0
(uS − RSis)dt = −ΨS(0) (3.31)

At t=0, the stator flux is determined by LS and the current value. Therefore the stator
inductance can be calculated using
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LS = − 1
IDC

lim
t→∞

t

0
(uS − RSis)dt = ΨS(0)

IDC

(3.32)

In practice the integration can be continued till the measured current falls below the
detectable sensibility of the AD converter. The biggest disadvantage of this method
is that the characteristics of the inverter switches need to be known. During the
integration, uS is set to null in the inverter. Therefore either the upper or the lower
3 switches are in on state. The circuit is not perfectly short circuited due to voltage
drops over the IGBTs and diodes. These voltage drops are represented by uS in the
equation. As the inverter cannot measure the voltage uS needs to be reconstructed
from the current and the characteristics of the semiconductors.

3.7 Rotor Resistance
The rotor resistance is the most sensitive parameter of a squirrel cage IM. Due to
the thermal drift produced by rotor currents in the shortened rotor bars RR varies
with the temperature. As the temperature heavily depends on the operation, lot
of research is directed to online tracking of the resistance. Offline estimation does
serve as a starting point but as soon as the machine is loaded, the rotor currents will
generate heat and render the standstill estimation erroneous. However, if the machine
possesses a temperature sensor, the resistance can be adjusted using the rotor resistances
temperature coefficient. In contrast to RS, RR cannot be measured with a simple DC
test, since the rotor of a squirrel cage IM is electrically inaccessible. The rotor resistance
is required for the computation of τR, if not obtained directly as in 3.8.

3.7.1 Low Frequency Single Phase Excitation
Using the same supply as in 3.6.1, the rotor resistance can also be identified. In
[21, 27, 31, 20, 33] a low frequency single phase current with a DC component is applied.
Frequencies higher than the nominal slip speed are not meaningful because they do
not fall under the normal working conditions of a vector-controlled IM drive. [21] [31]
suggest the frequency ω to be determined using the following condition:

RR + jωLσR

jωLM

< 0.05 (3.33)

where the parameters are estimated using the nameplate. Rearranging 3.26 and 3.27
RR is computed with:

RR = (R − RS)2 + (X − ωσLS)2

R − RS

(3.34)

σLS and RS need to be identified before and influence the accuracy of RR. Whereas
the σLS used here should be identified at the same saturation level where the RR-test
is conducted.

25



3 Parameter Identification Methods

3.8 Rotor Time Constant
The rotor time constant τR is an important parameter in field oriented control systems.
Estimation of the flux inside the machine requires accurate knowledge of τR. Using the
following equations the rotor time constant can be expressed with the T or Inverse-γ
equivalent circuit parameters.

τR = LR

RR

or τR = (1 − σ) · LS

RR

(3.35)

Due to its direct dependency on the rotor resistance, magnetizing and leakage inductance
the parameter itself also changes with temperature and saturation. The proposed
standstill identification methods however provide an estimate at a specific operating
point. For accurate determination of the rotor time constant over the whole range
of operation, online tracking would be required. Since the determination of the rotor
resistance can be quite hard, the following two methods described below aim to identify
τR directly without using the equation above.

3.8.1 Single Phase Current Injection Strategy
In the first method, a controlled single axis current, with the frequency ω and amplitude
Î is injected into the IM until the machine reaches a steady state. At the precise time
instant, where the sinusoidal input equals the desired magnetizing current, the reference
current is switched to DC (IDC). [11] [18] [36] This sequence is illustrated for one phase
current in figure 3.5.
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Figure 3.5: This figure shows the reference current of one phase for the single phase
current injection strategy

If at this time instant the actual magnetizing current im in the machine does not equal
the desired one, a voltage transient can be observed at the stator terminals. The
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3 Parameter Identification Methods

occurrence of this transient can best be explained with the equivalent circuit 2.4 and
the fact that the current through the magnetizing branch cannot be changed instantly.
Three cases must be considered which are displayed in figure 3.6 When the im is lower
the set DC value (a), the additional current will flow through the rotor resistance
resulting in a positive voltage transient. In (c) the magnetizing current is to high and
the excess energy stored in the magnetizing branch manifests in a current through the
rotor resistance. This time though in the opposite direction as in (a) which creates a
negative transient. (b) shows the case where im equals the DC value at the switching
instant. As the magnetizing inductance already holds this current the voltage transient
disappears and current controller output voltage equals only the voltage drop over RS

and the IGBTs. The DC current value of (b) also equals the amplitude of im before the
switching instant. At this point τR can be calculated using:

τR = 1
ω

· Î2 − I2
DC

IDC

(3.36)
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Figure 3.6: This figure shows the reference current(blue) and the estimated magnetizing
current(red). Whereas the single phase amplitude and the DC value are
kept the same, the frequency is varies from a-c. In a the frequency is chosen
to high, in b just right and in c to low.

Normally a rotor flux oriented control system operates at a fixed operating flux or
magnetizing current. The magnetizing inductance as well as the rotor time constant
depend on the value of im. Therefore it is desirable to conduct the tests for constant
IDC level which produces the desired flux inside the machine. By varying the frequency
or the amplitude of the sine input, the value of im at the switching instant can be
influenced. In summary the goal is to find an amplitude/frequency pair where the
voltage transient is below a detectable value.

[11] suggests an iterative approach where one value is kept constant and the other is
increased or decreased depending on the sign of the voltage transient. As the wanted
frequency is in the range of the slip frequency, a different approach would be to take
several measurements below and above ωslip. Then calculate the τR estimate for each
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3 Parameter Identification Methods

measurement and use interpolation to find the point where the transient is supposedly
zero.

To obtain the transient the output of the current controller can be used. A big
advantage is that the non linearities of the inverter do not reduce the accuracy because
only the relative voltage difference is used. In [18] the voltage difference Δu between
the beginning and the end of the transient is use as the iteration criterium. This is
improved by the idea to calculate the voltage-time area ΔA in [11]. Using ΔA instead
of Δu the method becomes less afflicted by noise. Figure 3.7 shows the voltage after
the switching instant. ΔA is calculated with ΔA = A1 − A2.

Figure 3.7: This figure shows the voltage transient after switching to DC. The green
area represents A1. The white striped area is A2. The difference between
those is ΔA = A1 − A2

3.8.2 Flux Observer based Strategy
The second rotor time constant identification strategy uses a different excitation of the
IM. This method requires an initial τR estimate from the nameplate data and uses a
flux observer (3.8) to estimate the magnetizing current. [37]

1
1 + sτ̂R

is,x im

Figure 3.8: This figure shows a current based flux observer. With the estimate of τR (τ̂R)
the magnetizing current is calculated. im multiplied with the magnetizing
inductance Ls(1 − σ) would further provide an estimate of the rotor flux.

As depicted in figure 3.9, first a controlled DC current is is applied to the motor. After
sufficient time has passed till the im equals the stator current, the reference is switched
to its negative DC value. When the estimated magnetizing current îm then equals the
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3 Parameter Identification Methods

rated magnetizing current IMN the reference is switched to −IMN . If the estimate îm is
right, the voltage seen at the current controller output equals the voltage drop over RS

and the IGBTs. Due to the same reason described in 3.8.1, a false estimate results in a
voltage transient seen at the stator terminals.
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Figure 3.9: In this figure, the injection sequence for the τR estimation is shown with
is,ref . îm is the estimated magnetizing current and im the IMs actual value.
The curves are obtained in simulink. The upper plot shows case for τ̂R < τR

whereas in the lower plot τ̂R > τR
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3 Parameter Identification Methods

Figure 3.10 shows this transient for two τ̂R. A positive transient can be observed when,
τ̂R > τR or |îm| < |im| at the third switching instant. The negative one is seen when,
τ̂R < τR or |îm| > |im| at the third switching instant. In [11] an iterative approach is
used to minimize the voltage transient by adjusting τ̂R in each iteration. When the
voltage transient is below a detectable level, the estimate is right. Equally to 3.8.1 the
area below the voltage transient ΔA is used as the iteration criterium.
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Figure 3.10: The voltage transient after the third switching instant is shown here for
two different τ̂R. It can be seen that in both cases the voltage converges
to the same final value caused by RS and the inverter switches. This plot
was recorded in simulink.
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CHAPTER 4

Results

To evaluate the methods described above, they are first tested in a Matlab/SIMULINK
model which is briefly described in 4.1. Then tests were performed on an IM using a
power inverter. The setup used is mentioned in 4.2. The results using the simulation
and the measurements are then shown for each method.

4.1 Simulation Environment
Before testing the methods in a real environment, a simulation was used to verify their
integrity. Therefore an IM model was created in Matlab/Simulink. The simulations
were made with the simulink model shown in figure 4.1. The model is based on [38] and
uses the space phasor equations of the inverse-Γ equivalent circuit. In this IM model,
the stator voltage and the load torque are the inputs. Outputs are the produced torque,
the speed and the resulting stator current phasor. As all the test are done at standstill,
the produced torque is set the same as the load torque. To predict the behaviour of
the IM, later used of testing, the same motor parameters were used in the model. All
IM parameters are considered as constant in the simulation as no data was available
to model the saturation characteristics, the influence of the temperature, or frequency
related effects. Hence the values obtained in simulation are not directly comparable
to those of the real measurements. But the simulation provides valuable information
about injection frequencies etc.. Furthermore, the sampling frequency is fixed to 16kHz
which is the same used by the inverter in the experimental setup.
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Figure 4.1: Simulink model of an induction machine

4.2 Experimental Setup
To verify the applicability of the proposed identification schemes, the methods were
tested on a squirrel cage induction machine. Figure 4.2 illustrates the setup.

3-Phase
Inverter IM

DAQ - System

U1G U2G U3G I1 I2 I3

GND

Break
3-Phase Supply

Computer

Measurements

Inverter Measurements

Figure 4.2: Scheme of the Experimental Setup

All test signals are created with the inverter which supplies the induction motor.
Measurements are obtained from the inverter and an additional digital oscilloscope.
The Data is then stored on a computer and evaluated in Matlab. No load is connected
to the motor but the rotor can be blocked with an electromagnetic break. This break is
able to withstand up to twice the motors nominal torque.
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Power PN Voltage UN Current IN Frequency fN Power Factor
4,6kW 340V 12,5A 16Hz 0.87

Table 4.1: Nominal values of the tested induction motor.

Induction Motor The tests were performed on a 4,6kW squirrel cage induction motor
with nominal values illustrated in table 4.1.

Inverter The inverter is capable of measuring two phase currents, the DC-link voltage
UDC−link, the temperature of the IM and the rotational speed. Additionally I1 and I2
are lowpass filtered before being stored. To acquire the phase voltages, the DC-link
voltage and the PWM switching pulses are used. All measurements are recorded with
16kHz.

DAQ-System In order to study the influence of the inverter non linearities which
renders the reconstructed voltage erroneous, a DAQ-System is used to measure the line
currents and voltages. The DAQ-System is a custom Sirius module from Dewesoft. Via
USB connection and the DewesoftX2 software the data gets stored for further processing
in Matlab.

The phase to ground voltage(U1G, U2G, U3G) is measured for each phase directly at
the inverter output. By calculating the offset voltage U0 and subtracting, the phase
voltages U1, U2, U3 are computed.

U0 = 1
3(U1G + U2G + U3G) (4.1)

U1 = U1G − U0 (4.2)
U2 = U2G − U0 (4.3)
U3 = U3G − U0 (4.4)

The line currents (I1, I2, I3) are measured with DS-CLAMP-150DC current clamps
directly at the inverter output terminals. To eliminate the influence of any unwanted
capacitive currents, the same calculation as for the voltages, is applied to the currents.
All DAQ measurements are recorded at a 1MHz sample frequency. Additionally the
data is low pass filtered with a 100kHz 5th order Bessel filter to avoid anti aliasing.

4.3 Standard IEEE Test
In addition to the standstill identification methods, the standard locked rotor and
no-load test was performed in order to get comparable values. The calculations were
made with the equations proposed in the IEEE standard [9]. As no additional power
supply was available the tests were conducted using the inverter and the DAQ-System
measurements. Although it would be more accurate to use a real sinusoidal supply, [39]
states that using an inverter for the standard test is also valid.
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1. Transient inductance σLS

2. Stator resistance RS

3. Magnetizing inductance (1 − σ)LS

4. Rotor time constant τR and/or rotor resistance RR

Figure 4.3: Proposed identification work flow.

4.4 Self commissioning procedure
The equivalent circuit parameters could be identified in any given order. However some
considerations should be made. Some methods require an operating current controller
for application. Therefore, the parameters which are used for the CC tuning should be
identified first. Optimum gains for the PI current controller are set using the transient
inductance and the stator resistance. [40] In some cases the stator resistance is neglected
due to its small value. However, the stator resistance is necessary for the calculation of
the magnetizing inductance. When the parameters are identified separately a possible
work flow is depicted in 4.3.

4.5 Stator Resistance
As mentioned in section 3.4 only the DC-test is evaluated. When a step current is
applied, a voltage transient appears at the current controller outputs. This can be seen
in the lower plot of figure 3.2. The phenomena is explained by looking at the equivalent
circuit. After the step is applied, the current first flows through the rotor branch as the
magnetizing inductance does not allow rapid current change. For the calculation of the
stator resistance the steady state of the DC-injection is required. Hence, the data needs
to be obtained after the transient disappears. Nevertheless it should be kept in mind
that applying the DC current for a too long timespan can heat the stator windings and
falsify the results. Additionally the current steps should be high enough so that the
inverter non linearities do not effect the results.

Simulation

In Simulink, the method was tested for various different step heights. Figure 4.4 shows
representative results of two different inputs in comparison to the time required to take
the measurements. The red plot shows the result of the RS calculation when at first 0.8
IN and then IN is applied to the IM. Blue is obtained with the first step being 0.5IN

and the second IN . The difference in the error is the product of the before mentioned
voltage transient which is higher for bigger current steps. Therefore, when applying
steps with different heights, the required waiting time differs. Using the same step
height for both steps and sampling the data after the same time minimizes the influence
of an error produced with sampling too soon. Varying the total step height but keeping
the value of the first step at half the second step also results in the blue curve from
figure 4.4. Nevertheless, it should be mentioned here that the voltage transient in a
real IM will differ in height also due to saturation effects.
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Figure 4.4: This figures y-axis shows the Rs error in percent. The x-axis represents the
time waited after each step to acquire the measurements for the calculation
of RS. The red line is obtained with the first step being 0.8 IN and the
second 0.2 IN . For the blue line the 2 steps possess same height 0.5 IN .

The required waiting time depends on the rotor time constant. τR of the IM under
investigation is 300ms. Using the nameplate data estimates usually results in a lower
τ̂R. In this motors case τ̂R is 32% less with the value being τ̂R = 205.5ms. Hence, it is
recommended here to apply two steps with the same height, and to record the voltage
and current after 4 − 5 · τ̂R where the error is below 0.5%.

Experimental Environment

The whole test consists of 3 RS measurements at different space angles ϑ. As illustrated
in figure 4.5, choosing the space angle as, 30◦, 90◦ and 150◦ only 2 phases are conducting
while the third is controlled to zero. Since the voltages and the currents now also inhibit
noise, their average over a short time is used. RS is computed using 3.11 in each 2-step
sequence and then the mean value is taken. The value is computed with the inverter
currents and the current controller output voltage on the one hand and using the DAQ
measurements on the other.
Figure 4.6 shows the difference between the real voltage applied to the machine and
the voltage set by the inverter. As already mentioned the difference mainly comes from
the voltage drops over the inverter switches.
By varying the step heights, various measurements were taken. With the DAQ-system
measurements, an RS value of 1.9031Ω could be calculated.
Using the inverter, valid results could be achieved using the step heights of 0.5 · ÎN and
ÎN . RS was computed as 1.9928Ω which equals an error of 4.88%. Lowering the current
steps results in differing inverter non-linearities. Applying a current that is too high,
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Figure 4.5: Three phase currents during the stator resistance identification.
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Figure 4.6: Real voltage(red) vs. the voltage seen at the current controller output(blue).
ΔU1 = 15.1V ,ΔU2 = 15.8V

causes warming of the coils which also renders the result erroneous. In comparison to
the simulation, the required waiting time, differs significantly for the two steps. This
can be seen in figure 4.6. During the first current step, it takes much longer for the
voltage to reach its steady state value. The cause of this, is the saturation of the
magnetizing inductance which influences the rotor time constant. Thus, the assumption
that using the same step height for the first and the second step yields better results,
is not valid. Looking again at figure 4.6 it can be seen that the ΔU between the real
voltage and the inverter voltage differs in both steps. Caused by the IGBT voltage
drops, this deviation ΔU2 − ΔU2 = 0.7V results in the above presented error. In order
to reduce the influence of the IGBTs, the height of the first step was increased. The
measurement was repeated by first applying 0.8 · ÎN and then ÎN . Using this input, RS

was computed as 1.9531Ω which equals an error of 2.79%. Thus reducing the error by
over 2%. The measurements have also shown that 5 · τ̂R is a sufficient waiting time at
the proposed current levels.
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4.6 Transient Inductance
4.6.1 Transient Methods
The transient methods were tested with the simulation and then on the mentioned IM.
First, the approach with the positive and then negative voltage pulse is evaluated and
secondly, the alternative approach using current controlled steps.

Voltage Pulse

By applying a voltage PWM signal to the IM and stepwise changing the pulse duration,
the mean height of the voltage can be controlled. To evaluate the influence of the height
of the pulse, the simulation was carried out for for a PWM pulse of 0.5-1 which equals
a voltage of 1/3 · UDC−Link to 2/3 · UDC−Link on phase 1. The transient inductance is
computed with 3.13 and 3.14 for each input. Figure 4.7 shows the calculated inductances
and the real transient inductance. It can be seen that using the second pulse yields
better results. This comes as no surprise and was already proposed by [34]. An overall
trend towards the real inductance is also noticeable from the lower to the higher voltage
pulses. Increasing the pulse leads to an increase of the current slope and therefore
decreases the influence of the magnetizing inductance in the calculation. Anyway, using
the second pulse, the σLS error amounts to 11.4% − 4.5%.

180 200 220 240 260 280 300 320 340 360 380
40

41

42

43

44

45

46

47

Figure 4.7: Estimated transient inductance for varying voltage pulses. The blue and red
curves show the computed inductances using the first 3.13 and the second
3.14 pulse. In addition, the real transient inductance is plotted in black.

When performed within the test environment, the inverter dead time effects influence
the current around the zero crossing points. This is shown in figure 4.8. The dead time
negatively affects the calculation as it takes longer for the current to reach its rated
value. Considering equation 3.14 a higher time difference results in a lower value of
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σLS. On the other hand, the reconstructed inverter voltage is higher than the measured
one, leading to a higher inductance. With the DAQ measurements, the σLS estimate is
27, 3mH. As expected the inverter measurements provide a slightly higher estimate of
29, 2mH.
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Figure 4.8: Current in phase 1 during the voltage pulse test recorded with the DAQ-
system. The inverter dead time defect is highlighted with the circle.

Current Steps

Applying current steps instead of voltage pulses, poses less risk of over-currents for
motors with a low reactance. As already mentioned in 3.5.1, tuning the current controller
accordingly and choosing the right sample time instant, is essential for this method.
Therefore, the effect of choosing different factors α and varying the CC parameters is
researched in the simulation. As described in section 3.5.1, α defines the percentage of
the current step at which the sample is taken for calculation.

Simulation In the simulation, the method was tested using a PI current controller.
Figure 4.9 shows the result of the method where the integral element KI is set to zero.
With a low value of α, the calculations become very accurate. At high α, the inductance
becomes also higher. This is due to the influence of the magnetizing inductance at later
sampling instances. As the current response is faster at a higher KP, the error also
gets less. However, a faster response will also result in less sampling points. By setting
KI of the CC with the method proposed at the end of section 3.5.1 and repeating the
test, figure 4.10 was obtained. Here the inductance is mostly smaller due to the now
wrong model of the system. However, with an increased proportional gain, the trend
approaches the ones from figure 4.9. It can be seen that there is an optimum KP,KI pair
that provides accurate results over the whole range of α. This optimum is represented
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by the green curve. Considering RS in equation 3.5.1 leads to overall better results.
Even so, an optimum curve also exists without RS.
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Figure 4.9: Transient inductance, at varying KP and α values with KI=0.
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Figure 4.10: Transient inductance, at varying KP and α values with a constant
KI=0,025.

By conducting various simulations, it was found that this optimum(neglecting RS) can
be reached with different KP,KI pairs. Thus, assuming KP is chosen high enough, KI
can be calculated using the the following condition:

KP

KI
= TN = σLS

RR + RS

(4.5)
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This condition was found empirically, using the simulation. The calculated value of
the transient inductance should then be accurate up to α = 0.9. To increase the
robustness of this method an iterative approach could be used. Thus, comparing the
σLS calculation at each sampling point from α = 0.2 − 0.8. The nameplate data
estimates can serve as an initial estimate of the KP/KI ratio. Then KI should be
adjusted to minimize the deviation over α. If the error can not be minimized, KP is
too low.

Experimental Environment The experimental setup used for testing did not allow
for the integral element to be set to zero. Thus only a full PI controller could be tested.
Since the voltage is not required in the calculations, no comparison to measurements
with the DAQ-system are made. When the tests are conducted with the inverter exact
knowledge of the time difference between the reference current and the measured current
is required. In this case 2 controller cycles plus the time shift of the current filter equal
155µs. Subtracting this value from the measured time leads to the actual value of T
for equation 3.5.1. As the laboratory time was limited and the CC parameters could
not be set freely, the optimum approach could not be tested. Since a not optimized PI
controller is used, α needs to be set very low to acquire a reasonable estimate. With
α = 0.2 the saturation curve in figure 4.11 could be obtained. This coincides well with
the curve obtained through the HF test.

Figure 4.11: Saturation of the transient inductance obtained with controlled current
steps.

4.6.2 High Frequency Single Phase Excitation
Simulation

The focus of the simulation is to find the required height of the injection frequency
at which the magnetizing inductance does not influence the calculation of σLS. Here,
the IM is supplied by a sinusoidal single phase voltage at varying frequencies. As no
saturation is considered in the model, the amplitude (US0) and the DC-offset (US1) do
not influence the result.
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The upper plot in figure 4.12 illustrates how the injection frequency influences the
outcome of the calculation with 3.24. At the rated frequency of 16Hz the error in the
calculation is already diminished to 0.7%. However, for IM with a higher leakage factor
σ the curve can be less steep. In this case also the required frequency rises. As already
mentioned, in literature there is no consent to which frequency should be used. The
bottom plot shown the phase shift ϕ between the voltage and the current. Increasing
the frequency results in a rising ϕ which slowly converges to 90◦. Detecting a bigger
phase shift is less susceptible to small errors. To conclude, the simulation shows that
the frequency should be chosen from the rated frequency upwards.
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Figure 4.12: This figure shows calculated σLS in relation to the injection frequency
in the upper plot. The lower plot shows the corresponding phase shift
between the voltage and the current. The curves were recorded in simulink.

Experimental Environment

Frequency To verify the information gained in the simulation, a variable frequency
test was conducted. Assuming that the current controller is not yet initialized, a SP
voltage is applied to the machine. Staring at only a view percent of the rated voltage,
US0 is increased till the rated current ÎN flows. Then US1 is adjusted at each frequency
to produce a current amplitude of 1A or 0, 056 · ÎN . Applying this signal to the IM, the
following plot was obtained.
At a high DC-injection, the motor is highly saturated and thus leading to a much
smaller inductance than in the simulation. Further, the calculated inductance continues
to grow smaller even up till 200Hz. From 3xfN = 48Hz the curve starts to become
almost linear. Thus it is believed that this is the result of frequency dependent effects
in the rotor bars.
Using the inverter measurements, results in a higher phase shift as the samples are not
taken at the same time. At 200Hz the phase shift is already above 90◦. One controller
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Figure 4.13: This figure shows calculated σLS in relation to the injection frequency
in the upper plot. The lower plot shows the corresponding phase shift
between the voltage and the current. The blue curves are computed from
DAQ measurements whereas the red ones are the result of the inverter
data. Due to the asynchronous current measurement of the inverter, the
calculated phase shift exceeds 90◦at 200Hz.

cycle lasts 62,5µs. When a certain voltage is set, it is applied one cycle later. After
another cycle the measured current is recorded. Thus leading to a minimum offset of
125µs. In addition the current is filtered which causes another delay. To increase the
methods accuracy, this dead time needs to be compensated. This delay is constant and
only dependent on the inverter. Using the delay at 1-200Hz the following plot can be
obtained. Figure 4.14 shows a linear curve of Δϕ which is calculated at each frequency
as:

Δϕ = ϕInverter − ϕMeasurement (4.6)
The fluctuations at the low frequencies come from the small time difference which makes
the phase shift detection more prone to error.
Using this observation a linear function that fits to 4.14 is used to compensate the
asynchronous sampling of the inverter. Hence figure 4.15 is drawn. It can be observed
that the phase shift now coincides much better the DAQ measurements. In numbers,
the error can be reduced from 4,7% to 1,14%.(calculated at 50Hz) The remaining
error originates from the difference between the reconstructed voltage and real one.
Nevertheless, the remaining deviation is small enough to be neglected.
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Figure 4.14: The difference between the measured DAQ phase shift and the inverter
phase shift Δϕ is depicted in relation to the injection frequency.
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Figure 4.15: Compensated inverter measurements and DAQ measurements.
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Saturation Although the transient inductance is often considered as constant,
it also shows saturation effects. Two options are available to obtain the saturation
characteristic with this test. The first is to apply a SP voltage with a varying DC compo-
nent. In the second one, the DC component is set to zero while the amplitude is changed.

Applying the first method with a current amplitude of 1A(0.056 · ÎN) at 48Hz, σLS is
calculated at differing IS0 values. Figure 4.16 shows the result of this test. Where the
measurements were obtained using the DAQ.

Figure 4.16: Transient inductance with DC-saturation at 48Hz.

The second method was also evaluated at an injection frequency of 48Hz. Figure 4.17
shows its outcome. With rising IS1, the saturation is also clearly visible.

Figure 4.17: Transient inductance with AC-saturation at 48Hz.

Comparing the two methods is a difficult task, as the conditions in the IM are very
different. An observation can be made though, that the values of the DC-saturated
inductance are lower than those of the amplitude variation. This is the result of the
varying saturation level in method 2 whereas in method 1 the produced flux only
fluctuates with a much smaller amplitude.
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Space Angle Additionally the method with the DC-offset was tested for its dependence
on the chosen space angle ϑ. With IS0 = ÎN and IS1 = 1A at 48Hz, the transient
inductance is calculated for ϑ = 0◦ − 360◦. The result is shown in 4.18. Compared to
the mean value, the maximum deviation of the whole set is 1.34%. Therefore it can be
assumed that choosing a particular space angle is not necessary. This means that the
most convenient ϑ can be used.
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Figure 4.18: Dependence of the transient inductance on the space angle ϑ. σLS is
obtained using a single phase excitation at 48Hz with IS0 = ÎN and
IS1 = 1A.

4.7 Magnetizing Inductance
4.7.1 Low Frequency Single Phase Excitation
Using the low frequency injection method in the simulation, and calculating the magne-
tizing inductance, figure 4.19 can be drawn. The small fluctuations are likely due to
errors produced by the FFT for amplitude and phase reconstruction. As the known
transient inductance and stator resistance are utilized in the calculation the outcome
is rather accurate over the whole frequency range. However, σLS is not constant in
the real IM and depends on the saturation level. Thus to validate this method, the
simplified simulation is not enough and the real IM needs to be considered.
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Figure 4.19: Simulation results from the low frequency single phase test
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Experimental Environment

Identifying the magnetizing inductance with the proposed method proofed to be a lot
more difficult as seen with in the simulation. The saturation characteristic was obtained
by choosing the frequency according to condition 3.29. Inserting the parameters from
the nameplate estimation shows that f should be below 0.98Hz. Therefore, the frequency
was chosen to be 0.5Hz. The AC current amplitude is 1A and the DC component is
varied. For the determination of (1 − σ)LS the identified RS = 1.9531Ω from 4.5 and
the corresponding values of the transient inductance at the different saturation states
from 4.17 are used. In figure 4.20 the result is illustrated. The typical saturation curve
can be observed. However the calculated value of the magnetizing inductance is far
below the values of the IEEE and the transient test.

Figure 4.20: This figure shows the saturation curve of (1 − σ)LS obtained with the low
frequency test by varying the DC current component.

A different approach was also tested. The DC current is kept at IS0 = 0 and the AC
component IS0 is varied. Whereas the same frequency (0.5Hz) as above is injected.
This test is proposed in [20] and also utilizes equation 3.28 to calculate the magnetizing
inductance. Figure 4.21 shows the outcome of the DAQ-measurements using RS =
1.9531Ω and again the corresponding values of the transient inductance at the different
saturation states from 4.17. As mentioned in literature the inductance is larger than
the actual one. In normal operating conditions, the flux level inside the motor is kept
constant whereas here the level keeps changing with the injected current. The drop at
low saturation levels is due to the inverter dead time which corrupts the measurements.
In order to get appropriate values using this method using the inverter, a dead time
compensation is required. This is also suggested in [20].

A major drawback of using equation 3.28 to calculate the (1−σ)LS is the reliance on
the estimation of other parameters. As the injection frequency is chosen very low, errors
due to a wrong transient inductance can be neglected. However the stator resistance
heavily influences the outcome. This is illustrated in figure 4.22 where the saturation
curve from figure 4.20 is redrawn for different stator resistances. Considering that
RS = 1.9Ω, a small error of +-5% in the stator resistance results in an error of -26%
or +32%. The stator resistance is further dependent on the temperature of the stator
windings which can cause errors at high DC currents.
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Figure 4.21: This figure shows the saturation curve of (1 − σ)LS obtained with the low
frequency test by varying the AC current component.
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Figure 4.22: Error propagation due to a false estimate of RS

4.7.2 Transient Test
For the evaluation of the transient test of the magnetizing inductance, no simulation
results are presented, as the method relies highly on the voltage drop over the IGBTs
and diodes after the null voltage vector is set. The test is conducted at a space angle
ϑ = 90◦ and the currents and voltages are obtained trough the DAQ. Figure 4.23 shows
the voltage and current curves after the voltage is set to zero. It can be observed that
the voltage drops over the semi conductors are significant. Thus requiring accurate
knowledge of the voltages in order to calculate the inductance.

When choosing different current levels before the transient, a saturation character-
istic can be obtained. This is illustrated in figure 4.24 where the stator inductance is
calculated at currents ranging from 2-19A. When also using the voltage in equation
3.32 a realistic saturation curve is obtained. This curve is also in close agreement to
the one obtained with the classic IEEE test.[9] However using only the current results
in a much lower value with a huge error. For accurate results the characteristics of the
IGBTs need to be taken into account.
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Figure 4.23: The upper plot shows the current decay after the null voltage vector is
applied. In the lower picture the corresponding voltage is shown.

Figure 4.24: The calculated inductance LS is shown for differing DC current levels
before the transient. Leading to this saturation curve. The inductance is
shown with and without using the voltage drops over the semiconductors.
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As the motor is supplied with at ϑ = 90◦ only phase 2 and 3 are conducting. After the
zero voltage vector is applied the path of the current goes through one switch and one
free wheeling diode. Hence, uS in equation 3.32 can be described as [21]:

uS = ud + ut

2 (4.7)

where ud is the threshold voltage of the diode and ut the IGBT voltage drop. These
voltage drops can either be determined using the data sheets or by performing a test
once with additional measurement equipment and storing the data in a lookup table.[35]
also suggests a self identification of the non linearities using voltage steps. Here the
voltage drop is obtained using a one time measurement with the DAQ. Applying a
DC-current and then measuring the voltage and currents after the null vector is applied.
Figure 4.25 shows the result using a lookup table for the semiconductor voltage drops.

Figure 4.25: The calculated inductance LS is shown for differing DC current levels
before the transient. For the blue curve the measured voltage is taken
whereas for the red curve the stator voltage is estimated with a lookup
table.
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4.8 Rotor Resistance
For identification of the rotor resistance, the low frequency test is evaluated. In the
simulation, RR could be determined with an error below 1%. Due to its dependence
on the frequency and temperature, identifying the rotor resistance in real is more
complicated. RR is usually given at 20◦. Therefore the measurement should be taken
at this temperature. If this is not possible due to the surrounding environment, the
temperature must be measured. Then the value at 20◦can be estimated by using
the temperature coefficient α and the temperature difference ΔT . The temperature
coefficient must be chosen according to the material of the rotor bars which is mostly
copper or aluminium.

RR(T = 20◦) = RR

1 + α · ΔT
(4.8)

In order to satisfy equation 3.33, the injection frequency was chosen at 0.5Hz. The DC
current component IS0 should be just high enough so that the inverter non linearities do
not effect the superimposed AC signal. With the already identified RS and the voltage
drop seen in figure 4.6, the minimum current can be calculated as,

IS0,min = ΔU

RS

= 15.25V

1.9928Ω = 7.6525A (4.9)

Where ΔU is calculated using the current and the inverter voltage at the first step of
the RS DC-test.

ΔU = US0 − RS · IS0 (4.10)
In addition the amplitude of the AC component must be added. Here IS1 = 1A leads
to a minimum DC component of IS0 = 8.6525A. To be on the safe side the test was
conducted at IS0 = 10A and IS1 = 1A. Using this input, the estimated RS value and
the value of the estimated transient inductance at 10A saturation RR was obtained as
0.871Ω with DAQ-measurements and 0.654Ω with the inverter. According to the data
provided by the manufacturer, RR at 20◦should be 0.889Ω. Thus resulting in an error
of 2% or 26.4%.
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4.9 Rotor Time Constant
4.9.1 Single Phase Current Injection Strategy
Simulation

As the proposed method suggests, the model is supplied by a sinusoidal single phase
current with the amplitude being the rated current. (IS1 = ÎN ) After a couple periods
the signal with the frequency f, get switched to peak value of the rated magnetizing
current.(IS0 = ˆIM) If at the switching instant the actual magnetizing current does not
equal IS1 a voltage transient appears. This transient is recorded directly at the output
of the current controller. By applying this signal to the simulink model and varying the
injection frequency, figure 4.26 can be drawn. It can be seen that Δu of the voltage
transient is in the range of a couple volts. Hence, the use of the voltage time area
is recommended to reduce the influence of noise. The recording of the transient was
found to be accurate when starting at the point where the stator current reaches the
desired DC value. Taking into account any measurements before that instant, can lead
to errors due to the current controller overshoot. At the frequency where the transient
disappears (Δu = 0,ΔA = 0), the rotor time constant is calculated. In the simulation,
the method proofs to be very accurate with an error below 1%.
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Figure 4.26: These curves were obtained in the simulation. For the varying frequencies
at the same amplitude, the top plot shows the difference Δu between
the start and the end of the voltage transient. In the bottom plot the
corresponding voltage time area is displayed.

Experimental Environment

The same test as in the simulation was conducted through the inverter. By calculating
ΔA at different frequencies, the curves in figure 4.27 were obtained. Looking at the
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green and blue curves where the amplitude is ÎN and the DC current value is ˆIM , a
difference can be seen at lower frequencies. At those lower frequencies, the magnetizing
current is to high at the switching instant. Therefore, the IM is in a saturated state.
Due to the saturation the actual magnetizing current cannot reach much higher values.
Thus, leading to the flattening of the transient at lower frequencies.

When the rated magnetizing current is unknown it has to be estimated with the
nameplate data. For this IM the estimated value is slightly lager than the value known
from the manufacturer. By conducting the test with the estimated ˆIM the red curve in
figure 4.27 can be drawn. It can be seen that the higher saturation state leads to a
smaller ΔA at low frequencies. Furthermore, the frequency with no transient is also
smaller.

τR is then calculated by interpolating between the two points closest to ΔA = 0. This
leads to the rotor time constant estimates of 296ms using the manufacturers ˆIM and
278ms using the nameplate estimate. From data provided by the manufacturer τR

should equal 300ms. Hence using the correct DC current leads to an error of 1,33%.
Using the nameplate estimate, the error equals 7,33%. However it should be noted that
when the motor is operated at the estimated magnetizing current, the required τR is
also different and most likely closer to the second value.
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Figure 4.27: ΔA of the voltage transient at different frequencies. In the simulation(green)
and the blue curve the DC current value equals the magnetizing current
from the manufacturers data whereas in the red curve its nameplate
estimate was utilized.

An interesting observation could be made when conducting the method with variable
frequencies, at IS1 = ÎN , ˆIM from the manufacturers data and at two different space
angles ϑ = 0◦ and ϑ = 90◦. This is illustrated in figure 4.28. Applying the signal at
ϑ = 0◦ results in a bigger voltage transient at low frequencies. However, the identified
τR are the same for both angles. This behaviour could be explained by the different
pathways of the magnetic field. At ϑ = 90◦, only two phases are conducting whereas at
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ϑ = 0◦ all three phases hold a current. As seen in the plot, a bigger transient means a
steeper zero crossing of ΔA(f). This reduces the difficulty of finding ΔA(f) = 0 and
increases the methods accuracy. Therefore, using ϑ = 0◦ is recommended here.
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Figure 4.28: ΔA of the voltage transient at different frequencies. The two curves were
obtained using different space angles for injection.

To proof the concept of this method, the test was also conducted at the rated slip
frequency obtained from the nameplate data (f=1,366Hz) and a variable amplitude.
Figure 4.29 illustrates ΔA at these amplitudes. Here τR calculates to 295ms, which is
almost the same as when the frequency is varied. Thus validating that both methods
are applicable. The drawback of this method is that when the slip frequency estimate
is high, a high amplitude is required. This excessive current could lead to heating of
the windings and corrupt the identification of the rotor time constant.
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Figure 4.29: ΔA of the voltage transient at different amplitudes and the rated slip
estimated from the nameplate. For comparison, the rated current ÎN =
17.67A.
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4.9.2 Flux Observer based Strategy
The method described in 3.8.2 is first tested in simulink and then evaluated with the
experimental setup.

Simulation

The sequence described in 3.9, with the first step IS0 = ÎN , the second IS0 = −ÎN

and the third being IS0 = − ˆIM was applied to the model. By varying the rotor time
constant estimate τ̂R and measuring ΔA, the figure below could be obtained. The
estimate of τ̂R directly influences the time, the negative current step is applied. At
high τ̂R, the magnetizing current already equals the stator current before the last step
is set. Hence, the voltage transient will not get bigger. This can be seen in the figure
for τ̂R > 470ms. As the simulation is a very simplified model, the time constant that
was found via this method possesses an error below 1%. Another observation could
be made from the simulation. The higher the current steps, the steeper is the curve
shown in figure 4.30. This is logical considering that im is described here as a first order
delay or an exponential function. The slope of the exponential function is higher for a
lager difference between the fist and the second current step. Thus resulting in a larger
difference of im − îm for the same differing time constant estimate.

Experimental Environment

By injecting the same sequence as described in the simulation, the following plot could
be obtained.
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Figure 4.30: ΔA of the voltage transient using different τ̂R. Using the same input
sequence (ÎN ,−ÎN ,− ˆIM ) in the simulation and the test using the inverter.

The identified time constant from the test (τR = 230ms) differs widely from the one in
the simulation(τR = 300ms). Since the test is short enough to rule out the influence
of the temperature, the huge difference must originate from the saturation of the IM.
Therefore the test was repeated using the following step sequence, using the RMS value
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of the rated current instead of the amplitude. IN ,−IN ,− ˆIM . This results in a time
constant at ΔA = 0 of τ̂R = 275ms. Nevertheless closer to the manufacturer value, the
estimate still has an error of 8.3%. After further study it was found that the height of
the first current step is responsible for the wrong estimate. As the magnetizing current
reaches the value of the stator current in the first step, the height of the first step
needs to equal the rated magnetizing current ˆIM . Doing otherwise, leaves the IM in a
higher saturated state than in real operations, leading to the smaller τR. Hence the
step sequence needs to be changed to ˆIM ,−ÎN ,− ˆIM . Whereas the second step does
not influence the outcome of the method. It effects the slope of the curves in figure
4.30. The higher the current, the steeper is the zero crossing point. Figure 4.31 shows
the outcome of the changed input sequence. The results of the simulation and the
experimental ones, are now comparable. As expected the transient or ΔA is lower at
high τ̂R due to the saturation of the IM. Nevertheless, the rotor time constant was
identified using interpolation as τR = 308ms. This equals an error of only 2.7% in
comparison to the manufacturers data.
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Figure 4.31: ΔA of the voltage transient using different τ̂R. Using the new input
sequence ( ˆIM ,−ÎN ,− ˆIM ) in the simulation and the test using the inverter.
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CHAPTER 5

Conclusion

In this thesis, identification methods for induction motors at standstill are studied. An
introduction on IMs is given with the mathematical model using space phasors. The
T and inverse-Γ equivalent circuits are introduced and the general drive structure is
discussed.

A great number of standstill parameter identifications have already been developed and
are available in literature. A review of existing methods is provided. Several methods
which do meet the requirements of self-commissioning and can be implemented without
the need of excessive computational power, were chosen for further investigation. The
methods are first described in detail and then investigated using a simulation. In
addition, test were conducted on a 4,6kW IM using an inverter as power supply.

To identify the stator resistance, the well established two step DC test was conducted.
In both the simulation and the measurements the results were rather accurate. Hence,
no other method was considered.
In order to identify the transient inductance of the motor which is required for the
current controller in the field oriented control, two methods are studied. The first one is
based on applying a positive and then a negative voltage pulse to the IM. This method
proofed to be valid in the simulation. However, due to the inverter dead time effects
the current rise is slowed resulting in an erroneous parameter. In order to cope with
this error and to provide additional information about the saturation of the inductance,
a test using current steps is introduced. Several current controlled steps are applied
and the transient inductance is calculated with the CC parameters and the current
response. It was observed that the right tuning of the CC is crucial to the accuracy of
this method. Leaving the method to be very dependent on these settings. Additional
measurements need to be conducted using the proposed settings with an iterative
approach or by using only a proportional element. The second method is based on
a high frequency single phase injection. Thereby a DC component superimposed on
the AC signal is used to get different saturation states of the motor. In addition, the
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DC component reduces the effect of the error produced by the reconstructed voltage,
as only the AC signals are required for the calculations. Another advantage of this
method is that the CC does not need to be tuned beforehand. Furthermore, it was
shown that the asynchronous measurement of the current and the reconstructed voltage
can be compensated when the delay is known.

For the identification of the magnetizing inductance two methods were chosen for
investigation. Both require already estimated values of the transient inductance and the
stator resistance. In the first method a DC current is applied and then a null voltage
vector is set. Integrating the current and voltage transients provides the value of the
magnetizing inductance. Measurements with the DAQ-system showed that by applying
different DC currents an accurate value of the inductance can be determined. As the
voltage transient is cased by the voltage drops over the inverters semiconductors, uS(iS)
for the specific space angle needs to be obtained in order to conduct the test only with
the inverter. To obtain this curve, one measurement of the transient starting from a
high DC level with the DAQ-system was recorded and stored in a lookup table. The
lookup table is only dependent on the inverter semiconductors and if once determined
can be used to test any motor. It should also be mentioned that the uS(iS) is only
valid at a specific space angle. Using the lookup with the measurements of the inverter
provided an accurate result. In the second method, a sinusoidal single phase current is
applied and the inductance is calculated with the voltage amplitude, current amplitude
and their phase shift. Conducting the test with a superimposed DC signal resulted
in an estimate of the inductance that is much lower than the one that was obtained
with the IEEE or transient test. The reason for this could be that the motor is in
higher saturated state than in normal operation. Therefore, the test was also performed
without a DC component at various amplitudes. As already stated in literature the
identified inductance is larger than the actual one. It was also found that in the low
amplitude region, the estimate becomes erroneous due to the inverters non linearities.
Thus a dead time compensation is required to provide accurate results.
The rotor resistance refereed to the stator was identified with a low frequency single
phase test. It was found that a minimum DC offset can be calculated to be able to
neglect the inverter dead time effects. The result however still proved erroneous as the
temperature could not be measured during this test. To provide a reasonable statement
about the accuracy of this method, this needs to be taken into account.

At last two methods for the direct estimation of the rotor time constant are introduced.
Due to the possibly inaccurate determination of the rotor resistance and the magne-
tizing inductance, identifying the rotor time constant directly provides a considerable
alternative. Whereas both methods rely on the same physical principle, they differ
in there injection strategy. The goal is to reduce a seen voltage transient below a
detectable value. The first one applies a sinusoidal single phase current and after a
steady state is reached switches to a DC value which equals the desired magnetizing
current. Depending on the amplitude and frequency of the AC signal, a positive or
negative voltage transient appears after the switching instant. It was found that varying
the amplitude or the frequency both result in the same τR estimate. However, varying
the frequency proofed to be the safer option. Setting the frequency too high can result
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in a very high current amplitude at the point the voltage transient disappears. In
second method first a positive DC current is applied which is then switched to the
negative rated current. A flux observer with a initial time constant estimate is used to
estimate the magnetizing current. When the estimated magnetizing current reaches
the negative rated magnetizing current, the injection is then switched to the negative
rated magnetizing current. If the estimate is right no voltage transient should appear.
The tests showed that setting the first DC current to the rated current saturates the
motor too much and leads to a false identification. Therefore, the value was changed to
the positive magnetizing current. Using this changed sequence, an accurate estimate
could be made. Both Methods provide an identified rotor time constant with an error
below 3% in comparison to the manufacturers data. The second method provides
a slightly larger estimate whereas using the first method results in a lower estimate.
An advantage of the sinusoidal test is, that the slope of ΔA is steeper at the point
where τR is identified. This can result in better accuracy when the measurements are
evaluated using the inverters controller instead of MATLAB. In this thesis the rotor
time constant was determined by performing the methods at many points and then
interpolating between the two values where the transient is closest to zero. To speed up
the identification process an iterative approach could be used in future works.
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