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ABSTRACT
A digital twin is aimed to be a virtual model designed to accurately
replicate a physical system in the digital world. This is why digital
twins have become quite popular in recent years in both rail and
road domain applications, and some researchers and engineers have
started considering the term as a buzz word that attracts increased
interest in their research. In some cases, this leads tomisunderstand-
ings regarding the digital twin concept, especially if the discussion
relates to digital twins built on physics-based models. This paper’s
detailed review has been performed to address this issue consider-
ing the application of vehicle system dynamics theories as a basis
for development of digital twins and the implementation process in
digital twin studies. The results show that most works are focusing
on digital twin developments at the ‘top level of the pyramid’ and
more comprehensive research and investigation studies are needed
in terms of the application of vehicle system dynamics in design and
construction of digital twins. This paper adopts and summarises the
possible directions for the development of a future framework in
termsofdisciplines relevant to vehicle systemdynamics andpresents
a forecasting roadmap on future development strategies of digital
twins.
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1. Introduction

The Fourth Industrial Revolution, which is commonly abbreviated as Industry 4.0 or I4.0
and is considered to have commenced in 2011 on the basis of a German government ini-
tiative to integrate information and communication technologies in industrial production,
introduced some changes by means of the application of cyber-physical systems and join-
ing together of the newly developed digital and the existing advanced technologies and
disciplines in one multidomain and multi-physics field that eliminates the lines between
physical and digital worlds in transportation. One of the key deliverables of Industry 4.0
is the introduction of new conceptual terminologies in the cross-disciplinary engineering
and researchworld for the digital transformation of design and lifecycle evaluation of prod-
ucts that are commonly known as physical objects. One such concept that is strictly related
to the topic of this paper is called the ‘digital twin’. Obviously, not all definitions of digital
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twin are the same. A lot of questions exist on what we should call a digital twin in vehicle
system dynamics and how it varies from simulationmodelling. Before going further in this
definition, it is necessary to clarify how it is defined in other technology areas in order to
present a proper picture of the definition relevant to vehicle system dynamics. As a result
of the presence of many uncertainties in this area as well as the current high demand for
the development of vehicle designs and their wider applications in the digital world of the
Industry 4.0 revolution, this paper is focused on an overview of the definitions, the archi-
tecture and simulation aspects, and the challenges in practical applications, hence its aim
is to try to formulate the answers for the following questions that have been raised by the
vehicle system dynamics community in recent years:

• What is the definition of a ‘digital twin’ in terms of its application from a vehicle system
dynamics point of view?

• What is the difference between an advanced model and a digital twin?
• How is vehicle system dynamics able to be applied so as to be fit for purpose in digital

twin technologies?
• What options are available for a digital twin for vehicle systems to be constructed and

what is an appropriate integration approach?
• What simulation approaches should be used?
• What options are available for a digital twin to be simulated?
• What validation process should be used for developing a digital twin?
• What are the gaps in our knowledge regarding applications of digital twins and how can

they be compensated?
• How can we better manage the big digital twin unknowns in vehicle-related studies?

2. Definitions of digital twin

There are plenty of definitions to be found in the publications and commonly those def-
initions are not well-systemised. Therefore, the best way to present the definitions is to
start from the first introduction of the definition of ‘digital twin’, and then to go along the
historical transformation of the original definition to what we can observe at the present
time.

Some evidence exists that sends us back to 2002 when the original digital twin concept
was presented byMichael Grieves at the University of Michigan to industry participants to
introduce the idea of a Product Lifecycle Management Center [1]. However, at that time
the definition of ‘digital twin’ had not been formulated and it was merely descriptive [1].
It is commonly indicated that the first definition of the digital twin was formulated by
researchers in NASA and published in [2]:

A digital twin is an integrated multi-physics, multi-scale, probabilistic simulation of a vehicle
or system that uses the best available physical models, sensor updates, fleet history, etc., to mir-
ror the life of its flying twin. The digital twin is ultra-realistic and may consider one or more
important and interdependent vehicle systems, including propulsion/energy storage, avionics,
life support, vehicle structure, thermal management/TPS, etc. In addition to the backbone of
high-fidelity physical models, the digital twin integrates sensor data from the vehicle’s on-board
integrated vehicle health management (IVHM) system, maintenance history, and all available
historical/fleet data obtained using datamining and textmining. The systems on board the digital
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twin are also capable of mitigating damage or degradation by recommending changes in mission
profile to increase both the life span and the probability of mission success.

As is possible to see from the NASA definition, it is fully related to the aerospace engi-
neering field, and it cannot be applicable in that form to all industries. As a result, the
transformation of the original definition started to be quickly progressed after the com-
mencement of the Industry 4.0 revolution. However, there are many other definitions that
have been described over time relating to the idea or concept of digital twins. In publication
[1], it is written ‘the idea of digital twin is to be able to design, test, manufacture, and use the
virtual version of the system’. Meanwhile, others assume that the concept should be built
considering that ‘the digital twin is a collection of all digital artifacts that accumulate during
product development linked with all data that is generated during product use’ [3]. We have
gathered many definitions from publications and patents, which were further reviewed
based on the digital twin’s purpose, application area and key points in [4]. From the point
of a virtual replica for Industry 4.0 in [5], an experimentable digital twin was defined as ‘a
digital twin is a one-to-one virtual replica of a ‘technical asset’’. At the same time, consider-
ing the point of dynamic representation for fault diagnostics, it is defined in [6] as ‘Digital
twin represents physical entities with their functions, behaviors, and rules dynamically’. In
terms of vehicle dynamics, the definitions referring to modelling and simulation are a sub-
ject of particular interest. For example, Luo et al. [7] define a digital twin as ‘amulti-domain
and ultrahigh fidelity digital model integrating different subjects such as mechanical, electri-
cal, hydraulic, and control subjects’, while Wang et al. [8] state that a ‘Digital twin can be
regarded as a paradigm by means of which selected online measurements are dynamically
assimilated into the simulation world, with the running simulation model guiding the real
world adaptively in reverse’.

Considering aspects of rail vehicle design and dynamics, the general definition was
also summarised in [9] based on the definition given in [10–12] and should include four
important parts:

• ‘a model of the object built based on an integrated multiphysics, multiscale, probabilistic
simulation approach,

• an evolving set of data relating to the object,
• a means of dynamically updating or adjusting the model in accordance with the data,
• mirror and predict activities/performance over the life of its corresponding physical twin’.

However, at the same time, vehicle digital twin definitions related to different applica-
tion fields can significantly vary. For example, as published in [10], a digital twin for
autonomous vehicles (AV) should satisfy the following four criteria:

• ‘an accurate and updatable model of a real-world driving environment, including other
vehicles and pedestrians and some description of weather and other atmospheric and
environmental effects,

• models that simulate the response of the sensors deployed on the vehicle based on a careful
choice of data from tests of these sensors,

• a model of the vehicle response to driving commands (e.g. steering changes, braking, etc.)
that takes road surface conditions into account,

• and the AV control algorithms’.
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However, if the digital twin definition is given for connected and automated vehicles, the
focus should be put more on their characterisation as described in [13]. In that article,
the digital twins can be characterised using the following dimensions: ‘the digital model,
the physical system, the communication between them, the big data that is created from the
process, and the services that can be deployed to add value’.

This leads us to the understanding that not all practitioners and researchers use the
same definitions for digital twins in their work and that the existing terminologies are quite
different for each type of vehicle, and it might bring some new ideas into the digital twin
technologies. A similar opinion can also be found in [10] where the authors also referred to
use the simplistic definition provided in [14]: ‘ADigital Twin is an executable virtual model
of a physical thing or system’, where the physical thing can be anything from amanufactured
object, like a car or rail vehicle. This also confirms that the definition of a digital twin is
not settled and each definition has its own norms [15].

This discussion indicates that there is considerable scope for further investigations of the
physical phenomena in the definition of digital twins as well as vehicle dynamics models
for digital twins which could support further development of a definition of the digital
twin for its application in vehicle design and vehicle dynamics practice. Therefore, this gap
should be filled in order to provide an acceptable terminology which can be used in both
rail and road domains for the deployment of the models during the design and operational
phases of a vehicle’s life cycle.

3. Advancedmodel vs simulationmodelling vs digital twin

The computer simulation concept was originally proposed in 1979 by the Society for
Computer Simulation Technical Committee on Model Credibility [16]. It contains three
major cross-connected components knows as Reality, Conceptual Model and Comput-
erised Model. The term ‘Reality’ in modern terminology can be defined as a physical
system. The term ‘ConceptualModel’ can be defined by twomodern terms of ‘system spec-
ification’ (also called ‘technical specification’) and ‘model’. The term ‘ComputerizedModel’
means ‘an operational computer program which implements a conceptual model’ [16] or ‘an
exact replica of the Conceptual Model’ [17]. In order to align these definitions with modern
language, the terminology can be re-formulated into two definitions that can be applicable
for a simulation process used in vehicle system dynamics. In this case, the model can be
defined as published in [18]:

Amodel is conceived as any physical, mathematical, or logical representation of a system, entity,
phenomenon, or process.

The case of a computerised model can be considered

as a set of instructions, i.e. a model needs some agent capable of actually activating and obeying
the instructions and generating behaviour. We call such an agent a simulator. Thus, a simulator
is any computation system (such as a single processor, a processor network, the human mind, or
more abstractly an algorithm) capable of executing a model to generate its behaviour. [18]

Considering early computerisedmultibody dynamicsmodelling trends applicable for vehi-
cle dynamics and published in the 1980s and 1990s [19,20], it is possible to observe a clear
transition from the common definition for ‘simulator’, which is most often used in the
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Figure 1. Advanced model incorporated in a common simulation process.

field of computer engineering, to themore specific definition of ‘simulation’ used in vehicle
dynamics. As summarised in [21]:

Simulation in vehicle system dynamics has its historical origin in the analysis of the purely
mechanical behaviour using mechanical multibody system models.

It is clear that definitions associated with purely mechanical systemmodels used for design
remained very simplistic [22] and they cannot replicate complex engineering systems that
may contain flexible bodies, mechatronic components, etc. This leads us to the idea that
advanced vehicle systems should be denoted as mechatronic vehicles and they should be
studied with advanced modelling techniques. Some ideas on how this can be organised
have been published by Kortüm and Vaculín [23]. The interaction of vehicle dynamics and
other disciplines are handled conveniently by the application of co-simulation techniques
that can work in online and real-time simulation modes [24–26]. As a result, it should be
able to handle multidisciplinary problems in themanner shown in Figure 1. Therefore, it is
necessary to have different software products for each discipline and to allow them to talk to
each other by means of co-simulation. Arnold et al. [21,24] define a co-simulation process
as one in which ‘the subsystems are handled or integrated by different integration methods
or solvers and each of these methods or solvers can be or is tailored to the corresponding sub-
systems’. A further comprehensive definition is presented in [27] as ‘co-simulation exploits
the modular structure of coupled problems in all stages of the simulation process beginning
with the separate model setup and pre-processing for the individual subsystems in different
simulation tools’. All the preceding discussion leads us to the definition of an ‘advanced
model’ that can be formulated as:

An advanced vehicle dynamic model is the multidisciplinary software-based built model that
provides a capability to build an exact replica of the conceptual vehicle model and, at the same
time, it provides an accurate response to control commands and operational conditions.

It is necessary to mention that the accuracy of vehicle dynamics simulation will be depen-
dent on two factors: accurate dynamics representation of the vehicle system and the
computational time to produce the simulation results. The latter is quite important for
advanced models that work in a real-time digital simulation environment.
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Figure 2. Examples of V-models for the design of a mechatronic system of a vehicle [31].

However, this definition shows that there are more factors applicable for vehicle design
and roadworthiness acceptance tasks with quite limited information available on the
specific requirements for product cycle, i.e. the introduction of vehicle operational require-
ments that are commonly observed in the real world of the vehicle operational life cycle as
specified by some normative documents such as standards, best practice guides, etc. As a
result, the overall arrangement can be represented by the V-model example of the vehicle
design process as shown in Figure 2 which was formulated and delivered following details
set out in the publications [28–30].

The output of the V-model is the prototype that is usually defined as ‘a complex sys-
tem with several separate interacting subsystems’ [32]. In addition, it is obvious that we
have some important systems that can be applied or not applied in a simulation pro-
cess under the relevant conditions of the specific investigations. One example of such
an important system is the physical system that is represented by the block ‘Reality’ as
shown in Figure 1. As a result, there is the question that should be answered – how
should we make the advanced model more realistic and introduce more data available
from the physical system in the advanced model? We exclude an opinion here that ‘if
no model exists satisfying our aim and technical limitation, then no simulation is possi-
ble’ [33]. One of the possible answers is to use ‘simulation modelling’. Before starting a
discussion on the differences between ‘advanced modelling’ and ‘simulation modelling’
approaches, it is necessary to provide the definition of the second term. As defined in
[34], simulation modelling is ‘the process of creating and experimenting with a comput-
erisedmathematicalmodel of a physical system’. This alsomeans that a computer simulation
model can then be referred to as a computer simulator. On the other hand, it is stated
in [35] that ‘simulation models aim to replicate the workings and logic of a real system by
using statistical descriptions of the activities involved’. The explanation of the necessity to
use simulation modelling is explained in [34] by the following disadvantages of the pure
simulations:

• ‘Simulation cannot give accurate results when the input data are inaccurate.
• Simulation cannot provide easy answers to complex problems.
• Simulation cannot solve problems by itself ’.
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As a result, the following extensions are considered necessary for simulation modelling as
also mentioned in [34]:

• ‘Simulation model building can require specialised training.
• Simulation modelling and analysis can be costly.
• Simulation results involve many statistics’.

Therefore, by itself simulation modelling represents a process that can work with an
advanced model to deliver the output measures of performance of the physical system.
This statement is confirmed with the definition of the simulation model (SM) published
by Durán [36] that states:

The SM is a rich and complex structure that departs in important ways from standard models
used in scientific research.

All of the foregoing points related to the descriptions and definitions of the term of
‘simulationmodelling’ lead us to the understanding that simulationmodelling is a process:

• where the physical system is replaced with an advanced model, that can be also called a
‘simulation model’ and it is built with a high level of accuracy to properly describe the
physical system;

• which is designated to perform experiments in the virtual world to deliver information
about the physical system;

• which is used to analyse a prototype of a physical system to predict its performance in
the real world.

As a result, simulation modelling works with data delivered from the real world to for-
mulate testing conditions that will allow making a judgment about where a designed
prototype could fail or could operate properly under applied dynamic loads. So, it is quite
easy for it to be used during the design stage and the simulation modelling is quite rele-
vant to the output of the V-model, which is designated to deliver the prototype without
considering the performance of the existing physical system that can be observed in the
operational routine after the design stage is finished and the prototype has been delivered
as the final product. This clearly explains why the term ‘digital twin’, defined in Section
2, should be introduced to support service solutions that optimise operations and failure
prediction. And as is stated in [37], the digital twins should be built based on multi-
domain and multi-level simulation approaches, and ‘these approaches must be embedded
in the system engineering and development process and reused in all following lifecycle
phases’.

Considering the level of detail, a general comparable structure of data flow for all three
simulation technologies (Advancedmodelling, Simulationmodelling andDigital twin) can
be summarised based on the information flow representation idea as published in [9] and
presented as shown in Figure 3. While a simulation box is presented in all three methods
and it might be focused on one particular process, a digital twin has one distinguishing
feature which is that it can include in itself various simulations (i.e. not only a simulation
that focuses on a vehicle dynamics task) in order to analyse and examine its behaviour
under multiple possible processes and operational scenarios. If we consider the history
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Figure 3. Conceptual comparison overviewof information flow for simulation-based technologies used
in vehicle dynamics.

timeline, all three simulation technologies have a strong connection with the transition
from one development to another as shown in Figure 4. All these theoretical investiga-
tions on the digital twin definitions performed in this section lead us to the tasks for the
next sections that require re-considering all recent published research in rail and road
domains and re-checking their relevance to digital twin conceptual priorities as shown in
Figure 5.
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Figure 4. History of simulation-based technologies used in vehicle dynamics.

Figure 5. Digital twin development tasks considering the entire lifecycle of the intelligent vehicular
systems [38].

4. Digital twin architecture aspects

As discussed in the previous chapters, definitions of digital twins are as various as the
purposes they are intended for. Implementations of digital twins are reported from many
different fields of application in recent literature [4,39,40]. However, even within one field
of application, ‘current Digital Twin implementations are often application-specific solutions
without general architectural concepts and their structures and namings differ, although the
basic concepts are quite similar’ [41]. Before highlighting specific applications of digital
twins in the rail and road domain in Sections 6 and 7, a generic view on relevant aspects
for constructing digital twins in vehicle dynamics applications is provided here, aiming to
discuss the ‘basic concepts’ in the above quotation.
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Figure 6. Basic scheme of a digital twin. The digital twin uses information and data from different IT-
Systems andmakes it available for succeeding phases of the lifecycle of the product [37]. PLM, PDM and
SCADA refer to Product LifecycleManagement, Product DataManagement, and Supervisory Control and
Data Acquisition.

A basic scheme of a digital twin is shown in Figure 6. Following Section 3, the digital
twin consists of a set of advancedmodels and respective datawhich comprehensively repre-
sent the properties and conditions of the physical object and/in its designated environment,
and thus allow it to predict its actual and future behaviour through simulation. The digital
twin (periodically or continuously) collects and exchanges data and informationwith exist-
ing IT-Systems of the real system, i.e. the ‘physical twin’. Based on these data, the digital
twin (dynamically) updates and adjusts its models and parameters in accordance with the
real operation conditions. ‘Thus, the Digital Twin extends the concept of model-based sys-
tem engineering (MBSE) from engineering and manufacturing to the operation and service
phases’ [37].

The digital twin evolves with the real system and remains its virtual counterpart across
the entire lifecycle. The digital twin is ready-to-use to perform life-cycle-specific simula-
tion tasks andfinally closes the loop fromoperation and service back to the design phase (of
a new product or updated revisions of the existing one). Predictive maintenance and fault
detection and diagnostics are typical use cases [6,42] since the approach provides an accu-
rate description of the change of the system over time. Themodel of the digital twin, which
is the opposite of a neural network type model, should then be ‘sufficiently physics-based’
[10], such that a change in a model parameter can be correlated to the measurement data.
In addition, for issues occurring in later phases of the product, solutionsmay be established
with the aid of the already existing (and verified [79]) simulationmodels, and by taking the
specific historical data of the product into account.

In other digital twin purposes, it is not the long timescale that is of interest, but rather
the (real-time) interaction of a system with its environment, or even cross-system inter-
actions of multiple systems within the environment (sometimes referred to as a ‘system of
systems’ digital twin [40]). Shao [43] states with respect to smart manufacturing systems
that ‘there is no single digital twin that can provide all the solutions for a givenmanufacturing
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system, equipment, or process. Different digital twins may be developed with different scope
and objectives. In certain cases, multiple digital twins may need to be integrated to cover a
larger scope’. Smart manufacturing systems are among the pioneers of Industry 4.0 tech-
nologies [44–46], and according to [47], digital twins and Industrial Internet of Things
technologies are ‘an integration exercise rather than a development challenge’. Common
methods, standards and norms are demanded from the industry to realise the potential of
digital twins [15].

For either of the above digital twin scenarios, the aim of the digital twin is to provide
solutions for specific objectives and questions which need to be defined in advance. The
collection of these objectives then leads to a list of functional requirements (demanded ser-
vices such as prediction, optimisation and control of future behaviour, adaption of model
parameter to actual conditions, etc.) and quality requirements (quality, availability, latency,
storage, security of data, etc.). The former requirements are largely decisive for designing
the advanced models of the digital twin, or e.g. selecting the applied type of sensor of the
physical twin. The latter requirements especially need to be taken care of when designing
the architecture of the digital twin system, whereby

a system’s architecture is a representation of a system in which there is a mapping of function-
ality onto hardware and software components, a mapping of the software architecture onto the
hardware architecture, and a concern for the human interaction with these components. That is,
system architecture is concerned with the totality of hardware, software, and humans.

This definition of the term ‘system architecture’ from the software engineering textbook
[48] seems appropriate for digital twins in vehicle system dynamics as well, since, besides
hard – and software, the human is explicitly included, either as operator or as integral com-
ponent (e.g. as driver[model] of a [virtual] vehicle) of the digital twin system. Applying
the recommendations for software architectures from [48] for a digital twin, its architec-
ture should: (i) provide an abstract representation of the structure of the system and of
the behaviour of its elements, (ii) separate and sort its functions in areas of responsibil-
ity, and (iii) describe the relation and communication among the elements. Bauer et al.
[49] recommend using different ‘architectural views’ to describe an architecture in terms
of ‘the functional and behavioural aspects on one hand, and the technical structure and the
decomposition into components on the other hand’.

Caporuscio et al. [50] discuss architectural concerns for digital twins of organisa-
tions. The authors recommend with reference to software engineering that a digital twin
architectural framework should include:

(1) ‘an Architectural Pattern describing architectural elements and connectors, with con-
straints on how they can be combined, achieving flexibility;

(2) a Reference Model decomposing functionality into elements (and data between them)
that cooperatively satisfy the organization needs;

(3) aReferenceArchitecturemapping the ReferenceModel onto system elements and defining
the data flows between them’.

Closely following the guidelines from systems and software engineering, the ISO 23247
[51] standard was recently developed for digital twins in the manufacturing industry.
Its four parts define ‘a framework to support the creation of digital twins of observable
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manufacturing elements including personnel, equipment,materials,manufacturing processes,
facilities, environment, products, and supporting documents’. Part 2 provides a reference
architecture for a digital twin inmanufacturing, wherein a digital twin is defined as a ‘fit for
purpose digital representation of an observable manufacturing element with synchronization
between the element and its digital representation’. The proposed reference architecture is
based on the Internet of Things (IoT) reference architecture as defined in ISO/IEC 30141.
It specifies a digital twin reference model in terms of four domains: the ‘user domain’, the
‘digital twin domain’, the ‘device communication domain’, and the ‘observable manufac-
turing domain’, which are further divided into five entities, based on the required tasks and
functions of each domain. The entities are further divided into sub – and functional enti-
ties, and the resulting ‘Functional view’ of the reference architecture indicates the defined
intra-domain and cross-domain interaction patterns as shown in Figure 7. The ‘Device
Communication Entity’ collects data from sensors of the ‘Observable Manufacturing Ele-
ments’, i.e. the physical items, and sends data for control and actuation purposes. The
‘Digital Twin Entity’ manages and operates the individual digital twins, performs simula-
tions and analyses based on input data, and processes the results for sharing with the other
entities. The ‘User Entity’ provides interfaces to interact with the user, i.e. a human opera-
tor or a digital enterprise application such as Enterprise Resource Planning (ERP) systems.
The ‘Cross-System Entity’ provides necessary functionalities such as data translation, data
assurance, and security support. Parts 1, 3 and 4 additionally provide an ‘Information view’
and an ‘Networking view’ of the reference architecture, defining terminologies, technical

Figure 7. Functional view of the digital twin reference architecture for manufacturing according to ISO
23247–2 [51]. The digital twin framework comprises four entities and exchanges data with observable
manufacturing elements; FE stands for Functional Entity.
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requirements and standards for the digital representation and information exchangewithin
the framework.

Several reference frameworks, models and architectures for digital twins are presented
in literature, with a different level of detail, and typically tailored for a specific industry and
field of application, e.g. [41,52] for industrial energy systems, [53] for the petrochemical
industry, [54] for industrial product family design with inclusion of context awareness,
[39] from a software engineering perspective, [50] for enterprise organisation, [55,56] for
cyber-physical systems, and [57] for connected vehicles.

Therein, authors often use a layered structure to decompose the digital twin system into
its essential components and group them in certain layers depending on its functions and
interrelations. Steindl et al. [41] present a layer-based generic digital twin architecture for
industrial energy systems. Its six layers are aligned with the information technology layers
of the ‘Reference Architecture Model Industry 4.0 (RAMI 4.0)’ as defined by the German
Electrical and Electronic Manufacturers’ Association to support Industry 4.0 initiatives
[58], thus facilitating a common naming and understanding of the proposed architec-
tural structure. The layers read from bottom to top: (i) the ‘Asset Layer’, representing the
physical twin, (ii) the ‘Integration Layer’, where both run-time data and engineering data
are captured, (iii) the ‘Communication Layer’, which provides necessary protocols for the
data exchange with the upper layers, (iv) the ‘Information Layer’, where data is processed,
stored, and its access is managed, (v) the ‘Functional Layer’, providing the functional ser-
vices of the digital twin (here: simulation, monitoring, diagnostics, prediction, control and
reconfiguration) aswell as a human-machine interface (HMI), and (vi) the ‘Business Layer’,
which defines the overall objectives of the digital twin. A ‘Shared Knowledge Base’ acts as
a central component inside the Integration Layer, where (dynamic) run-time data gath-
ered from sensors is linked with (static) engineering data (contextual information such
as parameter tables, construction drawings, instrumentation diagrams, etc.) to achieve a
desired level of semantic expressivity. A proof-of-concept on a laboratory scale is presented
in [41] to show the suitability of the framework for handling context information in com-
bination with simulationmodels, enabling a certain view on the virtual entity of the digital
twin. The modelling of context information is based on Semantic Web technologies and
reuses existing ontologies (like OWL-S or ML-Schema) to hold contextual information
about resources and services in a formal and machine-readable way.

Cyber-physical systems (CPS) ‘represent systems which integrate physical units and pro-
cesses with computational entities over Internet and allow ubiquitous access of information
and services’ [56]. The integration of (multiple) digital twins within a cloud infrastructure
is claimed as ‘the true bridge’ between a physical layer and an application layer of cyber-
physical systems in [55]. The authors present a digital twin architecture reference model
for cloud-based cyber-physical systems. Therein, every physical ‘thing’ is assumed to be
accompanied by a representative cyber ‘thing’ hosted in the cloud; interaction among the
‘things’ can occur either through direct ‘ad-hoc’ communication in the physical layer or
through ‘peer-to-peer’ communication in the cyber layer of the architecture. Additional
layers are proposed to organise communication groups, data exchange, storage and visu-
alisation, and services. An architecture reference model is provided as well, where tasks
related to the incorporation, selection and fusion of sensors, models, data and services
from different local and cloud-based sources within the CPS are described by using finite
state machine, Bayesian networks and fuzzy logic control techniques. The applicability of



14 M. SPIRYAGIN ET AL.

the framework is demonstrated via a prototype telematics-based driving assistance appli-
cation for vehicular CPS, which provides location and driving event-specific information
or warnings to the driver.

A framework in particular tailored for connecting multiple mobility entities together is
presented in [57]. The authors describe their so-called ‘Mobility Digital Twin’ as an ‘Arti-
ficial Intelligence (AI)-based data-driven cloud-edge-device framework for mobility services’.
The framework basically comprises ‘Human’, ‘Vehicle’, and ‘Traffic’ entities in both the
physical space and their associated digital twins in the digital space, as well as the com-
munication between the entities, e.g. by using Internet of Things (IoT) and/or Internet of
Vehicles (IoV) technologies [59,60]. A ‘data lake’ is considered in the digital space as ‘a cen-
tralized repository that allows structured or unstructured data at any scale to be stored’. The
resulting data can be used for micro-services for an individual entity, but also for ‘coopera-
tive control’ or ‘parallel control’ ofmultiple entities [61]. An example implementation of the
framework with cloud-edge computing is discussed in detail to provide an idea of deploy-
ing the digital twin concept in the real world, building on Amazon Web Services (AWS)
and other (commercial) software tools. The four-layer architecture is shown in Figure 8.

A ‘Personalized Adaptive Cruise Control P-ACC’ system is presented in [57] as a case
study of the implementation, combining three micro-services: (i) user management and
driver type classification of the human digital twin, (ii) cloud-based Advanced Driver-
Assistance Systems (ADAS) of the vehicle digital twin, and (iii) traffic flowmonitoring and
variable speed limit of the traffic digital twin. The capability of the framework was show-
cased with a real-world test with three drivers, and significantly less takeover events from
the drivers were observed for the proposed P-ACC compared to a traditional PID-based
ACC-system. As future challenges for digital twins within the transport domain, especially
(missing) standardisations for data, HMI, and wireless communications environments are
pointed out, as well as open research challenges regarding the generalisation ability of
Artificial Intelligence techniques, and security/privacy issues for cloud-edge computing
systems were identified.

Figure 8. Cloud-edge example architecture of the ‘Mobility Digital Twin’ in [57].
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Tao et al. [62] formulate five ‘dimensions’ to describe the essential ingredients of digital
twins: (i) the physical entity, (ii) the virtual entity, consisting of a set ofmodels, (iii) services
for both the physical and the virtual entity, (iv) data, and (v) the connection that ties the
different parts of the digital twin together. Note, in contrast to Figure 7, that the physical
twin in this case is included in the digital twin framework. From the above considerations,
onemay deduce that this concept should not be understood as an architectural description;
but its ‘dimensions’ are used here to discuss some additional architecture aspects for digital
twins from a vehicle system dynamics perspective.

Virtual and physical entity. Modelling and simulation aspects are discussed in full
detail in Sections 3 and 5 of this paper. Here, only some additional remarks are given.
Models can be white-box (with a physics-based structure), black-box (with a statistical
model or neuronal network-based structure) or grey-box (as a combination of the former
two) [82]. The benefit of the physical transparency of white-box models are well known,
however, when calculation resources or data transmission limitations are of concern, sim-
plified data-driven or reduced order models may be applied within the known operation
range of the physical model; James et al. [63] compare physical and data-driven vehicle
models for longitudinal dynamics under large-scale real-world driving conditions, with
encouraging results for the data-driven models. For a comparative study, Maulik et al. [64]
analyse dynamic reduction-based virtual models for digital twins of offroad-vehicles.

‘Data-AugmentedModelling’ refers to the case where available measurement data from
the physical twin is used to improve/correct inaccuracies in the solutions/predictions of
the digital twin due to limited model fidelity [78]. On the other hand, the digital twin
can be used as a ‘virtual sensor’ or ‘soft sensor’ where real measurements are techni-
cally not feasible, obviously leading to well-known (state) estimation [65] or condition
monitoring applications [66]. Similarly, failures of a physical sensor may be identified
and adapted operation strategies applied by relying on digital twins. In a related study,
Makke et al. [67] propose a robust IoT-based parking information system, which is based
on a Petri Net and adapts automatically to adding or removing sensors and to sensor
failures.

Environmental effects are often disregarded (or at least kept constant) in simulation
studies, implying that the studied object is in a well-defined operation condition. How-
ever, depending on the purpose of the digital twin, (dynamical) environmental effects need
to be included in the simulation models. Milošević et al. [68] demonstrate a digital twin
framework for model-based operational condition monitoring of railway crossing panels.
Sensor temperature was found to be highly correlated with measured sleeper accelerations
in the long-termmonitoring data and is thus an important parameter to monitor. For road
vehicles, digital maps and traffic properties may need to be kept up to date as real-world
conditions change [13].

Data. Data in the context of digital twins are often grouped into dynamic and static
data [41]. Static data includes CAD data, as-built data, model parameters, etc., but also
meta-data such as textual requirements from the initial design phase of a product; for
data comprehension and formalisation, ontologies are a well-established approach, see [69]
and references therein. Incoming and outcoming dynamic data may be processed in real-
time or offline; ‘offline’ in this context means ‘the case where real-time communication is
not critical’ [70], and the connection to the physical system happens periodically or just
occasion-related.
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If a true real-time connection is demanded, special consideration needs to be laid on
the infrastructure; Ruba et al. [71] discuss the implementation of a digital twin simulation
model for a light vehicle propulsion system on two field programmable gate array (FPGA)
as an alternative to a physical test bench. For the offline case, Heber et al. [72] investi-
gate the potential of the blockchain technology in the automotive industry and present a
concept to keep track of electric/electronic and software updates over the lifetime of the
vehicle. However, the amount of data that can be stored within a blockchain is limited, and
the blockchain concept has evolved more toward secure transaction applications with less
relevance in engineering [78].

Datasets collected in the digital twin and CPS context may be too large to ‘be perceived,
acquired, managed, and processed by traditional IT and software/hardware tools within a
tolerable time’, which is used in [73] as a general definition of the term ‘big data’. The
authors provide a comprehensive survey on the four phases of big data: data generation,
data acquisition, data storage, and data analysis. The survey includes, but is not focused on,
technical applications. A literature review of big data, artificial intelligence, and machine
learning techniques specifically in the digital twin context is provided by [74]. Machine
Learning methods for the purpose of predictive maintenance combining data from off-
board and on-board sensors are thoroughly reviewed in [42,75].

Connection.Connection and communication obviously are key aspects of digital twins.
A standardisation of protocols, interfaces, gateways, etc. to connect a huge number of het-
erogeneous components is mentioned as a future challenge for digital twins by many of
above authors, e.g. [13,43,40,57]. A reviewof the current standard landscape of digital twins
and Internet of Things (IoT) is provided in [59].

For connected vehicles, Contreras-Castillo et al. [60] discuss the transformation from
vehicular ad-hoc networks (VANETs) to Internet of Vehicles (IoV) along with current
industry standards. Architectural aspects, current protocols and security requirements
are addressed as well, together with recent projects and future research directions. Kiela
et al. [76] provide a comprehensive review of vehicle-to-everything (V2X) standards and
frameworks for intelligent transport systems (ITS) applications. The two main V2X-
technologies, i.e. ‘dedicated short-range communications’ (DSRC) and 4G – and 5G-
based ‘cellular vehicle-to-everything’ (C-V2X) are compared, and their core parameters,
shortcomings and limitations are discussed.

Relying on the above communication technologies, architectural design alternatives
for connected vehicles based on cloud/edge/fog computing are investigated in [77]. The
authors provide a comprehensive survey of existing state-of-the-art architectures, which
are further classified into ‘computation-aided’ and ‘computation enabled’ architectures.
While a vehicle in the former case is intended to share its data (and computation is per-
formed by means of external infrastructure, i.e. cloud/edge/fog servers), in the latter case
vehicles also share their computation capabilities within the network.

Services. Digital twin services and applications in rail and road domain are discussed
in detail in Sections 6 and 7.

5. Digital twin simulation aspects

The digital twin simulation that considers the application of principle and modelling
approaches of vehicle dynamics should be built considering the requirements in [78,79]
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and it should include the additional components that can be summarised and presented
as:

• Multidisciplinary (physics-based) model;
• Software design and implementation aspects for the model-based design;
• Software integration and management;
• Cyber-security and risk mitigation;
• Verification and validation;
• Analysis assumptions and uncertainty quantification;
• Data-augmented modelling;
• Output visualisation.

Let us go step by step and discuss each component in sub-sections below.

5.1. Multidisciplinarymodel

The concept design ofmultidisciplinary vehicle dynamicsmodels relevant tomechatronics
tasks with different simulation approaches has been discussed byKortüm andValasek [80],
and is also relevant for digital twins, especially, the statement that the vehicle model rep-
resented in an multibody software package has to be included ‘concurrently’ in the overall
system dynamics and it should be realised through the co-simulation process as shown in
Figure 9, where system A and system B are related to different engineering disciplines.

The reasons to use coupling of models were published in [81], where it is stated that the
simulation models can be divided into sub-system models and they can be easily trans-
formed to the multidisciplinary model terminology relevant to digital twins that we use at
the present time:

• ‘Functionality – control, mechanical, electronic, hydraulic
• Geography – company (division) location

Figure 9. Simulation approaches in vehicle dynamics for different engineering disciplines [80].
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Figure 10. Usage of the different digital twin variants, depending on timing and model depth [82].

• Component – protecting property rights
• Design – e.g. ride/handling models
• Hardware/Software – Software execution to meet real-time constraints and
• Hardware in the loop testing
• Resolution – model prediction accuracy’.

In addition, as stated in [81], the model simplification for real-time implementations is
one of other important issues. It can be also relevant to digital twins considering their
architecture aspects and implementation tasks. The general understanding of the usage of
the models in different digital twin variants was summarised in [82] and simplistically
presented in Figure 10, however it does not cover all aspects that we observe in vehi-
cle dynamics world and what should be considered in terms of the complexity of whole
dynamic systems (e.g. a large number of vehicles in the system, the slower speed compu-
tations for asset management and predictive maintenance, etc.). This leads us again to the
previous discussion held at the 22nd IAVSD Symposium and presented by Arnold in 2011
[24]: ‘With the increasing complexity of proprietary engineering software tools, the need for
combining different programme packages in robust co-simulation environments gains more
and more importance’.

5.2. Software design and implementation aspects for themodel-based design

Software design and implementation aspects of digital twins are chosen based on the
computational magnitude of the twin and expected deliverables that are set by digital
twin-specific requirements. It also requires a proper coupling of software packages (i.e.
sub-models) considering ‘complexity and particularly interdisciplinarity of vehicles and their
simulation models’ [83]. In addition, as summarised in [24], it is necessary to understand
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differences in real-time simulation and the simulation of complex multidisciplinary prob-
lems. It is understandable that both modelling techniques can be used in digital twins and
can have significant effects on their implementation. Digital twins built on real-time sim-
ulations are designated to work with the design and driver behaviour tasks. The definition
provided in [84] states that ‘real-time simulation is where the virtual world (e.g. multibody
model of a passenger car) and the real world (e.g. electronic control units) meet each other’,
thus methods for model set-up and time integration in real-time applications are quite
strict and well defined.

In terms of the implementation aspects, these can be distinguished in the three standard
implementation approaches:

• Embedded computer, personal computer, workstation or server;
• High performance computing (cluster);
• Cloud platform.

While the first twomethods arewidely used and the deploymentmechanism is well-known
in the vehicle dynamics society, the cloud platform has only recently started to be under
development for the deployment of dynamic models. As stated in [85], ‘the cloud comput-
ing allows infrastructure scalability and enables multiple users to utilize the same hardware
and software’ that leads to reduction in maintenance, licensing and IT costs. The cloud
computing service is a gigantic software virtualisation mechanism that can run multiple
instances of software systems and packages, and it can be accessible remotely from differ-
ent geo-locations through the communication networks that also allownot only to perform
computing but also to collect all data from physical systems (e.g. embedded systems, etc.)
using IoT+ technologies that link the physical world and virtual reality through many
modular (layered) cloud platform communication protocols. Both computational and data
streams can be operated in the same computerised space.

Themain key question in terms ofmodel-based design that should be solved at this stage
is how all sub-models of one physical-based model that uses different software packages
can be integrated in the time domain to allow a model to perform as expected in real-time
or online simulations.

5.3. Software integration andmanagement

Considering that the sub-models should communicate with each other in terms of vehicle
dynamics modelling, it is necessary to consider interfaces for performing a co-simulation
between different software packages. Arnold et al. [21,24] define a co-simulation approach
as a software integration approach that should be equipped with a data exchange algorithm
which has discrete synchronisation points with a sampling time of 0.001 s for vehicle sys-
tem dynamics studies. In the case of rail simulations, we can see a similar statement made
by Polach et al. [86] indicating ‘the stiff wheel-rail contact provides high system eigenvalues
and thereforemake it necessary to run time-domain simulations (bymeans of numerical inte-
gration) with time steps in the order of only 0.1–1 msec’. However, if we consider analysis of
sampling times for multidisciplinary tasks [26] as shown in Figure 11, this leads us to the
idea that the sampling time in the case of a digital twin might be dependent on the specific
object of the study and the study goals that should be achieved.
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Figure 11. Simulation time-step by application [26].

In the published analyses related to vehicle digital twin technologies [71,87–91], there
is no analysis on the sampling times included. Considering the common architecture of
complex multi-physics systems, the choice of sampling time should be performed at the
sub-model level first, and then the main decision should be made at the highest level for
software integration with a ‘wrapper’ module that operates the workflow of a digital twin
[78]. In Bhatti et al. [87], it was also proposed to separate the models of non-critical sub-
frameworks in order ‘to keep the virtual model’s computational complexity low’.

Considering the engineering aspects of the digital twin and that a variety of software
packages with their own solvers might be used in the analysis, it is obvious that no unique
design of software management exists and the software architecture should be managed
with a proper logical flow (‘a series of logical steps in each process’ as specified in [78])
so as to allow capturing not only the required behaviour of a vehicle but also to capture
the behaviour of the whole digital twin to deliver sophisticated outcomes for the desired
application purposes at reasonable computational costs.

5.4. Cyber-security and riskmitigation

It is clearly understandable that the digital twin is a product that is built as a software solu-
tion and any software is a subject for cyber-security threats, thus risk mitigation strategies
should be applied. In terms of vehicle dynamics, a special concern should be made con-
sidering the development of in-house products to avoid any voluntaries in the coding.
Regarding commercial software, the main focus should be put on the deployment aspects.
It is necessary to consider that any sensors or network communication points could be
an entry point for cyber-security attacks [92], so the vehicle model should have a failure
proof mechanism to report any uncertainties to avoid any catastrophic consequences to
the cyber-physical system [93]. At the present time, there are no specific requirements
formulated for vehicle dynamics models from cyber-security aspects.
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5.5. Verification and validation

The verification and validation processes of vehicle models are well known to the vehicle
dynamics research community. However, it is not exactly known what is expected for a
digital twin’s verification and validation.

Common sense dictates to us that the verification process for a digital twin should
include not only algorithm verification and software quality assurance, but it should also
require checking the full workflow in a digital twin, i.e. as defined in [78]: ‘checking the
interactions of code as a part of a wider software’ and including verification of the software
integration andmanagement strategies. The latter task is more specific to be designated for
a software engineer rather than a vehicle dynamicist.

The validation process is a quite complex process related to the validation of all sub-
models to be sure that they work properly as expected and, at the same time, it requires
a validation at the system level. The latter means that a digital twin is validated only at
the sub-model level. At this stage, it appears that there are no specific standards on the
validation of digital twins, but some ideas in a general sense on implementations in this
area can be found in [78,79,90]. However, some preliminary work on the development of
respective standards has been started in this direction [94,95].

5.6. Analysis assumptions and uncertainty quantification

While the science of vehicle dynamics has well-established approaches to handle analy-
sis assumptions and uncertainty quantification in the models, the digital twin still has a
great number of challenges that should be resolved. The publication analysis presented
in [10] shows that the digital twin allows us to estimate what can be measured directly
and it gives an uncertainty evaluation for a complex system. The challenge in such
cases is to perform analysis using proper assumptions and to quantify the uncertainty
in the digital twin. For handling nonlinear and transient models when direct experi-
mental data are unavailable, the best choices involve the use of physics-based laws such
as are used in the traditional modelling approaches or using a historical data-driven
physics-based approach from a similar complex system where data are approximately
known, and the analysis should be updated as new data are available (for example,
see [96]).

In the case of uncertainty quantification, it is better to use a variety ofmethods [78,97,98]
that might include probability theories, sensitivity analyses and general toolbox methods,
or the predictions are made by other complex models.

5.7. Data-augmentedmodelling

Data-augmentedmodelling assumes that special data analysis techniques should be used in
order to produce slightly modified copies of already existing data or completely new data
from existing data to compensate for the lack of data that cannot be captured from the
outputs of physics-based computer models in order to improve predictive capabilities of
a digital twin [78]. The implementation of this approach is commonly focused in areas
of driving behaviour, semi-autonomous and autonomous control techniques in vehicle
studies.
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Figure 12. Different dimensions as a subject of consideration in digital twin studies [90].

5.8. Output visualisation

The output visualisation is well developed in vehicle dynamics simulators and post-
processing analysis tools. However, considering the nature of digital twins, it requires to
use different environmental dimensions through the entire life cycle of a system generally
as shown in Figure 12. The output visualisation will be represented by new aspects that
have never previously been considered by vehicle dynamicists in the traditional models.

6. Digital twins in the rail domain

The application of digital twins in the rail domain has been extensively analysed and sum-
marised recently through the analysis of publications related to digital twins in several
articles [9,99,100,102,103]. Based on the analysis data, the main areas of digitalisation in
rail transport with the usage of rail vehicle dynamics studies are:
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• Design
• Safety analysis
• Maintenance
• Monitoring
• Optimisation.

6.1. Design

The design aspects are generally related to the design of rolling stock and the design of track
infrastructure and bridges. The digital twin for the design of a rail vehicle is identified as
the outcome of the virtual product development process when ‘the virtual prototype tran-
sits towards a digital twin of the specific & unique real-world component or system’ where
‘numerical modelling techniques are necessary to be able to provide high-fidelity assessment
of the dynamic behaviour of the vehicle and track interaction’ [99]. The work published in
[100] also presents similar ideas as shown in Figure 13 with the additional statement that
digital twins of freight rolling stock should ‘correctly assign the service life, overhaul times,
and increase operational efficiency, collect information about the real load’ [100]. The trans-
formations in design approaches presented in Figure 5 are possible bymeans of application
of data processing algorithms for ‘Smart Big Data’ [100]. However, neither of these publi-
cations discuss how the numerical models should be applied in such a development. It is
possible to understand the details provided in [101] considering the level of integration of
digital representations for the digital twin design approachesmentioned in [100] as follows:

• A digital model is built when the digital representation of the existing or planned phys-
ical system is based on manual data flow exchange between the digital object and the
physical system, i.e. it does not use automated data exchange between the digital object
and physical system.

• A digital shadow is built on an automated one-way data flow between the existing or
planned physical system and the digital object. However, the second data exchange
direction is built on a manual flow data exchange.

• Adigital twin is built on the concept that automated data flow occurs between the digital
object and the physical system in both communication directions.

Figure 13. Difference in approaches to digital freight rolling stock design [101].
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Figure 14. Proposed V-model with several system integration stages for the design of a locomotive
product [9].

Another discussion on the implementation of digital twins in locomotive design and the
methodology of its applicationwas published in [9]. TheV-model approach for locomotive
design involving several cycles with many stages of system integration activities during the
development process is shown in Figure 14.While Stages 1 and 2 are well known to vehicle
dynamicists, Stage 3 introduces a digital twin in the locomotive design process. As stated in
[9], this includes not only full-mechatronicmodels of the rail vehicles in the train but also a
virtual train driver. Stage 3 should be implemented on the virtual simulation platform that
is commonly built on a High Performance Computing (HPC) cluster. As a result, the dig-
ital twin model is built using a parallel computing and co-simulation scheme that allows
software packages for longitudinal train dynamics, vehicle dynamics and track dynam-
ics (where a track model is implemented as a separate model) [104–108] to communicate
with each other. The process commonly uses individual independent processor cores on
the HPC to simulate each vehicle (implemented in a multibody software package) in the
train as it travels over the whole railway route. An example of a typical parallel computing
scheme is shown in Figure 15, whereCore 1 toCore n can start their singleVSD simulations
in parallel [109]. Individual cores then communicate with the longitudinal train dynam-
ics simulation through the co-simulation interface to replicate actual train behaviour by
means of the application of digital twin technologies. This commonly requires significant
computational resources. Some similar ideas on the computational platform for a railway
digital twin tool can be found in [110].
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Figure 15. Example of parallel computing scheme [109].

6.2. Safety analysis

As stated in [111], the objective of safety analysis is to apply the knowledge of the system
safety process in a digital twin to provide design proposals for improving safety in the rail-
way system. There are now increasing applications in this specific area [110] considering
that the modernisation or modification of existing rolling stock designs are often required,
and it seems quite reasonable that the digital twin techniques can be applicable in such
safety analysis exercises.

An example can be found in [112] where the design of a non-standard load sharing
wagon consist for transporting rails was assessed by means of the development of a digital
twin of an 11-wagon consist. The operational validation was based on the existing Aus-
tralian rail vehicle roadworthiness acceptance standard AS7509:2017 published by the Rail
Industry Safety and Standards Board (RISSB). The design methodology used in this study
is shown in Figure 16(a) along with the modelling approach in 16(b).

6.3. Maintenance

Analysing publications [113–120], it can be easily found that the digital twins are com-
monly related to three maintenance problems: wheel-rail interface, track components and
rolling stock components. Considering that the purpose of this paper is not to discuss
maintenance criteria but to instead concentrate on the possible digital twin ideas and
architectures, it is possible to see three common trends. The first trend in digital twin
maintenance studies can be covered by papers [113–117] and it focuses on the application
of advanced simulation models of locomotives, wagons, and track combined with train
operational scenarios to calculate long-term rail surface damage using a 1-D longitudinal
train simulation and a 3D multibody simulation of multiple vehicles in parallel. Various
wheel-rail contact damage models that are used in this specific area allow railway net-
work owners to improve maintenance grinding intervals and impose restrictions on the
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Figure 16. Digital twin study for themodificationof an 11wagon consist [112]: (a) Vmodel of thedesign
methodology and (b) modelling methodology.
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Figure 17. Methodological framework as a core for a digital twin in rail surface damage (RSD) study
[116].

operational behaviour of trains on the track in order to limit possible track damage. This
analysis process assumes that such advanced simulations can ‘be tuned into a digital twin to
guide infrastructure managers regarding the condition of rail surface as a function of tonnage
passage’ [115]. The methodological framework can be defined as shown in Figure 17.

The second trend is focused on studies related to wheel and rail material properties that
can then be introduced in simulations. As a result, the following statement in [118], which
is related to work published in [119] that focuses on the development and application of
an in-house software package for the simulation of wheelset stresses, is worthy of close
consideration:
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Integrated simulations of the deterioration of a complex structure can be done by using data from
sensors as inputs to a large physical model. This is part of the idea of a digital twin, which consists
of a comprehensive physical and functional description of the component, product or system.

Further development of this idea has been advanced in work [120] that proposes a simula-
tion modelling method to predict rail surface damage based on a locomotive digital twin
integrated with calibrated shakedownmaps and friction measurements to produce a stress
occurrence shakedown heatmap.

The third trend is focused on the usage of a digital twin for prediction ofmaintenance for
the components of rolling stock. For example, the work [121] proposes a complex equip-
ment healthmanagement architecture based ondigital twin technologies and utilising deep
learning algorithms tomakemaintenance decisions regarding components of the powered
bogie of an urban rail transit vehicle. The implementation of the proposed digital twin
solution was described with the following steps as:

• ‘The historical operation data and real-time operation data of complex equipment entity
are transmitted to the operation data processing module.

• The operation data processing module analyses, processes and refines the data to obtain
the change value of twin body parameters.

• The parameters obtained from the operation data processing module are used to modify
the digital twin of complex equipment.

• Run the digital twin and get the corresponding simulation results.
• The operation results of the digital twin are transmitted to the prediction and mainte-

nance decision module. Planning maintenance tasks and predicting future health status of
complex equipment’.

As it is possible to observe from the review of all three trends, they all require the usage
of advanced modelling approaches based on rail vehicle dynamics to achieve their stated
goals in predictive maintenance.

6.4. Monitoring

Condition assessment of railway vehicles, track and bridges is one of the critical tasks in
railway operational practice. It is clear that better monitoring and analysis of the fatigue of
such structures can be carried out with the full implementation of the digital twin concept
[122]. There are a limited number of publications in this area with the implementation
of vehicle dynamics available in the public domain. In Pillai et al. [123], it is stated that a
combined numerical simulation approach based on simplistic multi-body simulation and
finite element analysis was developed to obtain the outputs necessary to predict the fault
locations and determine sensor placements for a track switch condition monitoring sys-
tem with the further focus on the development of digital twin models requiring that there
is the ‘availability of data for live traffic, of different routes [that] could enable intelligent deci-
sions for supporting condition monitoring and risk-informed predictive maintenance’. This
conditional statement leads us to review the work [124] that shows how a monitoring sys-
tem needs to connect all the elements of available information in one data flow as shown in
Figure 18. The digital twin of the bogie of a high-speed train in [124]was built based on four



VEHICLE SYSTEM DYNAMICS 29

Figure 18. The flow of information in the monitoring system [124].

classical subsystems: ‘a detailed 3Dmodel, FEMmodels of key parts, a multibodymodel, and
the computation of theoretical characteristic frequencies’. Again, it confirms that the applica-
tion of vehicle dynamics should be considered in digital twins for precise monitoring and
decision making systems.

6.5. Optimisation

The literature review shows that the optimisation with the usage of digital twins is
progressing in two areas:

• Energy analysis of train operational scenarios;
• Train driving strategies.

The energy analysis obtained from a digital twin is commonly connected with the devel-
opment of the concept design of a locomotive that is assembled with the usage of a fully
integrated traction power system in a multibody code and this works in parallel with a
longitudinal train simulator in order to replicate the dynamics of the whole system. The
example of the development of a digital twin built on the described idea is published in
[125] and the concept for this approach has been inspired by the co-simulation approach
for longitudinal train and vehicle dynamics studies published in [126] and presented in
Figure 19.

The optimisation of train driving strategies commonly leads to the development of new
intellectual property that is unable to be published in the public domain for commercial
reasons. Therefore, the published information is quite limited for detailed analysis of a
structure of a digital twin. However, the publication [127] presents the five-dimensional
model of a digital twin that was built on simplistic dynamic equations to represent



30 M. SPIRYAGIN ET AL.

Figure 19. Architecture of the multi-locomotive co-simulation approach for locomotive/track damage
studies [126].

Figure 20. Framework of digital twin simulation platform [127].

train/vehicle dynamics to support the automatic train operation performance optimisation
as shown in Figure 20.

As a result, there is significant opportunity for newdevelopments in this area, not only in
terms of building new simulation platforms, but also in the development of new processing
algorithms.

7. Digital twins in the road domain

Digital twin applications in the automotive context have recently been summarised in
several review articles and from different points of view, ranging from production [46],
predictive maintenance [42], connected and automated vehicles [13,128], driver models
[129], to autonomous driving test methods based on digital twins [130]. Bhatti et al. [87]
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Figure 21. Various fields of applications of digital twin technology in the automotive industry [87].

and Piromalis and Kantaros [131] analyse digital twin technologies in the area of smart
electric vehicles and from a rather general perspective. The former review is systemati-
cally classified in several (sub-)categories as shown in Figure 21 which also highlights the
various fields of application where digitals twins have made their way into the automotive
domain. Digital twin applications in those fields, which are of most interest from a vehicle
system dynamics perspective, are discussed in the following sub-sections.

7.1. Predictivemaintenance andmonitoring

Arena et al. [42] provide a systematic literature review of statistical inference approaches,
stochastic methods, and AI techniques for predictive maintenance in the automotive sec-
tor. Therein, several approaches for predictivemaintenance are analysed: (i) physicalmodel
approach, where the process of degradation of a component is directly described by a
physical-mathematical model; (ii) knowledge-based approach, where rule-based models
aim to simulate the skill and behaviour of experts regarding decision-making; (iii) data-
driven approach, where, via the use of statistical, stochastic or traditional machine- and
deep learning techniques, a large amount of data and computational power are used to
analyse complex systems whose evolution over time is not easily predictable otherwise; (iv)
digital twin approach, where the data and models are combined, and the virtual instance
of a product is continually updated with its operational data, which ‘opens the way for real-
time monitoring of the entire lifecycle of that product’ [42]. However, it remains open what
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techniques should be used to track the parameter alteration of the physical twin, and to
extract the desired information on the performance, maintenance and health status from
its digital twin.

Ezhilarasu et al. [132] investigate the role of digital twins in the field of Integrated Vehi-
cle Health Management (IVHM) mainly for aerospace and aircraft vehicles. The authors
recommend relying on well-known machine learning and AI techniques from the past
decades; the main progress however, besides advancements in sensor technologies and the
increased amount of data, lies in the input domain knowledge for digital twins, which can
be in the form of rules, ontologies, procedures, and sensor data. Data driven methods for
predicting vehicle maintenance have been thoroughly investigated in [75]. Although prior
to digital twin applications, some features thereof are found in the two main approaches
considered in the thesis, which are:

(1) unsupervised self-learning methods for predictive maintenance based on on-board
data with data sent wirelessly to a back-office system for analyses and anomaly
detection;

(2) supervised classification of off-board data sources; historical raw data (which are
potentially collected for other than maintenance reasons) as well as the repair history
data form a large knowledge base that is mined to find patterns, and to match them to
subsequent repairs.

Aspects related to data pre-processing, feature selection, self-organising models, and han-
dling unbalanced datasets are covered as well. Notably in these studies, extensive data sets
are used which stem from real-world settings with multiple vehicles during their daily
operations.

A number of applications of digital twin systems for monitoring, diagnostics, and pre-
dictive maintenance for the automotive sector can be found in literature. Algin et al. [133]
build a digital twin of vehicle planetary transmissions consisting of five models (struc-
tural, kinematic, dynamic, general reliability, and individual diagnostic). The digital twin
is used to provide online monitoring of the transmission in operation, and to calculate the
lifetime expense based on current data. A data-driven digital twin of a turbocharger of a
commercial vehicle is developed in [134] to predict failures based on available CANparam-
eters, and good agreement to actual failure data and service history are reported. However,
less information on chosen methods are available in the paper. A model-driven approach
towards health monitoring and predictive maintenance of an automotive braking system
is presented in [135]. Multiple modelling formalism are used for the electrical, pneumatic,
hydraulic, mechanical, and control-logic based key components to create what the authors
refer to as a ‘digital twin’ of the braking system of a conventional passenger vehicle; how-
ever, since communication to a physical vehicle/braking system is missing, we rather refer
to a multi-physics model in this case. Via respective simulation studies, brake-pad wear
rates under normal and abnormal conditions with/without ABS intervention were anal-
ysed, and effects related to faulty wheel-speed sensors are discussed. Similarly, Venkatesan
et al. [136] derive a data-driven digital twin for healthmonitoring and prognosis of an elec-
tric vehiclemotor.Whilemeasurement data of an experimental vehicle is used to derive the
black-box model of the digital twin, its remaining useful battery life and time to refill the
bearing lubricant are calculated by simulation, no comparison to real-life health status of
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the engine is provided. Scurria et al. [137] create a digital twin of the anchorage of a truck
axle from a finite element model using model order reduction; in combination with strain
gauges on the original vehicle, the digital twin is used as a virtual sensor for (real-time)
monitoring of the strains at hotspot locations that are not accessible otherwise.

Battery technology of (smart) electric vehicles and their potential digital twin appli-
cations naturally arouse special attention in recent literature, ranging from engineering
design and production to monitoring of state of charge (SOC) and state of health (SOH)
to recycling aspects of batteries [138]. An accurate monitoring of SOC and SOH is impor-
tant for effective health and energy management to ensure good performance and long
life of batteries. Suitable methods for estimating these quantities are divided by [138,139]
into: (i) model-based approaches (e.g. using the relationship between open circuit voltage
and SOC), (ii) filter based approaches (Kalman filter including nonlinear variants, particle
filter) and (iii) data-driven approaches (fuzzy logic, neuronal networks, state machines).

Battery management systems (BMS) are an extensive part in the review of [87] on smart
electric vehicles. The authors conclude that present battery management technology is ‘far
from supplying accurate results in a real-time scenario for wide operating ranges’ and several
contributions are discussed where digital twins of batteries are explored to improve the
performance and robustness of BMS. Similarly,Ghosh et al. [138] argues that the prediction
performance of an individual digitalmodel of a battery can be improvedwhen integrated in
a digital twin environment. The authors identify further benefits of digital twins of batteries
in four potential aspects as shown in Figure 22. Thework [140] discusses a proof of concept
of a cloud-based digital battery twin in an experimental setup for an electric car. Single
digital twins for each of the hundreds of lithium-ion cells are combined to a completemodel
of the battery pack, running in a cloud system. Data from the on-board diagnostic system
are sent to the twin via a 4G cell network, and open circuit voltage and internal resistances
of the cells are estimated as an indication of the SOC and SOH of the battery. A thorough
description of the creation of the digital twin setup and of respective challenges is provided
in the paper.

Figure 22. Potential aspects of digital twins of battery management [138].
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7.2. Connected and automated road vehicles

The state of the art of modelling, control and optimisation for connected and automated
vehicles (CAVs), i.e. automated road vehicles ‘that may utilise wireless vehicle-to-everything
(V2X) connectivity’, has recently been reviewed in [141] from a vehicle system dynam-
ics perspective, along with aspects related to safety verification, energy efficiency, traffic
dynamics, and related future challenges. The review includes vehicle models, motion plan-
ning and control techniques for longitudinal, lateral and combined fully autonomous
vehicle control of single vehicles. In addition, different aspects of connected vehicles (to
each other, to the environment, or to computation power in the cloud) are considered,
such as vehicle platooning for improved energy efficiency, or hardware in the loop test-
ing of powertrains via cyber-physical testbeds for improved fidelity, e.g. to evaluate the
above control techniques. Traffic scenarios are considered in terms of (string) stability of
automated longitudinal control, and connected cruise control and cooperative adaptive
cruise control concepts are discussed, where an automated vehicle uses motion signals
from surrounding vehicles and/or traffic perturbations from fixed spatial locations via
V2X communication, which ‘opens an avenue [. . . ] for controlling the large-scale traffic
dynamics leading to increased traffic flux and reduced travel time’ [141], which obviously
points in the direction of the application of digital twins. Future challenges are summed
up as: (i) inclusion of data-augmented models and numerical control design techniques,
(ii) verification of those methods as well as of large V2X systems, (iii) reliability and
security of the V2X communication, (iv) requirements of the physical and cyber infras-
tructure for the deployment of connected and automated vehicles on public roads, among
others.

Based on the review above, we focus in the following on literature directly related to
digital twins, and on aspects that their applications can contribute to CAVs. Since there is
already a large number of papers published, we refer to recent literature reviews as well as
some additional examples of digital twins in the context of CAV.

The publication [13] reviews the role of digital twins in the context of connected
and automated vehicles. The authors provide a general introduction to digital twins, and
regarding their definition, they refer to the five-dimensional model of Tao et al. [62] as pre-
sented in Section 4, and insist on a permanent communication between physical and digital
twins, which is argued to distinguish digital twins from other advanced methodologies
related the model-based design or virtual proving grounds, which are often rather based
on iteration between the virtual and physical world than on synchronisation. The authors
provide a careful review of the digital twin literature with a focus solely on CAVs. The cited
papers are grouped into: (i) unmanned autonomous vehicles, or examples from themodel-
based design that do not strictly fulfil the above definition of digital twins, (ii) automated
driving system testing, including large-scale test facilities such as Michigan’s MCity [143],
(iii) cyber-physical systems for CAVs that include a model of the human driver and/or
the surrounding traffic scenario, typically simulated in the cloud, and (iv) parallel driv-
ing, which refers to a concept similar to digital twins, where the physical world, mental
world, and artificial world are modelled as three parallel levels, considering interactions
among connected vehicles, human drivers, and information [57]. Regarding challenges,
the authors add ‘user trust’ to the list above, as well suitable user interfaces, which allow
the human user to understand the digital twin performance.
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Guo et al. [142] provide a survey on digital twins for the Internet of Vehicles (IoV),
which refers to the case where ‘vehicles and traffic systems are modeled as the target
objects to form a mapping between virtual spaces (in the server) and physical spaces
(on the road)’. A thorough summary of papers is presented, where digital twins are
used to facilitate the design, evaluation, and deployment of IoV-based systems. Based
thereon, the authors differentiate between a ‘single vehicle with digital twins’ and a ‘traf-
fic system with digital twins’, with the former focusing on the operation of the vehicle
itself and the human–vehicle coordination, and the latter focusing on the interaction
and synergy among the participants of the traffic system and its environment. Simi-
larly, intra-vehicle and inter-vehicle networks and their architectures are discussed. Intra-
vehicle networks operate autonomously within a vehicle and organise the communication
between its devices (sensors, controllers, actuators) as well as the communication with
and/or the monitoring of the driver. Based on inter-vehicle and V2X communication,
the authors outline a digital twin of an entire traffic system, see Figure 23, which com-
prises ‘distributed digital twins in edge-cloud collaborative systems, where edge servers
store digital twin models of a small area, and a cloud server coordinates them to form
an overall one’ [142]. Such a system potentially enables to predict and evaluate the
feasibility of certain traffic control strategies. The main services are generally summed
up as risk avoidance, itinerary planning, flow control, scheme simulation, and space
management.

Obviously, many technological challenges need to be overcome for realising the above
system, ranging, e.g. from machine perception, trajectory planning and decision making
in complex traffic scenarios, verification and validation, cyber-security, to the interaction
between (automated and human controlled) vehicles, and human-machine interaction
[144]. The work [145] presents a working prototype of a real-time cooperative perception
system for a digital twin of a traffic environment. The authors introduce their so-called
‘Central System’ architecture, which aims to enable a sharing and integration of informa-
tion among traffic participants and infrastructure. As a part thereof, the presented ‘Central
Perception’ system collects data from both stationary and moving sensors and performs
multiple levels of data integration ‘to finally create and visualize a simultaneous, centrally
consistent model (digital twin) of all objects of interest in the area covered by the sensors’ field
of views’ [145]. The key elements of the systems comprise the calibration of the perception

Figure 23. Illustration of a digital twin of an entire traffic system [142].
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Figure 24. Objects sensed by different sensors of the infrastructure (left) and the vehicle (top-right),
respectively, and visualisation of the real-time digital twin (bottom-right) [145].

modules (LiDAR, camera, IMU/dGPS), 3D-object detection and tracking, data commu-
nication, synchronisation, fusion, and the visualisation in terms of a 3D rendering of the
environment combined with the perceived dynamic objects (here: vehicles and pedestri-
ans) by relying on Unity 3D software, see Figure 24. An overall latency of less than 100ms
was achieved. Thus, the system may serve for future services such as traffic planning, or
cloud-assisted and cloud controlled ADAS functions. Readers may also refer to this paper
for an overview of similar prototypes realised by other research groups.

The interaction between automated and human-driven connected vehicles is investi-
gated in [146]. The authors develop a digital twin-assisted cooperative driving system,
aiming to allow the connected vehicles to pass non-signalised intersections without stop-
ping. Therefore, an enhanced first-in-first-out slot reservation algorithm is designed, and
the planned sequence of crossing vehicles is handed over to a consensus motion control
algorithm. Factors such as road grade or acceleration abilities of the individual vehicles
are considered, as well as uncertainties regarding the wireless communication in terms of
time delays and packet losses. The generated vehicle speed trajectories serve as input for
the CAV; for the human-driven connected vehicles, a human–machine interface is devel-
oped that uses augmented reality to visualise the reserved slots, assisting the driver to
conduct cooperative driving behaviour. The system is tested in a human-in-the-loop sim-
ulation environment, and an average of 20% reduction in travel time (and a comparable
reduction in estimated fuel consumption) was found compared to traditional signalised
intersections. In similar studies of the research group, real-world implementations and
the underlying system architecture of digital twins in traffic scenarios are reported as
well [57,147].
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7.3. Human driver digital twin

Hu et al. [129] review the digitisation of the human driver within intelligent driving
and transportation systems. The authors further propose a concept of a ‘driver digi-
tal twin’ as an essential element for ‘constructing a harmonious human-centric intelligent
driving system that considers the proactivity and sensitivity of the human driver’. It is
argued that the individual personalities and preferences of human drivers need to be
accounted for (partially or fully) in automated driving systems in order to improve accep-
tance and trust in intelligent vehicles. Similar to digital twins of machines, there should
be a real-time and life-cycle lasting synchronisation between a human driver and its
virtual counterpart in order to identify his/her individual characteristics in a timely man-
ner. This potentially allows for an individual adaption of the behaviour of the vehicle
autonomous driving functions or assistance systems to the driver’s likings on one hand,
and/or to quickly react on occurring anomalies (such as a sudden degradation of the
human driver’s capabilities) based on current and historic data on the other hand. An
overview of the proposed system is shown in Figure 25. The authors review the related
technologies necessary to ‘measure’ the states of the real driver (i.e. the left upper block in
Figure 25) by means of vision-based, physiological-based, and driving-based sensors; in
addition, representative applications of personalised ADAS systems and human-machine
interfaces are summarised from literature. However, it remains unclear what modelling
techniques should actually be used to model the digital twin of the driver. Further recent
reviews on driver monitoring and personalisation techniques for ADAS can be found
in [148,149].

Figure 25. Overviewof the digital twin systemof a humandriver, including the real driver, amultimodal
interface and possible applications for intelligent driving systems [129].
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In a recent study, Best [150] presents a model which realises a real-time characterisa-
tion of driver steering behaviour based on a single-track vehicle model and an unscented
Kalman filter. In the introduction to the paper, an overview on current driver models,
the correlation between respective model parameters and driver awareness and skill and
driving style/behaviour identification is provided. Referring to a frequent limitation to
emergency manoeuvres, the author remarks: ‘The gold standard would be to deduce driver
skill from normal driving in advance of an emergency, and also to take note of the variations
in awareness and skill which most drivers experience over time – often within single jour-
neys’. In experiments on a motion simulator and the public road, the presented model
proved ‘simple but effective’ in robustly and accurately replicating the individual steer-
ing behaviour of five test drivers on open single carriageway roads in real-time, based
on the known road geometry and (CAN-bus) data of steering angle and vehicle forward
speed. Although not directly referred to as a digital twin by the author, the proposed
model might be a well-suited ingredient for an approach as described in the previous
paragraph.

A decidedly termed digital twin approach for a behaviouralmodel of drivers is discussed
in [151]. The authors propose a framework for human-driven connected vehicles, where
driver intention prediction is performed within each vehicle, and the information is then
shared with the neighbouring vehicles in real time to estimate the risk of a future collision,
and to provide a warning to the drivers, if necessary. The modelling of the human decision
making and the traffic context is based onDecisionTree and k-NearestNeighbourmachine
learning techniques, and Markov Decision Process in discrete time, respectively, includ-
ing the vehicle dynamics as a separate block box. The ability of the approach to prevent
collisions is demonstrated for a highway driving scenario in a virtual driving simulation
environment.

7.4. Vehicle testing

Various strategies for testing, evaluation and validation of advanced driver assistance sys-
tem (ADAS) and automated driving systems based on simulation and/or field operational
tests have been proposed in literature, see examples in [152,153]; recently, digital twin
applications are discussed for this purpose as well [154–157]. Digital twins of entire testing
environments of a proving ground with the purpose of testing and validation of auto-
mated vehicle systems are presented in [158,159], along with overviews of current testing
frameworks for automated vehicle systems and related state of the art methods used by the
automotive industry. Before referring to the latter in more detail, we first mention several
concepts which build on a reduced level of integration of physical and virtual objects and
data.

Zhou et al. [160] present a framework for virtual testing of ADAS, where environmen-
tal conditions obtained in the real world (in terms of road and other traffic participants)
are reproduced within a simulation environment. Since this process of data import and
scenario setup is performed automatically, the framework may be considered a ‘digital
shadow’ according to [101]. Similarly, an approach based on a one-way data flow from
physical to virtual space for testing of software decisions is reported in [161]. In the course
of the so-called ‘shadow testing’, a software application is running in the background of a
real vehicle’s system during everyday use, receiving sensor data but not taking any control
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action; instead, the decisions made by the software application are compared to those of
the human driver (or to older software versions) and evaluated accordingly.

Other strategies for an evaluation of ADAS build on a fusion of real-world and virtual
data, i.e. concepts where ‘measured and simulated environmental aspects are augmented and
aligned in order to test ADAS on both worlds’ [152]. The survey quotes several approaches,
in which recorded video sequences from real test drives are augmented with synthetic
(simulated) camera views, e.g. to evaluate the environmental perception capabilities of the
system under test. The fused data may be used as input to the ADAS function of either the
simulation model or of a real vehicle [162].

A framework which allows for an arbitrary partitioning of virtual and physical elements
of a test scenario is presented in [159]. The so-called Scenario-in-the-Loop concept builds
on a digital twin of the entire testing environment, comprising the vehicle under test, the
V2X communication, infrastructure elements (e.g. traffic lights, road lighting), movable
targets (e.g. pedestrian, bicycle), and (remotely controlled) real vehicles, which may be
combined to create complete traffic scenarios. In addition, and due to the parallel and
simultaneous course of such a scenario in physical and virtual space, real-world and sim-
ulated data can be exchanged freely among the above elements and the central control
system of the testing environment. This enables to determine individually, which part of
the tested scenario is executed in reality, and which part is performed by simulation. Thus,
‘the main advantage is that the concept can be applied incrementally, starting from full sim-
ulation and piece-by-piece replacing the virtual elements to real elements until the optimum
level, while running the same test sequence within the same environment for a specific traffic
scenario’ [159]. Figure 26 shows the architecture of the framework, and the main building
blocks and the underlying technologies with respect to localisation, communication, inter-
facing, and visualisation are discussed in detail within the paper. Finally, a proof-of-concept
demonstration is reported of two different scenarios including an unexpected pedestrian
crossing and a car-following situation. Both scenarios were performed with either a virtual
or a real target object, and the same reaction of the vehicle under test could be observed in
both cases.

In addition to active driving systems, optimised passive safety elements such as crash
cushions and road safety barriers may contribute to improved road safety outcomes as
well, and modern numerical methods are required to capture effects of large deformations
and nonlinear friction processes during impact simulations. An approach for combined
modelling of vehicle and barrier is discussed in [163], and the author refers to the simu-
lation model as a ‘digital twin’, motivated by results from validation analyses; however, no
(real-time) connection between physical and virtual space is mentioned in the paper.

7.5. Miscellaneous

The road is an essential element of the vehicle–environment system for both the physi-
cal and the virtual twin. High-definition maps contain static information on many crucial
aspects of a roadway, e.g. geometric data (curvature, slope, width of a road/lane, etc.) and
roadside data (traffic regulations, obstacles, etc.) with an accuracy of a few centimetres
[164]; to dynamically account for the actual road conditions (i.e. those closely ahead of
a vehicle), cloud/edge computing is proposed in [165] to include data from preceding
vehicles (or specifically designed roadside units [166]) to create a digital twin of a road.
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Figure 26. Architecture of the Scenario-in-the-Loop validation methodology in the form of a digital
twin of a testing environment of a proving ground [159].

Furthermore, Kaliske et al. [167] envision a digital twin of the entire road-tyre-vehicle
system for future mobility, which ‘will allow for more precise forecasts of road status and
durability, optimization of maintenance intervals, as well as optimization of the loading of the
road’. Physics-based and data-based modelling strategies for tyre, road and the interaction
among them are discussed. The physics-based models comprise finite element models of
tyre and pavement that take their temperature-dependent behaviour as well as a potential
thermomechanical coupling into account. Time homogenisation is proposed to account
for the long-term behaviour, as well as different methods to deal with uncertainties in the
available data. Contributions of smart tyres and road sensors to monitor tyre-road friction
properties have recently been reviewed in [168,169].

Finally, several studies can be found in literature where the term digital twin is used for
a (multi-physics) simulation model rather than for a system featuring a virtual-physical
connection: Naets et al. [170] aim for a combined identification of vehicle suspension
parameters and road profile; Fietkau et al. [171] describe the process of an entirely virtual
powertrain development, incorporating all relevant phases, components and simulation
disciplines of the development process; Rahate et al. [172] derive a model for an elec-
tric three-wheeler vehicle, taking basic mechanical, thermal and electric properties into
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account in order to optimise the driving range with regard to realistic driving cycles;
Foldager et al. [173] discuss the steps necessary to develop a digital twin of an autonomous
agricultural vehicle.

8. Discussion and conclusions

The digital twin development process can be explained by a simplistic statement that com-
puters are now much faster and computational capabilities are significantly increased. If
we consider the Modelling, Simulation, Information Technology and Processing Technol-
ogy Area Strategic Roadmap (TASR) developed by NASA that was presented in [2] and the
recent developmentsmade in vehicle systemdynamics, it is possible to expect the following
scenarios in the developments in four core areas of computing, modelling, simulation, and
processing as shown in Figure 27. The analysis performed in this paper as well as the pre-
sented roadmap shows that the development of digital twin simulations and architectures
is continually progressing, and this is expected to continue if there is ongoing progress in
the development of computing, simulation and information technology to accelerate the
performance of big data processing that should allow more precise governing of vehicle
dynamics system behaviour in its operational environment.

Applications in both rail and road can potentially be extensive in addressing operation,
energy, safety and maintenance objectives. Again, in both rail and road applications much
depend on the availability and resolution of the infrastructure data. Furthermore, digital
twins require a process of making the models specific to each real-world systemmodelled,
so detailed validation and accounting of variations in operational conditions is required.
Importantly, this differs from the typical historical application ofmodelling and simulation
which has had either a focus on an ‘average model’ for the fleet, or a focus on worst case
conditions.

In rail, advanced modelling techniques have allowed whole trip and whole network
operational longitudinal simulations and detailed analyses. Where the rail networks are
new and digital survey data exists, all the features are present for digital twin applications.

Figure 27. Digital twin strategic roadmap that covers applications of vehicle system dynamics.
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It should also be remembered that the data resolution required for operational studies
can usually be achieved using rolling stock and track design data and current speed limit
information. Taking the digital twin to the further step of providing rail vehicle dynamics
requires up to date wear and degradation data, in regard to both track surface condition
and vehicle condition. Data at this level of detail still presents considerable difficulty due to
the resolution and volume required. It is expected then that detailed vehicle dynamics dig-
ital twins will be offline applications for many applications, whilst digital twins of whole
network operation will be easily realised in train track systems with modern survey and
rolling stock information.

In road, advanced modelling techniques are progressing more quickly in comparison
with rail studies due to the easier opportunities to the transition of testing outcomes into
digital twins and this gives quite promising outcomes for the development of new adaptive
and interpretable ways of transition of vehicle physics-based models into digital twins and
its further potential application in the rail domain.

Summarising all of the above, it is possible to say that this paper has only provided some
directions to assemble the theory for the development of digital twin techniques consider-
ing multidisciplinary approaches. The existence of a great number of uncertainties allows
concluding that the presented and reviewed digital twin building concepts and predictions
should be considered as a wish list, and it is still not clear which one of implementation
ideas/variants could come true and represents the right way at the end of this exciting
journey in digital twin technologies.
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