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Preface

In this thesis we study solutions of the Abstract Cauchy Problem{
u′(t) = Au(t) + f(t), t > 0,

u(0) = x0,

with u : [0,+∞) → X for some Banach space X, where A is a linear operator mapping
X to itself. It is basic knowledge that, if A is bounded, the solution has the form

u(t) = etAx0 +

∫ t

0

e(t−s)Af(s) ds

for reasonably smooth inhomogeneities f . If A is unbounded, it is natural to expect
solutions of similar form, especially if A is the infinitesimal generator of a strongly
continuous semigroup.

The question arises, what kind of operators A admit unique solutions of the Abstract
Cauchy Problem and what kind of properties regarding smoothness can one expect of
this solutions. In the best case, the functions u, u′ and Au have the same regularity
properties as the inhomogeneity f . We want to characterise operators A, such that for
every f there is a unique solution such that u′ and Au are ’as regular’ as f . In this case,
we say that A is maximally regular.

In this thesis we study the maximal regularity problem for inhomogeneities
f ∈ Lp

(
(0,+∞);X

)
, p ∈ (1,+∞). In the twentieth century, many advances were made,

for example by Dore, [7], or de Simon, [5]. In recent years, maximal regularity has been
tackled from different angles, namely closedness of sums of operators, [8], Fourier
transforms, [16] and the theory of singular integrals, [2].

However, the exact definition of maximal regularity is rather ambiguous in the
literature. De Simon ([5]) required u′ and Au to be of same regularity as f , while Dore
([7]) additionally required u to have the same regularity properties as f . In this thesis
we will work with De Simon’s definition of maximal regularity while introducing the
notion of strict maximal regularity, which, additionally to u′ and Au, requires u to be as
regular as f . We will study relations between these two notions of maximal regularity.
We will see that it is necessary for A to generate an analytic semigroup and, if the
underlying space happens to be a Hilbert space, this condition is also sufficient.
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Chapter 1 is concerned with basic results regarding differential calculus and unbounded
operators, for which we mainly rely on [17] and [19].

In Chapter 2 we introduce the Bochner Integral, the Banach space-valued analogue to
the Lebesgue Integral for complex-valued functions, and Banach space-valued versions
of Lebesgue- and Sobolev spaces, where we use the notations as in [10] and [3]. We will
state results, which are well-known for complex-valued functions, such as the Dominated
Convergence Theorem for Banach Space-valued functions and the Fundamental
Theorem of Calculus. Furthermore, we introduce the Riemann Integral and complex
Path Integrals for Banach space-valued functions and build connections between the
Bochner- and the Riemann Integral as in the complex-valued case; see [10] and [17].

Chapter 3 is concerned with basic observations about strongly continuous semigroups as
shown for example in [19]. Moreover, we will introduce analytic semigroups, i.e. strongly
continuous semigroups which are analytically extendable to an open subset of the right
complex half-plane. We will prove that this is equivalent to A being sectorial and the
semigroup being differentiable with respect to the operator norm; see [1].

In Chapter 4 we will study existence and uniqueness of solutions of the Abstract
Cauchy Problem. We will start by examining the homogeneous problem, i.e. f ≡ 0, and
show that for existence and uniqueness it is necessary and sufficient for A to generate a
strongly continuous semigroup, as seen in [1]. For the inhomogeneous problem, many
different notions of weak solutions were introduced in the literature, for example by Ball
([4]) and de Simon ([5]), while many others simply worked with functions that solve the
problem almost everywhere; see for example [6]. In order to avoid this ambiguity we
define weak solutions in the sense of weak differentiability and prove uniqueness in the
case that A is the infinitesimal generator of a differentiable semigroup.

Finally, Chapter 5 is concerned with maximal regularity of the Abstract Cauchy
Problem and its implications. Often the abstract Cauchy problem in connection with
maximal regularity was only considered on (0,+∞). Because of that, we will introduce
maximal regularity on bounded as well as on unbounded intervals and prove that the
latter implies the former, as shown by Dore [7]. In the last two sections we will show
that maximal Lp-regularity is independent of p and that in Hilbert spaces maximal
regularity is equivalent to A being the infinitesimal generator of an analytic semigroup;
see [7] and [5]. While many authors diligently dealt with the estimate

∥Au∥Lp + ∥u′∥Lp ≤ C ∥f∥Lp ,

where u denotes the mild solution of the Cauchy Problem, i.e.

u(t) =

∫
(0,t)

T (t− s)f(s) ds

(T (t) being the semigroup generated by A), the requirement that the Cauchy Problem
has a unique weak solution was left out. We will tackle this gap by carefully dealing
with existence and uniqueness of weak solutions.
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Notations

We will list symbols and notations that will be frequently used throughout this thesis.

• By C we will denote the set of all complex numbers, by R the set of all real
numbers and N := {1, 2, . . . } will be the set of all positive integers.

• ✶A will denote the characteristic function of some set A defined in some
underlying set Ω, i.e. ✶A : Ω → {0, 1},

✶A(ω) :=

{
1, ω ∈ A,

0, ω /∈ A.

• We write ∥·∥X for the norm of some normed space X. If the underlying space X is
obvious from the context, we will simply write ∥·∥.

• Given a metric space (M, d), ε > 0 and x ∈ M , we write
UM
ε (x) := {y ∈ M : d(x, y) < ε} and KM

ε (x) := {y ∈ M : d(x, y) ≤ ε}. If the
underlying space M is clear from the context we will often write Uε(x) := UM

ε (x)
and Kε(x) := KM

ε (x).

• Given two Banach spaces X and Y , Lb(X, Y ) stands for the set of all bounded
linear operators T : X → Y provided with the operatornorm ∥·∥Lb(X,Y ). If X = Y ,
we simply write Lb(X) := Lb(X,X).

• We write X ′ for the topological dual space of some normed space X, i.e.
X ′ := Lb(X,C).

• Given two Banach spaces X and Y as well as T ∈ Lb(X, Y ), we write
T ′ ∈ Lb(Y

′, X ′) for the adjoint of T defined by T ′(φ)x := φ(Tx) for all φ ∈ Y ′ and
all x ∈ X.
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Chapter 1

Basic Principles and Initial Remarks

In order to properly state and study the abstract Cauchy Problem, we will gather
information regarding differentiation in Banach spaces and (unbounded) linear
operators.

1.1 Differentiation and Analyticity in Banach

Spaces

In this section we introduce the notion of differentiability as well as analyticity in
Banach spaces and state useful, well-known results. Throughout this section, X denotes
a Banach space.

1.1.1 Definition. Let −∞ ≤ a < b ≤ +∞ and f : (a, b) → X a function. f is called
differentiable in t0 ∈ (a, b), if the limit

lim
h→0

1

h

(
f(t+ h)− f(t)

)
exists in X. If −∞ ≤ a < b < +∞ and f : (a, b] → X, we call f differentiable at b, if the
one sided limit

lim
h→0−

1

h

(
f(b+ h)− f(b)

)
exists in X. For functions defined on intervals of the form [a, b) or [a, b] we define
differentiability accordingly. If f : I → X is differentiable at t for every t ∈ I, where
I ⊆ R is an interval (note that I can have the form (a, b), (a, b], [a, b) or [a, b] for
−∞ ≤ a < b ≤ +∞), we say that f is differentiable on I and define the derivative
f ′ : I → X by

d

dt
f(t) := f ′(t) := lim

h→0

1

h

(
f(t+ h)− f(t)

)
,

where we take one sided limits if t ∈ {a, b}. If f ′ is continuous, we call f continuously
differentiable. For k ∈ N and f (1) := f ′, we inductively say that f is k times
continuously differentiable, if f (k−1) is continuously differentiable.

Moreover, we introduce the following spaces.
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• C(I;X) := {f : I → X : f continuous},
• Ck(I;X) := {f : I → X : f is k times continuously differentiable} for k ∈ N,

• C∞(I;X) :=
∩
k∈N

Ck(I;X) and

• C∞
00(I;X) := {f ∈ C∞(I;X) : supp(f) is compact in I}, where

supp(f) := {t ∈ I : f(t) ̸= 0} (closure within I) is called the support of a function
f .

We state some properties regarding to differentiation in Banach spaces. Their proofs
can be found in [17], Fakta 9.3.13.

1.1.2 Proposition. Let I ⊆ R be an interval and Y , Z additional Banach spaces. The
following assertions hold true.

a) Given functions f, g : I → X and λ ∈ C, if f and g are differentiable at t0 ∈ I, so
is t ,→ f(t) + λg(t) and (f + λg)′(t0) = f ′(t0) + λg′(t0).

b) If f : I → X is differentiable at t0 ∈ I, it is continuous at t0.

c) If S : I → Lb(X, Y ) and T : I → Lb(Y, Z) are differentiable at t0 ∈ I, then
t ,→ T (t)S(t) also is differentiable at t0 and (TS)′(t0) = T ′(t0)S(t0) + T (t0)S

′(t0).

d) If S : I → Lb(X, Y ) is differentiable at t0 ∈ I, also t ,→ S(t)x is differentiable
satisfying

(
S(·)x)′(t0) = S ′(t0)x for every x ∈ X.

e) Given A ∈ Lb(X, Y ) and f : I → X, which is differentiable at t0 ∈ I, t ,→ Af(t)
also is differentiable at t0 satisfying

(
Af(·))′(t0) = Af ′(t0).

f) Let J ⊆ R be an additional interval and φ : J → I a function that is differentiable
at t0 ∈ J . If f : I → X is differentiable at φ(t0), then f ◦ φ is differentiable at t0
and (f ◦ φ)′(t0) = φ′(t0)f ′(φ(t0)).

Furthermore, we state a generalized version of the product rule in Banach spaces, see
Lemma 5.2.11 in [19].

1.1.3 Lemma. Let X, Y be Banach spaces and [a, b] ⊆ R an interval. Given functions
f : [a, b] → X and T : [a, b] → Lb(X, Y ) with the properties

• there is a constant C > 0 such that ∥T (t)∥ ≤ C for all t ∈ [a, b],

• f is differentiable at t0 ∈ [a, b],

• t ,→ T (t)f ′(t0) is continuous at t0 and

• t ,→ T (t)f(t0) is differentiable at t0,

g : [a, b] → Y , defined by g(t) := T (t)f(t), is differentiable at t0 and satisfies

g′(t0) =
(
T (·)f(t0)

)′
(t0) + T (t0)f

′(t0).
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Similar to differentiation in real intervals, we introduce the notion of complex
differentiability and analytic functions with values in a Banach space.

1.1.4 Definition. Let X be a Banach space, G ⊆ C an open set and f : G → X a
function. f is called complex differentiable at z0 ∈ G if the limit

f ′(z0) := lim
z→z0

1

z − z0

(
f(z)− f(z0)

)
exists in X. If f is complex differentiable at z for all z ∈ G, f is called analytic in G.

Analogous results as in Proposition 1.1.2 also hold for complex differentiable functions,
as shown in [17], Section 11.6. Moreover, we have the following lemma. Its proof can be
found for example in [17], Corollary 11.6.17.

1.1.5 Lemma. Let w ∈ C, (an)n∈N a sequence in X and R > 0 the radius of
convergence of the power series

∞∑
n=0

znan.

Then, the function

z ,→
∞∑
n=0

(z − w)nan

is analytic in UR(w).

Lastly, we state the Identity Theorem for analytic, Banach space-valued functions. It
follows easily from the complex-valued case.

1.1.6 Proposition. If two analytic functions f, g : G → X coincide on a set D ⊆ G,
which has an accumulation point in G, then f(z) = g(z) for all z ∈ G.

Proof. Given an analytic function f : G → X and φ ∈ X ′, the function
f̃ := φ ◦ f : G → C is analytic since for z, z0 ∈ G

f̃(z)− f̃(z0)

z − z0
= φ

( 1

z − z0

(
f(z)− f(z0)

)) z→z0−−−→ φ
(
f ′(z0)

)
.

Let f, g : G → X be analytic functions which coincide on a set D ⊆ G, which has an
accumulation point in G and φ ∈ X ′. Then the analytic functions φ ◦ f and φ ◦ g
coincide on D. According to the Identity Theorem for complex-valued functions, [9],
Theorem V.3.13, φ

(
f(z)

)
= φ

(
g(z)

)
for all z ∈ G. Since φ ∈ X ′ was arbitrarily chosen

and X ′ acts point separating on X, as shown for example in [12], Corollary 5.2.7,
f(z) = g(z) for all z ∈ G.

□
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1.2 Linear Operators

In the present section we gather well-known results about unbounded operators and
their resolvents. By X and Y we denote two Banach spaces.

1.2.1 Definition. Let D ⊆ X be a linear subspace.

• A linear map A : D → Y defined on D is called an (unbounded) linear operator
and denoted by A : D ⊆ X → Y . We call D(A) := D the domain of A.

• A is called densely defined if D is dense in X.

• A is called closed if the graph {(x,Ax) : x ∈ D} is closed in X × Y with respect to
the product topology.

• If B : E ⊆ X → Y is another operator, we call B an extension of A, D ⊆ E and
Ax = Bx for all x ∈ D, which is equivalent to the inclusion A ⊆ B.

For two unbounded operators A : D ⊆ X → Y , B : E ⊆ X → Y and λ ∈ C we define

• D(A+B) := D ∩ E and (A+B)x := Ax+Bx for x ∈ D(A+B),

• D(λA) := D and (λA)x := λAx for x ∈ D and,

• if A : D → Y is injective, D(A−1) := ran(A) and A−1x := Cx, where C is the
inverse of A : D → ran(A).

Lastly, if Z is an additional Banach space and C : F ⊆ Y → Z, then we define

D(CA) := {x ∈ D : Ax ∈ F}
and (CA)x := C(Ax) for x ∈ D(CA).

1.2.2 Proposition. Let Z be an additional Banach space, A : D(A) ⊆ X → Y ,
B ∈ Lb(Z,X) and λ ∈ C \ {0}. Then the following assertions hold true.

a) If A is densely defined, also λA is densely defined.

b) If A is closed, also λA is closed.

c) If A is closed, also AB is closed. If in addition ran(B) ⊆ D(A), then AB is a
bounded operator.

d) (µI − A)
(
D(An)

)
= D(An−1) for all n ∈ N and every µ ∈ ρ(A).

Proof. a): D(A) = D(λA) implies X = D(A) = D(λA).

b): Given λ ̸= 0, let (xn)n∈N be a sequence in D(A) satisfying lim
n→+∞

(xn, λAxn) = (x, y).

We obtain lim
n→+∞

Axn = 1
λ
y and by the closedness of A in turn Ax = 1

λ
y, meaning

(x, y) = (x, λAx) ∈ graph(λA).
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c): Let (xn)n∈N be a sequence in D(AB) satisfying lim
n→+∞

(xn, ABxn) = (x, y).

B ∈ Lb(Z,X) yields lim
n→+∞

Bxn = Bx. Hence, lim
n→+∞

(
Bxn, A(Bxn)

)
= (Bx, y). Because

of the closedness of A, Bx ∈ D(A) and ABx = A(Bx) = y. Therefore, AB is closed. If
in addition ran(B) ⊆ D(A), then D(AB) = X. Since AB is closed, we can employ the
Closed Graph Theorem, Theorem 4.4.2 in [12], and obtain AB ∈ Lb(Z,X).

d): Clearly, (µI − A)
(
D(An)

) ⊆ D(An−1). In order to show the converse inclusion, let
y ∈ D(An−1) and set x := R(µ,A)y. Because of An−1x = R(µ,A)An−1y ∈ D(A), we
obtain x ∈ D(An) and, in turn, y = (µI − A)x ∈ (µI − A)

(
D(An)

)
.

□

1.2.3 Definition. Let A : D ⊆ X → X be an unbounded operator. We define the
resolvent set ρ(A) as the set of all λ ∈ C such that there exists a bounded operator
R(λ,A) ∈ Lb(X), called the resolvent, satisfying (λI − A)R(λ,A) = I and
R(λ,A)(λI − A) ⊆ I.

The following proposition gathers well-known results about resolvents. Its proofs can be
found for example in [19], Section 4.2.

1.2.4 Proposition. Let A : D ⊆ X → X be an operator. The following assertions hold
true.

a) For λ ∈ ρ(A) and µ ∈ C with |µ− λ| < 1
∥R(λ,A)∥ we have µ ∈ ρ(A) and

R(µ,A) =
∞∑
n=0

(λ− µ)nR(λ,A)n+1.

In particular, ρ(A) is an open subset of C.

b) R(·, A) : ρ(A) → Lb(X) is analytic and

dn

dλn
R(λ,A) = (−1)nn!R(λ,A)n+1

for any n ∈ N.

c) For λ, µ ∈ ρ(A) we have

R(λ,A)−R(µ,A) = (λ− µ)R(λ,A)R(µ,A).

d) If ρ(A) is non-empty, A is closed.

e) If A is bounded, ρ(A) ⊇
(
K∥A∥(0)

)c

.
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Lastly, we introduce the graph norm and show that the domain of a closed operator
equipped with this norm forms a Banach space.

1.2.5 Lemma. If A : D(A) ⊆ X → Y is a closed linear operator, then the space
Z :=

(
D(A), ∥·∥G

)
is a Banach space and A ∈ Lb(Z,X). Here ∥·∥G is the graph norm on

D(A) satisfying ∥x∥G := ∥x∥X + ∥Ax∥Y .

Proof. It is well-known, that ∥(x, y)∥1 := ∥x∥X + ∥y∥Y defines a norm on X × Y , such
that with (X, ∥·∥X) and (Y, ∥·∥Y ) also (X × Y, ∥·∥1) is a Banach space. Since the graph
of A is by assumption a closed subspace of X × Y , (graph(A), ∥·∥1 |graph(A)) is a Banach
space; see [17], Lemma 9.1.6. As ∥x∥G = ∥(x,Ax)∥1, also Y is a Banach space.

∥Ax∥ ≤ ∥x∥+ ∥Ax∥ = ∥x∥G
for every x ∈ X shows that A ∈ Lb(Z,X).

□
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Chapter 2

Integration in Banach Spaces

To build up the theory of analytic semigroups, we state some results concerning
Integration Theory on Banach spaces that will be used throughout this thesis.

2.1 The Riemann Integral

In the present section we define the Riemann integral for Banach space-valued functions
and examine its relation to differentiation.

2.1.1 Definition. Given a compact interval [a, b] ⊆ R with −∞ < a < b < +∞, we call

R :=
(
(tj)

n(R)
j=0 , (αj)

n(R)
j=1

)
a Riemann partition of the interval [a, b], if

a = t0 < · · · < tn(R) = b and αj ∈ [tj−1, tj] for all j ∈ {1, . . . , n(R)}. We call

|R| := max{tj − tj−1 : j = 1, . . . , n(R)}

the fineness of R and introduce the relation R1 ≲ R2 :⇔ |R1| ≥ |R2|. By R we denote
the set of all Riemann partitions of [a, b] and note that (R,≲) forms a directed set.
Let f : [a, b] → X a bounded function. If the net of Riemann sums

(n(R)∑
j=0

(tj − tj−1)f(αj)
)
R∈R

converges in X, we call f Riemann integrable over [a, b] and define

∫ b

a

f(t) dt := lim
R∈R

n(R)∑
j=0

(tj − tj−1)f(αj).

Let [a, b) ⊆ R with −∞ < a < b ≤ +∞. We call a (possibly unbounded) function
f : [a, b) → X improperly Riemann integrable over [a, b) if f is Riemann integrable over
[a, β] for any β ∈ [a, b) and the limit

lim
β→b−

∫ β

a

f(t) dt

12



exists in X. In this case we define∫ b

a

f(s) ds := lim
β→b−

∫ β

a

f(s) ds.

We often omit the term ’improper’ and simply call f Riemann integrable. Furthermore,
we call f absolutely improperly Riemann integrable, or simply absolutely integrable, if
t ,→ ∥f(t)∥ is improperly Riemann integrable, in particular∫ b

a

∥f(t)∥ dt < +∞.

For f : (a, b] → X we define the integral accordingly.

We say that a function f : (a, b) → X is improperly Riemann integrable, if f is
improperly Riemann integrable over (a, c] and [c, b) for some c ∈ (a, b) and define∫ b

a

f(t) dt :=

∫ c

a

f(t) dt+

∫ b

c

f(t) dt.

By Fakta 9.3.17 in [17] this definition is independent of the choice of c ∈ (a, b) and we
have ∫ b

a

f(t) dt = lim
α→a+

β→b−

∫ β

α

f(t) dt.

The proof of the following result can be found in [17], Section 9.3.

2.1.2 Proposition. Let [a, b) ⊆ R be an interval with −∞ < a < b ≤ +∞ and
f : [a, b) → X be a function. If f is absolutely integrable over [a, b) and Riemann
integrable over [a, β] for any β ∈ [a, b), then f is improperly Riemann integrable. In this
case, ‖‖‖‖∫ b

a

f(t) dt

‖‖‖‖ ≤
∫ b

a

∥f(t)∥ dt < +∞.

In particular, if there is an absolutely integrable function g : [a, b) → [0,+∞), which
satisfies ∥f(t)∥ ≤ g(t) for every t ∈ [c, b) for some c ∈ [a, b) and t ,→ ∥f(t)∥ is Riemann
integrable over [a, β] for any β ∈ [a, b), then f is absolutely integrable. Analogous
statements hold true for functions defined on intervals of the form (a, b] or (a, b).

The properties of the Banach space-valued Riemann integral are mostly the same as in
the real-valued case. Proofs of the following results can be found for example in [17],
Section 9.3.

2.1.3 Proposition. Given an interval I ⊆ R of the form [a, b], (a, b], [a, b) or (a, b) for
−∞ ≤ a < b ≤ +∞, the following assertions hold true.

a) For Riemann integrable f, g : I → X and α, β ∈ C also αf + βg is Riemann
integrable over I satisfying∫ b

a

(
αf(t) + βg(t)

)
dt = α

∫ b

a

f(t) dt+ β

∫ b

a

g(t) dt.

13



b) Let −∞ < a < b < +∞, f : [a, b] → X and t ,→ ∥f(t)∥ be Riemann integrable. If
we define its supremum norm by ∥f∥∞ := sup{∥f(t)∥ : t ∈ [a, b]}, then‖‖‖‖∫ b

a

f(t) dt

‖‖‖‖ ≤
∫ b

a

∥f(t)∥ dt ≤ ∥f∥∞ (b− a).

c) Let Y be an additional Banach space and T ∈ Lb(X, Y ). If f : I → X is Riemann
integrable, also t ,→ Tf(t) is Riemann integrable and∫ b

a

Tf(t) dt = T
(∫ b

a

f(t) dt
)
.

d) For −∞ < a < b < +∞ every continuous f : [a, b] → X is Riemann integrable
over [a, b].

e) If f : I → X is integrable over I and J ⊆ I is a real interval, then f is Riemann
integrable over J . Furthermore, for β ∈ I we have∫ b

a

f(t) dt =

∫ β

a

f(t) dt+

∫ b

β

f(t) dt.

f) Given a Riemann integrable f : I → X, the function F : I → X defined by

F (t) :=

∫ t

a

f(s) ds

is continuous. If f is continuous at t0 ∈ I, then F is differentiable at t0 with
F ′(t0) = f(t0).

g) Let −∞ < a < b < +∞ and f, F : [a, b] → X be continuous. If, in addition, F is
continuously differentiable on (a, b) with F ′(t) = f(t) for t ∈ (a, b), then∫ b

a

f(t) dt = F (b)− F (a).

2.2 Complex Analysis on Banach spaces

In order to study complex, Banach space-valued functions, we need to introduce Banach
space-valued path integrals. Throughout the present section X will denote a Banach
space and G a domain, i.e. an open, non-empty and connected set contained in C.

2.2.1 Definition. Given an interval I ⊆ R, a := inf I, b := sup I with
−∞ ≤ a < b ≤ +∞ (note that I can have the forms (a, b), [a, b), (a, b], [a, b]) and a
continuously differentiable path γ : I → G we call a function f : G → X integrable along
γ, if t ,→ γ′(t)(f ◦ γ)(t) is (improperly) Riemann integrable over I. In this case we define∫

γ

f(z) dz :=

∫ b

a

γ′(t)(f ◦ γ)(t) dt.

Furthermore, two paths γ1, γ2 : [c, d] → C satisfying γ1(c) = γ2(c), γ1(d) = γ2(d) are
called homotopic, if there is a continuous map h : [0, 1]× [c, d] → C with the properties

14



a) h(0, t) = γ1(t) for all t ∈ [a, b],

b) h(1, t) = γ2(t) for all t ∈ [a, b],

c) h(s, a) = γ1(a) = γ2(a) for all s ∈ [0, 1] and

d) h(s, b) = γ1(b) = γ2(b) for all s ∈ [0, 1].

Lastly we define the composition of two paths γ1 : [a, b] → C, γ2 : [c, d] → C with
γ1(b) = γ2(c) as

γ1γ2 : [0, 1] → C, (γ1γ2)(t) := γ1
(
2(b− a)t+ a

)
for t ∈ [0, 1

2
] and

(γ1γ2)(t) := γ2
(
2(d− c)t+ 2c− d

)
for t ∈ [1

2
, 1] and the inverse of a path γ : [a, b] → X as

γ− : [a, b] → X, γ−(t) = γ(a+ b− t).

2.2.2 Remark. From Proposition 1.6.8, a), in [11] we know that being homotopic in G
is an equivalence relation.

From Theorem 2.1.2 we conclude that if for a continuously differentiable path
γ : (a, b) → G with −∞ ≤ a < b ≤ +∞ the function f : G → X is integrable along
γ|[α,β] for any a < α < β < b and (a, b) ∋ t ,→ γ′(t)(f ◦ γ)(t) is absolutely integrable,
then f is integrable along γ.

We can expand the definition of the path integral to continuous and piecewise
continuously differentiable paths γ : [a, b] → C with −∞ < a < b < +∞. Let
a = t0 < t1 < · · · < tn = b be such that γ|[tj−1,tj ] is continuously differentiable for any
j = 1, . . . , n. We say that a function f : G → X is integrable along γ, if f is integrable
along γ

||
[tj−1,tj ]

for all j = 1, . . . , n and define

∫
γ

f(z) dz :=
n∑

j=1

∫
γ|(tj−1,tj)

f(z) dz.

Since every path γ : [a, b] → C can be reparametrized via an affine bijection
φ : [0, 1] → [a, b] into a path δ := γ ◦ φ : [0, 1] → C defined on [0, 1], we can say that two
paths γ1 : [a, b] → C, γ2 : [c, d] → C satisfying γ1(a) = γ2(c) and γ1(b) = γ2(d) are
homotopic, if their reparametrizations defined on [0, 1] are homotopic.

2.2.3 Proposition. Let γ1, γ2 : [0, 1] → G be two continuous and piecewise
continuously differentiable paths satisfying γ1(0) = γ1(1) = γ2(0) = γ2(1) =: z0. If G is
star-shaped, i.e. there is w0 ∈ G such that sw0 + (1− s)z ∈ G for every t ∈ [0, 1] and
z ∈ G, then γ1 and γ2 are homotopic in G.
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Proof. The function h1 : [0, 1]× [0, 1] → G defined by

h1(s, t) :=

({
(
z0 for t ∈ [0, s

3
],

γ1(
3t−s
3−2s

) for t ∈ [ s
3
, 1− s

3
],

z0 for t ∈ [1− s
3
, 1],

is continuous and satisfies ran(h1) = ran(γ1) ⊆ G. Therefore, h1 is a homotopy between
γ1 and γ3 : [0, 1] → G defined by

γ3(t) =

({
(
z0 for t ∈ [0, 1

3
],

γ1(3t− 1) for t ∈ [1
3
, 2
3
],

z0 for [2
3
, 1].

Since G is star-shaped, we find w0 ∈ G such that sw0 + (1− s)z ∈ G for any s ∈ [0, 1]
and z ∈ G. Define h2 : [0, 1]× [0, 1] → G by

h2(s, t) :=

({
(
(1− s)z0 + s

(
(1− 3t)z0 + 3tw0

)
for t ∈ [0, 1

3
],

(1− s)γ3(t) + sw0 for t ∈ [1
3
, 2
3
],

(1− s)z0 + s
(
3(1− t)w0 + (3t− 2)z0

)
for t ∈ [2

3
, 1].

G being star-shaped together with ran(γ3) ⊆ G implies ran(h2) ⊆ G. Since h2 is
continuous, it is a homotopy between γ3 and γ4 : [0, 1] → G, were

γ4(t) =

({
(
(1− 3t)z0 + 3tw0 for t ∈ [0, 1

3
],

w0 for t ∈ [1
3
, 2
3
],

3(1− t)w0 + (3t− 2)z0 for [2
3
, 1].

Lastly, we define h3(s, t) := (1− s)γ4(t) + sz0, which only consists of lines connecting z0
and w0. Therefore, ran(h3) ⊆ G and, since h3 is continuous, h3 is a homotopy between
γ4 and the constant path z0. Since being homotopic in G is an equivalence relation, γ1 is
homotopic to the constant path z0. Repeating the argument with γ2, we see that γ1 and
γ2 are homotopic to the constant path z0 and hence homotopic to each other.

□

The proofs of the subsequent results can be found in [17], Fakta 11.2.3, Proposition
11.6.8 and Corollary 11.8.14.

2.2.4 Proposition. The following assertions hold true.

a) Let γ1 : [a, b] → C, γ2 : [c, d] → C be two continuous and piecewise continuously
differentiable paths with γ1(b) = γ2(c). If f : G → X is integrable along γ1 and γ2,
then f is integrable along γ1γ2 and∫

γ1γ2

f(z) dz =

∫
γ1

f(z) dz +

∫
γ2

f(z) dz.
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b) Given a continuous and piecewise continuously differentiable path γ : [a, b] → X
and a function f : G → X, which is integrable along γ, f is also integrable along
γ− and ∫

γ−
f(z) dz = −

∫
γ

f(z) dz.

The following two theorems will be heavily used throughout this thesis. Their proofs
can be found in [17], Corollaries 11.6.10 and 11.6.12.

2.2.5 Theorem (Cauchy’s Integral Theorem). Let f : G → X be analytic,
−∞ < a < b < +∞ as well as −∞ < c < d < +∞, and γ1 : [a, b] → G, γ2 : [c, d] → G be
continuous and piecewise continuously differentiable paths satisfying γ1(a) = γ2(c) as
well as γ1(b) = γ2(d). If γ1 and γ2 are homotopic, then∫

γ1

f(z) dz =

∫
γ2

f(z) dz.

In particular, if a closed curve γ : [a, b] → G, that is γ(a) = γ(b) =: z0, is homotopic to
the constant path t ,→ z0, then ∫

γ

f(z) dz = 0.

2.2.6 Theorem (Cauchy’s Integral Formula). Given an analytic function f : G → X,
z0 ∈ G and r > 0 such that Kr(z0) ⊆ G, it holds that

f (n)(w) =
n!

2πi

∫
γ

f(z)

(z − w)n+1
dz

for all n ∈ N∪ {0} and any w ∈ Ur(z0), where γ : [0, 2π] → G, γ(t) = z0 + reit, or γ is a
path which is homotopic to z0 + reit in G \ {z0}. In particular, analytic functions are
infinitely often complex differentiable.

2.3 The Bochner Integral

In this section we define the Bochner integral for Banach space-valued functions on a
measure space and state some of its properties and study its relation to the Riemann
Integral. Throughout the present section X denotes a Banach space and (Ω,A, µ) will
be a σ-finite complete measure space, meaning a set Ω together with a σ-algebra A on
Ω and a measure µ : A → [0,+∞] with the properties that

• there are countably many sets (An)n∈N with An ∈ A and µ(An) < +∞ for all
n ∈ N, such that

Ω =
U
n∈N

An,

• if A ⊆ N with N ∈ A and µ(N) = 0, A ∈ A.

We are going to employ the following notions.
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• We say that a statement S(ω) holds for almost every ω ∈ Ω, if there exists a null
set N ⊆ Ω, i.e. N ∈ A with µ(N) = 0, such that S(ω) holds true for all ω ∈ Ω \N .

• A function f : Ω → X is called simple, if f(Ω) is finite, f−1({x}) ∈ A for any
x ∈ X and µ

(
f−1(X \ {0})) < +∞.

• We say that a function f : Ω → X is measurable, if there is a sequence (fn)n∈N of
simple functions with lim

n→∞
fn(ω) = f(ω) for almost every ω ∈ Ω.

We state basic properties of measurable functions. Their proofs can be found in [10],
Section X.1.

2.3.1 Proposition. The following assertions hold true.

a) If f, g : Ω → X are simple and z ∈ C, f + zg is also simple. The same is true for
measurable functions.

b) Every simple function f : Ω → X has a unique representation

f(ω) =
n∑

j=1

✶Aj
(ω)xj

with n ∈ N, pairwise disjoint sets Aj ∈ A, j = 1, . . . , n and pairwise distinct
elements xj ∈ X, j = 1, . . . , n. This representation is called the normal form of f .
In particular, also ω ,→ ∥f(ω)∥ is a simple, real-valued function with

∥f(ω)∥ =
n∑

j=1

✶Aj
(ω) ∥xj∥ .

c) A function f : Ω → X is measurable if and only if f−1(U) ∈ A for any open subset
U ⊆ X and there is a null set N ∈ A such that f(Ω \N) is separable, which
means the existence of a countable set D ⊆ f(Ω \N), which is dense in f(Ω \N).

d) Given a sequence (fn)n∈N of measurable functions fn : Ω → X, n ∈ N, which
converges almost everywhere to a function f : Ω → X, f is also measurable.

e) If f : Ω → X is measurable, so is ω ,→ ∥f(ω)∥.
2.3.2 Example. Let n ∈ N, Ω = U an open subset of Rn, denote by Bn|U the Borel
σ-algebra generated by the collection of all open subsets of U and by
λn|U : Bn|U → [0,+∞] the n-dimensional Lebesgue measure on U . We define

A := {A ⊆ U : there are sets N,B ∈ Bn|U with B ⊆ A ⊆ B ∪N and λn|U(N) = 0}
and µ : A → [0,+∞] by µ(A) = λn|U(B) for A ∈ A, N,B ∈ B|nU , B ⊆ A ⊆ B ∪N and
λn|U(N) = 0. Then, (Ω,A, µ) is a σ-finite, complete measure space. We want to employ
Proposition 2.3.1, c), to prove that a continuous function f : U → X is measurable. To
that end, we note that since f is continuous, f−1(O) is open in U and therefore belongs
to B|U for any open set O ⊆ X. Let x ∈ f(U), t ∈ U such that f(t) = x and ε > 0.
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Since f is continuous, there is a constant δ > 0 such that ∥f(t)− f(s)∥ < ε whenever
s ∈ U with ∥t− s∥2 < δ. Since Qn ∩ U is dense in U , there exists a q ∈ Qn ∩ U
satisfying ∥t− q∥ < δ and in turn

∥f(t)− f(q)∥ < ε.

f(Qn ∩ U) being countable yields the separability of f(U) and, in consequence, the
measurability of f .

2.3.3 Definition. Given a simple function f : Ω → X represented in its unique normal
form

f(ω) =
n∑

j=1

✶Aj
(ω)xj

as in Proposition 2.3.1, a), we define∫
Ω

f(ω) dµ(ω) :=
n∑

j=1

µ(Aj)xj.

Since every measurable function f is the limit of a sequence (fn)n∈N of simple functions,
it is natural to define the integral of f as the limit of the sequence(∫

Ω

fn(ω) dµ(ω)
)
n∈N

,

if it exists and does not depend on the concrete sequence (fn)n∈N.

The next result makes sure the integral is well-defined for special class of measurable
functions. Its proof can be found in [10], Corollary X.2.7.

2.3.4 Proposition. Given a measurable function f : Ω → X and two sequences
(f1,n)n∈N, (f2,n)n∈N of simple functions with lim

n→∞
fj,n(ω) = f(ω) for almost every ω ∈ Ω

and j = 1, 2 as well as the property that for every ε > 0 there is N ∈ N such that∫
Ω

∥fj,n(ω)− fj,m(ω)∥ dµ(ω) < ε

whenever n,m ≥ N for j = 1, 2, the sequences(∫
Ω

f1,n(ω) dµ(ω)
)
n∈N

and (∫
Ω

f2,n(ω) dµ(ω)
)
n∈N

converge in X to the same limit.

The previous proposition justifies the following definition.
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2.3.5 Definition. Let f : Ω → X be measurable. We call f integrable, if there exists a
sequence (fn)n∈N of simple functions with lim

n→∞
fn(ω) = f(ω) for almost every ω ∈ Ω as

well as the property that for every ε > 0 there is N ∈ N such that∫
Ω

∥fn(ω)− fm(ω)∥ dµ(ω) < ε

whenever n,m ≥ N . In this case we define∫
Ω

f(ω) dµ(ω) := lim
n→∞

∫
Ω

fn(ω) dµ(ω).

Obviously, if an integrable function happens to be simple, the integral coincides with
the definition of the integral of simple functions, Definition 2.3.3.

The properties of the Banach space-valued integral are mostly the same as in the
real-valued case. The proofs of the following statements can be found in [10], Theorem
X.2.11, Lemma X.2.13, Corollary X.2.16 and Theorem X.3.14.

2.3.6 Proposition. The following assertions hold true.

a) For integrable f, g : Ω → X and α, β ∈ C also αf + βg is integrable satisfying∫
Ω

(
αf(ω) + βg(ω)

)
dµ(ω) = α

∫
Ω

f(ω) dµ(ω) + β

∫
Ω

g(ω) dµ(ω).

b) A measurable function f : Ω → X is integrable if and only if∫
Ω

∥f(ω)∥ dµ(ω) < +∞.

In this case ‖‖‖‖∫
Ω

f(ω) dµ(ω)

‖‖‖‖ ≤
∫
Ω

∥f(ω)∥ dµ(ω).

c) Let Y be an additional Banach space and T ∈ Lb(X, Y ). If f : Ω → X is
integrable, then ω ,→ Tf(ω) is also integrable and∫

Ω

Tf(ω) dµ(ω) = T
(∫

Ω

f(ω) dµ(ω)
)
.

d) Given an integrable function f : Ω → X and A ∈ A, ✶Af is integrable.

e) If a function f : Ω → X vanishes almost everywhere, f is integrable and∫
Ω

f(ω) dµ(ω) = 0.

f) Given a measurable function f : Ω → X satisfying ∥f(ω)∥ ≤ g(ω) for almost every
ω ∈ Ω and some integrable g : Ω → R, f is integrable and∫

Ω

∥f(ω)∥ dµ(ω) ≤
∫
Ω

g(ω) dµ(ω).
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The most versatile result will be the following Banach space version of the Dominated
Convergence Theorem, see [10], Theorem X.3.12.

2.3.7 Theorem (Dominated Convergence Theorem). Given a sequence of measurable
functions (fn)n∈N defined on Ω with values in X, which converges almost everywhere to

a function f : Ω → X, meaning fn(ω)
n→+∞−−−−→ f(ω) for almost every ω ∈ Ω and an

integrable function g : Ω → R satisfying ∥fn(ω)∥ ≤ g(ω) for almost every ω ∈ Ω and
every n ∈ N, then f and fn, n ∈ N are integrable and

lim
n→+∞

∫
Ω

fn(ω) dµ(ω) =

∫
Ω

f(ω) dµ(ω)

as well as

lim
n→+∞

∫
Ω

∥fn(ω)− f(ω)∥ dµ(ω) = 0.

Using the Dominated Convergence Theorem, one can prove results regarding parameter
integrals. The proof of the following results can be found in [10], Theorems X.3.17 and
X.3.18.

2.3.8 Proposition. Let (M, d) a metric space. Given a function f : Ω×M → X and
m0 ∈ M with the properties that

a) ω ,→ f(ω,m) is integrable for all m ∈ M ,

b) m ,→ f(ω,m) is continuous at m0 for almost every ω ∈ Ω and

c) there exists a constant ε > 0 and a real-valued, non-negative, integrable function
g : Ω → R such that ∥f(ω,m)∥ ≤ g(ω) for all m ∈ Uε(m0) and almost every ω ∈ Ω,

the function

F : M → X, m ,→
∫
Ω

f(ω,m) dµ(ω)

is continuous at m0.

2.3.9 Proposition. Let I ⊆ R be an interval, t0 ∈ I and f : Ω× I → X a function
with the properties

a) ω ,→ f(ω, t) is integrable for all t ∈ I,

b) t ,→ f(ω, t) is differentiable in t0 for almost every ω ∈ Ω and

c) there exists a constant ε > 0 and a real-valued, non-negative, integrable function
g : Ω → R such that 1

|t−t0| ∥f(ω, t)− f(ω, t0)∥ ≤ g(ω) for every

t ∈ (
(t0 − ε, t0 + ε) ∩ I

) \ {t0} and almost every ω ∈ Ω.

Then the function

F : I → X, F (t) :=

∫
Ω

f(ω, t) dµ(ω)

is differentiable in t0 with

F ′(t0) =
∫
Ω

∂f

∂t
(ω, t0) dµ(ω).

The properties b) and c) are fulfilled if
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b*) there exists a constant ε > 0 and a real-valued, non-negative, integrable function
g : Ω → R such that t ,→ f(ω, t) is differentiable on (t0 − ε, t0 + ε) ∩ I for almost
every ω ∈ Ω and the derviative satisfies

‖‖∂f
∂t
(ω, t)

‖‖ ≤ g(ω) for all t ∈ (t0 − ε, t0 + ε)
and any ω ∈ Ω for which the derivative exists.

2.3.10 Proposition. Let (Ω,A, µ) be a σ-finite, complete measure space. Given a
function f : Ω×G → X with the properties that

a) ω ,→ f(ω, z) is integrable for all z ∈ G,

b) z ,→ f(ω, z) is analytic for almost every ω ∈ Ω and

c) given a compact subset K ⊆ G, there is a real-valued, non-negative integrable
function gK : Ω → R such that ∥f(ω, z)∥ ≤ gK(ω) for all z ∈ K and almost every
ω ∈ Ω,

the function

F : G → X, F (z) :=

∫
Ω

f(ω, z) dµ(ω)

is analytic and ω ,→ dn

dzn
f(ω, z) is integrable for all n ∈ N and all z ∈ G satisfying∫

Ω

dn

dzn
f(ω, z) dµ(ω) = F (n)(z).

Proof. Let z0 ∈ G and r > 0 be such that K2r(z0) ⊆ G. Defining γ : [0, 2π] → G,
γ(s) := z0 + 2reis, there is a null set N1 such that we can represent f in the form

f(ω,w) =
1

2πi

∫
γ

f(ω, z)

z − w
dz

for every ω ∈ Ω \N1 and w ∈ U2r(z0), see Theorem 2.2.6. Fix w ∈ Ur(z0) and for
v ∈ Ur(z0) \ {w} define hv : Ω → X as

hv(ω) :=
1

w − v

(
f(ω,w)− f(ω, v)

)
=

1

2πi(w − v)

(∫
γ

f(ω, z)

z − w
dz −

∫
γ

f(ω, z)

z − v
dz

)
=

1

2πi(w − v)

∫
γ

wf(ω, z)− vf(ω, z)

(z − w)(z − v)
dz =

1

2πi

∫
γ

f(ω, z)

(z − w)(z − v)
dz.

for ω ∈ Ω \N1 and hv(ω) = 0 for ω ∈ N1. According to property c), there is a function
g : Ω → R and a null set N2 such that ∥f(ω, v)∥ ≤ g(ω) for all v ∈ K2r(z0) and every
ω ∈ Ω \N2. It follows that the function hv satisfies the estimate

∥hv(ω)∥ =
1

2π

‖‖‖‖∫ 2π

0

f(ω, z0 + 2reis)

(z0 − w + 2reis)(z0 − v + 2reis)
ds

‖‖‖‖
≤ 1

2π

∫ 2π

0

∥f(ω, z0 + 2reis)∥
|(z0 − w + 2reis)(z0 − v + 2reis)| ds

≤ 1

2π

∫ 2π

0

g(ω)

r2
ds =

g(ω)

r2
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for all ω ∈ Ω \ (N1 ∪N2). Since

lim
v→w

hv(ω) = lim
v→w

1

w − v

(
f(ω,w)− f(ω, v)

)
=

d

dz
f(ω,w)

for all ω ∈ Ω \N1, N1 ∪N2 is again a null set and the function ω ,→ g(ω)
r2

is integrable,
we can use Theorem 2.3.7 to conclude that also d

dz
f(ω,w) is integrable and

lim
v→w

1

w − v

(
F (w)− F (v)

)
= lim

v→w

∫
Ω

1

w − v

(
f(ω,w)− f(ω, v)

)
dµ(ω)

= lim
v→w

∫
Ω

hv(ω) dµ(ω) =

∫
Ω

d

dz
f(ω,w) dµ(ω),

which implies that F is complex differentiable in w and

F ′(w) =
∫
Ω

d

dz
f(ω,w) dµ(ω).

Since w was arbitrary, F is analytic in Ur(z0). Finally, since z0 was arbitrary, we
conclude that F is analytic in G. Let n ∈ N, K ⊆ G compact and suppose that
ω ,→ dn

dzn
f(ω, z) is integrable as well as

F (n)(z) =

∫
Ω

dn

dzn
f(ω, z) dz

for all z ∈ G. For every z ∈ K there is rz > 0 such that K2rz(z) ⊆ G. We obtain

K ⊆
U
z∈K

Urz(z),

which by the compactness of K implies the existence of z1, . . . , zm ∈ K such that

K ⊆
mU
j=1

Urzj
(zj).

By assumption c), there exist null sets N1, . . . , Nm ⊆ Ω and integrable functions
gj : Ω → R such that ∥f(ω, z)∥ ≤ gj(ω) for all z ∈ K2rzj

(zj) and every ω ∈ Ω \Nj for

j = 1, . . . ,m. We define r := min{rzj : j = 1, . . . ,m} and gK : Ω → R by

gK(ω) :=
2n!

rn
max

j=1,...,m
gj(ω).

which is integrable by Corollary IV.3.5 in [13]. Let N0 ⊆ Ω be a null set such that
z ,→ f(ω, z) is analytic on G for every ω ∈ Ω \N0 and define

N := N0 ∪
mU
j=1

Nj,
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which is again a null set. Let w ∈ K, j ∈ {1, . . . ,m} such that w ∈ Urzj
(zj), ω ∈ Ω \N

and define γ : [0, 2π] → G, γ(t) := zj + 2rzje
it. By Theorem 2.2.6 we have‖‖‖‖ dn

dzn
f(w, ω)

‖‖‖‖ =
n!

2π

‖‖‖‖∫
γ

f(ω, z)

(z − w)n+1
dz

‖‖‖‖ =
n!

2π

‖‖‖‖‖
∫ 2π

0

2rzj ie
itf

(
ω, γ(t)

)
(zj + 2rzje

it − w)n+1
dt

‖‖‖‖‖
≤ 2rzjn!

2π

∫ 2π

0

‖‖f(ω, γ(t))‖‖
|zj + 2rzje

it − w|n+1
dt ≤ 2rzjn!

2π

∫ 2π

0

gj(ω)

rn+1
zj

dt

≤ 2n!

rn
gj(ω) ≤ gK(ω)

Applying the already proven to the function dn

dzn
f , we see that ω ,→ dn

dzn
f(ω, z) is

integrable and, by assumption,∫
Ω

dn+1

dzn+1
f(ω, z) dµ(ω) =

d

dz

∫
Ω

dn

dzn
f(ω, z) dµ(ω) =

d

dz
F (n)(z) = F (n+1)(z).

□

Another important result is the Theorem of Fubini-Tonelli, which allows us to exchange
the order of integration. In order to state this Theorem we introduce the notion of
product measures, see Theorem V.1.5 in [13].

2.3.11 Proposition. If (Ψ,B, ν) is an additional σ-finite complete measure space, we
define A⊗ B as the σ-algebra generated by

{A× B : A ∈ A, B ∈ B}.

There is a unique measure µ⊗ ν : A⊗ B → [0,+∞] satisfying

µ⊗ ν(A× B) = µ(A)ν(B)

for all A ∈ A, B ∈ B.
2.3.12 Theorem (Fubini-Tonelli). Let (Ψ,B, ν) be an additional σ-finite complete
measure space and define

C := {A ⊆ Ω×Ψ : there are sets N,B ∈ A⊗B with B ⊆ A ⊆ B∪N and µ⊗ν(N) = 0}.

We extend µ⊗ ν to C by setting µ⊗ ν(A) = µ⊗ ν(B), if A ⊆ Ω×Ψ, B,N ∈ A⊗ B
with µ⊗ ν(N) = 0 and B ⊆ A ⊆ B ∪N . If f : Ω×Ψ → X is measurable with respect to(
Ω×Ψ, C, µ⊗ ν) and ∫

Ω

(∫
Ψ

∥f(ω, ψ)∥ dν(ψ)
)
dµ(ω) < +∞

or ∫
Ψ

(∫
Ω

∥f(ω, ψ)∥ dµ(ω)
)
dν(ψ) < +∞,

24



the functions f ,

ω ,→
∫
Ψ

f(ω, ψ) dν(ψ)

defined almost everywhere on Ω as well as

ψ ,→
∫
Ω

f(ω, ψ) dµ(ω)

defined almost everywhere on Ψ are integrable and∫
Ω×Ψ

f(ω, ψ) d(µ⊗ ν)(ω, ψ) =

∫
Ω

(∫
Ψ

f(ω, ψ) dν(ψ)
)
dµ(ω)

=

∫
Ψ

(∫
Ω

f(ω, ψ) dµ(ω)
)
dν(ψ).

Its proof can be found for example in [3], 2.9.

Lastly, we state and prove a theorem regarding Bochner integrals and closed operators.

2.3.13 Proposition. Let Y be an additional Banach space and A : D(A) ⊆ X → Y be
a closed operator. Given an integrable function f : Ω → X, such that f(ω) ∈ D(A) for
almost every ω ∈ Ω and such that Af : Ω → Y is integrable, we have∫

Ω

f(ω) dµ(ω) ∈ D(A)

and

A
(∫

Ω

f(ω) dµ(ω)
)
=

∫
Ω

Af(ω) dµ(ω).

Proof. The function

f̃(ω) :=

{
f(ω), f(ω) ∈ D(A)

0, f(ω) /∈ D(A)

satisfies f̃(Ω) ⊆ D(A) and f̃(ω) = f(ω) for almost every ω ∈ Ω. Hence, by Proposition
2.3.6, e), f̃ and ω ,→ Af̃(ω) are integrable. It is well-known, that (X × Y, ∥·∥X×Y ),
where ∥(x, y)∥X×Y := max{∥x∥X , ∥y∥Y }, constitutes a Banach space; see [17], Example

9.1.9. We want to prove that g : Ω → X × Y defined by g(ω) =
(
f̃(ω), Af̃(ω)

)
is

measurable. To that end, let φ : Ω → X and ψ : Ω → Y be simple functions represented
in their normal form

φ(ω) =
n∑

k=1

✶Ak
(ω)xk

and

ψ(ω) =
m∑
k=1

✶Bk
(ω)yk.
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ι : Ω → X × Y defined by ι(ω) :=
(
φ(ω), ψ(ω)

)
satisfies

ι(ω) =
n∑

k=1

✶Ak
(ω)(xk, 0) +

m∑
k=1

✶Bk
(ω)(0, yk),

and, hence, constitutes also a simple function.

Let N1, N2 ⊆ Ω be null sets and (φn)n∈N, (ψn)nN be sequences of simple functions

satisfying φn(ω)
n→+∞−−−−→ f̃(ω) for all ω ∈ Ω \N1 as well as ψn(ω)

n→+∞−−−−→ Af̃(ω) for all
ω ∈ Ω \N2. As just shown, ιn : Ω → X × Y defined by ιn(ω) :=

(
φn(ω), ψn(ω)

)
constitute simple functions such that

∥ιn(ω)− g(ω)∥X×Y = max
{‖‖‖φn(ω)− f̃(ω)

‖‖‖
X
,
‖‖‖ψn(ω)− Af̃(ω)

‖‖‖
Y

}
n→+∞−−−−→ 0,

for ω ∈ Ω \ (N1 ∪N2). In consequence, g is measurable as a function from Ω into X × Y .
We want to prove that g is also measurable as a function from Ω to graph(A). Since
graph(A) is closed in X × Y , it is a Banach space when equipped with

∥·∥graph(A) := ∥·∥X×Y

||
graph(A)

;

see [17], Lemma 9.1.6. Since g : Ω → graph(A) is measurable in X × Y , g(Ω) is
separable in X × Y and therefore also in graph(A) by 2.3.1, c). Any relatively open
O ⊆ graph(A) can be written as O = U ∩ graph(A) for some open U ⊆ X × Y ; see [17],
Example 12.6.3. From

g−1(O) = g−1(U) ∈ A
we conclude that also g : Ω → graph(A) is measurable. As∫

Ω

∥g(ω)∥graph(A) dµ(ω) =

∫
Ω

max
{‖‖‖f̃(ω)‖‖‖

X
,
‖‖‖Af̃(ω)‖‖‖

Y

}
dµ(ω)

≤
∫
Ω

‖‖‖f̃(ω)‖‖‖ dµ(ω) +

∫
Ω

‖‖‖Af̃(ω)‖‖‖ dµ(ω) < +∞,

g is integrable in graph(A) according to Proposition 2.3.6, b). The projections
π1 : X × Y → X, π1(x, y) := x and π2 : X × Y → Y , π2(x, y) := y are bounded linear
operators, which implies

π1

(∫
Ω

g(ω) dµ(ω)
)
=

∫
Ω

π1

(
g(ω)

)
dµ(ω) =

∫
Ω

f̃(ω) dµ(ω) =

∫
Ω

f(ω) dµ(ω)

and

π2

(∫
Ω

g(ω)µ(ω)
)
=

∫
Ω

Af(ω) dµ(ω).

Because g is integrable as a function from Ω to graph(A), we obtain(∫
Ω

f(ω) dµ(ω),

∫
Ω

Af(ω) dµ(ω)
)
=

(
π1

(∫
Ω

g(ω) dµ(ω)
)
, π2

(∫
Ω

g(ω) dµ(ω)
))

=

∫
Ω

g(ω) dµ(ω) ∈ graph(A)

and in turn

A
(∫

Ω

f(ω) dµ(ω)
)
=

∫
Ω

Af(ω) dµ(ω)

□
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2.4 The Bochner Integral on Borel Sets

We are going to examine properties of the Bochner Integral if the underlying set Ω is a
subset of R. Throughout the present section X will denote a Banach space.

2.4.1 Remark. Let B be the Borel sets in R, i.e. the σ-algebra generated by the
collection of all open subsets of R and λ : B → [0,+∞] be the Lebesgue measure. Given
Ω ∈ B, recall that (Ω,A, λ|Ω

)
, where

A := {A ⊆ Ω : there are sets N,B ∈ B|Ω with B ⊆ A ⊆ B ∪N and λ(N) = 0},

λ|Ω(A) := λ(B) for A ∈ A, N,B ∈ B|(a,b), B ⊆ A ⊆ B ∪N and λ(N) = 0, is a σ-finite
complete measure space; see Example 2.3.2. If f : Ω → X is integrable with respect to
λ|Ω, we will write ∫

Ω

f(t) dλ(t) :=

∫
Ω

f(t) dλ|Ω(t).

We start with two theorems that build a relation between Bochner- and Riemann
integrability. Proofs of the following theorems can be found in [10], Theorems X.5.6.,
X.5.3 and Remark X.5.5.

2.4.2 Theorem. Given −∞ < a < b < +∞ and f : [a, b] → X bounded, f is Riemann
integrable if and only if f is almost everywhere continuous. In this case, f is integrable
and ∫ b

a

f(t) dt =

∫
(a,b)

f(t) dλ(t).

2.4.3 Theorem. Given an interval (a, b) ⊆ R with −∞ ≤ a < b ≤ +∞ and a function
f : (a, b) → X which is Riemann integrable over [α, β] for any a < α < β < b, f is
absolutely integrable if and only if it is integrable. In this case∫ b

a

f(t) dt =

∫
(a,b)

f(t) dλ(t).

In particular, if f is continuous, it is integrable if and only if∫ b

a

∥f(t)∥ dt < +∞.

The following result can be seen as the Fundamental Theorem of Calculus for Banach
space-valued functions.

2.4.4 Lemma. Let −∞ < a < b < +∞ and f : [a, b] → X differentiable. If f ′ is
integrable over (a, b), then

f(b)− f(a) =

∫
(a,b)

f ′(t) dλ(t).
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Proof. Let φ ∈ X ′ and define g : [a, b] → R, g(t) := Re
(
(φ ◦ f)(t)). Since Re : C → R

and φ are bounded linear maps, f is differentiable in [a, b] satisfying

g′(t) = Re
(
(φ ◦ f ′)(t)

)
for every t ∈ [a, b], see Proposition 1.1.2, c). Moreover,

|g′(t)| ≤ ||φ(f ′(t)
)|| ≤ ∥φ∥ ∥f ′(t)∥ , t ∈ [a, b],

implying the integrability of g′, see Proposition 2.3.6, f). Hence, from Theorem 7.21 in
[21], we obtain

Re
(
φ
(
f(b)− f(a)

))
= g(b)− g(a) =

∫
(a,b)

g′(t) dλ(t) = Reφ
(∫

(a,b)

f ′(t) dλ(t)
)
.

Analogous arguments lead to

Im
(
φ
(
f(b)− f(a)

))
= Imφ

(∫
(a,b)

f ′(t) dt
)
,

which implies

φ
(
f(b)− f(a)

)
= φ

(∫
(a,b)

f ′(t) dλ(t)
)
.

Since φ ∈ X ′ was arbitrary and X ′ acts point-separating on X (see Theorem 5.2.3 in
[12]), we obtain

f(b)− f(a) =

∫
(a,b)

f ′(t) dλ(t).

□

2.4.5 Proposition. Let −∞ < a < b < +∞, f : [a, b] → X and φ : [a, b] → C be
continuous and piecewise differentiable, i.e. there are partitions a = t0 < · · · < tn = b
and a = s0 < · · · < sm = b such that f |(tk−1,tk) and φ|(sj−1,sj) are differentiable for any
k = 1, . . . , n and j = 1, . . . ,m. If the almost everywhere defined functions φ′ and f ′ are
integrable over (a, b), then∫

(a,b)

φ′(t)f(t) dλ(t) = φ(b)f(b)− φ(a)f(a)−
∫
(a,b)

φ(t)f ′(t) dλ(t).

Proof. Suppose first that f and φ are differentiable on (a, b). By Proposition 1.1.2, c),
we have

(φf)′(t) = φ′(t)f(t) + φ(t)f ′(t)

and
∥(φf)′(t)∥ ≤ |φ′(t)| ∥f∥∞ + ∥φ∥∞ ∥f ′(t)∥ , t ∈ (a, b).

Hence, (φf)′ is integrable over (a, b). For any n ∈ N with 1
2
(b− a) > 1

n
we employ

Lemma 2.4.4 and obtain that (φf)′ is integrable over (a+ 1
n
, b− 1

n
) and∫

(a+ 1
n
,b− 1

n
)

(φf)′(t) dλ(t) = φ(b− 1
n
)f(b− 1

n
)− φ(a+ 1

n
)f(b− 1

n
).
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Defining gn : [a, b] → X by gn(t) := ✶[a+ 1
n
,b− 1

n
](t)(φf)

′(t), we have gn(t)
n→+∞−−−−→ (φf)′(t)

for every t ∈ (a, b) and ∥gn(t)∥ ≤ ∥(φf)′(t)∥ ≤ ∥(φf)′∥∞ for every t ∈ (a, b). Theorem
2.3.7 implies

lim
n→+∞

∫
(a+ 1

n
,b− 1

n
)

(φf)′(t) dλ(t) = lim
n→+∞

∫
(a,b)

gn(t) dλ(t) =

∫
(a,b)

(φf)′(t) dλ(t).

Since φ and f are continuous, we obtain∫
(a,b)

φ′(t)f(t) dλ(t) =
∫
(a,b)

(φf)′(t) dλ(t)−
∫
(a,b)

φ(t)f ′(t) dλ(t)

= lim
n→+∞

∫
(a+ 1

n
,b− 1

n
)

(φf)′(t) dλ(t)−
∫
(a,b)

φ(t)f ′(t) dλ(t)

= lim
n→+∞

(φf)(b− 1
n
)− (φf)(a+ 1

n
)−

∫
(a,b)

φ(t)f ′(t) dλ(t)

= φ(b)f(b)− φ(a)f(a)−
∫
(a,b)

φ(t)f ′(t) dλ(t).

If φ and f are piecewise differentiable, we can assume that there is a partition
a = t0 < · · · < tn = b such that φ|(tk−1,tk) and f |(tk−1,tk) are differentiable for every
k = 1, . . . , n. From the first part of the proof we obtain∫

(tk−1,tk)

φ′(t)f(t) dλ(t) = φ(tk)f(tk)− φ(tk−1)f(tk−1)−
∫
(tk−1,tk)

φ(t)f ′(t) dλ(t)

for every k = 1, . . . , n. Consequently,∫
(a,b)

φ′(t)f(t) dλ(t) =
n∑

k=1

∫
(tk−1,tk)

φ′(t)f(t) dλ(t)

=
n∑

k=1

φ(tk)f(tk)− φ(tk−1)f(tk−1)−
∫
(tk−1,tk)

φ(t)f ′(t) dλ(t)

= φ(tn)f(tn)− φ(t0)f(t0)−
∫
(a,b)

φ(t)f ′(t) dλ(t)

= φ(b)f(b)− φ(a)f(a)−
∫
(a,b)

φ(t)f ′(t) dλ(t).

□
The proof of an even more general version of the following result can be found in [10],
Theorem X.8.14.

2.4.6 Theorem (Transformation Theorem). Let (a, b), (c, d) ⊆ R be two intervals with
−∞ ≤ a < b ≤ +∞ and −∞ ≤ c < d ≤ +∞, f : (c, d) → X measurable and
φ : (a, b) → (c, d) a diffeomorphism, which means that φ is bijective and both φ and φ−1

are continuously differentiable. Then, f is integrable if and only if the function
t ,→ |φ′(t)|f(φ(t)) defined on (a, b) is integrable. In this case∫

(c,d)

f(t) dλ(t) =

∫
(a,b)

|φ′(t)|f(φ(t)) dλ(t).
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2.5 Spaces of Integrable Functions

We introduce Bochner spaces, the Banach space-valued analogue of Lebesgue spaces.

Throughout this section (Ω,A, µ) will be a σ-finite complete measure space and X a
Banach space.

2.5.1 Definition. Let p ∈ [1,+∞). By Lp(Ω;µ;X) we denote the space

{f : Ω → X measurable :

∫
Ω

∥f(ω)∥p dµ(ω) < +∞}.

Furthermore we define L∞(Ω;µ;X) as the space of all measurable functions f : Ω → X,
such that there exists a constant C > 0 with ∥f(ω)∥ ≤ C for almost every ω ∈ Ω.
Defining

∥f∥Lp(Ω;µ;X) :=
(∫

Ω

∥f(ω)∥p dµ(ω)
) 1

p

for p ∈ [1,+∞) and

∥f∥L∞(Ω;µ;X) := inf{C > 0 : ∥f(ω)∥ ≤ C for almost every ω ∈ Ω}
the space

(
Lp(Ω;µ;X), ∥·∥Lp(Ω;µ;X)

)
constitutes a Banach space if we identify functions,

that differ only on a null set; see [10], Theorem X.4.10. If the spaces Ω and X are clear
from the context, we will simply write ∥·∥Lp := ∥·∥Lp(Ω;µ;X) for p ∈ [1,+∞]. If Ω ⊆ R is
a Borel set, i.e. Ω ∈ B, then we write Lp(Ω;X) instead of Lp(Ω;λ|Ω;X).

Furthermore, given −∞ ≤ a < b ≤ +∞, we define L1
loc

(
(a, b);X

)
as the space of all

measurable functions f : (a, b) → X that are integrable with respect to the Lebesgue
measure λ|(a,b) over every compact subset of (a, b). By Proposition 2.12 in [3], we have
Lp

(
(a, b);X

) ⊆ L1
loc

(
(a, b);X

)
for every p ∈ [1,+∞].

We gather properties and basic observations regarding Bochner spaces. Proofs can be
found for example in [3], Propositions 2.13, 2.15, Theorem 2.16 and Corollary 2.23 as
well as Lemma 1.1.1 in [14].

2.5.2 Proposition. Let p ∈ [1,+∞] and −∞ ≤ a < b ≤ +∞.

a) Given f ∈ Lp(Ω;µ;X) and a sequence (fn)n∈N in Lp(Ω;µ;X) satisfying

∥fn − f∥Lp

n→+∞−−−−→ 0, there exists a subsequence (fnk
)k∈N which converges to f

almost everywhere.

b) If p ∈ [1,+∞), then C∞
00

(
(a, b);X

)
is densely contained in Lp

(
(a, b);X

)
.

c) If f ∈ L1
loc

(
(a, b);X

)
satisfies ∫

(a,b)

φ(t)f(t) dλ(t) = 0

for all φ ∈ C∞
00

(
(a, b);C

)
, then f(t) = 0 for almost every t ∈ (a, b). If f is

additionally continuous on (a, b), then f(t) = 0 for all t ∈ (a, b).
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d) If f ∈ L1
loc

(
(a, b);X

)
, then

lim
h→0+

1

h

∫
(t,t+h)

f(s) dλ(s) = lim
h→0+

1

h

∫
(t−h,t)

f(s) dλ(s) = f(t)

for almost every t ∈ (a, b).

e) Let p ∈ [1,+∞) and q ∈ (1,+∞] such that 1
p
+ 1

q
= 1. The mapping

Φ : Lq(Ω;µ;X ′) → Lp(Ω;µ;X)′ defined by

Φ(f) :=
(
g ,→

∫
Ω

f(ω)g(ω) dµ(ω)
)

is linear, bounded and isometric. If X is reflexive, then Φ is also bijective.

f) If p ∈ (1,+∞) and X is reflexive, also Lp
(
(a, b);X

)
is reflexive.

Next, we state important inequalities of integrable functions, see [10], Theorem X.4.2,
Theorem X.7.3 and X.6.21.

2.5.3 Proposition. Let −∞ ≤ a < b ≤ +∞ and −∞ ≤ c < d ≤ +∞.

a) (Hölder’s inequality) Given p, q ∈ [1,+∞] such that 1
p
+ 1

q
= 1, where 1

+∞ := 0,

and functions f ∈ Lp(Ω;µ;C), g ∈ Lq(Ω;µ;C), we have fg ∈ L1(Ω;C) and

∥fg∥1 ≤ ∥f∥p ∥g∥q .

b) (Young’s inequality) Given p ∈ [1,∞] and functions f ∈ Lp
(
R;C

)
as well as

g ∈ L1(R;C), s ,→ f(t− s)g(s) is integrable for almost every t ∈ R and‖‖‖‖t ,→ ∫
R
f(t− s)g(s) dλ(s)

‖‖‖‖
p

≤ ∥f∥p ∥g∥1 .

c) (Generalized Minkowski inequality) Given p ∈ [1,+∞) and a measurable function
f : (a, b)× (c, d) → X satisfying(

s ,→ f(t, s)
) ∈ L1

(
(c, d);X

)
for almost every t ∈ (a, b) and∫

(a,b)

(∫
(c,d)

∥f(t, s)∥ dλ(s)
)p

dλ(t) < +∞,

the function

s ,→
∫
(a,b)

f(t, s) dλ(t)

is contained in Lp
(
(c, d);X

)
and satisfies(∫

(c,d)

‖‖‖‖∫
(a,b)

f(t, s) dλ(t)

‖‖‖‖p

dλ(s)
) 1

p ≤
∫
(a,b)

(∫
(c,d)

∥f(t, s)∥p dλ(s)
) 1

p
dλ(t)
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We introduce weak derivatives, a generalization of the notion of classical differentiation.

2.5.4 Definition. Given −∞ ≤ a < b ≤ +∞, we call a function f ∈ L1
loc

(
(a, b);X

)
weakly differentiable, if there exists a function g ∈ L1

loc

(
(a, b);X

)
such that∫

(a,b)

φ′(t)f(t) dλ(t) = −
∫
(a,b)

φ(t)g(t) dλ(t)

for any φ ∈ C∞
00

(
(a, b);C

)
. In that case, we call f ′ := f (1) := g the weak derivative of f .

Inductively, if f (k−1) is weakly differentiable, we say that f is k times weakly
differentiable and define f (k) := (f (k−1))′ for k ∈ N. Furthermore, by W k,p

(
(a, b);X

)
we

denote the space of all k times weakly differentiable functions f ∈ Lp
(
(a, b);X

)
, which

satisfy f (m) ∈ Lp
(
(a, b);X

)
for all m ∈ {1, . . . , k}.

We state some properties of weakly differentiable functions. Proofs for these statements
can be found in [3], Sections 3.1 and 3.2.

2.5.5 Proposition. Given −∞ ≤ a < b ≤ +∞, the following assertions hold true.

a) The weak derivative is unique up to a null set.

b) If f, g ∈ L1
loc

(
(a, b);X

)
are weakly differentiable and λ ∈ C, f + λg is weakly

differentiable satisfying (f + λg)′ = f ′ + λg′.

c) If f : (a, b) → X is differentiable, then f is weakly differentiable and the (classical)
derivative coincides with the weak derivative.

d) If f ∈ L1
loc

(
(a, b);X

)
is weakly differentiable and f ′(t) = 0 for almost every

t ∈ (a, b), then there exists an x ∈ X such that f(t) = x for almost every t ∈ (a, b).

e) Let p ∈ [1,+∞]. For every f ∈ W 1,p
(
(a, b);X

)
there exists a unique bounded,

continuous function g : (a, b) → X satisfying f(t) = g(t) for almost every t ∈ (a, b).

2.5.6 Definition. Let +∞ < a < b < +∞. We say that a function is absolutely
continuous, if for every ε > 0 there exists δ > 0 such that for

a ≤ x1 ≤ y1 ≤ x2 ≤ · · · ≤ xn ≤ yn ≤ b

satisfying
n∑

k=1

(yk − xk) < δ we have

n∑
k=1

∥f(yk)− f(xk)∥ < ε.

The proof of the next result can be found in [3], Propositions 3.7 and 3.8.

2.5.7 Theorem. Let −∞ ≤ a < b ≤ +∞, p ∈ [1,+∞] and f ∈ Lp
(
(a, b);X

)
. The

following statements are equivalent.

a) f ∈ W 1,p
(
(a, b);X

)
.
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b) There exists a function g ∈ Lp
(
(a, b);X

)
such that

f(t)− f(s) =

∫
(s,t)

g(r) dλ(r)

for every a < s < t < b.

c) f is absolutely continuous on every compact subinterval of (a, b), f is
differentiable almost everywhere on (a, b) satisfying f ′ ∈ Lp

(
(a, b);X

)
.

If f satisfies one (and therefore all) of the statements above, the weak derivative
coincides with f ′ and g almost everywhere.

With this knowledge we can prove the Fundamental Theorem of Calculus for weakly
differentiable functions.

2.5.8 Corollary. If −∞ < a < b < +∞ and f ∈ W 1,p
(
(a, b);X

)
is continuously

extendable to [a, b], then

f(b)− f(a) =

∫
(a,b)

f ′(t) dλ(t).

Proof. Let n ∈ N with 1
n
< b−a

2
and define gn : [a, b] → X by gn(t) := ✶(a+ 1

n
,b− 1

n
)f

′(t).

Clearly, gn(t)
n→+∞−−−−→ f ′(t) for all t ∈ (a, b) and ∥gn(t)∥ ≤ ∥f ′(t)∥. By Theorem 2.3.7 and

Theorem 2.5.7∫
(a,b)

f ′(t) dλ(t) = lim
n→+∞

∫
(a,b)

gn(t) dλ(t) = lim
n→+∞

∫
(a+ 1

n
,b− 1

n
)

f ′(t) dλ(t)

= lim
n→+∞

f(b− 1
n
)− f(a+ 1

n
) = f(b)− f(b)

□

2.5.9 Corollary. If −∞ < a < b < +∞, φ ∈ C∞(
[a, b];C

)
and f ∈ W 1,p

(
(a, b);X

)
is

continuously extendable to [a, b], then φf ∈ W 1,p
(
(a, b);X

)
and∫

(a,b)

φ′(t)f(t) dλ(t) = φ(b)f(b)− φ(a)f(a)−
∫
(a,b)

φ(t)f ′(t) dλ(t).

Proof. For ψ ∈ C∞
00

(
(a, b);C

)
also ψφ|(a,b) ∈ C∞

00

(
(a, b);C

)
. By the classical product rule

for differentiation∫
(a,b)

ψ′(t)φ(t)f(t) dλ(t) =
∫
(a,b)

(ψφ)′(t)f(t) dλ(t)−
∫
(a,b)

ψ(t)φ′(t)f(t) dλ(t)

= −
∫
(a,b)

ψ(t)φ(t)f ′(t) dλ(t)−
∫
(a,b)

ψ(t)φ′(t)f(t) dλ(t)

= −
∫
(a,b)

ψ(t)
(
φ(t)f ′(t) + φ′(t)f(t)

)
dλ(t),
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implying that φf is weakly differentiable and (φf)′ = φf ′ + φ′f . Since φ ∈ C∞(
[a, b];C

)
and f, f ′ ∈ Lp

(
(a, b);X

)
, also φf, (φf)′ ∈ Lp

(
(a, b);X

)
. Hence, φf ∈ W 1,p

(
(a, b);X

)
.

Corollary 2.5.8 yields∫
(a,b)

φ′(t)f(t) dλ(t) =
∫
(a,b)

(φf)′(t) dt−
∫
(a,b)

φ(t)f ′(t) dλ(t)

= φ(b)f(b)− φ(a)f(a)−
∫
(a,b)

φ(t)f ′(t) dλ(t).

□

34



Chapter 3

Operator Semigroups

One of the most important tools to study abstract Cauchy problems (for short ACP)
are operator semigroups. If the operator appearing in the equation happens to be an
infinitesimal generator of a strongly continuous semigroup, we will see that the ACP has
a unique solution.

3.1 Strongly continuous Semigroups

3.1.1 Definition. Let X be a Banach space and
(
T (t)

)
t≥0

be a family of bounded

linear operators mapping X to itself.
(
T (t)

)
t≥0

is called a semigroup, if

• T (0) = I.

• T (t+ s) = T (t)T (s) for all t, s ≥ 0.

Furthermore we define D(A) := {x ∈ X : lim
t→0+

T (t)x−x
t

exists} and A : D(A) ⊂ X → X

by Ax = lim
t→0+

T (t)x−x
t

. This (in general unbounded) linear operator is called the

infinitesimal generator of the semigroup
(
T (t)

)
t≥0

.
A semigroup is called

• bounded, if there exists a constant M > 0 such that ∥T (t)∥ ≤ M for all t ≥ 0,

• strongly continuous, if lim
t→0+

T (t)x = x for all x ∈ X and

• uniformly continuous, if lim
t→0+

∥T (t)− I∥ = 0.

Obviously, every uniformly continuous semigroup is strongly continuous.

We start by listing simple properties of semigroups and its generators without proofs,
which can be found for example in [19], Section 5.2.

3.1.2 Proposition. For a strongly continuous semigroup
(
T (t)

)
t≥0

with the
infinitesimal generator A the following assertions hold true.
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a) There exist M > 0, ω ∈ R, such that ∥T (t)∥ ≤ Meωt for all t ≥ 0.

b) The mapping T (·)x : [0,∞) → X, t ,→ T (t)x, is continuous for any x ∈ X.

c) For x ∈ X

lim
h→0

1

h

∫ t+h

t

T (s)x ds = T (t)x.

d) A is closed and densely defined.

e) For x ∈ X and t > 0,
∫ t

0
T (s)x ds is contained in the domain of A and

A
(∫ t

0

T (s)x ds
)
= T (t)x− x.

f) If x ∈ D(A), T (t)x is also included in D(A) for all t ≥ 0 and

d

dt
T (t)x = AT (t)x = T (t)Ax.

g) For any λ ∈ C,
(
eλtT (t)

)
t≥0

is a strongly continuous semigroup with infinitesimal
generator A+ λI.

h) For M > 0 and ω ∈ R as in a) we have {ξ ∈ C : Re(ξ) > ω} ⊆ ρ(A) and for
Re(ξ) > ω the resolvent satisfies

R(ξ, A)x = (ξI − A)−1x =

∫
(0,+∞)

e−ξtT (t)x dλ(t) =

∫ +∞

0

e−ξtT (t)x dt (3.1)

for all x ∈ X. In particular,

∥R(ξ, A)∥ ≤ M

Re(ξ)− ω
.

i) For every t ≥ 0 and ξ ∈ ρ(A) we have

T (t)R(ξ, A) = R(ξ, A)T (t).

j) If A ∈ Lb(X), the semigroup has the form

T (t) = etA :=
∞∑
n=0

tn

n!
An

k) If
(
S(t)

)
t≥0

is an additional strongly continuous semigroup generated by B, then

B ⊆ A or A ⊆ B already implies S(t) = T (t) for every t ≥ 0 and A = B.
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3.1.3 Corollary. Given a strongly continuous semigroup
(
T (t)

)
t≥0

and its infinitesimal
generator A,

R(ξ, A)nx =
(−1)n−1

(n− 1)!

( dn−1

dξn−1
R(ξ, A)x

)
=

1

(n− 1)!

∫
(0,+∞)

tn−1e−ξtT (t)x dλ(t)

for any x ∈ X and ξ ∈ C with Re(ξ) > ω for ω ∈ R as in Proposition 3.1.2, a).

Proof. Let K ⊆ {ξ ∈ C : Re(λ) > ω} be a compact set. The continuous mapping
Re : K → (ω,∞) attains its minimum at a point z ∈ K and clearly satisfies
Re(ξ) ≥ Re(z) =: τ > ω for all ξ ∈ K. For ξ ∈ K, t ∈ [0,∞) and x ∈ X we have‖‖e−ξtT (t)x

‖‖ ≤ Me(ω−Re(ξ))t ∥x∥ ≤ Me(ω−τ)t ∥x∥ =: gK(t).

Since ∫ ∞

0

|gK(t)| dt = M ∥x∥ e(ω−τ)t

ω − τ

|||∞
0

=
M ∥x∥
τ − ω

< +∞

and since ξ ,→ e−ξtT (t)x is analytic, we can use Theorem 2.4.3 and Proposition 2.3.10 as
well as Proposition 3.1.2, g), to conclude that ξ ,→ R(ξ, A)x is analytic in
{ξ ∈ C : Re(ξ) > ω} for any x ∈ X and

dn

dξn
R(ξ, A)x =

∫
(0,+∞)

dn

dξn
e−ξtT (t)x dλ(t) = (−1)n

∫
(0,+∞)

tne−ξtT (t)x dλ(t) (3.2)

for any n ∈ N. By Proposition 1.2.4, b), we have

dn

dξn
R(ξ, A) = (−1)nn!R(ξ, A)n+1. (3.3)

(3.2) and (3.3) together imply

R(ξ, A)nx =
(−1)n−1

(n− 1)!

( dn−1

dξn−1
R(ξ, A)x

)
=

1

(n− 1)!

∫
(0,+∞)

tn−1e−ξtT (t)x dλ(t).

□

3.1.4 Proposition. If A is the infinitesimal generator of a strongly continuous

semigroup
(
T (t)

)
t≥0

, then
∞∩
n=1

D(An) is dense in X.

Proof. Let f ∈ C∞
00((0,+∞),C). Since t ,→ T (t)x is continuous and f vanishes outside a

compact interval, according to Theorem 2.4.2, the function t ,→ f(t)T (t)x is integrable
and bounded for any x ∈ X. We set

xf =

∫
(0,+∞)

f(t)T (t)x dλ(t)
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for x ∈ X and f ∈ C∞
00((0,+∞),C). We want to show that xf ∈ D(A). To that end,

note that since the support of f is compact in (0,∞), there exists a constant δ > 0 such
that f |(0,δ) ≡ 0. For h ∈ (0, δ) we have

1

h
(T (h)− I)xf =

1

h

∫
(0,+∞)

f(t)
(
T (h)− I

)
T (t)x dλ(t)

=
1

h

∫
(0,+∞)

f(t)T (h+ t)x dλ(t)− 1

h

∫
(0,+∞)

f(t)T (t)x dλ(t).

Since the integrand of the first integral is continuous, we can use Theorem 2.4.6 and
substitute s = t+ h. Extending f to a function on R by f(t) = 0 for t ≤ 0 we obtain

1

h
(T (h)− I)xf =

1

h

∫
(0,+∞)

f(t)T (h+ t)x dλ(t)− 1

h

∫
(0,+∞)

f(t)T (t)x dλ(t)

=
1

h

∫
(h,+∞)

f(s− h)T (s)x dλ(s)− 1

h

∫
(0,+∞)

f(t)T (t)x dλ(t)

=
1

h

∫
(0,+∞)

f(s− h)T (s)x dλ(s)− 1

h

∫
(0,+∞)

f(t)T (t)x dλ(t)

=

∫
(0,+∞)

1

h

(
f(t− h)− f(t)

)
T (t)x dλ(t)

=

∫
(a,b+δ)

1

h

(
f(t− h)− f(t)

)
T (t)x dλ(t),

where supp(f) ⊆ [a, b] ⊆ (0,+∞). By Proposition 2.1.3, b) and g), we have

1

h
|f(t− h)− f(t)| ≤ 1

h

|||∫ t

t−h

f ′(s) ds
||| ≤ max

s∈[a,b]
|f ′(s)| =: C < +∞

and for M,ω as in Proposition 3.1.2, a)‖‖‖‖1h(f(t− h)− f(t)
)
T (t)x

‖‖‖‖ ≤ CMeωt ∥x∥ =: g(t).

As a continuous function g is Riemann integrable over [a, b+ δ] and therefore integrable;
see Theorem 2.4.3. Since

lim
h→0+

1

h

(
f(t− h)− f(t)

)
= −f ′(t),

Theorem 2.3.7 yields

1

h
(T (h)− I)xf =

∫
(a,b+δ)

1

h

(
f(t− h)− f(t)

)
T (t)x dλ(t)

h→0+−−−→ −
∫
(a,b+δ)

f ′(t)T (t)x dλ(t)

= −
∫
(0,+∞)

f ′(t)T (t)x dλ(t) = −xf ′ ,

from which xf ∈ D(A) and Axf = −xf ′ follows. Since f (n) ∈ C∞
00

(
(0,+∞),C

)
for any

n ∈ N, by induction we conclude xf ∈
∞∩
n=1

D(An) and

Anxf = (−1)nxf (n) .
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Suppose Y := span
({xf : x ∈ X, f ∈ C∞

00((0,+∞),C)}) is not dense in X. According to
the Hahn-Banach theorem (see [12], Theorem 5.2.3) there exists φ ∈ X ′ \ {0} such that
φ(y) = 0 for all y ∈ Y . According to Proposition 2.3.6, c), we obtain

0 = φ(xf ) = φ
(∫ +∞

0

f(t)T (t)x dλ(t)
)
=

∫ +∞

0

f(t)φ
(
T (t)x

)
dλ(t)

for all x ∈ X and f ∈ C∞
00((0,+∞),C). Since t ,→ φ

(
T (t)x

)
is continuous, we can

employ Proposition 2.5.2, c), to conclude φ
(
T (t)x

)
= 0 for any t ≥ 0, x ∈ X and

φ ∈ X ′. By Proposition 3.1.2, b)

0 = φ
(
T (0)x

)
= φ(x)

for all x ∈ X contradicting φ ∈ X ′ \ {0}. Finally,
∞∩
n=1

D(An) ⊇ Y = X.

□
The probably most important result in the theory of strongly continuous semigroups is
the Hille-Yosida Theorem, which states that every closed, densely defined operator on
X satisfying certain properties is an infinitesimal generator for a unique strongly
continuous semigroup. Its proof can be found in [19], Theorem 5.3.2.

3.1.5 Theorem. Let A be an unbounded operator on X. This operator is the
infinitesimal generator of a unique strongly continuous semigroup if and only if the
following assertions hold true.

• A is closed and densely defined.

• There exist M > 0 and ω ∈ R such that (ω,+∞) ⊆ ρ(A) and

∥R(ξ, A)n∥ ≤ M

(ξ − ω)n
(3.4)

for all ξ > ω and n ∈ N.

If A is the infinitesimal generator of a semigroup
(
T (t)

)
t≥0

, (3.4) holds true for M > 0

and ω ∈ R if and only if ∥T (t)∥ ≤ Meωt for all t ≥ 0.

3.2 The Laplace Transform

In Proposition 3.1.2 we stated that the resolvent R(λ,A) of the infinitesimal generator
can be computed by integrating e−ξtT (t). To study semigroups as solutions of Cauchy
Problems, we are interested in an integral representation of the semigroup itself inolving
its generator. Note that (3.1) means that the Laplace Transform of t ,→ T (t)x equals
R(ξ, A)x. We want to prove that we can apply the Inverse Laplace Transform to the
resolvent and get the desired result.
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3.2.1 Definition. Let
(
T (t)

)
t≥0

a strongly continuous semigroup, M,ω as in

Proposition 3.1.2, a), and A its generator. For µ > max{ω, 0} the linear operator

Aµ := µAR(µ,A),

defined on {x ∈ X : R(µ,A)x ∈ D(A)} = X is called Yosida approximation.

3.2.2 Remark. For x ∈ X we have

Aµx = µAR(µ,A)x = µAR(µ,A)x− µ2R(µ,A)x+ µ2R(µ,A)x

= µ(A− µI)R(µ,A)x+ µ2R(µ,A)x = µ2R(µ,A)x− µx,

which implies Aµ = µ2R(µ,A)− µI ∈ Lb(X) follows. Additionally,

lim
µ→+∞

sup
t∈[a,b]

‖‖eAµtx− T (t)x
‖‖ = 0

for all x ∈ X and any 0 ≤ a < b. The proof of the latter can be found in [19], Theorem
5.3.2.

For a bounded operator the inversion of the laplace transform is quickly computed.

3.2.3 Lemma. Let A ∈ Lb(X) and τ > ∥A∥. For t > 0 we have

etA =
1

2πi

∫
γ

eξtR(ξ, A) dξ,

where γ : R → C, γ(s) := τ + is and the integral converges uniformly for t in compact
intervals, i.e.

lim
α→−∞
β→+∞

sup
t∈[a,b]

‖‖‖‖‖etA − 1

2πi

∫
γ|[α,β]

eξtR(ξ, A) dξ

‖‖‖‖‖ = 0

for any 0 ≤ a < b.

Proof. For β = −α = 2τ and ξ ∈ U∥A∥(0) we have

|ξ − τ | ≤ |ξ|+ τ ≤ ∥A∥+ τ < 2τ.

Hence,
U∥A∥(0) ⊆ U2τ (τ) = Uβ−α

2

(
τ + iα+β

2

)
.

Given α̃ < α ≤ −2τ , β̃ > β ≥ 2τ and ξ ∈ Uβ−α
2

(
τ + iα+β

2

)
, we have

|ξ − τ − i α̃+β̃
2
| ≤ |ξ − τ − iα+β

2
|+ |i α̃+β̃

2
− iα+β

2
| < β−α

2
+ β̃−β

2
+ α−α̃

2
= β̃−α̃

2
,

and in turn
U β̃−α̃

2

(
τ + i α̃+β̃

2

) ⊇ Uβ−α
2

(
τ + iα+β

2

)
.

Since Re(ξ) ≤ |ξ| < τ for every ξ ∈ U∥A∥(0),

U∥A∥(0) ⊆ {ξ ∈ Uβ−α
2

(
τ + iα+β

2

)
: Re(ξ) < τ}.

For β ≥ 2τ and α ≤ −2τ we define the paths γ1,α,β : [α, β] → C, γ1,α,β(t) = τ + is, and
γ2,α,β : [π

2
, 3π

2
] → C, γ2,α,β(s) := τ + iα+β

2
+ β−α

2
eis, as well as γα,β := γ1,α,βγ2,α,β.
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U∥A∥(0)
γ2,α,β

γ1,α,β

From the first part of the proof we obtain |ξ| > ∥A∥ for any ξ ∈ ran(γα,β), as soon as
β > 2τ and α < −2τ . Moreover,

R(ξ, A) =
∞∑
n=0

1

ξn+1
An (3.5)

converges uniformly with respect to the operator norm for ξ ∈ ran(γα,β); see [12],
Lemma 6.3.10. Since C is star-shaped and γα,β describes closed curve which is
homotopic to the path describing a circle with radius β−α

2
centered at τ + iα+β

2
in C, we

can use Cauchy’s Integral Formula, Theorem 2.2.6, applied to ξ ,→ eξt, which is analytic
in C, and obtain

1

2πi

∫
γα,β

eξt

ξn+1
dξ =

1

n!

dn

dξn
eξt

|||
ξ=0

=
tn

n!
.

Given N ∈ N, for s ∈ [α, β] we have‖‖‖‖‖
N∑

n=0

eγ1,α,β(s)tγ′
1,α,β(s)

γ1,α,β(s)n+1
An

‖‖‖‖‖ ≤
N∑

n=0

||| ie(τ+is)t

(τ + is)n+1

||| ∥A∥n =
eτt

|τ + is|
N∑

n=0

( ∥A∥
|τ + is|

)n

≤ eτt

τ

∞∑
n=0

(∥A∥
τ

)n

=
eτt

τ − ∥A∥ ,

and for s ∈ [π
2
, 3π

2
]‖‖‖‖‖

N∑
n=0

eγ2,α,β(s)tγ′
2,α,β(s)

γ2,α,β(s)n+1
An

‖‖‖‖‖ ≤
N∑

n=0

||| β−α
2
ieise(τ+i

α+β
2

+
β−α
2

eis)t

(τ + iα+β
2

+ β−α
2
eis)n+1

||| ∥A∥n
=

e(τ+
β−α
2

cos(s))t

|τ + iα+β
2

+ β−α
2
eis|

N∑
n=0

( ∥A∥
|τ + iα+β

2
+ β−α

2
eis|

)n

≤ e(τ+
β−α
2

cos(s))t

|τ + iα+β
2

+ β−α
2
eis|

∞∑
n=0

( ∥A∥
|τ + iα+β

2
+ β−α

2
eis|

)n

≤ e(τ+
β−α
2

cos(s))t

|τ + iα+β
2

+ β−α
2
eis| − ∥A∥ .
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From cos(s) ≤ 0 for s ∈ [π
2
, 3π

2
] we derive‖‖‖‖‖

N∑
n=0

eγ2,α,β(s)tγ′
2,α,β(s)

γ2,α,β(s)n+1
An

‖‖‖‖‖ ≤ e(τ+
β−α
2

cos(s))t

|τ + iα+β
2

+ β−α
2
eis| − ∥A∥ ≤ eτt

|τ + iα+β
2
| − β−α

2
− ∥A∥ .

Because of ∫ β

α

eτt

τ − ∥A∥ ds =
(β − α)eτt

τ − ∥A∥ < +∞

and ∫ 3π
2

π
2

eτt

|τ + iα+β
2
| − β−α

2
− ∥A∥ ds =

πeτt

|τ + iα+β
2
| − β−α

2
− ∥A∥ < +∞,

we can use the Dominated Convergence Theorem, 2.3.7, Proposition 2.1.3, c), and
Theorem 2.4.3 and obtain

etA =
∞∑
n=0

tnAn

n!
=

∞∑
n=0

( 1

2πi

∫
γα,β

eξt

ξn+1
dξ
)
An

=
1

2πi

∞∑
n=0

(∫ β

α

eγ1,α,β(s)tγ′
1,α,β(s)

γ1,α,β(s)n+1
An ds+

∫ 3π
2

π
2

eγ2,α,β(s)tγ′
2,α,β(s)

γ2,α,β(s)n+1
An ds

)
=

1

2πi

∞∑
n=0

(∫
(α,β)

eγ1,α,β(s)tγ′
1,α,β(s)

γ1,α,β(s)n+1
An dλ(s) +

∫
(π
2
, 3π
2
)

eγ2,α,β(s)tγ′
2,α,β(s)

γ2,α,β(s)n+1
An dλ(s)

)
=

1

2πi

∫
(α,β)

∞∑
n=0

eγ1,α,β(s)tγ′
1,α,β(s)

γ1,α,β(s)n+1
An dλ(s) +

1

2πi

∫
(π
2
, 3π
2
)

∞∑
n=0

eγ2,α,β(s)tγ′
2,α,β(s)

γ2,α,β(s)n+1
An dλ(s)

=
1

2πi

∫ β

α

∞∑
n=0

eγ1,α,β(s)tγ′
1,α,β(s)

γ1,α,β(s)n+1
An ds+

1

2πi

∫ 3π
2

π
2

∞∑
n=0

eγ2,α,β(s)tγ′
2,α,β(s)

γ2,α,β(s)n+1
An ds

=
1

2πi

∫
γα,β

eξt
∞∑
n=0

1

ξn+1
An dξ =

1

2πi

∫
γα,β

eξtR(ξ, A) dξ.

Let t ∈ [a, b] ⊆ (0,+∞). Because of (3.5) we have ∥R(ξ, A)∥ ≤ 1
|ξ|−∥A∥ , which together

with 2.2.4, a), implies‖‖‖‖‖
∫
γ2,α,β

eξtR(ξ, A) dξ

‖‖‖‖‖ =

‖‖‖‖‖‖
∫ 3π

2

π
2

β−α
2
ie(τ+iα+β

2
+β−α

2
eis)teisR(τ + iα+β

2
+ β−α

2
eis, A) ds

‖‖‖‖‖‖
≤ β−α

2
eτt

∫ 3π
2

π
2

e
β−α
2

t cos(s)
‖‖R(τ + iα+β

2
+ β−α

2
eis, A)

‖‖ ds

≤ β−α
2
eτt

∫ 3π
2

π
2

e
β−α
2

t cos(s)

|τ + iα+β
2

+ β−α
2
eis| − ∥A∥ ds

≤
β−α
2
eγt

β−α
2

− |τ + iα+β
2
| − ∥A∥

∫ 3π
2

π
2

e
β−α
2

t cos(s) ds
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≤ eτt

−α− τ − ∥A∥
∫ 3π

2

π
2

β−α
2
e

β−α
2

cos(s)t ds

≤ eτt

τ − ∥A∥
∫ 3π

2

π
2

β−α
2
e

β−α
2

cos(s)t ds

=
eτt

τ − ∥A∥
∫
(π
2
, 3π
2
)

β−α
2
e

β−α
2

cos(s)t dλ(s).

For π
2
< φ < 3π

2
, a cos(φ) is negative and therefore

lim
α→−∞
β→+∞

β−α
2
e

β−α
2

a cos(s) = 0

almost everywhere on [π
2
, 3π

2
]. Choosing β,−α large enough, we can assume β−α

2
> 1

a
.

Since x ,→ xexa cos(s) is decreasing for x > − 1
a cos(s)

> 1
a
, we have

|β−α
2
e

β−α
2

a cos(s)| ≤ 1
a
ecos(s) ≤ 1

a
.

Hence, we can employ Theorem 2.3.7, and obtain

lim
α→−∞
β→+∞

‖‖‖‖‖
∫
γ2,α,β

eξtR(ξ, A) dξ

‖‖‖‖‖ ≤ lim
α→−∞
β→+∞

eτt

τ − ∥A∥
∫
(π
2
, 3π
2
)

β−α
2
e

β−α
2

cos(s)t dλ(s)

≤ eτb

τ − ∥A∥ lim
α→−∞
β→+∞

∫
(π
2
, 3π
2
)

β−α
2
e

β−α
2

a cos(s) dλ(s)

= 0.

Note that the last term does not depend on t. According to Proposition 2.2.4, a), we
have

1

2πi

∫
γ2,α,β

eξtR(ξ, A) dξ =
1

2πi

∫
γα,β

eξtR(ξ, A) dξ − 1

2πi

∫
γ1,α,β

eξtR(ξ, A) dξ

= etA − 1

2πi

∫
γ1,α,β

eξtR(ξ, A) dξ,

from which we derive

sup
t∈[a,b]

‖‖‖‖‖etA − 1

2πi

∫
γ1,α,β

eξtR(ξ, A) dξ

‖‖‖‖‖ = sup
t∈[a,b]

‖‖‖‖‖ 1

2πi

∫
γ2,α,β

eξtR(ξ, A) dξ

‖‖‖‖‖ β→+∞−−−−→
α→−∞

0.

Consequently, the integral

1

2πi

∫
γ

eξtR(ξ, A) dξ = lim
α→−∞
β→+∞

1

2πi

∫
γ1,α,β

eξtR(ξ, A) dξ

exists and equals etA.
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□

For unbounded A we first need to gather properties of the induced Yosida
approximation Aµ.

3.2.4 Lemma. Let
(
T (t)

)
t≥0

a strongly continuous semigroup, M,ω as in Proposition

3.1.2, a), and denote by A its generator. For µ > max{ω, 0} consider the Yosida
approximation Aµ. If ξ ∈ C satisfies Re(ξ) > µω

µ−ω
, then ξ ∈ ρ(Aµ) and

R(ξ, Aµ) =
1

µ+ξ
(µI − A)R

(
ξµ
ξ+µ

, A
)

as well as

∥R(ξ, Aµ)∥ ≤ M

Re(ξ)− µω
µ−ω

. (3.6)

Proof. Let ξ = a+ ib ∈ C with a > µω
µ−ω

> −µ. We have

ω(µ+ a)2 + ωb2 = (µ+ a)
(
(ω(µ+ a)− µa

)
+ µa(µ+ a) + (ω − µ)b2 + µb2

= (µ+ a)(ω − µ)
(
a− µω

µ−ω

)
+ µa(µ+ a) + (ω − µ)b2 + µb2

< µa(µ+ a) + µb2

which implies

Re
( µξ

µ+ ξ

)
= µ

Re(ξ)
(
µ+ Re(ξ)

)
+ Im(ξ)2(

µ+ Re(ξ)
)2

+ Im(ξ)2
> ω (3.7)

and therefore µξ
µ+ξ

∈ ρ(A). Given x ∈ D(A), because of ranR(µ,A) = D(A) and

AR(µ,A)x = R(µ,A)Ax we have

µξ
µ+ξ

x− Ax = ξ
µ+ξ

(µI − A)x− µ
µ+ξ

Ax = 1
µ+ξ

(µI − A)(ξx− µR(µ,A)Ax)

= 1
µ+ξ

(µI − A)(ξx− µAR(µ,A)x) = 1
µ+ξ

(µI − A)(ξx− Aµx),

which implies

(ξI − Aµ)x = (µ+ ξ)R(µ,A)( µξ
µ+ξ

x− Ax) = (µ+ ξ)( µξ
µ+ξ

I − A)R(µ,A)x. (3.8)

We can apply the operator 1
µ+ξ

(µI −A)R( µξ
µ+ξ

, A), which is well-defined and bounded by

Proposition 1.2.2, c), since ranR( µξ
µ+ξ

, A) = D(A), to (3.8) and obtain

1
µ+ξ

(µI − A)R( µξ
µ+ξ

, A)(ξI − Aµ)x = x. (3.9)

By the density of D(A) (3.9) holds true for any x ∈ X; see Lemma 12.3.7 in [17]. For
y ∈ D(A) we have

1
µ+ξ

(µI − A)R( µξ
µ+ξ

, A)y = 1
µ+ξ

R( µξ
µ+ξ

, A)(µI − A)y ∈ D(A).
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Substituting x = 1
µ+ξ

(µI − A)R( µξ
µ+ξ

, A)y into (3.8) we obtain

(ξI − Aµ)
(

1
µ+ξ

(µI − A)R( µξ
µ+ξ

, A)
)
y = y.

Since y ∈ D(A) was arbitrary and since 1
µ+ξ

(µI −A)R( µξ
µ+ξ

, A)(ξI −Aµ) is bounded, the

equation above holds true for any y ∈ X since D(A) is dense in X. In conclusion,
ξ ∈ ρ(Aµ) and

R(ξ, Aµ) =
1

µ+ ξ
(µI − A)R

( ξµ

ξ + µ
,A

)
.

For (3.6) note first that Aµ is the infinitesimal generator of the semigroup (etAµ)t≥0; see
Proposition 3.1.2, j). Because of Remark 3.2.2, Theorem 3.1.5 and the fact that
eB+C = eBeC for commuting B,C ∈ Lb(X), as shown in Example 5.2.15 in [19], we have

‖‖etAµ
‖‖ =

‖‖‖‖‖
∞∑
n=0

tn

n!

(
µ2R(µ,A)− µI

)n‖‖‖‖‖ ≤ e−µt

∞∑
n=0

tnµ2n

n!
∥R(µ,A)n∥

≤ e−µtM
∞∑
n=0

tnµ2n

n!(µ− ω)n
= M exp

(
t
(

µ2

µ−ω
− µ

))
= M exp

( tµω

µ− ω

)
. (3.10)

Applying the norm estimate of the Hille-Yosida Theorem 3.1.5 to the semigroup
(etAµ)t≥0 we obtain

∥R(ξ, Aµ)∥ ≤ M

Re(ξ)− µω
µ−ω

.

□

3.2.5 Corollary. Let A be the generator of a strongly continuous semigroup
(
T (t)

)
t≥0

and M,ω as in Proposition 3.1.2, a). Given µ > max{ω, 0} and τ > µω
µ−ω

, we have

etAµx =
1

2πi

∫
γ

eξtR(ξ, Aµ)x dξ

for any x ∈ D(A), where γ : R → C, γ(t) := τ + it. Furthermore, this limit is uniform
for t ≥ 0 in compact intervals, i.e.

lim
α→−∞
β→+∞

sup
t∈[a,b]

‖‖‖‖‖etAµx−
∫
γ|[α,β]

eξtR(ξ, Aµ)x dξ

‖‖‖‖‖ = 0

for any 0 ≤ a < b < +∞.

Proof. If τ > ∥Aµ∥, we simply apply Lemma 3.2.3. If this is not the case, choose
δ > ∥Aµ∥ ≥ τ , α, β ∈ R with α < 0 < β and define the paths

γ1,α,β : [α, β] → C, γ1,α,β(s) := τ + is,

γ2,α,β : [τ, δ] → C, γ2,α,β(s) := s+ iβ,
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γ3,α,β : [−β,−α] → C, γ3,α,β(s) := δ − is,

γ4,α,β : [−δ,−τ ] → C, γ4,α,β(s) := −s− iα

as well as
γα,β := γ1,α,βγ2,α,βγ3,α,βγ4,α,β.

U∥Aµ∥(0)

γ2,α,β

γ1,α,β

γ3,α,β

γ2,α,β

µω
µ−ω

Note that γα,β describes a closed curve with Re(ξ) ≥ τ > µω
µ−ω

for any ξ ∈ ran(γα,β).

According to Proposition 1.2.4, a), and Lemma 3.2.4, ξ ,→ eξtR(ξ, Aµ) is analytic in the
star-shaped set

{ξ ∈ C : Re(ξ) > µω
µ−ω

} ⊇ ran(γα,β).

Hence, γα,β, as a closed curve, is homotopic to the constant path τ + iα in
{ξ ∈ C : Re(ξ) > µω

µ−ω
}; see Proposition 2.2.3. By Cauchy’s Integral Theorem 2.2.5∫

γα,β

eξtR(ξ, Aµ)x dξ = 0.

Let 0 ≤ a < b < +∞. In order to show that for x ∈ D(A)

lim
β→+∞

∫
γ2,α,β

eξtR(ξ, Aµ)x dξ = lim
α→−∞

∫
γ4,α,β

eξtR(ξ, Aµ)x dξ = 0,

we derive from Lemma 3.2.4 and (3.7)‖‖‖‖‖
∫
γ2,α,β

eξtR(ξ, Aµ)x dξ

‖‖‖‖‖ =

‖‖‖‖∫ δ

τ

iesteitβR(s+ iβ, Aµ)x ds

‖‖‖‖
≤ ∥Ax− µx∥

∫ δ

τ

est

|µ+ s+ ik|
‖‖‖R(µ(s+ik)

µ+s+ik
, A)

‖‖‖ ds

≤ ∥A− µx∥
∫ δ

τ

est√
(µ+ s)2 + β2

· M

Re
(µ(s+iβ)
µ+s+iβ

)− ω
ds

≤ M ∥Ax− µx∥
β(µ− ω)

∫ δ

τ

est ds
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=
M ∥Ax− µx∥ (eδt − eτt)

βt(µ− ω)
.

By the continuity of t ,→ eδt−eτt

t
on R there exists C > 0 such that

eδt − eτt

t
≤ C

for t ∈ [a, b]. We obtain

sup
t∈[a,b]

‖‖‖‖‖
∫
γ2,α,β

eξtR(ξ, Aµ)x dξ

‖‖‖‖‖ ≤ CM ∥Ax− µx∥
β(µ− ω)

β→+∞−−−−→ 0 (3.11)

An analogous computation yields

lim
α→−∞

sup
t∈[a,b]

∫
γ4,α,β

eξtR(ξ, Aµ)x dξ = 0.

By Lemma 3.2.3

lim
α→−∞
β→+∞

sup
t∈[a,b]

‖‖‖‖‖ 1

2πi

∫
γ3,α,β

eξtR(ξ, Aµ)x dξ + etAµx

‖‖‖‖‖ = 0, (3.12)

which implies∫
γ1,α,β

eξtR(ξ, Aµ)x dξ =

∫
γα,β

eξtR(ξ, Aµ)x dξ −
∫
γ2,α,βγ3,α,βγ4,α,β

eξtR(ξ, Aµ)x dξ

= −
∫
γ2,α,βγ4,α,β

eξtR(ξ, Aµ)x dξ −
∫
γ3,α,β

eξtR(ξ, Aµ)x dξ

β→+∞−−−−→
α→−∞

2πietAµx.

By (3.11) and (3.12) this limit is uniform in t ∈ [a, b]. Consequently, the integral

1

2πi

∫
γ

eξtR(ξ, Aµ)x dξ = lim
α→−∞
β→+∞

1

2πi

∫
γ1,α,β

eξtR(ξ, Aµ)x dξ

exists and equals etAµx.

□

3.2.6 Theorem. Let
(
T (t)

)
t≥0

a strongly continuous semigroup, M,ω as in Proposition

3.1.2, a), and denote by A its infinitesimal generator. Given µ > max{ω, 0} and ξ ∈ C
with Re(ξ) > µω

µ−ω

lim
µ→+∞

R(ξ, Aµ)x = R(ξ, A)x
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for any x ∈ X. Furthermore this limit is uniform for fixed Re(ξ) and Im(ξ) in compact
intervals, meaning that for any a > µω

µ−ω
and [α, β] ⊆ R satisfying −∞ < α < β < +∞

we have
lim

µ→+∞
sup

Re(ξ)=a
Im(ξ)∈[α,β]

∥R(ξ, Aµ)x−R(ξ, A)x∥ = 0

for any x ∈ X.

Proof. Because of µω
µ−ω

> ω, we have ξ ∈ ρ(A) ∩ ρ(Aµ). We want to show the equality

R(ξ, Aµ)x−R(ξ, A)x = 1
µ+ξ

A2R( µξ
µ+ξ

, A)R(ξ, A)x

for any x ∈ D(A2) and µ > max{ω, 0}. To that end, observe that

1
µ+ξ

(µI − A)R( µξ
µ+ξ

, A)
(
(ξI − A)(µI − A)

)
R(µ,A)R(ξ, A)x = 1

µ+ξ
(µI − A)R( µξ

µ+ξ
, A)x,

1
µ+ξ

(µI − A)R( µξ
µ+ξ

, A)
(
(µ+ ξ)( µξ

µ+ξ
I − A)

)
R(µ,A)R(ξ, A)x = R(ξ, A)x

and
(ξI − A)(µI − A)x− (µ+ ξ)( µξ

µ+ξ
I − A) = A2x.

By gathering the three equations above, employing Lemma 3.2.4 and noting that A and
R(ξ, A) commute on D(A) we obtain

R(ξ, Aµ)x−R(ξ, A)x = 1
µ+ξ

(µI − A)R( µξ
µ+ξ

, A)x−R(ξ, A)x

= 1
µ+ξ

(µI − A)R( µξ
µ+ξ

, A)A2R(µ,A)R(ξ, A)x

= 1
µ+ξ

A2R( µξ
µ+ξ

, A)R(ξ, A)x.

Given µ > max{ω, 0} and ξ ∈ C with a := Re(ξ) > µω
µ−ω

and b := Im(ξ) ∈ [α, β] for fixed
−∞ < α < β < +∞ we set εµ := a− µω

µ−ω
> 0 and obtain

∥R(ξ, A)∥ ≤ M

a− ω
≤ M

a− µω
µ−ω

=
M

εµ

for all µ > max{ω, 0} by Proposition 3.1.2, g). In order to show a similar estimate for
R( µξ

µ+ξ
, A), by

Re
( µξ

µ+ ξ

)
= µ

a(µ+ a) + b2

(µ+ a)2 + b2

we estimate

εµ = a− µω

µ− ω
=

µa− ωa− µω

µ− ω
=

µa− ω(µ+ a)

µ− ω
=

µa(µ+ a)− ω(µ+ a)2

(µ− ω)(µ+ a)

≤ µa(µ+ a)− ω(µ+ a)2 + (µ− ω)b2

(µ− ω)(µ+ a)

=
(µ+ a)2 + b2

(µ− ω)(µ+ a)
· µa(µ+ a) + µb2

(µ+ a)2 + b2
− ω(µ+ a)2 + ωb2

(µ− ω)(µ+ a)
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=
(µ+ a)2 + b2

(µ− ω)(µ+ a)
·
(µa(µ+ a) + µb2

(µ+ a)2 + b2
− ω

)
=

(µ+ a)2 + b2

(µ− ω)(µ+ a)

(
Re( µξ

µ+ξ
)− ω

)
We obtain

Re( µξ
µ+ξ

)− ω ≥ (µ− ω)(µ+ a)εµ
(µ+ a)2 + b2

for any µ > max{ω, 0} and in turn‖‖‖R( µξ
µ+ξ

, A)
‖‖‖ ≤ M

Re( µξ
µ+ξ

)− ω
≤ (µ+ a)2 + b2

(µ− ω)(µ+ a)
· M
εµ

.

For x ∈ D(A2) and µ > max{ω, 0} we have

∥R(ξ, A)x−R(ξ, Aµ)x∥ =
‖‖‖ 1
µ+ξ

A2R( µξ
µ+ξ

, A)R(ξ, A)x
‖‖‖

≤ 1
|µ+ξ|

‖‖‖R( µξ
µ+ξ

, A)
‖‖‖ ∥R(ξ, A)∥ ‖‖A2x

‖‖
≤ (µ+ a)2 + b2

(µ− ω)(µ+ a)
· M2

|µ+ ξ|ε2µ
‖‖A2x

‖‖
≤ (µ+ a)2 + β2

(µ− ω)(µ+ a)
· M2

(µ+ a)ε2µ

‖‖A2x
‖‖

≤ (µ+ a)2 + β2

(µ− ω)(µ+ a)2
· M

2

ε2µ

‖‖A2x
‖‖

This expression tends to zero for µ → +∞ independently from b ∈ [α, β]. Lastly, let
ε > 0, x ∈ X and y ∈ D(A2) be such that ∥x− y∥ < ε; see Proposition 3.1.4. Employing
Lemma 3.2.4, we obtain

sup
Re(ξ)=a

Im(ξ)∈[α,β]

∥R(ξ, Aµ)x−R(ξ, Aµ)y∥ ≤ sup
Re(ξ)=a

Im(ξ)∈[α,β]

∥R(ξ, Aµ)∥ ∥x− y∥

≤ sup
Re(ξ)=a

Im(ξ)∈[α,β]

εM

Re(ξ)− µω
µ−ω

=
εM

a− µω
µ−ω

as well as

sup
Re(ξ)=a

Im(ξ)∈[α,β]

∥R(ξ, A)x−R(ξ, A)y∥ ≤ sup
Re(ξ)=a

Im(ξ)∈[α,β]

∥R(ξ, A)∥ ∥x− y∥

≤ sup
Re(ξ)=a

Im(ξ)∈[α,β]

εM

Re(ξ)− ω
=

εM

a− ω
.

Putting these inequalities together yields

sup
Re(ξ)=a

Im(ξ)∈[α,β]

∥R(ξ, Aµ)x−R(ξ, A)x∥ ≤ εM

a− µω
µ−ω

+
εM

a− ω
+ sup

Re(ξ)=a
Im(ξ)∈[α,β]

∥R(ξ, Aµ)y −R(ξ, A)y∥

µ→+∞−−−−→ εM

a− ω
+

εM

a− ω
=

2εM

a− ω
.
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Since ε > 0 was arbitrary, the desired result holds true.

□

3.2.7 Theorem. Let
(
T (t)

)
t≥0

be a strongly continuous semigroup, A its generator and

M,ω as on Proposition 3.1.2, a). For µ > max{ω, 0}, τ > max{ µω
µ−ω

, 0} and x ∈ D(A)∫ t

0

esAµx ds =
1

2πi

∫
γ

eξt

ξ
R(ξ, Aµ)x dξ,

where γ : R → C, γ(s) = τ + is. Furthermore, for any 0 ≤ a < b < +∞,

lim
α→−∞
β→+∞

sup
t∈[a,b]

‖‖‖‖‖ 1

2πi

∫
γ|[α,β]

eξt

ξ
R(ξ, Aµ)x dξ −

∫ t

0

esAµx ds

‖‖‖‖‖ = 0.

Proof. For s > 0 and x ∈ D(A) the function η ,→ e(τ+iη)sR(τ + iη, Aµ)x is continuous on
R and, according to Lemma 3.2.4,‖‖e(τ+iη)sR(τ + iη, Aµ)x

‖‖ ≤ Meτs ∥x∥
τ − µω

µ−ω

< +∞, (3.13)

which implies η ,→ e(τ+iη)sR(τ + iη, Aµ)x is integrable over any bounded interval [α, β];
see Theorem 2.4.3. We define

Fα,β(s) :=
1

2π

∫
(α,β)

e(τ+iη)sR(τ + iη, Aµ)x dλ(η).

For t > 0 and s ∈ (0, t) by (3.13) we have

‖‖e(τ+iη)sR(τ + iη, Aµ)x
‖‖ ≤ Meτt ∥x∥

τ − µω
µ−ω

and ∫ β

α

Meτt ∥x∥
τ − µω

µ−ω

ds =
Meτt(β − α) ∥x∥

τ − µω
µ−ω

< +∞.

Therefore, because of the continuity of s ,→ e(τ+iη)sR(τ + iη, Aµ)x, we can employ
Corollary 2.3.8 to see that Fα,β : [0, t] → X is continuous. Together with∫ t

0

∥Fα,β(s)∥ ds ≤ 1

2π

∫ t

0

(∫
(α,β)

‖‖e(τ+iη)sR(τ + iη, Aµ)x
‖‖ dλ(η)

)
ds

=
1

2π

∫ t

0

(∫
(α,β)

Meτt ∥x∥
τ − µω

µ−ω

dλ(η)
)
ds

=
Mteτt(β − α) ∥x∥

2π(τ − µω
µ−ω

)
< +∞
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we conclude that Fα,β is integrable. According to Theorem 2.3.12 we exchange the order
of integration and obtain∫ t

0

Fα,β(s) ds =
1

2π

∫
(0,t)

(∫
(α,β)

e(τ+iη)sR(τ + iη, Aµ)x dλ(η)
)
dλ(s)

=
1

2π

∫
(α,β)

(∫
(0,t)

e(τ+iη)s dλ(s)
)
R(τ + iη, Aµ)x dλ(η)

=
1

2π

∫
(α,β)

e(τ+iη)t − 1

τ + iη
R(τ + iη, Aµ)x dλ(η)

=
1

2πi

∫
γ|[α,β]

eξt

ξ
R(ξ, Aµ)x dξ − 1

2πi

∫
γ|[α,β]

1

ξ
R(ξ, Aµ)x dξ (3.14)

We want to prove that the second integral tends to zero for α → −∞, β → +∞, i.e.

lim
α→−∞
β→+∞

∫ β

α

1

γ + iη
R(γ + iη, Aµ)x dη = 0. (3.15)

To that end for −∞ < α < β < +∞ we define the paths

γ1,α,β : [α, β] → C, γ(η) := τ + iη,

γ2,α,β : [−π
2
, π
2
] → C, γ(η) := τ + i

α + β

2
+

β − α

2
e−iη

and γα,β := γ1,α,βγ2,α,β.

γ1,α,β

γ2,α,β

µω
µ−ω

Since γα,β is a closed curve in the star-shaped set {ξ ∈ C : Re(ξ) > ω} and
ξ ,→ 1

ξ
R(ξ, Aµ)x is analytic in {ξ ∈ C : Re(ξ) > ω},∫

γα,β

1

ξ
R(ξ, Aµ)x dξ = 0

by Proposition 2.2.3 and Theorem 2.2.5. According to Lemma 3.2.4 we have‖‖‖‖γ′
2,α,β(η)

γ2,α,β(η)
R(γ2,α,β(η), Aµ)x

‖‖‖‖ =
| − β−α

2
ie−iη|

|τ + iα+β
2

+ β−α
2
e−iη|

‖‖R(τ + iα+β
2

+ β−α
2
e−iη, Aµ)x

‖‖
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≤ β − α

2|τ + iα+β
2

+ β−α
2
e−iη|

‖‖R(τ + iα+β
2

+ β−α
2
e−iη, Aµ)

‖‖ ∥x∥
≤ (β − α)M ∥x∥

2
(
τ + β−α

2
cos(η)

)(
τ + β−α

2
cos(η)− µω

µ−ω

) =: gα,β(η)

if we assume α < −τ < τ < β. Note that gα,β is continuous,

lim
α→−∞
β→+∞

gα,β(η) = 0

for any η ∈ (−π
2
, π
2
) and, since cos(η) ≥ 0,

gα,β(η) =
(β − α)M ∥x∥

2
(
τ + β−α

2
cos(η)

)(
τ + β−α

2
cos(η)− µω

µ−ω

) ≤ M ∥x∥
τ(τ − µω

µ−ω
)
.

Because of ∫ π
2

−π
2

M ∥x∥
τ(τ − µω

µ−ω
)
dη =

πM ∥x∥
τ(τ − µω

µ−ω
)
< +∞

we can employ Theorem 2.3.7, obtaining‖‖‖‖‖
∫
γ2,α,β

1

ξ
R(ξ, Aµ)x dξ

‖‖‖‖‖ =

‖‖‖‖‖
∫ π

2

−π
2

γ′
2,α,β(η)

γ2,α,β(η)
R(γ2,α,β(η), Aµ)x dη

‖‖‖‖‖
≤

∫ π
2

−π
2

‖‖‖‖γ′
2,α,β(η)

γ2,α,β(η)
R(γ2,α,β(η), Aµ)x

‖‖‖‖ dη
≤

∫ π
2

−π
2

gα,β(η) dη
β→+∞−−−−→
α→−∞

0,

and in turn∫ β

α

1

τ + iη
R(τ + iη, Aµ)x dη =

1

i

∫
γ1,α,β

1

ξ
R(ξ, Aµ)x dξ

=
1

i

∫
γα,β

1

ξ
R(ξ, Aµ)x dξ − 1

i

∫
γ2,α,β

1

ξ
R(ξ, Aµ)x dξ

= −1

i

∫
γ2,α,β

1

ξ
R(ξ, Aµ)x dξ

β→+∞−−−−→
α→−∞

0.

In our next step, we want to show that ξ ,→ eξt

ξ
R(ξ, Aµ)x is integrable along

γ(s) = τ + is for any t > 0 and

lim
t→0+

∫
γ

eξt

ξ
R(ξ, Aµ)x dξ =

∫
γ

1

ξ
R(ξ, Aµ)x dξ.

To that end assume t ∈ (0, C] and observe

∥ξR(ξ, Aµ)x∥ ≤ ∥R(ξ, Aµ)(ξI − Aµ)x∥+ ∥R(ξ, Aµ)Aµx∥
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= ∥x∥+ ∥R(ξ, Aµ)Aµx∥ ≤ ∥x∥+ M ∥Aµx∥
Re(ξ)− µω

µ−ω

.

We obtain‖‖‖‖eγ(η)tγ′(η)
γ(η)

R(γ(η), Aµ)x

‖‖‖‖ =

‖‖‖‖ ieτt+itη

τ + iη
R(τ + iη, Aµ)x

‖‖‖‖ =
eτt

|τ + iη| ∥R(τ + iη, Aµ)x∥

≤
eτt

(
∥x∥+ M∥Aµx∥

τ− µω
µ−ω

)
|τ + iη|2 ≤

eτC
(
∥x∥+ M∥Aµx∥

τ− µω
µ−ω

)
|τ + iη|2 .

As

∫ +∞

−∞

eτC
(
∥x∥+ M∥Aµx∥

τ− µω
µ−ω

)
|τ + iη|2 ds = eτC

(
∥x∥+ M ∥Aµx∥

τ − µω
µ−ω

)∫ +∞

−∞

1

τ 2 + s2
ds

=

πeτC
(
∥x∥+ M∥Aµx∥

τ− µω
µ−ω

)
τ

< +∞ (3.16)

we can employ Theorem 2.3.7, to conclude that ξ ,→ eξt

ξ
R(ξ, Aµ)x is integrable along γ

and

lim
t→0+

∫
γ

eξt

ξ
R(ξ, Aµ)x dξ = lim

t→0+

∫ +∞

−∞

eγ(η)tγ′(η)
γ(η)

R(γ(η), Aµ)x dη

=

∫ +∞

−∞

γ′(η)
γ(η)

R(γ(η), Aµ)x dη

=

∫
γ

1

ξ
R(ξ, Aµ)x dξ.

By (3.15) the last integral vanishes. Hence, given ε > 0 we find δ ∈ (0, ε) such that‖‖‖‖ 1

2πi

∫
γ

eξδ

ξ
R(ξ, Aµ)x dξ

‖‖‖‖ < ε.

We fix 0 ≤ a < b < +∞ with δ < b and employ Corollary 3.2.5 to see that

lim
α→−∞
β→+∞

sup
s∈[δ,b]

‖‖Fα,β(s)− esAµx
‖‖ = 0,

which implies

sup
t∈[a,b]
t≥δ

‖‖‖‖∫ t

δ

Fα,β(s) ds−
∫ t

δ

esAµx ds

‖‖‖‖ ≤ sup
t∈[a,b]
t≥δ

∫ t

δ

‖‖Fα,β(s)− esAµx
‖‖ dt

≤ sup
t∈[a,b]
t≥δ

(
(t− δ) sup

s∈[δ,t]

‖‖Fα,β(s)− esAµx
‖‖)

≤ b sup
s∈[δ,b]

‖‖Fα,β(s)− esAµx
‖‖ β→+∞−−−−→

α→−∞
0.
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Together with ‖‖‖‖∫ δ

0

esAµx ds

‖‖‖‖ ≤
∫ δ

0

es∥Aµ∥ ds ≤ δeδ∥Aµ∥ ≤ εeε∥Aµ∥

and

lim
α→−∞
β→+∞

‖‖‖‖∫ δ

0

Fα,β(s) ds

‖‖‖‖ = lim
α→−∞
β→+∞

‖‖‖‖‖ 1

2πi

∫
γ|[α,β]

eξδ

ξ
R(ξ, Aµ)x dξ − 1

2πi

∫
γ|[α,β]

1

ξ
R(ξ, Aµ)x dξ

‖‖‖‖‖
=

‖‖‖‖ 1

2πi

∫
γ

eξδ

ξ
R(ξ, Aµ)x dξ

‖‖‖‖ < ε

we conclude

lim
α→−∞
β→+∞

sup
t∈[a,b]

‖‖‖‖∫ t

0

Fα,β(s) ds−
∫ t

0

esAµx ds

‖‖‖‖ < εeε∥Aµ∥ + ε.

Since ε > 0 was arbitrary, we obtain

lim
α→−∞
β→+∞

sup
t∈[a,b]

‖‖‖‖∫ t

0

Fα,β(s) ds−
∫ t

0

esAµx ds

‖‖‖‖ = 0.

Furthermore, from

1

2πi

∫
γ1,α,β

eξt

ξ
R(ξ, Aµ)x dξ =

1

2π

∫ β

α

e(τ+iη)t

τ + iη
R(τ + iη, Aµ)x dη

=
1

2π

∫
(α,β)

e(τ+iη)t

τ + iη
R(τ + iη, Aµ)x dλ(η)

together with (3.14) we infer∫ t

0

Fα,β(s) ds− 1

2πi

∫
γ1,α,β

eξt

ξ
R(ξ, Aµ)x dξ =

1

2π

∫
(α,β)

1

τ + iη
R(τ + iη, Aµ)x dλ(η)

=
1

2π

∫ β

α

1

τ + iη
R(τ + iη, Aµ)x dη.

Note that the last term does not depend on t and converges to zero for α → −∞,
β → +∞. Combining the previous two estimates yield

lim
α→−∞
β→+∞

sup
t∈[a,b]

‖‖‖‖‖
∫ t

0

esAµx ds− 1

2πi

∫
γ1,α,β

eξt

ξ
R(ξ, Aµ)x dξ

‖‖‖‖‖ = 0.

□
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3.2.8 Corollary. Let
(
T (t)

)
t≥0

be a strongly continuous semigroup, A its generator

and M,ω as on Proposition 3.1.2, a). For τ > max{ω, 0} and x ∈ D(A)∫ t

0

T (s)x ds =
1

2πi

∫
γ

eξt

ξ
R(ξ, A)x dξ,

where γ : R → C, γ(η) = τ + iη. Furthermore, for any 0 ≤ a < b < +∞

lim
α→−∞
β→+∞

sup
t∈[a,b]

‖‖‖‖‖ 1

2πi

∫
γ|[α,β]

eξt

ξ
R(ξ, A)x dξ −

∫ t

0

T (s)x ds

‖‖‖‖‖ = 0.

Proof. Let ε > 0, t ∈ [a, b], 0 ≤ a < b < +∞, and µ0 > τ , such that τ > µω
µ−ω

for every

µ > µ0 and x ∈ D(A). For α < −τ and β > τ we define the path γα,β : [α, β] → C,
γα,β(η) = τ + iη. By Lemma 3.2.4 and Theorem 3.1.5 for ξ := τ + iη, η ∈ R, we have

∥ξR(ξ, Aµ)x∥ ≤ ∥(ξI − Aµ)R(ξ, Aµ)x∥+ ∥AµR(ξ, Aµ)x∥
≤ ∥x∥+ ∥R(ξ, Aµ)∥ ∥Aµx∥
≤ ∥x∥+ ∥µAR(µ,A)x∥ M

τ − µω
µ−ω

≤ µM ∥Ax∥
(µ− ω)(τ − µω

µ−ω
)
=

M ∥Ax∥
(1− ω

µ
)(τ − µω

µ−ω
)

for any µ > µ0. As

lim
µ→+∞

M ∥Ax∥
(1− ω

µ
)(τ − µω

µ−ω
)
=

M ∥Ax∥
τ − ω

,

there is a constant C > 0, which neither depends on µ nor on ξ, such that

∥R(ξ, Aµ)x∥ ≤ 1

|ξ| ·
M ∥Ax∥

(1− ω
µ
)(τ − µω

µ−ω
)
≤ C

|ξ| .

We derive ‖‖‖‖γ′(η)
γ(η)

R(γ(η), Aµ)

‖‖‖‖ =

‖‖‖‖ i

τ + iη
R(τ + iη, Aµ)

‖‖‖‖ ≤ C

|τ + iη|2

where ∫ +∞

−∞

C

|τ + iη|2 dη = C

∫ +∞

−∞

1

τ 2 + η2
dη =

πC

τ
< +∞.

By Theorem 3.2.6 we have R(λ,Aµ)x
µ→+∞−−−−→ R(λ,A)x. Therefore, the requirements of

Theorem 2.3.7 are fulfilled and we obtain

lim
µ→+∞

∫
γ

1

λ
R(λ,Aµ)x dλ = lim

µ→+∞

∫ +∞

−∞

1

τ + iη
R(τ + iη, Aµ)x dη

= lim
µ→+∞

∫
R

1

τ + iη
R(τ + iη, Aµ)x dλ(η)

=

∫
R

1

τ + iη
R(τ + iη, A)x dλ(η)
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=

∫ +∞

−∞

1

τ + iη
R(τ + iη, A)x dη

=

∫
γ

1

ξ
R(ξ, A)x dξ

as well as‖‖‖‖∫
γ

eξt

ξ

(
R(ξ, Aµ)−R(ξ, A)

)
x dξ

‖‖‖‖ =

‖‖‖‖∫ +∞

−∞

ieγ(η)tγ′(η)
γ(η)

(
R(γ(η), Aµ)−R(γ(η), A)

)
x dη

‖‖‖‖
≤ eτt

∫
R

‖‖‖‖γ′(η)
γ(η)

(
R(γ(η), Aµ)−R(γ(η), A)

)
x

‖‖‖‖ dλ(η)

≤ eτb
∫
R

‖‖‖γ′(η)
γ(η)

(
R(γ(η), Aµ)−R(γ(η), A)

)
x
‖‖‖ dλ(η)

µ→+∞−−−−→ 0

We conclude

lim
µ→+∞

sup
t∈[a,b]

‖‖‖‖∫
γ

eξt

ξ

(
R(ξ, Aµ)−R(ξ, A)

)
x dξ

‖‖‖‖ = 0.

Since s ,→ T (s)x is continuous in [0, t], it is Riemann integrable; see Proposition 3.1.2,
b). Furthermore, according to Remark 3.2.2

sup
t∈[a,b]

‖‖‖‖∫ t

0

esAµx ds−
∫ t

0

T (s)x ds

‖‖‖‖ ≤ sup
t∈[a,b]

∫ t

0

‖‖esAµx− T (s)x
‖‖ ds

≤ sup
t∈[a,b]

(
t sup
s∈[0,t]

‖‖esAµx− T (s)x
‖‖)

= b sup
s∈[0,b]

‖‖esAµx− T (s)x
‖‖ µ→+∞−−−−→ 0.

If ε > 0 and µ1 > µ0 are such that

sup
t∈[a,b]

∫ +∞

−∞

‖‖‖‖e(τ+iη)t

τ + iη

(
R(τ + iη, Aµ)−R(τ + iη, A)

)
x

‖‖‖‖ dη <
ε

3

and

sup
t∈[a,b]

‖‖‖‖∫ t

0

esAµx ds−
∫ t

0

T (s)x ds

‖‖‖‖ <
ε

3

for any µ > µ1, then||||||||∫
γα,β

eξt

ξ

(
R(ξ, Aµ)−R(ξ, A)

)
x dξ

|||||||| = ||||||||∫ β

α

ieγ(η)t

γ(η)

(
R(γ(η), Aµ)−R(γ(η), A)

)
x dη

||||||||
≤

∫ β

α

||||||||eγ(η)tγ(η)

(
R(γ(η), Aµ)−R(γ(η), A)

)
x

|||||||| dη
≤

∫ +∞

−∞

||||||||eγ(η)tγ(η)

(
R(γ(η), Aµ)−R(γ(η), A)

)
x

|||||||| dη <
ε

3
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for any α < −τ and β > τ . Let µ > µ1. By Theorem 3.2.7 there are constants α0 < −τ
and β0 > τ such that

sup
t∈[a,b]

‖‖‖‖‖ 1

2πi

∫
γ|[α,β]

eξt

ξ
R(ξ, Aµ)x dξ −

∫ t

0

esAµx ds

‖‖‖‖‖ <
ε

3

for any α < α0 and β > β0. Combining the previous inequalities we obtain for α < α0

and β > β0

sup
t∈[a,b]

‖‖‖‖‖ 1

2πi

∫
γ|[α,β]

eξt

ξ
R(ξ, A)x dξ −

∫ t

0

T (s)x ds

‖‖‖‖‖ < ε.

□

We can prove the final result of this section.

3.2.9 Corollary. Let
(
T (t)

)
t≥0

a strongly continuous semigroup, A its generator and

M,ω as in Proposition 3.1.2, a). For τ > max{ω, 0} and x ∈ D(A2)

T (t)x =
1

2πi

∫
γ

eξtR(ξ, A)x dξ,

where γ : R → C, γ(η) = τ + iη and

lim
α→−∞
β→+∞

sup
t∈[a,b]

‖‖‖‖‖T (t)x−
∫
γ|[α,β]

eξtR(ξ, A)x dξ

‖‖‖‖‖
for any 0 ≤ a < b < +∞.

Proof. First, consider the bounded operator B := 0. Clearly, ρ(B) = C \ {0},
R(ξ, B) = 1

ξ
I for ξ ̸= 0 and ∥B∥ = 0 < τ . Therefore, employing Theorem 3.2.3, we

obtain

x =
∞∑
n=0

tn

n!
Bnx = etBx =

1

2πi

∫
γ

eξt

ξ
x dξ

as well as

lim
α→−∞
β→+∞

sup
t∈[a,b]

‖‖‖‖‖x− 1

2πi

∫
γ|[α,β]

eξt

ξ
x dξ

‖‖‖‖‖ = 0. (3.17)

The mappings s ,→ T (s)x and s ,→ AT (t)x = T (t)Ax are continuous in [0, t]. Therefore,
by Corollary 2.3.13, 3.1.2, f), 2.1.3, g), and Corollary 3.2.8

T (t)x− x =

∫ t

0

T (s)Ax ds =
1

2πi

∫
γ

eξt

ξ
R(ξ, A)Ax dξ. (3.18)

Furthermore,

1

2πi

∫
γ|[α,β]

eξtR(ξ, A)x− eξt

ξ
x dξ =

1

2πi

∫
γ|[α,β]

eξt
(
R(ξ, A)x− 1

ξ
x
)
dξ
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=
1

2πi

∫
γ|[α,β]

eξtR(ξ, A)(x− (ξI − A)1
ξ
x) dξ

=
1

2πi

∫
γ|[α,β]

eξt

ξ
R(ξ, A)Ax dξ. (3.19)

Since Ax ∈ D(A), we can employ Corollary 3.2.8 to obtain the integrability of
ξ ,→ eξtR(ξ, A) along γ and

1

2πi

∫
γ

eξtR(ξ, A)x dξ =
1

2πi

∫
γ

eξt

ξ
R(ξ, A)Ax dξ +

1

2πi

∫
γ

eξt

ξ
x dξ

=
1

2πi

∫
γ

eξt

ξ
R(ξ, A)Ax dξ + x

Corollary 3.2.8 also yields

lim
α→−∞
β→+∞

sup
t∈[a,b]

‖‖‖‖‖
∫ t

0

T (s)Ax ds− 1

2πi

∫
γ|[α,β]

eξt

ξ
R(ξ, A)Ax dξ

‖‖‖‖‖ = 0,

which by (3.17), (3.18), (3.19) implies

lim
α→−∞
β→+∞

sup
t∈[a,b]

‖‖‖‖‖T (t)x− 1

2πi

∫
γ|[α,β]

eξtR(ξ, A)x dξ

‖‖‖‖‖ = 0.

□

3.3 Analytic Semigroups

Recall the fact that for any z ∈ C \ {0} there is a unique pair (r, φ) ∈ (0,+∞)× [−π, π)
such that z = reiφ. We call arg(z) := φ the argument of z. The argument can be
computed by

arg(a+ ib) =

(
{
(

arctan( b
a
) for a > 0,

arctan( b
a
) + π for a < 0, b > 0,

arctan( b
a
)− π for a < 0, b < 0,

π
2

for a = 0, b > 0,

−π
2

for a = 0, b < 0,

−π for a < 0, b = 0.

(3.20)

Throughout this section X denotes a Banach space.

3.3.1 Definition. Let t0 ≥ 0 and
(
T (t)

)
t≥0

a strongly continuous semigroup.
(
T (t)

)
t≥0

is called differentiable for t > t0 if t ,→ T (t)x is differentiable on (t0,+∞) for any
x ∈ X. If t0 = 0 we call

(
T (t)

)
t≥0

a differentiable semigroup.

Furthermore, for φ ∈ (0, π) we call

Σφ := {z ∈ C \ {0} : | arg z| < φ}
a sector in the complex plane and set Σ0

φ := Σφ ∪ {0}. For φ ∈ (0, π
2
) we call a family of

bounded operators
(
T (z)

)
z∈Σ0

φ
on X an analytic semigroup of angle φ, if
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• T (0) = I.,

• T (z + w) = T (z)T (w) for all z, w ∈ Σ0
φ,

• z ,→ T (z) is analytic in Σφ,

• lim
z∈Σφ
z→0

T (z)x = x for all x ∈ X.

An analytic semigroup is called bounded, if

sup
z∈Σθ

∥T (z)∥ < +∞

for all θ < φ.

Clearly, for an analytic semigroup
(
T (z)

)
z∈Σφ

the semigroup
(
T (t)

)
t≥0

is a differentiable

semigroup. We define the generator of
(
T (z)

)
z∈Σφ

as the generator of
(
T (t)

)
t≥0

.

We want to characterize generators of analytic semigroups and, in the course of that,
what kind of properties a strongly continuous semigroup has to have, in order to be
extentable to an analytic semigroup. To that end, we introduce the class of sectorial
operators.

3.3.2 Definition. An operator A : D ⊆ X → X is called sectorial of angle δ ∈ (0, π
2
), if

A is densely defined,
Σπ

2
+δ ⊆ ρ(A)

and
sup

ξ∈Σπ
2 +η

∥ξR(ξ, A)∥ < +∞

for all η ∈ (0, δ).

Note that, given a sectorial operator A, ρ(A) ̸= ∅ causes A to be closed; see Proposition
1.2.4, d).

3.3.3 Theorem. If A is a sectorial operator of angle δ with the additional property that
0 ∈ ρ(A) and π

2
< θ < π

2
+ δ, then A is the infinitesimal generator of a bounded and

strongly continuous semigroup
(
T (t)

)
t≥0

satisfying

T (t) =
1

2πi

∫
γ

eξtR(ξ, A) dξ,

where γ : R → C is defined by γ(s) := −se−iθ for s ∈ (−∞, 0] and γ(s) := seiθ for
s ∈ (0,+∞). Furthermore, for any ε > 0

lim
α→−∞
β→+∞

sup
t≥ε

‖‖‖‖‖T (t)− 1

2πi

∫
γ|[α,β]

eξtR(ξ, A) dξ

‖‖‖‖‖ = 0.
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Proof. Because A is sectorial,

∥R(ξ, A)∥ ≤ Mθ

|ξ|
for some Mθ and all ξ ∈ Σθ. Hence, for s ∈ (−∞,−1]‖‖eγ(s)tγ′(s)R(γ(s), A)

‖‖ =
‖‖‖−e−se−iθte−iθR(−se−iθ, A)

‖‖‖ = e−s cos(θ)t
‖‖R(−se−iθ, A)

‖‖
≤ Mθe

−s cos(θ)t

|s| ≤ Mθe
−s cos(θ)t.

θ ∈ (π
2
, π) implies cos(θ) < 0 and, in turn,∫ −1

−∞
Mθe

−s cos(θ)t ds = −Mθ
e−s cos(θ)t

cos(θ)t

|||−1

−∞
= Mθ

ecos(θ)

| cos(θ)|t < +∞.

By the continuity of s ,→ eγ(s)tγ′(s)R(γ(s), A) on [−1, 0], it is Riemann integrable.
Therefore, by Proposition 2.1.2 ξ ,→ eξtR(ξ, A) is integrable along γ|(−∞,0]. An
analogous computation yields the integrability of ξ ,→ eξtR(ξ, A) along γ|[0,+∞). We
define S : [0,+∞) → Lb(X) by

S(t) :=
1

2πi

∫
γ

eξtR(ξ, A) dξ

for t > 0 and S(0) := I as well as the paths γα : (−∞, α] → C, γα(s) := −se−iθ,
γβ : [β,+∞) → C, γβ(s) := seiθ for α < 0 < β. Given ε > 0 and t ≥ ε,‖‖‖‖∫

γα

eξtR(ξ, A) dξ

‖‖‖‖ =

‖‖‖‖∫ α

−∞
e−se−iθt(−eiθ)R(−se−iθ, A) ds

‖‖‖‖
≤

∫ α

−∞
e−s cos(θ)t

‖‖R(−se−iθ, A)
‖‖ ds

≤ Mθ

∫ α

−∞

e−s cos(θ)t

−s
ds ≤ Mθ

|α|
∫ α

−∞
e−s cos(θ)t ds

=
Mθe

−α cos(θ)t

| cos(θ)|t ≤ Mθe
−εα cos(θ)

ε| cos(θ)|
α→−∞−−−−→ 0.

We obtain

lim
α→−∞

sup
t≥ε

‖‖‖‖∫
γα

eξtR(ξ, A) dξ

‖‖‖‖ = 0

and analogously

lim
β→+∞

sup
t≥ε

‖‖‖‖‖
∫
γβ

eξtR(ξ, A) dξ

‖‖‖‖‖ = 0.

From

S(t)− 1

2πi

∫
γ|[α,β]

eξtR(ξ, A) dξ =
1

2πi

(∫
γα

eξtR(ξ, A) dξ +

∫
γβ

eξtR(ξ, A) dξ
)

60



we conclude

lim
α→−∞
β→+∞

sup
t≥ε

‖‖‖‖‖S(t)− 1

2πi

∫
γ|[α,β]

eξtR(ξ, A) dξ

‖‖‖‖‖ = 0.

It remains to show that
(
S(t)

)
t≥0

is a bounded and strongly continuous semigroup

generated by A. For fixed t > 0 we define the paths γ1,t : [−1
t
, 0] → C, by

γ1,t(s) := −se−iθ, γ2,t : [0,
1
t
] → C by γ2,t(s) := seiθ and γ3,t : [−θ, θ] → C by

γ3,t(s) :=
1
t
e−is.

arg(ξ) = δ + π
2

arg(ξ) = −δ − π
2

γ1,t

γ2,t

γ3,t

Since ξ ,→ eξtR(ξ, A) is analytic on ρ(A) ⊇ Σπ
2
+δ ∪ Uη(0) for sufficiently small η > 0 and

γ1,tγ2,tγ3,t is a closed curve in the star-shaped set Σπ
2
+δ ∪ Uη(0), we can employ

Proposition 2.2.3 and Theorem 2.2.5 and obtain∫
γ1,tγ2,tγ3,t

eξtR(ξ, A) dξ = 0.

Defining γ4,t := γ|
(−∞,−1

t
]
and γ5,t := γ

[
1
t
,+∞)

we derive

S(t) =
1

2π

∫
γ

eξtR(ξ, A) dξ =
1

2πi

∫
γ4,tγ5,t

eξtR(ξ, A) dξ +
1

2πi

∫
γ1,tγ2,t

eξtR(ξ, A) dξ

=
1

2πi

∫
γ4,tγ5,t

eξtR(ξ, A) dξ − 1

2πi

∫
γ3,t

eξtR(ξ, A) dξ,=
1

2πi

∫
γt

eξtR(ξ, A) dξ,

where γt := γ4,tγ
−
3,tγ5,t.
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arg(ξ) = δ + π
2

arg(ξ) = −δ − π
2

γ4,t

γ5,t

γ−
3,t

We want to show that there is a constant C > 0 such that ∥S(t)∥ ≤ C for all t ≥ 0. To
that end we estimate‖‖‖‖‖

∫
γ4,t

eξtR(ξ, A) dξ

‖‖‖‖‖ ≤ Mθ

∫ − 1
t

−∞

e−s cos(θ)t

s
ds ≤ Mθt

∫ − 1
t

−∞
e−s cos(θ)t ds

= Mθt · e
1
t
| cos(θ)|t

cos(θ)t
= Mθ · ecos(θ)

| cos(θ)| < +∞.

Note that the last term does not depend on t. An analogous computation yields the
same estimate for the integral along γ5,t. Finally,‖‖‖‖‖

∫
γ−
3,t

eξtR(ξ, A) dξ

‖‖‖‖‖ =

‖‖‖‖∫ θ

−θ

i1
t
eise

1
t
eistR(1

t
eis, A) ds

‖‖‖‖ ≤ 1

t

∫ θ

−θ

ecos(θ)
‖‖R(1

t
eis, A)

‖‖ ds

≤ 1

t

∫ θ

−θ

tMθe
cos(s) ds ≤ 2θMθ < +∞.

We define C := max{−Mθe
cos(θ)

2π cos(θ)
, θMθ

π
, 1} > 0 and obtain

∥S(t)∥ ≤ C

for all t ≥ 0.
In order to show that

(
S(t)

)
t≥0

is a strongly continuous semigroup generated by A, we
want to employ Theorem 3.1.5. To that end we first prove

R(µ,A) =

∫ +∞

0

e−µtS(t) dt

for all µ > 0. By ∥e−µtS(t)∥ ≤ Ce−µt and∫ +∞

0

Ce−µt dt = −C
e−µt

µ

|||+∞

0
=

C

µ
< +∞,
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t ,→ e−µtS(t) is Riemann integrable and by the definition S∫ +∞

0

e−µtS(t) dt =
1

2πi

∫ +∞

0

∫
γ

e(ξ−µ)tR(ξ, A) dξdt.

for µ > 0. In order to change the order of integration, we set

f(t, s) := e(s cos(θ)−µ)t
‖‖R(seiθ, A)

‖‖ , s, t ∈ [0,+∞),

and note that‖‖e(γ(s)−µ)tγ′(s)R(γ(s), A)
‖‖ =

‖‖‖e(seiθ−µ)t(eiθ)R(seiθ, A)
‖‖‖ = f(t, s).

For t ≥ 0 and s > 0 we have

f(t, s) ≤ Mθ

s
e(s cos(θ)−µ)t.

As ∫ +∞

1

∫ 1

0

Mθ

s
e(s cos(θ)−µ)t dt ds = Mθ

∫ +∞

1

e(s cos(θ)−µ)t

s(s cos(θ)− µ)

|||1
0
ds

= Mθ

∫ +∞

1

( es cos(θ)−µ

s(s cos(θ)− µ)
− 1

s(s cos(θ)− µ)

)
ds

= Mθ

∫ +∞

1

( 1

s(µ− s cos(θ))
− es cos(θ)−µ

s(µ− s cos(θ))

)
ds

≤ Mθ

∫ +∞

1

1

s(µ− s cos(θ))
ds

=
Mθ

µ
ln
( s

µ− s cos(θ)

)|||+∞

1

=
Mθ

µ
ln(1− µ

cos(θ)
) < +∞,

we can apply Theorems 2.3.12 and 2.4.3 and obtain∫ +∞

1

(∫ 1

0

e(γ(s)−µ)tγ′(s)R(γ(s), A) dt
)
ds =

∫ 1

0

(∫ +∞

1

e(γ(s)−µ)tγ′(s)R(γ(s), A) ds
)
dt.

By continuity there exists a constant C > 0 such that

f(t, s) ≤ C, s, t ∈ [0, 1].

Consequently,∫ 1

0

(∫ 1

0

e(γ(s)−µ)tγ′(s)R(γ(s), A) dt
)
ds =

∫ 1

0

(∫ 1

0

e(γ(s)−µ)tγ′(s)R(γ(s), A) ds
)
dt.

For t, s > 1 we conclude from

f(t, s) ≤ Mθ

s
e(s cos(θ)−µ)t ≤ Mθe

(s cos(θ)−µ)t
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that ∫ +∞

1

∫ +∞

1

Mθe
(s cos(θ)−µ)t ds dt = Mθ

∫ +∞

1

e−µt e
s cos(θ)t

s cos(θ)

|||+∞

1
dt

= Mθ

∫ +∞

1

e(cos(θ)−µ)t

− cos(θ)
dt

= Mθ
e(cos(θ)−µ)t

cos(θ)(µ− cos(θ))

|||+∞

1

=
Mθe

cos(θ)−µ

cos(θ)(cos(θ)− µ)
< +∞.

Again by Theorem 2.3.12∫ +∞

1

(∫ +∞

1

e(γ(s)−µ)tγ′(s)R(γ(s), A) dt
)
ds =

∫ +∞

1

(∫ +∞

1

e(γ(s)−µ)tγ′(s)R(γ(s), A) ds
)
dt.

Lastly, for t > 1 and s ∈ [0, 1], by continuity, there is a constant K > 0 satisfying‖‖R(seiθ, A)
‖‖ ≤ K for any s ∈ [0, 1]. Hence,

f(t, s) ≤ Ke(s cos(θ)−µ)t ≤ Ke−µt.

From ∫ +∞

1

∫ 1

0

Ke−µt ds dt = K

∫ +∞

1

e−µt dt =
Ke−µ

µ
< +∞

we derive∫ 1

0

(∫ +∞

1

e(γ(s)−µ)tγ′(s)R(γ(s), A) dt
)
ds =

∫ +∞

1

(∫ 1

0

e(γ(s)−µ)tγ′(s)R(γ(s), A) ds
)
dt.

Altogether we obtain∫ +∞

0

(∫ +∞

0

e(γ(s)−µ)tγ′(s)R(γ(s), A) dt
)
ds =

∫ +∞

0

(∫ +∞

0

e(γ(s)−µ)tγ′(s)R(γ(s), A) ds
)
dt.

By analogous computations for s ≤ 0 we obtain∫ 0

−∞

(∫ +∞

0

e(γ(s)−µ)tγ′(s)R(γ(s), A) dt
)
ds =

∫ +∞

0

(∫ 0

−∞
e(γ(s)−µ)tγ′(s)R(γ(s), A) ds

)
dt.

Hence, ∫ +∞

0

e−µtS(t) dt =
1

2πi

∫ +∞

0

∫
γ

e(ξ−µ)tR(ξ, A) dξ dt

=
1

2πi

∫ +∞

0

∫ +∞

−∞
e(γ(s)−µ)tγ′(s)R(γ(s), A) ds dt

=
1

2πi

∫ +∞

−∞

∫ +∞

0

e(γ(s)−µ)tγ′(s)R(γ(s), A) dt ds
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=
1

2πi

∫
γ

(∫ +∞

0

e(ξ−µ)t dt
)
R(ξ, A) dξ

=
1

2πi

∫
γ

1

µ− ξ
R(ξ, A) dξ

Let k > 2µ and define

γ1,k : [0, k] → C, γ1,k(s) = se−iθ,

γ2,k : [−θ, θ] → C, γ2,k(s) := keis

and
γ3,k : [−k, 0] → C, γ3,k(s) := −seiθ

as well as the closed curve γk := γ1,kγ2,kγ3,k.

arg(ξ) = δ + π
2

arg(ξ) = −δ − π
2

γ1,k

γ3,k

γ2,k

µ

Uµ(µ)

h(r, s) := (1− r)γk(s) + r(µ+ µeiπ(2s−1)) constitutes a homotopy bewtween γk and
s ,→ µ+ µeiπ(2s−1), s ∈ [0, 1], in ρ(A) \ {µ}. Since ξ ,→ R(ξ, A) is analytic in ρ(A) ⊇
ran(γk), we can employ Theorem 2.2.6 and obtain

R(µ,A) =
1

2πi

∫
γk

1

ξ − µ
R(ξ, A) dξ.

Furthermore, since A is sectorial,‖‖‖‖ γ′
2,k(s)

γ2,k(s)− µ
R(γ2,k(s), A)

‖‖‖‖ =

‖‖‖‖ ikeis

keis − µ
R(keis, A)

‖‖‖‖ =
k

|keis − µ|
‖‖R(keis, A)

‖‖
≤ k

k − µ

‖‖R(keis, A)
‖‖ ≤ kMθ

k(k − µ)
,

and ∫ θ

−θ

kMθ

k(k − µ)
ds =

2θkMθ

k(k − µ)

k→+∞−−−−→ 0,

from which we conclude

lim
k→+∞

∫
γ2,k

1

ξ − µ
R(ξ, A) dξ = 0.
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Taking the limit k → +∞ in

1

2πi

∫
γ3,kγ1,k

1

ξ − µ
R(ξ, A) dξ = − 1

2πi

∫
γ2,k

1

ξ − µ
R(ξ, A) dξ +

1

2πi

∫
γk

1

ξ − µ
R(ξ, A) dξ

= − 1

2πi

∫
γ2,k

1

ξ − µ
R(ξ, A) dξ +R(µ,A)

we obtain∫ +∞

0

e−µtS(t) dt = − 1

2πi

∫
γ

1

ξ − µ
R(ξ, A) dξ = lim

k→+∞
1

2πi

∫
γ3,kγ1,k

1

ξ − µ
R(ξ, A) dξ

= R(µ,A)− lim
k→+∞

1

2πi

∫
γ2,k

1

µ− ξ
R(ξ, A) dξ = R(µ,A).

e−µtS(t) is absolutely integrable and therefore integrable for any µ > 0; see Theorem
2.4.3. Furthermore, d

dµ

(
e−µtS(t)

)
= −te−µtS(t),‖‖‖‖ d

dµ
e−µtS(t)

‖‖‖‖ ≤ tCe−µt

and ∫ +∞

0

tCe−µt dt =
C

µ2
< +∞.

Hence, by Proposition 2.3.9

d

dµ
R(µ,A) =

d

dµ

∫ +∞

0

e−µtS(t) dt = −
∫ +∞

0

te−µtS(t) dt.

Repeating this argument for tne−µtS(t) yields

dn

dµn
R(µ,A) = (−1)n

∫ +∞

0

tne−µtS(t) dt.

for any n ∈ N. By Proposition 1.2.4, b), we have

dn

dµn
R(µ,A) = (−1)nn!R(µ,A)n+1

for n ∈ N. Hence,

R(µ,A)n = − 1

(n− 1)!

∫ +∞

0

tn−1e−µtS(t) dt,

and in turn

∥R(µ,A)n∥ ≤ 1

(n− 1)!

∫ +∞

0

tn−1e−µt ∥S(t)∥ dt ≤ C

(n− 1)!

∫ +∞

0

tn−1e−µt dt

=
C

(n− 1)!
· (n− 1)!

µn
=

C

µn
.
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By Theorem 3.1.5, A generates a strongly continuous semigroup
(
T (t)

)
t≥0

satisfying

∥T (t)∥ ≤ C for any t ≥ 0. It remains to show S(t) = T (t) for t ≥ 0. To that end let
x ∈ D(A2) and t ∈ [a, b], 0 ≤ a < b < +∞. By Theorem 3.2.9 we can write T (t)x as

T (t)x =
1

2πi

∫
γ̃

eξtR(ξ, A)x dξ,

where γ̃ : R → C, γ̃(s) := τ + is for some τ > 0. For k > τ we define

γ1,k : [−k, 0] → C, γ1,k(s) := −se−iθ,

γ2,k : [0, k] → C, γ2,k(s) := seiθ,

γ3,k : [0, 1] → C, γ3,k(s) := keiθ + s
(
τ − k cos(θ)

)
,

γ4,k : [−k sin(θ), k sin(θ)] → C, γ4,k(s) := τ − is

and
γ5,k : [0, 1] → C, γ5,k(s) := τ − ik sin(θ) + s(k cos(θ)− τ)

as well as γk := γ1,kγ2,kγ3,kγ4,kγ5,k.

arg(ξ) = δ + π
2

arg(ξ) = −δ − π
2

γ1,k

γ2,k

γ3,k

γ4,k

γ5,k

Since ξ ,→ eξtR(ξ)x is analytic in the star-shaped set Σδ+π
2
∪ Uη(0) ⊆ ρ(A) we can

employ Proposition 2.2.3 and Theorem 2.2.5, so that∫
γk

eξtR(ξ, A)x dξ = 0.

We want to prove

lim
k→+∞

∫
γ3,k

eξtR(ξ, A) dξ = lim
k→+∞

∫
γ5,k

eξtR(ξ, A) dξ = 0.

To that end, note that cos(θ) < 0, sin(θ) > 0 and consider‖‖eγ3,k(s)tγ′
3,k(s)R(γ3,k(s), A)

‖‖ =
‖‖‖e(keiθ+s(τ−k cos(θ)))t

(
τ − k cos(θ)

)
R(γ3,k(s), A)

‖‖‖
≤ e(k cos(θ)+s(τ−k cos(θ)))t

(
τ − k cos(θ)

) ∥Rγ3,k(s), A)∥
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≤ Mθe
(k cos(θ)+s(τ−k cos(θ)))t

(
τ − k cos(θ)

)
|γ3,k(s)|

≤ Mθe
(k cos(θ)+s(τ−k cos(θ)))t

(
τ − k cos(θ)

)
|keiθ + s

(
τ − k cos(θ)

)|
≤ Mθe

(k cos(θ)+s(τ−k cos(θ)))t
(
τ − k cos(θ)

)
k sin(θ)

as well as ∫ 1

0

es(τ−k cos(θ))t ds =
e(τ−k cos(θ))t − 1(
τ − k cos(θ)

)
t
.

We obtain∫ 1

0

Mθe
(k cos(θ)+s(τ−k cos(θ)))t

(
τ − k cos(θ)

)
k sin(θ)

ds =
Mθ

(
eτt − ek cos(θ)t

)
k sin(θ)t

k→+∞−−−−→ 0

and, in consequence,‖‖‖‖‖
∫
γ3,k

eξtR(ξ, A) dξ

‖‖‖‖‖ =

‖‖‖‖∫ 1

0

eγ3,k(s)tγ′
3,k(s)R(γ3,k(s), A) ds

‖‖‖‖
≤

∫ 1

0

‖‖eγ3,k(s)tγ′
3,k(s)R(γ3,k(s), A)

‖‖ ds
≤

∫ 1

0

Mθe
(k cos(θ)+s(τ−k cos(θ)))t

(
τ − k cos(θ)

)
k sin(θ)

ds
k→0+−−−→ 0.

In a similar fashion it can be shown that

lim
k→+∞

‖‖‖‖‖
∫
γ5,k

eξtR(ξ, A) dξ

‖‖‖‖‖ = 0.

Consequently,

S(t)x =
1

2πi

∫
γ

eξtR(ξ, A)x dξ =
1

2πi
lim

k→+∞

∫
γ1,kγ2,k

eξtR(ξ, A)x dξ

= lim
k→+∞

1

2πi

(∫
γk

eξtR(ξ, A)x dξ −
∫
γ3,kγ5,k

eξtR(ξ, A)x dξ −
∫
γ4,k

eξtR(ξ, A)x dξ
)

= − 1

2πi
lim

k→+∞

∫
γ4,k

eξtR(ξ, A)x dξ =
1

2πi
lim

k→+∞

∫
γ̃|[−k sin(θ),k sin(θ)]

eξtR(ξ, A)x dξ

=
1

2πi

∫
γ̃

eξtR(ξ, A)x dξ = T (t)x

for any t > 0 and x ∈ D(A2). Because of T (0) = I = S(0) and D(A2) = X we finally
have T = S.

□
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The goal of the present section is to find necessary and sufficient conditions under which
a strongly continuous semigroup can be extended to an analytic semigroup; see
Theorem 3.3.5. Before we can prove this result, we state and prove the following lemma
regarding differentiable semigroups.

3.3.4 Lemma. Let
(
T (t)

)
t≥0

a differentiable semigroup and A its generator. Then,

T : (0,+∞) → Lb(X) is infinitely many times differentiable and

T (n)(t) = AnT (t) =
(
AT ( t

n
)
)n

=
(
T ′( t

n
)
)n
. (3.21)

Proof. First we will prove by induction that AnT (t) ∈ Lb(X) as well as
ranAn−1T (t) ⊆ D(A) for every t > 0 and that An−1T : (0,+∞) → Lb(X) is continuous
for all n ∈ N. For n = 1, because

(
T (t)

)
t≥0

is differentiable,

1

h

(
T (h)T (t)x− T (t)x

)
=

1

h

(
T (t+ h)x− T (t)x

) h→0+−−−→ (
T (·)x)′(t).

Hence, T (t)x ∈ D(A) for all t > 0 and x ∈ X. Therefore, AT (t) is defined on X and,
because A is closed and T (t) is bounded, by Proposition 1.2.2, c) belongs to Lb(X). Let
x ∈ X and s, t > 0 satisfying s < t as well as |s− t| ≤ 1. Since t ,→ T (t)x is continuous,
A is closed and T (t)x ∈ D(A) for every t > 0, we can employ Proposition 3.1.2, e) and
obtain

∥T (t)x− T (s)x∥ =

‖‖‖‖A(∫ t

s

T (r)x dr
)‖‖‖‖ =

‖‖‖‖A(∫ t

s

T (s)T (r − s)x dr
)‖‖‖‖

=

‖‖‖‖AT (s)(∫ t

s

T (r − s)x dr
)‖‖‖‖ ≤ sup

r∈[0,1]
∥T (r)∥ (t− s) ∥AT (s)∥ ∥x∥ ,

which implies
∥T (t)− T (s)∥ ≤ sup

r∈[0,1]
∥T (r)∥ (t− s) ∥AT (s)∥ .

Since by Proposition 3.1.2, a) we have sup
r∈[0,1]

∥T (r)∥ < +∞, T : (0,+∞) → Lb(X) is

continuous.

Let n ∈ N and assume that AnT (t) ∈ Lb(X) and ranAn−1T (t) ⊆ D(A) for every t > 0
as well as that t ,→ An−1T (t) is continuous. Let 0 < s < t, x ∈ X, and set y := AnT (s)x.
From

1

h

(
T (h)AnT (t)x− AnT (t)x

)
=

1

h

(
T (h)T (t− s)AnT (s)x− T (t− s)AnT (s)x

)
=

1

h

(
T (t− s+ h)y − T (t− s)y

) h→0+−−−→ (
T (·)y)′(t− s)

we conclude AnT (t)x ∈ D(A). Since x ∈ X was arbitrary, ranAnT (t) ⊆ D(A). Again by
Proposition 1.2.2, c), the operator An+1T (t) = A

(
AnT (t)

)
is bounded. Since for

0 < s < t < s+ 1

∥AnT (t)x− AnT (s)x∥ =
‖‖An

(
T (t)x− T (s)x

)‖‖ =

‖‖‖‖An+1
(∫ t

s

T (r)x dr
)‖‖‖‖
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=

‖‖‖‖An+1
(∫ t

s

T (s)T (r − s)x dr
)‖‖‖‖

=

‖‖‖‖An+1T (s)
(∫ t

s

T (r − s)x dr
)‖‖‖‖

≤ sup
r∈[0,1]

∥T (r)∥ (t− s)
‖‖An+1T (s)

‖‖ ∥x∥ ,
(0,+∞) ∋ t ,→ AnT (t) ∈ Lb(X) is continuous.

The proof of (3.21) uses induction. Let 0 < s < t0. Since t ,→ AT (t) is continuous at t0,
the mapping F : [s,+∞) → Lb(X), defined by

F (t) :=

∫ t

s

AT (r) dr + T (s),

is differentiable at t0 and F ′(t0) = AT (t0); see Proposition 2.1.3, f). From the continuity
of t ,→ T (t) and t ,→ AT (t) on [s,+∞) we conclude that both maps are Riemann
integrable. Hence, we can employ Corollary 2.3.13 and Proposition 3.1.2, e) and obtain

T (t)x = A
(∫ t

s

T (r)x dr
)
+ T (s)x =

∫ t

s

AT (r)x dr + T (s)x = F (t)x

for any x ∈ X, which implies F (t) = T (t) for every t > 0 and that t ,→ T (t) is
differentiable at t0 satisfying T ′(t0) = F ′(t0) = AT (t0). Since t0 > 0 was arbitrary, T is
differentiable on (0,+∞). Let n ∈ N and assume that (3.21) holds true. Let 0 < s < t0.
Since t ,→ T (t) and t ,→ An+1T (t) are Riemann integrable, see Proposition 2.1.3, d), we
can employ Corollary 2.3.13 and Proposition 3.1.2, e), and obtain

T (n)(t) = AnT (t) = An+1
(∫ t

s

T (r) dr
)
+AnT (s) =

∫ t

s

An+1T (r) dr + AnT (s).

By Proposition 2.1.3, f), we obtain that t ,→ T (n)(t) is differentiable at t0 satisfying
T (n+1)(t0) = (T (n))′(t0) = An+1T (t0). Since t0 > 0 was arbitrary, we have T (n+1) = AnT .
Lastly, by noting that A and T (t) commute and using the semigroup property of T , we
see that

AnT (t) =
(
AT ( t

n
)
)n

=
(
T ′( t

n
)
)n
.

□
Now we are able to prove the central result of the present section.

3.3.5 Theorem. If
(
T (t)

)
t≥0

is a strongly continuous semigroup and A is its generator,
then the following statements are equivalent.

a) There exists an angle φ ∈ (0, π
2
), such that

(
T (t)

)
t≥0

can be extended to a bounded
analytic semigroup of angle φ.

b)
(
T (t)

)
t≥0

is bounded and there exists a constant C > 0, such that for all ξ ∈ C
with Re(ξ) > 0 and Im(ξ) ̸= 0 the resolvent satisfies

∥R(ξ, A)∥ ≤ C

| Im(ξ)| .
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c) {ξ ∈ C : Re(ξ) > 0} ⊆ ρ(A) and there exists a constant C > 0 such that for all
ξ ∈ C with Re(ξ) > 0 the resolvent satisfies

∥R(ξ, A)∥ ≤ C

|ξ| .

d) A is sectorial.

e)
(
T (t)

)
t≥0

is a differentiable semigroup and there exists a constant C such that

∥AT (t)∥ ≤ C

t
(3.22)

for all t > 0.

Proof. a) ⇒ b). Fix θ ∈ (0, φ) and a > 0. Let M,ω as in Proposition 3.1.2, a). Since(
T (t)

)
t≥0

is bounded, we have ω = 0 and according to Proposition 3.1.2, h), in turn,

{ξ ∈ C : Re(ξ) > 0} ⊆ ρ(A). By Proposition 3.1.2, h)

R(ξ, A)x =

∫ +∞

0

e−ξtT (t)x dt

for any x ∈ X and ξ ∈ C with Re(ξ) > 0. Let 0 < α < β and define the paths

γ1,α,β : [α, β] → C, γ1,α,β(s) := se−iθ,

γ2,α,β : [0, β sin(θ)] → C, γ2,α,β(s) := βe−iθ + is,

γ3,α,β : [−β cos(θ),−α cos(θ)] → C, γ3,α,β(s) := −s

and
γ4,α,β : [−α sin(θ), 0] → C, γ4,α,β(s) := αe−iθ − is

as well as γα,β := γ1,α,βγ2,α,βγ3,α,βγ4,α,β.

arg(ξ) = φ

arg(ξ) = −φ

γ4,α,β

γ3,α,β

γ2,α,β

γ1,α,β
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Since z ,→ e−ξzT (z)x is analytic in the star-shaped set Σφ ⊇ ran(γα,β), we can apply
Proposition 2.2.3 and Theorem 2.2.5 and obtain∫

γα,β

e−ξzT (z)x dz = 0.

Since
(
T (z)

)
z∈Σ0

φ
is bounded, we have ∥T (z)∥ ≤ Mθ for some Mθ > 0 and all

z ∈ Σθ ⊇ ran(γα,β). We set a := Re(ξ)(> 0), b := Im(ξ) and assume first that b > 0.
From cos(θ), sin(θ) > 0 we conclude‖‖e−ξγ2,α,β(s)γ′

2,α,β(s)T
(
γ2,α,β(s)

)
x
‖‖ =

‖‖‖ie−ξ(βe−iθ+is)T (βe−iθ + is)x
‖‖‖

≤ e−(aβ cos(θ)+bβ sin(θ)−bs)
‖‖T (βe−iθ + is)

‖‖ ∥x∥
≤ Mθe

−(aβ cos(θ)+bβ sin(θ)−bs) ∥x∥
and∫ β sin(θ)

0

Mθe
−(aβ cos(θ)+bβ sin(θ)−bs) ∥x∥ ds = Mθe

−(aβ cos(θ)+bβ sin(θ)) ∥x∥
∫ β sin(θ)

0

ebs ds

= Mθe
−(aβ cos(θ)+bβ sin(θ)) ∥x∥

(ebβ sin(θ) − 1

b

)
=

Mθ ∥x∥
b

(e−aβ cos(θ) − e−(aβ cos(θ)+bβ cos(θ)))

β→+∞−−−−→ 0,

which implies

lim
β→+∞

∫
γ2,α,β

e−ξzT (z)x dz = 0.

From‖‖e−ξγ4,α,β(s)γ′
4,α,β(s)T

(
γ4,α,β(s)

)
x
‖‖ =

‖‖‖−ie−ξ(αe−iθ−is)T (αe−iθ − is)x
‖‖‖

≤ e−(aα cos(θ)+bα sin(θ)+bs)
‖‖T (αe−iθ − is)

‖‖ ∥x∥
≤ Mθe

−(aα cos(θ)+bα sin(θ)+bs) ∥x∥
we infer ‖‖‖‖‖

∫
γ4,α,β

e−ξzT (z) dz

‖‖‖‖‖ ≤
∫ 0

−α sin(θ)

Mθe
−(aα cos(θ)+bα sin(θ)+bs) ∥x∥ ds

= Mθe
−(aα cos(θ)+bα sin(θ)) ∥x∥

∫ 0

−α sin(θ)

e−bs ds

= Mθe
−(aα cos(θ)+bα sin(θ)) ∥x∥

(ebα sin(θ) − 1

b

)
=

Mθ ∥x∥
b

(e−aα cos(θ) − e−(aα cos(θ)+bα cos(θ)))

α→0+−−−→ 0.
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Hence, ∫
γ1,α,β

e−ξzT (z)x dz =

∫
γα,β

e−ξzT (z)x dz −
∫
γ2,α,βγ3,α,βγ4,α,β

e−ξzT (z)x dz

= −
∫
γ2,α,βγ4,α,β

e−ξzT (z)x dz −
∫
γ3,α,β

e−ξzT (z)x dz

β→+∞−−−−→
α→0+

∫ +∞

0

e−ξtT (t)x dt = R(ξ, A)x

and we conclude that z ,→ e−ξzT (z)x is integrable along γ : [0,+∞) → C, γ(s) := se−iθ,
so that

R(ξ, A)x =

∫
γ

e−ξzT (z)x dz.

As a cos(θ) + b sin(θ) > 0

∥R(ξ, A)x∥ =

‖‖‖‖∫
γ

e−ξzT (z)x dz

‖‖‖‖ =

‖‖‖‖∫ ∞

0

e−ξse−iθ

T (se−iθ) ds

‖‖‖‖
≤

∫ ∞

0

e−s(a cos(θ)+b sin(θ))
‖‖T (se−iθ)x

‖‖ ds

≤ Mθ ∥x∥
∫ ∞

0

e−s(a cos(θ)+b sin(θ)) ds

=
Mθ ∥x∥

a cos(θ) + b sin(θ)
.

With C := Mθ

sin(θ)
> 0 we obtain from a cos(θ) > 0

∥R(ξ, A)x∥ ≤ Mθ ∥x∥
a cos(θ) + b sin(θ)

≤ C

b
∥x∥ =

C

| Im(ξ)| ∥x∥ .

By analogous computation and integrating over the ray seiθ, s > 0, also in the case
Im(ξ) = b < 0 we obtain

∥R(ξ, A)x∥ ≤ C

| Im(ξ)| ∥x∥ .

Clearly, if
(
T (z)

)
z∈Σφ

is bounded, also
(
T (t)

)
t≥0

is.

b) ⇒ c). Let C > 0 be as in b) and note that since ∥T (t)∥ ≤ M for some M > 0 and all
t ≥ 0, Theorem 3.1.5 yields

∥R(ξ, A)∥ ≤ M

Re(ξ)

for every ξ ∈ C with Re(ξ) > 0. Defining K := 2max{C,M} leads to

|ξ|
K

≤ Re(ξ)

2M
+

| Im(ξ)|
2C

≤ 1

∥R(ξ, A)∥
for all ξ ∈ C with Re(ξ) > 0.
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c) ⇒ d). Let C > 0 be as in c), q ∈ (0, 1) and define δ := arctan( q
C
) ∈ (0, π

2
). We want

to prove Σπ
2
+δ ⊆ ρ(A) and ∥R(ξ, A)∥ ≤ D

|ξ| for all ξ ∈ Σπ
2
+δ and some D > 0. Let

ξ = a+ ib ∈ Σπ
2
+δ. Since the right half plane is by assumption contained in ρ(A), we

have ξ ∈ ρ(A) and

∥R(ξ, A)∥ ≤ C

|ξ|
in the case a > 0. For a < 0 we have b ̸= 0 and according to (3.20)

| arg(ξ)| = π − arctan
( |b|
|a|
)
,

which implies

− arctan
( |b|
|a|
)
< δ − π

2
.

We derive

−|b|
|a| < tan

(
δ − π

2

)
= − cot(δ) = −C

q
,

and |a|
|b| <

q
C
. This inequality also holds true if a = 0. For ε ∈ (0, q|b|

C
− |a|) we define

µ := ε+ ib ∈ ρ(A). By Proposition 1.2.4, a)

|ξ − µ| = |a− ε| = |b| |a− ε|
|b| ≤ |b|

( |a|
|b| +

ε

|b|
)
<

q|b|
C

≤ q|µ|
C

≤ q

∥R(µ,A)∥
implies ξ ∈ ρ(A) and

R(ξ, A) =
∞∑
n=0

(µ− ξ)nR(µ,A)n+1.

Consequently,

∥R(ξ, A)∥ ≤
∞∑
n=0

|ξ − µ|n ∥R(µ,A)∥n+1 ≤ ∥R(µ,A)∥
∞∑
n=0

qn ≤ C

(1− q)|µ| ≤
C

(1− q)|b| .

Since
C2|ξ|2 = C2a2 + C2b2 < q2b2 + C2b2 = (q2 + C2)b2

we have

∥R(ξ, A)∥ ≤ C

(1− q)|b| <
√

q2 + C2

(1− q)|ξ| ,
which yields the sectoriality of A.

d) ⇒ e). Let ε > 0 and define S(t) := e−εtT (t). By Proposition 3.1.2, g),
(
S(t)

)
t≥0

is a
strongly continuous semigroup generated by B := A− εI and, in turn,
R(ξ, B) = R(ξ + ε, A) for any ξ ∈ ρ(B) = {µ− ε : µ ∈ ρ(A)}. We want to show that B
is sectorial. Clearly, D(B) = D(A) = X. For Σπ

2
+δ ⊆ ρ(B) = ρ(A)− ε or equivalently

ε+ Σπ
2
+δ ⊆ ρ(A) it is enough to verify ε+ Σπ

2
+δ ⊆ Σπ

2
+δ. Let ξ := a+ ib ∈ Σπ

2
+δ. We

consider three distinct cases.
Case a+ ε < 0:

| arg(ξ + ε)| = π − arctan( |b|
|a+ε|) = π + arctan( |b|

a+ε
)
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< π + arctan( |b|
a
) = | arg(ξ)| < π

2
+ δ.

Case a+ ε = 0, which is only possible for b ̸= 0:

| arg(ξ + ε)| = π

2
<

π

2
+ δ.

Case a+ ε > 0:
| arg(ξ + ε)| = arctan( |b|

|a+ε|) <
π

2
<

π

2
+ δ.

Let θ ∈ (π
2
, π
2
+ δ) and ξ ∈ Σθ. Since µ ,→ | arg(µ)| is continuous on {µ ∈ C : Re(µ) < 0}

we have | arg(z)| > π
2
+ δ for all z ∈ Ur(−ε) and some sufficiently small r > 0. Because

of ξ ∈ Σθ ⊆ Ur(−ε)c we obtain

|ξ|
|ξ + ε| ≤

|ξ + ε|+ ε

|ξ + ε| = 1 +
ε

|ξ + ε| ≤ 1 +
ε

r
.

Since A is sectorial and ξ + ε ∈ Σθ, there exists a constant Mθ > 0, which does not
depend on ξ + ε, such that

∥R(ξ + ε, A)∥ ≤ Mθ

|ξ + ε| .

From

∥R(ξ, B)∥ = ∥R(ξ + ε, A)∥ ≤ Mθ

|ξ + ε| =
|ξ|

|ξ + ε| ·
Mθ

|ξ| ≤ Mθ(1 +
ε
r
)

|ξ|
we conclude that B is sectorial. Furthermore, ε ∈ Σπ

2
+δ ⊆ ρ(A) yields

0 = ε− ε ∈ {µ− ε : µ ∈ ρ(A)} = ρ(B).

Hence, we can apply Theorem 3.3.3 and obtain

S(t) =
1

2πi

∫
γ

eξtR(ξ, B) dξ

for any t > 0, where γ(s) := −se−iθ for s ≤ 0 and γ(s) := seiθ for s > 0 with some
θ ∈ (π

2
, π
2
+ δ). Let x ∈ X and define f(t, s) := eγ(s)tγ′(s)R(γ(s), A)x. Because B is

sectorial, there exists a constant Mθ > 0 such that

∥R(ξ, B)∥ ≤ Mθ

|ξ|
for any ξ ∈ Σθ. For s ≤ −1 we have

∥f(t, s)∥ =
‖‖‖e−se−iθt(−e−iθ)R(−se−iθ, B)x

‖‖‖ = e−s cos(θ)t
‖‖R(−se−iθ, B)x

‖‖
≤ e−s cos(θ)tMθ ∥x∥

|s| ≤ Mθe
−s cos(θ)t ∥x∥ ,

where because of cos(θ) < 0∫ −1

−∞
Mθe

−s cos(θ)t ∥x∥ ds = Mθ ∥x∥
∫ −1

−∞
e−s cos(θ)t ds =

Mθe
cos(θ)t ∥x∥

| cos(θ)|t .

75



In consequence s ,→ f(t, s) is absolutely Riemann integrable over (−∞,−1), and in turn
integrable; see Theorem 2.4.3. Analogous arguments lead to the integrability of
s ,→ f(t, s) over (1,+∞). Since s ,→ ∥f(t, s)∥ is continuous, it is integrable over [−1, 1].
We conclude that s ,→ f(t, s) is integrable over R for every t > 0. Furthermore,
d
dt
f(t, s) = γ(s)eγ(s)tγ′(s)R(γ(s), B)x. For t0 > 0, 0 < ε < t0, t ∈ (t0 − ε, t0 + ε) and

s < 0 we estimate‖‖‖‖ d

dt
f(t, s)

‖‖‖‖ =
‖‖‖(−se−iθ)e−se−iθt(−e−iθ)R(−se−iθ, B)x

‖‖‖
= |s|e−s cos(θ)t

‖‖R(−se−iθ, B)
‖‖ ∥x∥

≤ |s|e−s cos(θ)tMθ ∥x∥
|s| = Mθe

−s cos(θ)t ∥x∥

≤ Mθe
−s cos(θ)(t0−ε) ∥x∥ .

Note that the last term does not depend on t and∫ 0

−∞
Mθe

−s cos(θ)(t0−ε) ∥x∥ ds = Mθ ∥x∥
∫ 0

−∞
e−s cos(θ)(t0−ε) ds =

Mθ ∥x∥
| cos(θ)|(t0 − ε)

< +∞.

We obtain a similar result for s > 0. Hence, by Proposition 2.3.9

S(t)x =
1

2πi

∫
γ

eξtR(ξ, B)x dξ =
1

2πi

∫ +∞

−∞
eγ(s)tγ′(s)R(γ(s), B)x ds

=
1

2πi

∫
R
eγ(s)tγ′(s)R(γ(s), B)x dλ(s)

is differentiable at t0 and(
S(·)x)′(t0) = 1

2πi

∫
R
γ(s)eγ(s)tγ′(s)R(γ(s), B)x dλ(s) =

1

2πi

∫
γ

ξeξtR(ξ, B)x dξ.

Consequently, also t ,→ T (t)x = eεtS(t)x is differentiable in t0 satisfying(
T (·)x)′(t0) = εeεt0S(t0)x+ eεt0

(
S(·)x)′(t0)

Since t0 > 0 and x ∈ X were arbitrary,
(
S(t)

)
t≥0

and
(
T (t)

)
t≥0

are differentiable
semigroups. We employ Lemma 3.3.4 and obtain

∥BS(t)x∥ = ∥S ′(t)x∥ =
‖‖‖(S(·)x)′(t)‖‖‖ =

‖‖‖‖ 1

2πi

∫
γ

ξeξtR(ξ, B)x dξ

‖‖‖‖
=

1

2π

‖‖‖‖∫ +∞

−∞
γ(s)eγ(s)tγ′(s)R(γ(s), B)x ds

‖‖‖‖
≤ 1

2π

∫ +∞

−∞
|γ(s)eγ(s)tγ′(s)| ∥R(γ(s), B)∥ ∥x∥ ds

≤ 1

2π

∫ +∞

−∞
|γ(s)eγ(s)tγ′(s)|Mθ ∥x∥

|γ(s)| ds

≤ Mθ ∥x∥
2π

(∫ 0

−∞
e−s cos(θ)t ds+

∫ +∞

0

es cos(θ)t ds
)
=

Mθ ∥x∥
π| cos(θ)|t .
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Setting C :=
Mθ

π cos(θ)
we conclude

∥BS(t)∥ ≤ C

t
.

Note that C does not depend on ε. Since B is sectorial,
(
S(t)

)
t≥0

is bounded according

to Theorem 3.3.3, i.e. ∥S(t)∥ ≤ M for all t ≥ 0 and some M > 0. In consequence,

∥AT (t)∥ =
‖‖eεt(B + εI)S(t)

‖‖ ≤ eεt ∥BS(t)∥+ εeεt ∥S(t)∥ ≤ eεt
C

t
+ εeεtM.

Since ε > 0 was arbitrary, we have

∥AT (t)∥ ≤ C

t
.

e) ⇒ a). Clearly, in (3.22) we may assume that C > e−1. According to Lemma 3.3.4,
T : (0,+∞) → Lb(X) is infinitely often differentiable and satisfies‖‖T (n)(t)

‖‖ =
‖‖(AT ( t

n
)
)n‖‖ ≤ ‖‖(AT ( t

n
)
)‖‖n ≤ Cnnn

tn
≤ Cnenn!

tn
(3.23)

for any t > 0. Here we used the fact that nn ≤ enn! for all n ∈ N. Hence, given z ∈ C,‖‖T (n)(t)
‖‖ |z − t|n
n!

≤ Cnenn!|z − t|n
tnn!

=
(Ce|z − t|

t

)n

implying absolute convergence of

( N∑
n=0

(z − t)n

n!
T (n)(t)

)
N∈N

for |z − t| < t
Ce
. Due to Lemma 1.1.5 for t > 0 the function St : U

C
t

Ce

(t) → Lb(X) defined

by

St(z) :=
∞∑
n=0

(z − t)n

n!
T (n)(t)

is analytic. Given t > 0 and p ∈ (0, 1), we want to prove that St(s) = T (s) for any
s ∈ [t, t+ pt

Ce
]. To that end, consider the remainder of the Taylor polynomial and observe‖‖‖‖∫ s

t

(s− r)n

n!
T (n+1)(r) dr

‖‖‖‖ ≤
∫ s

t

(s− r)n

n!

‖‖T (n+1)(r)
‖‖ dr

≤ (s− t)n

n!

∫ s

t

‖‖T (n+1)(r)
‖‖ dr

=
(s− t)n

n!

∫ s

t

Cn+1en+1(n+ 1)!

rn+1
dr

≤ (s− t)nCn+1en+1(n+ 1)!

n!

∫ s

t

1

tn+1
dr
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=
(s− t)n+1Cn+1en+1(n+ 1)

tn+1

≤ pn+1tn+1Cn+1en+1(n+ 1)

tn+1Cn+1en+1

= (n+ 1)pn+1 n→+∞−−−−→ 0.

By Taylor’s Theorem for Banach space-valued functions (see for example Fakta 9.3.17
in [17])

T (s) =
∞∑
n=0

(s− t)n

n!
T (n)(t) = St(s), s ∈ [t, pt

Ce
]. (3.24)

For 0 < t < t′ satisfying G := UC
t

eC

(t)∩UC
t′
eC

(t′) ̸= ∅ we have t′ − t′
Ce

< t+ t
Ce
. We want to

show that St(z) = St′(z) for z ∈ G. For that aim define the sequence (tn)n∈N recursively
by t0 := t and

tn :=
1

2

(
t′ − t′

Ce
+ tn−1 +

tn−1

Ce

)
, n ≥ 1.

In order to show that (tn)n∈N is monotone and bounded, we observe that t0 = t < t′ and

t1 =
1

2

(
t′ − t′

Ce
+ t+

t

Ce

)
=

1

2

(
(1− 1

Ce
)t′ − (1− 1

Ce
)t+ 2t

)
=

1

2
(1− 1

Ce
)(t′ − t) + t > t = t0.

Assuming tn < t′ and tn−1 < tn we obtain

tn+1 =
1

2

(
t′ − t′

Ce
+ tn +

tn
Ce

)
<

1

2

(
t′ − t′

Ce
+ t′ +

t′

Ce

)
= t′

and

tn =
1

2

(
t′ − t′

Ce
+ tn−1 +

tn−1

Ce

)
<

1

2

(
t′ − t′

Ce
+ tn +

tn
Ce

)
= tn+1.

The limit lim
n→+∞

tn = t̃ satisfies

t̃ =
1

2

(
t′ − t′

Ce
+ t̃+

t̃

Ce

)
,

which is possible only for t̃ = t′. As tn + tn
Ce

n→+∞−−−−→ t′ + t′
Ce

> t′ there exists a N ∈ N
such that tN + tN

Ce
> t′ and hence t′ ∈ U tN

Ce
(tN). From

tn − tn−1 =
1

2
(t′ − t′

Ce
+ tn−1 +

tn−1

Ce
)− tn−1

=
1

2
(t′ − t′

Ce
+ tn−1 +

tn−1

Ce
)− (1 + 1

Ce
)tn−1 +

tn−1

Ce

=
1

2
(t′ − t′

Ce
)− 1

2
(1 + 1

Ce
)tn−1 +

tn−1

Ce

<
1

2
(t′ − t′

Ce
)− 1

2
(1 + 1

Ce
)t+ tn−1

Ce
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=
1

2

(
t′ − t′

Ce
− (t+ t

Ce
)
)
+ tn−1

Ce
< tn−1

Ce

we derive tn ∈ U tn−1
Ce

(tn−1) ∩ U tn
Ce
(tn). Let

s ∈ [tn, tn−1 +
tn−1

Ce
) = [tn−1, tn−1 +

tn−1

Ce
) ∩ [tn, tn +

tn
Ce
) and choose p ∈ (0, 1) such that

s ∈ [tn−1, tn−1 +
ptn−1

Ce
] ∩ [tn, tn +

ptn
Ce

]. According to (3.24) we have

Stn−1(s) = T (s) = Stn(s).

Since [tn, tn−1 +
tn−1

Ce
) clearly has an accumulation point in U tn−1

Ce

(tn−1)∩U tn
Ce
(tn), we can

employ Proposition 1.1.6 to see that Stn−1(z) = Stn(z) for every
z ∈ U tn−1

Ce

(tn−1) ∩ U tn
Ce
(tn). By the same argument we derive from [t′, tN + tN

Ce
) ̸= ∅ that

StN and St′ coincide on U tN
Ce
(tN) ∩ U t′

Ce
(t′). Hence, by St′

t (s) := Stn(s) for s ∈ U tn
Ce
(tn),

n = 0, . . . N , as well as St′
t (s) = St′(s) for s ∈ U t′

Ce
(t′), we get a well-defined and analytic

mapping

St′
t :

NU
n=0

U tn
Ce
(tn) ∪ U t′

Ce
(t′) → Lb(X).

Consequently, St(z) = St′
t (z) = St′(z) for any z ∈ U t

Ce
(t) ∩ U t′

Ce
(t′). Since t and t′ were

arbitrary,

S : {z ∈ C : |z − t| < t

eC
for some t > 0} → Lb(X)

with

S(z) := St(z) =
∞∑
n=0

(z − t)n

n!
T (n)(t)

if z ∈ U t
Ce
(t) for some t > 0, is well defined and analytic. Since St(s) = T (s) for any

s ∈ [t, t+ t
2Ce

) and every t > 0, S(s) = T (s) for every s > 0. Therefore S is an analytic
extension of T |(0,+∞).

We want to prove Σφ ⊆ {z ∈ C : |z − t| < t
eC

for some t > 0} for φ := arctan( 1
Ce
). In

fact, z := a+ ib ∈ Σφ implies a > 0 and

arctan( 1
eC
) > | arg(z)| = | arctan( b

a
)| = arctan( |b|

a
),

from which we derive |b|
a
< 1

eC
. For t := a > 0 we have

|z − t| = |b| = a|b|
a

<
a

eC
=

t

eC
.

We set S(0) := I and want to show that
(
S(z)

)
z∈Σ0

φ
is a semigroup. Let z, w ∈ Σφ and

t, s > 0 such that |z − t| < t
Ce

and |w − s| < s
Ce
. We obtain

|(z + w)− (t+ s)| ≤ |z − t|+ |w − s| < t+ s

Ce

and, using the Binomial Theorem, Cauchy’s Product Formula and Lemma 3.3.4,

S(z + w) =
∞∑
n=0

(
z + w − (t+ s)

)n
n!

T (n)(t+ s)
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=
∞∑
n=0

1

n!

( n∑
k=0

(
n

k

)
(z − t)k(w − s)n−k

)
AnT (t+ s)

=
∞∑
n=0

1

n!

( n∑
k=0

n!(z − t)k(w − s)n−k

k!(n− k)!

)
AnT (t+ s)

=
∞∑
n=0

n∑
k=0

(z − t)k

k!

(w − s)n−k

(n− k)!
AkT (t)An−kT (s)

=
∞∑
n=0

n∑
k=0

((z − t)k

k!
T (k)(t)

)((w − s)n−k

(n− k)!
T (n−k)(s)

)
=

( ∞∑
n=0

(z − t)n

n!
T (n)(t)

)
·
( ∞∑
n=0

(w − s)n

n!
T (n)(s)

)
= S(z)S(w).

In order to show that
(
S(z)

)
z∈Σ0

φ
is bounded, let θ < φ = arctan( 1

Ce
) and choose p < 1

be such that θ = arctan( p
eC
). Given z := a+ ib ∈ Σθ, we obtain a > 0 and

arctan( |b|
a
) = | arctan( b

a
)| = | arg(z)| ≤ arctan( p

Ce
),

which implies
|b|
a

≤ p

Ce
.

For t := a we have

|z − t| = |b| ≤ pa

Ce
=

pt

Ce
<

t

Ce
and, in turn

∥S(z)∥ =

‖‖‖‖‖
∞∑
n=0

(z − t)n

n!
T (n)(t)

‖‖‖‖‖ ≤
∞∑
n=0

|z − t|n
n!

‖‖T (n)(t)
‖‖

≤
∞∑
n=0

pntn

enCnn!
· e

nCnn!

tn
=

∞∑
n=0

pn =
1

1− p
< +∞,

which proves boundedness.
Finally we show strong continuity of S. Let ε > 0 and x ∈ X. Since

(
T (t)

)
t≥0

is strongly
continuous, we find t0 > 0 such that

∥S(t)x− x∥ = ∥T (t)x− x∥ < ε

for any t ≤ t0. On the other hand, because z ,→ S(z + t0) is analytic in z = 0, there
exists r > 0 such that

∥S(z + t0)− S(t0)∥ < ε

for |z| < r and z ∈ Σφ. If z ∈ Σφ satisfies | arg(z)| ≤ arctan( p
Ce
) for some p ∈ (0, 1) and

|z| < r, then

∥S(z)x− x∥ ≤ ∥S(z)x− S(z + t0)x∥+ ∥S(z + t0)x− S(t0)x∥+ ∥S(t0)x− x∥
< ∥S(z)∥ ∥T (t0)x− x∥+ ε ∥x∥+ ε

< ( 1
1−p

+ ∥x∥+ 1)ε.
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□

3.3.6 Corollary. Let
(
T (t)

)
t≥0

be a strongly continuous semigroup, A its generator

and M,ω as in Proposition 3.1.2, a). The following statements are equivalent.

a) There exists an angle φ ∈ (0, π
2
), such that

(
T (t)

)
t≥0

can be extended to an
analytic semigroup of angle φ.

b) There exists a constant C > 0, such that for all ξ ∈ C with Re(ξ) > ω and
Im(ξ) ̸= 0 the resolvent satisfies

∥R(ξ, A)∥ ≤ C

| Im(ξ)| .

c) There exists a constant C > 0, such that for all ξ ∈ C with Re(ξ) > ω the
resolvent satisfies

∥R(ξ, A)∥ ≤ C

|ξ − ω| .

d) A− ωI is sectorial.

e)
(
T (t)

)
t≥0

is a differentiable semigroup and for every ε > 0 there exists a constant
Cε, such that

∥AT (t)∥ ≤ Cεe
(ω+ε)t

t

for all t > 0.

Proof.: Define S(t) := e−ωtT (t). Proposition 3.1.2, g), identifies
(
S(t)

)
t≥0

as a strongly
continuous semigroup generated by B := A− ωI satisfying

∥S(t)∥ = e−ωt ∥T (t)∥ ≤ Me−ωteωt = M, t ≥ 0.

a) ⇒ b). For 0 < θ < φ and all x ∈ X the mapping z ,→ T (z)x is continuous on the
compact set {z ∈ Σθ : Re(z) ≤ 1} implying the existence of a constant Kx > 0, such that
∥T (z)x∥ ≤ Kx for all z ∈ Σθ with Re(z) ≤ 1. By the Principle of uniform boundedness
(Corollary 4.2.2 in [12]) there exists a constant K > 0, such that ∥T (z)∥ ≤ K for all
z ∈ Σθ with Re(z) ≤ 1. Let z ∈ Σθ and n ∈ N be such that Re(z) ∈ [n− 1, n). We obtain

∥T (z)∥ =
‖‖T (n · z

n
)
‖‖ ≤ ‖‖T ( z

n
)
‖‖n ≤ Kn ≤ K ·KRe(z) = Keln(K)Re(z).

Assuming ω ≥ ln(K) we have ∥S(z)∥ = e−ωRe(z) ∥T (z)∥ ≤ K for all z ∈ Σθ. Hence,(
S(z)

)
z∈Σθ

is a bounded analytic semigroup. By Theorem 3.3.5 for ξ ∈ C satisfying

Re(ξ) > ω and Im(ξ) ̸= 0 we have

∥R(ξ, A)∥ = ∥R(ξ − ω,B)∥ ≤ C

| Im(ξ − ω)| =
C

| Im(ξ)| .
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b) ⇒ c). According to Theorem 3.1.5 ∥R(ξ, A)∥ ≤ M
Re(ξ)−ω

for every ξ ∈ C with

Re(ξ) > ω. If C > 0 is as in b), then we define K := 2max{C,M} and obtain

|ξ − ω|
K

≤ Re(ξ)− ω + | Im(ξ)|
K

≤ Re(ξ)− ω

2M
+

| Im(ξ)|
2C

≤ 1

∥R(ξ, A)∥
for every ξ ∈ C with Re(ξ) > ω and Im(ξ) ̸= 0. If Im(ξ) = 0, we have

∥R(ξ, A)∥ ≤ M

Re(ξ)− ω
=

M

|ξ − ω| ≤
K

|ξ − ω| .

c) ⇒ d). For ξ ∈ C satisfying Re(ξ) > 0 we obtain

∥R(ξ, B)∥ = ∥R(ξ + ω,A)∥ ≤ C

|ξ + ω − ω| =
C

|ξ| .

Consequently, B = A− ωI is sectorial according to Theorem 3.3.5.

d) ⇒ e). Since B = A− ωI is sectorial, we obtain that
(
S(t)

)
t≥0

is differentiable and

∥BS(t)∥ ≤ C

t
, t > 0.

Since (0,+∞) ∋ t ,→ S(t)x ∈ X is differentiable for x ∈ X, also T (t)x = eωtS(t)x is
differentiable and satisfies(

T (·)x)′(t) = ωeωtS(t)x+ eωt
(
S(·)x)′(t).(

S(t)
)
t≥0

being bounded yields

∥AT (t)∥ =
‖‖eωt(B + ωI)S(t)

‖‖ ≤ eωt ∥BS(t)∥+ ωeωt ∥S(t)∥ ≤ eωt
C + ωMt

t
.

Given ε > 0, by a standard argument the right hand side is less or equal Cεe(ω+ε)t

t
for a

sufficiently large Cε.

e) ⇒ a). Given ε > 0, according to Proposition 3.1.2, g), R(t) := e−(ω+ε)tT (t) defines a
strongly continuous semigroup generated by A− (ω + ε)I. Let x ∈ X and t > 0. Since(
T (t)

)
t≥0

is differentiable, also
(
R(t)

)
t≥0

is differentiable and satisfies(
R(·)x)′(t) = −(ω + ε)e−(ω+ε)tT (t)x+ e−(ω+ε)t

(
T (·)x)′(t)

for every x ∈ X. Moreover, by assumption‖‖(A− (ω + ε)I
)
R(t)

‖‖ ≤ e−(ω+ε)t ∥AT (t)∥+ e−(ω+ε)t(ω + ε) ∥T (t)∥
≤ Cε

t
+Me−εt(ω + ε) <

L

t

for all t > 0 and a sufficiently large L > 0. By Theorem 3.3.5
(
R(t)

)
t≥0

can be extended

to a bounded analytic semigroup. Since z ,→ e(ω+ε)z is analytic in C, also
t ,→ T (t) = e(ω+ε)tR(t) can be extended to an analytic mapping.

□
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Chapter 4

The Abstract Cauchy Problem

Let X be a Banach space. We will use the theory about semigroups developed in
Chapter 3 to study the Abstract Cauchy Problem: Find u : J0 → X such that{

u′(t) = Au(t) + f(t), t ∈ J,

u(0) = x0,

where either J = (0, t0] for some t0 > 0 or J = (0,+∞), J0 = J ∪ {0},
A : D(A) ⊆ X → X is linear, f : J → X and x0 ∈ X. We will use the just employed
notations throughout the present chapter.

At the beginning we will deal with the homogeneous problem f ≡ 0.

4.1 The homogeneous Problem

Given X, x0 ∈ X, A : D(A) ⊆ X → X as above we consider the homogeneous Cauchy
Problem {

u′(t) = Au(t), t ∈ J,

u(0) = x0.
(4.1)

4.1.1 Definition. We say that u : J0 → X is a solution of (4.1), if u(t) ∈ D(A) for all
t ∈ J , u ∈ C(J0;X), u|J ∈ C1(J ;X) and u solves (4.1).

We want to show that, if A generates a strongly continuous semigroup
(
T (t)

)
t≥0

and x0

is contained in D(A), problem (4.1) has a unique solution u which satisfies
u(t) = T (t)x0 for t ∈ J0. Regarding to uniqueness we need two lemmata.

4.1.2 Lemma. If u : [0, t0] → X is continuous for a fixed t0 > 0, such that

sup
n∈N

‖‖‖‖∫ t0

0

ensu(s) ds

‖‖‖‖ < +∞,

then u(t) = 0 for all t ∈ [0, t0].
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Proof. Let φ ∈ X ′ be an element of the topological dual space of X and let
f : [0, t0] → C be defined by f(t) := φ(u(t)). By assumption there is a constant C > 0
such that ‖‖‖‖∫ t0

0

ensf(s) ds

‖‖‖‖ =

‖‖‖‖φ(∫ t0

0

ensu(s) ds
)‖‖‖‖ ≤ C ∥φ∥

for all n ∈ N. Since u : [0, t0] → X is continuous, we also have ∥u(t)∥ ≤ K for some
K > 0 and all t ∈ [0, t0]. For s ∈ R consider the series

∞∑
k=1

(−1)k−1

k!
ekns = 1−

∞∑
k=0

(−ens)k

k!
= 1− e−ens

.

For fixed t ∈ [0, t0) the sequence of functions

gN(s) =
N∑
k=1

(−1)k−1

k!
ekn(t+s−t0)f(s)

satisfies gN(s)
N→+∞−−−−→ (1− e−en(t+s−t0))f(s) and

∥gN(s)∥ ≤
N∑
k=1

1

k!
ekn(t+s−t0) ∥f(s)∥ ≤

∞∑
k=1

1

k!
ekn(t+s−t0) ∥φ∥ ∥u(s)∥ ≤ K ∥φ∥ een(t+s−t0) .

Since the map s ,→ K ∥φ∥ een(t+s−t0) is continuous, it is integrable over [0, t0]. We employ
Theorem 2.3.7 and obtain‖‖‖‖∫ t0

0

(1− e−en(t+s−t0))φ(s) ds

‖‖‖‖ =

‖‖‖‖∫ t0

0

lim
N→+∞

gN(s) ds

‖‖‖‖ = lim
N→+∞

‖‖‖‖∫ t0

0

gN(s) ds

‖‖‖‖
= lim

N→+∞

‖‖‖‖‖
N∑
k=1

(−1)k−1ekn(t−t0)

k!

∫ t0

0

eknsf(s) ds

‖‖‖‖‖
≤

∞∑
k=1

ekn(t−t0)

k!

‖‖‖‖∫ t0

0

eknsf(s) ds

‖‖‖‖
= C ∥φ∥ (een(t−t0) − 1),

which tends to zero as n → +∞. Since‖‖‖(1− e−en(t+s−t0))f(s)
‖‖‖ ≤ ∥f(s)∥ ≤ K ∥φ∥

for every n ∈ N and

lim
n→+∞

(1− e−en(t+s−t0))f(s) = f(s)

for s > t0 − t as well as
lim

n→+∞
(1− e−en(t+s−t0))f(s) = 0

for s < t0 − t, again by Theorem 2.3.7∫ t0

t0−t

f(s) ds = lim
n→∞

∫ t0

0

(1− e−en(t+s−t0))f(s) ds = 0.
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Defining

F (t) :=

∫ t0

t0−t

f(s) ds, t ∈ [0, t0),

we obtain F ≡ 0. Since f is continuous, we can employ Proposition 2.1.3, f), and see
that F is differentiable satisfying

f(t) = F ′(t) = 0

for every t ∈ [0, t0). By continuity also f(t0) = 0. Hence, φ
(
u(t)

)
= 0 for any t ∈ [0, t0]

and any φ ∈ X ′. The Hahn-Banach Theorem, Theorem 5.2.3 in [12], yields u(t) = 0 for
any t ∈ [0, t0].

□

4.1.3 Lemma. Let t0 > 0, J := (0, t0], A : D(A) ⊆ X → X be linear and densely
defined. Given ξ0 ∈ R such that

{ξ ∈ R : ξ ≥ ξ0} ⊆ ρ(A)

and

sup
ξ≥ξ0

∥R(ξ, A)x∥ < +∞ (4.2)

for any x ∈ D(A), the homogeneous Cauchy Problem (4.1) with arbitrary x0 ∈ X has at
most one solution in the sense of Definition 4.1.1.

Proof. If u1 and u2 are two solutions of (4.1), then u := u1 − u2 satisfies{
u′(t) = Au(t), t ∈ (0, t0],

u(0) = 0.

In order to show that u ≡ 0 on [0, t0], we assume for the moment that ξ0 = 0 and
consider the mapping v : [0,+∞) → X defined by v(ξ) := R(ξ, A)u(t0). Employing (4.2)
and the fact that u1(t), u2(t) ∈ D(A) for all t ∈ (0, t0], there exists a constant C > 0,
such that

∥v()∥ ≤ C, ≥ 0.

Clearly, s ,→ e(t0−s) is integrable over [0, t0]. Since u ∈ C([0, t0];X) and
u|(0,t0] ∈ C1

(
(0, t0];X

)
, by Theorem 2.4.2 and Proposition 2.4.5 we have∫ t0

α

e(t0−s)Au(s) ds =

∫
(α,t0)

e(t0−s)u′(s) dλ(s)

= u(t0)− e(t0−α)u(α) +

∫
(α,t0)

e(t0−s)u(s) dλ(s)

= u(t0)− e(t0−α)u(α) +

∫ t0

α

e(t0−s)u(s) ds
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α→0+−−−→ u(t0) +

∫ t0

0

eξ(t0−s)u(s) ds.

Hence, s ,→ eξ(t0−s)Au(s) is improperly integrable over (0, t0] satisfying∫ t0

0

eξ(t0−s)(ξI − A)u(s) ds = −u(t0).

Consequently, by Proposition 2.1.3, c),

v(ξ) = R(ξ, A)u(t0) = −R(ξ, A)

∫ t0

0

eξ(t0−s)(ξI − A)u(s) ds

= −
∫ t0

0

eξ(t0−s)R(ξ, A)(ξI − A)u(s) ds = −
∫ t0

0

eξ(t0−s)u(s) ds.

Employing Theorem 2.4.6 and substituting s ,→ t0 − s leads to

v(ξ) = −
∫
(0,t0)

eξ(t0−s)u(s) dλ(s) = −
∫
(0,t0)

eξsu(t0 − s) dλ(s) = −
∫ t0

0

eξsu(t0 − s) ds

which implies ‖‖‖‖∫ t0

0

entu(t0 − t) dt

‖‖‖‖ = ∥v(n)∥ ≤ C

for all n ∈ N. According to the previous lemma, u(t0 − t) = 0 for all t ∈ [0, t0]. This
concludes the proof for ξ0 = 0.

For arbitrary ξ0 ∈ R we define B := A− ξ0I, vj(t) := e−ξ0tuj(t), j = 1, 2, and conclude{
v′(t) = Bv(t), t ∈ (0, t0],

u(0) = x0.

Because of
ρ(B) = {ξ − ξ0 : ξ ∈ ρ(A)} ⊇ [0,+∞)

by the first part of the proof we obtain v1(t) = v2(t) for every t ∈ [0, t0] implying
u1 ≡ u2.

□

4.1.4 Corollary. If A generates a strongly continuous semigroup
(
T (t)

)
t≥0

, then (4.1)
with arbitrary x0 ∈ X has at most one solution.

Proof. Suppose first that J = (0, t0] for some t0 > 0. Let M,ω as in Proposition 3.1.2,
a), and set ξ0 := ω + 1. According to Proposition 3.1.2, h), we have

∥R(ξ, A)x∥ ≤ M ∥x∥
ξ − ω

≤ M ∥x∥

for every ξ ≥ ξ0 and x ∈ X. According to Lemma 4.1.3, (4.1) has at most one solution.
In case J = (0,+∞), let u1, u2 be two solutions of (4.1). Since u1|[0,t0] and u2|[0,t0] solve
the homogeneous Cauchy Problem on (0, t0] for every t0, we obtain u1(t) = u2(t), t ≥ 0,
by the first part of the proof.
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□

4.1.5 Theorem. Let r > 0 and A : D(A) ⊆ X → X be linear and densely defined with
ρ(A) ̸= ∅. The homogeneous Cauchy Problem (4.1) on J := (0, t0] has a unique solution
for all x0 ∈ D(A) and t0 ∈ (0, r], which is continuously differentiable on [0, t0], if and
only if A generates a strongly continuous semigroup

(
T (t)

)
t≥0

. In this case the unique

solution is given by u(t) = T (t)x0.

Proof. Suppose first that A generates a strongly continuous semigroup
(
T (t)

)
t≥0

. Let

x0 ∈ D(A) and define u : J0 → X by u(t) := T (t)x0. By Proposition 3.1.2, f), u is
continuously differentiable on [0, t0] satisfying

u′(t) =
d

dt
T (t)x0 = AT (t)x0 = Au(t)

as well as u(0) = T (0)x0 = Ix0 = x0. Together with Corollary 4.1.4 we conclude that u
is the unique solution of (4.1).

For the converse let ux0 be the unique solution of (4.1) with initial value x0, which is
continuously differentiable on [0, t0]. Because of ρ(A) ̸= ∅ the operator A is closed; see
Proposition 1.2.4, d). By Lemma 1.2.5 Y :=

(
D(A), ∥·∥G

)
constitutes a Banach space.

According to Example 9.1.9 in [17], C([0, t0];Y ) is a Banach space when equipped with
the norm

∥v∥∞ := sup
t∈[0,t0]

∥v(t)∥G = sup
t∈[0,t0]

(∥v(t)∥+ ∥Av(t)∥).
Furthermore, we define T : Y → C([0, t0], Y ) by Tx := ux. Note that for all x ∈ D(A)
the solution ux exists and is unique as well as continuously differentiable as a function
from [0, t0] to X, meaning the maps t ,→ ux(t) and t ,→ u′

x(t) are continuous on [0, t0].
Since u′

x(t) = Aux(t) for every t ∈ (0, t0], Aux is continuous on (0, t0]. Because of

lim
t→0+

Aux(t) = lim
t→0+

u′
x(t) = u′

x(0)

and
lim
t→0+

ux(t) = ux(0) = x

the closedness of A implies Aux(t)
t→0+−−−→ u′

x(0) = Ax = Aux(0) verifying the continuity
of Aux on [0, t0]. Hence, ux ∈ C([0, t0];Y ) for any x ∈ D(A). We split up the remaining
proof into parts.

Step 1 : We want to show that T ∈ Lb

(
Y, C([0, t0], Y )

)
). Given x, y ∈ D(A) and ξ ∈ C,

u := ux + ξuy satisfies

u′(t) = u′
x(t) + ξu′

y(t) = Aux + ξAuy = A(ux + ξuy) = Au

as well as u(0) = ux(0) + ξuy(0) = x+ ξy. Since u is continuously differentiable in [0, t0]
and u(t) ∈ D(A) for any t ∈ [0, t0], the uniqueness of solutions implies

T (x+ ξy) = ux+ξy = u = ux + ξuy = Tx+ ξTy.
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In order to verify T ’s boundedness, we prove that T is closed and employ the Closed
Graph Theorem; see Theorem 4.4.2 in [12]. Let (xn)n∈N be a sequence in Y satisfying
lim
n→∞

∥xn − x∥G = 0 and lim
n→∞

∥Txn − v∥∞ = 0 for some x ∈ D(A) and v ∈ C([0, t0];Y ).

Since uxn and Auxn are continuous in [0, t0], they are Riemann integrable; see
Proposition 2.1.3, d). We employ Proposition 2.1.3, g), Corollary 2.3.13 and derive for
t ∈ [0, t0]

(Txn)(t)− xn = uxn(t)− uxn(0) =

∫ t

0

u′
xn
(s) ds =

∫ t

0

Auxn(s) ds = A
(∫ t

0

uxn(s) ds
)
.

Hence,

lim
n→+∞

A
(∫ t

0

uxn(s) ds
)
= v(t)− x.

Furthermore,‖‖‖‖∫ t

0

uxn(s) ds−
∫ t

0

v(s) ds

‖‖‖‖ ≤
∫ t

0

∥uxn(s)− v(s)∥ ds ≤ t sup
s∈[0,t]

∥uxn(s)− v(s)∥

≤ t0 ∥Txn − v∥∞ n→+∞−−−−→ 0,

see Proposition 2.1.3, b). By the closedness of A∫ t

0

v(s) ds ∈ D(A)

and

A
(∫ t

0

v(s) ds
)
= v(t)− x.

v ∈ C([0, t0];Y ) yields continuity of v and Av. Hence, they are Riemann integrable and∫ t

0

Av(s) ds = A
(∫ t

0

v(s) ds
)
= v(t)− x;

see Corollary 2.3.13. Because Av is continuous, we can employ Proposition 2.1.3, g),
and obtain that v is differentiable satisfying

v′(t) = Av(t)

for every t ∈ [0, t0]. Together with

v(0) = lim
n→∞

uxn(0) = lim
n→∞

xn = x

the assumed uniqueness of solutions implies Tx = ux = v. Hence, the graph of T is
closed.

For t ∈ [0, t0] the linear mapping T (t) : Y → Y , defined by T (t)x = (Tx)(t) = ux(t)
satisfies ∥T (t)∥G ≤ ∥T∥ and therefore belongs to Lb(Y ).
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Step 2 : We are going to verify the semigroup property for T (·). Fix s ∈ [0, t0), x ∈ D(A)
and consider the mappings v1, v2 : [0, t0 − s] → Y defined by

v1(t) := T (t)T (s)x = uux(s)(t), v2(t) := T (t+ s)x = ux(t+ s).

Their derivatives satisfy

v′1(t) = u′
ux(s)(t) = Auux(s)(t) = Av1(t)

and
v′2(t) = u′

x(t+ s) = Aux(t+ s) = Av2(t).

Since solutions are unique,

v1(0) = uux(s)(0) = ux(s) = v2(0)

implies T (t)T (s)x = v1(t) = v2(t) = T (t+ s)x for all t ∈ [0, t0 − s]. Moreover,
T (0)x = ux(0) = x for all x ∈ D(A). Hence, T (0) = IY and T (t+ s) = T (t)T (s) on Y
for all t, s ∈ [0, t0] with t+ s ≤ t0. In order to show that the operators

(
T (t)

)
t∈[0,t0]

commute with each other, let t, s ∈ [0, t0] with s < t. In the case s+ t ≤ t0 we have
T (t)T (s) = T (t+ s) = T (s)T (t). Otherwise, if n ∈ N is chosen such that s+ t

n
≤ t0, then

T (t)T (s) = T (n t
n
)T (s) = T ( t

n
)nT (s) = T (s)T ( t

n
)n = T (s)T (t).

We extend T (t) to [0,+∞) by

T (t) := T (t− nt0)T (t0)
n

for t ∈ (nt0, (n+ 1)t0] and n ∈ N. In order to prove the semigroup property on all of
[0,+∞), let t, s ≥ 0. For s = 0 or t = 0 clearly T (t+ s) = T (t)T (s). Otherwise let
n,m ∈ N ∪ {0} be such that t ∈ (nt0, (n+ 1)t0] and s ∈ (mt0, (m+ 1)t0] implying
t+ s ∈ ((n+m)t0, (n+m+2)t0]. In the case t+ s ∈ ((n+m)t0, (n+m+1)t0] we obtain

T (t+s) = T
(
(t+s)−(n+m)t0

)
T (t0)

n+m = T (t−nt0)T (t0)
nT (s−mt0)T (t0)

m = T (t)T (s).

For t+ s ∈ ((n+m+ 1)t0, (n+m+ 2)t0] choosing p, q ∈ [0, 1] with p+ q = 1, such that
t ≥ (n+ p)t0 and s ≥ (m+ q)t0, we obtain

T (t+ s) = T
(
(t+ s)− (n+m+ 1)t0)T (t0)

n+m+1

= T (t− (n+ p)t0)T (pt0)T (s− (m+ q)t0)T (qt0)T (t0)
nT (t0)

m

= T (t− nt0)T (t0)
nT (s−mt0)T (t0)

m = T (t)T (s).

Step 3 : From (Tx)(0) = T (0)x = x, x ∈ Y , we conclude ∥T∥ ≥ 1. We define ω := ln(∥T∥)
t0

,

M̃ := ∥T∥ and obtain for t ∈ (nt0, (n+ 1)t0]

∥T (t)∥G = ∥T (t− nt0)T (t0)
n∥G ≤ M̃n+1 ≤ M̃

t
t0

+1
= M̃ exp( ln(M̃)t

t0
) = M̃eωt.
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Step 4 : In order to show that T (t) and A commute on D(A2), let x ∈ D(A2) and define

v(t) := x+

∫ t

0

uAx(s) ds.

v : [0, t0] → X is well-defined since Ax ∈ D(A) and uAx is continuous and therefore
Riemann integrable over every subinterval of [0, t0]; see Proposition 2.1.3, d). By
Proposition 2.1.3, f), v is differentiable and satisfies

v′(t) = uAx(t).

Noting that uAx and AuAx are continuous and therefore Riemann integrable, we can
employ Corollary 2.3.13, (4.1) and Proposition 2.1.3, g), and obtain

v′(t) = uAx(t) = Ax+

∫ t

0

AuAx(s) ds = A
(
x+

∫ t

0

uAx(s) ds
)
= Av(t).

By the uniqueness of solutions v(0) = x yields v = ux. Hence,

T (t)Ax = uAx(t) = v′(t) = u′
x(t) = Aux(t) = AT (t)x.

Step 5 : We want to extend T (t) to the whole space X for every t ≥ 0. Let x ∈ D(A)
and ξ ∈ ρ(A). For y := R(ξ, A)x we have Ay = ξy − x ∈ D(A) implying y ∈ D(A2).
Moreover, by Lemma 1.2.5 the generator A : Y → X is bounded. Hence
∥(ξI − A)z∥ ≤ C ∥z∥G for every z ∈ D(A) and some C ≥ 1. Together with Step 4 we
obtain

∥T (t)x∥ = ∥T (t)(ξI − A)y∥ = ∥(ξI − A)T (t)y∥
≤ C ∥T (t)y∥G ≤ M̃Ceωt ∥y∥G
= M̃Ceωt

(∥R(ξ, A)x∥+ ∥R(ξ, A)Ax∥)
= M̃Ceωt

(∥R(ξ, A)x∥+ ∥(ξR(ξ, A)− I)x∥)
≤ M̃Ceωt

(∥R(ξ, A)∥+ |ξ| ∥R(ξ, A)∥+ 1
) ∥x∥ .

Defining M := M̃C
(∥R(ξ, A)∥+ |ξ| ∥R(ξ, A)∥+ 1

) ≥ 1 by D(A)’s density in X we can
extend T (t) to a bounded operator from X to X satisfying

∥T (t)∥ ≤ Meωt;

see Theorem 1.1.1 in [12]. Given t, s ≥ 0, the operators T (t+ s) and T (t)T (s) are
continuous and coincide on D(A). Since D(A) is densely contained in X,
T (t+ s) ≡ T (t)T (s) on X.

Step 6 : In order to prove that
(
T (t)

)
t≥0

is a strongly continuous semigroup, it remains

to show that t ,→ T (t)x is continuous at 0 for all x ∈ X. We already know,
T (·)x = ux : [0, t0] → X is continuous for x ∈ D(A). In order to show the strong
continuity on the whole space X, let ε > 0, x ∈ X and choose y ∈ D(A), such that
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∥x− y∥ < ε. Moreover, let h ∈ (0, 1) be such that ∥T (t)y − y∥ < ε for all t ∈ (0, h). We
obtain

∥T (t)x− x∥ ≤ ∥T (t)x− T (t)y∥+ ∥T (t)y − y∥+ ∥y − x∥
< Meωt ∥x− y∥+ ∥T (t)y − y∥+ ε

< (Meω + 2)ε,

implying lim
t→0+

T (t)x = x for all x ∈ X.

Step 7 : It remains to show that A is the infinitesimal generator of
(
T (t)

)
t≥0

. Let Ã be

the generator of
(
T (t)

)
t≥0

. For x ∈ D(A) we have

d

dt

|||
t=0

T (t)x =
d

dt

|||
t=0

ux(t) = Aux(0) = Ax,

implying A ⊆ Ã. For the converse let x ∈ D(A2) and ξ > ω. Employing Proposition
3.1.2, h), we see that t ,→ e−ξtT (t) and t ,→ A

(
e−ξtT (t)x

)
= e−ξtT (t)Ax are Riemann

integrable over [0,+∞). According to Proposition 3.1.2, h), we have

R(ξ, Ã)x =

∫ +∞

0

e−ξtT (t)x dt

which by Corollary 2.3.13 belongs to D(A), and

AR(ξ, Ã)x = A
(∫ +∞

0

e−ξtT (t)x dt
)
=

∫ +∞

0

e−ξtT (t)Ax dt = R(ξ, Ã)Ax.

Since Ã commutes with its resolvents, we obtain

AR(ξ, Ã)x = R(ξ, Ã)Ax = R(ξ, Ã)Ãx = ÃR(ξ, Ã)x.

By Proposition 1.2.2, d), (ξI − A)
(
D(A2)

)
= D(A), implying R(ξ, A)

(
D(A)

)
= D(A2).

As
D(A2) = R(ξ, A)

(
D(A)

) ⊇ R(ξ, A)
(
D(A)

)
= R(ξ, A)(X) = D(A),

D(A2) is dense in X. Let x ∈ X and (xn)n∈N a sequence contained in D(A2) satisfying
lim

n→+∞
xn = x. Since ranR(ξ, Ã) = D(Ã) and Ã is closed, ÃR(ξ, Ã) is a bounded

operator; see Proposition 1.2.2, c). We conclude

lim
n→+∞

AR(ξ, Ã)xn = lim
n→+∞

ÃR(ξ, Ã)xn = ÃR(ξ, Ã)x

as well as
lim

n→+∞
R(ξ, Ã)xn = R(ξ, Ã)x.

A being closed implies R(ξ, Ã)x ∈ D(A). Since x ∈ X was arbitrary, we obtain

D(Ã) = ranR(ξ, Ã) ⊆ D(A)
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and in turn A = Ã.

□

4.1.6 Corollary. Let A : D(A) ⊆ X → X be linear and densely defined satisfying
ρ(A) ̸= ∅. The homogeneous Cauchy Problem{

u′(t) = Au(t), t ∈ (0,+∞),

u(0) = x0,
(4.3)

has a unique solution for all x0 ∈ D(A), which is continuously differentiable on [0,+∞),
if and only if A generates a strongly continuous semigroup

(
T (t)

)
t≥0

. In this case the

solution has the form u(t) = T (t)x0.

Proof. If x0 ∈ D(A) and A is the infinitesimal generator of a strongly continuous
semigroup

(
T (t)

)
t≥0

, then t ,→ T (t)x0 satisfies T (0)x0 = x0 and is differentiable with

d

dt
T (t)x0 = AT (t)x0 = T (t)Ax0

for every t ≥ 0; see Proposition 3.1.2, f). By Corollary 4.1.4 t ,→ T (t)x0 is the unique
solution of (4.3).

Conversely, suppose that for every x0 ∈ D(A) there is a unique continuously
differentiable solution ux0 : [0,+∞) → X of (4.3). Let t0 > 0 and x0 ∈ D(A). Clearly,
ux0 |[0,t0] is a continuously differentiable solution of (4.1) on (0, t0]. Let v : [0, t0] → X be
another continuously differentiable solution of (4.1) on (0, t0] and define
w : [0,+∞) → X by

w(t) :=

{
v(t), t ∈ [0, t0],

uv(t0)(t− t0), t > t0.

By assumption v(t0) ∈ D(A). Hence, w is well-defined and continuous. Moreover,
w(t) ∈ D(A) for all t ∈ [0,+∞) and w is continuously differentiable on [0,+∞) \ {t0}
satisfying w′(t) = Aw(t) for all t ∈ (0,+∞) \ {t0}. In order to show that w is
differentiable at t0, note that uv(t0) is differentiable at 0 from the right and v is
differentiable at t0 from the left, implying

1

h

(
w(t0 + h)− w(t0)

)
=

1

h

(
uv(t0)(h)− uv(t0)(0)

) h→0+−−−→ u′
v(t0)

(0)

as well as

1

h

(
w(t0 − h)− w(t0)

)
=

1

h

(
v(t0 − h)− v(t0)

) h→0+−−−→ v′(t0) = Av(t0).

Since uv(t0) is continuously differentiable at 0, we have uv(t0)(h)
h→0+−−−→ uv(t0)(0) = v(t0)

and Auv(t0)(h) = u′
v(t0)

(h)
h→0+−−−→ u′

v(t0)
(0). By the closedness of A

lim
h→0+

1

h

(
w(t0 + h)− w(t0)

)
= u′

v(t0)
(0) = Av(t0) = lim

h→0+

1

h

(
w(t0 − h)− w(t0)

)
.
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Consequently, w is differentiable at t0 satisfying w′(t0) = Av(t0) = Aw(t0). We conclude
that w is a solution of (4.3), which is continuously differentiable on [0,+∞). By
assumption w ≡ ux0 , in particular v(t) = ux0(t) for all t ∈ [0, t0]. Hence, we have shown
that for every x0 ∈ D(A) there is a unique continuously differentiable solution of (4.1)
on (0, t0]. By Theorem 4.1.5 A is the infinitesimal generator of a strongly continuous
semigroup. Lastly, according to Theorem 4.1.5, ux0 |[0,t0] ≡

(
T (·)x0

)|[0,t0] for every t0 > 0
implying ux0(t) = T (t)x0 for every t ≥ 0.

□

If A generates a semigroup with stronger properties, existence and uniqueness prevails
for all initial values in X.

4.1.7 Corollary. If A generates a differentiable semigroup
(
T (t)

)
t≥0

, the Cauchy

Problem (4.1) has a unique solution for all x0 ∈ X.

Proof. According to Lemma 3.3.4, t ,→ T (t) is differentiable for t > 0 with

d

dt
T (t) = AT (t).

Hence, also (0,+∞) ∋ t ,→ T (t)x0 is differentiable for all x0 ∈ X with

d

dt
T (t)x0 = AT (t)x0.

Together with T (0)x0 = x0 this shows that [0,+∞) ∋ t ,→ T (t)x0 is a solution of (4.1).
By Corollary 4.1.4, this solution is unique.

□

Of course, because analytic semigroups are differentiable, the corollary above also holds
true if A generates an analytic semigroup; see Corollary 3.3.6.

4.2 The inhomogeneous Problem

Throughout the present section, we assume that A : D(A) ⊆ X → X generates a
strongly continuous semigroup

(
T (t)

)
t≥0

. In the previous section we studied the
homogenous problem. Here we consider the inhomogeneous Cauchy Problem{

u′(t) = Au(t) + f(t), t ∈ J,

u(0) = x0,
. (4.4)

where either J = (0, t0] or J = (0,+∞). Moreover, as in Section 4.1 we set J0 := J ∪{0}.
In general we cannot expect a continuously differentiable solution of (4.4). Therefore,
we will introduce notions of solvability, which do not include continuous differentiability.
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4.2.1 Definition. Let u : J0 → X be a function.

a) u is called a classical solution of (4.4), if u ∈ C(J0;X), u|J ∈ C1(J ;X) with
u(t) ∈ D(A) for t ∈ J and u solves (4.4).

b) u is called a weak solution of (4.4), if u is continuous and weakly differentiable in
the sense of Definition 2.5.4, such that u(t) ∈ D(A) for almost every t ∈ J , and
u(0) = x0 as well as u′(t) = Au(t) + f(t) for almost every t ∈ J .

We want to prove that every classical solution has a particular form. To that end, we
need two lemmata.

4.2.2 Lemma. Let t ∈ J and u : J0 → X be a continuous function, which satisfies
u(0) = x0. Then the function vt : [0, t] → X defined by vt(s) = T (t− s)u(s) is
continuous. Moreover, if u is differentiable at some s0 ∈ (0, t], u(s0) ∈ D(A) and
u′(s0) = Au(s0) + f(s0), then vt is differentiable at s0 and v′t(s0) = T (t− s0)f(s0).

Proof. Let M,ω be as in Proposition 3.1.2, a) and s ∈ [0, t]. Given a sequence (sn)n∈N in
[0, t] converging to s, by the continuity of r ,→ T (t− r)u(s) we obtain

∥vt(s)− vt(sn)∥ = ∥T (t− s)u(s)− T (t− sn)u(sn)∥
≤ ∥T (t− s)u(s)− T (t− sn)u(s)∥+ ∥T (t− sn)u(s)− T (t− sn)u(sn)∥
≤ ∥T (t− s)u(s)− T (t− sn)u(s)∥+Meω(t−sn) ∥u(s)− u(sn)∥
≤ ∥T (t− s)u(s)− T (t− sn)u(s)∥+Meωt ∥u(s)− u(sn)∥ n→+∞−−−−→ 0.

Hence, vt is continuous. Given s0 ∈ (0, t] such that u is differentiable at s0,
u(s0) ∈ D(A) and u′(s0) = Au(s0) + f(s0), u and s ,→ T (t− s)u(s0) are differentiable at
s0 since u(s0) ∈ D(A); see Proposition 3.1.2, f). By Proposition 3.1.2, b),
s ,→ T (t− s)u′(s0) is continuous at s0. As ∥T (t− s0)∥ ≤ Meω(t−s0) ≤ Meωt, we can
employ Lemma 1.1.3 and conclude that vt is differentiable at s0 and satisfies

v′(s0) =
(
T (t− ·)u(s0)

)′
(s0) + T (t− s0)u

′(s0)

= −AT (t− s0)u(s0) + T (t− s0)
(
Au(s0) + f(s0)

)
= T (t− s0)f(s0).

Here A and T (t− s0) commute in D(A) according to Proposition 3.1.2, f).

□

4.2.3 Lemma. If f ∈ L1
(
(0, t);X

)
for all t ∈ J , then(

s ,→ T (t− s)f(s)
) ∈ L1

(
(0, t);X

)
for all t ∈ J and

t ,→
∫
(0,t)

T (t− s)f(s) dλ(s)
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is continuous in J0.

Proof. Let t ∈ J be fixed. By Proposition 2.5.2 b), there is a sequence (φn)n∈N of

functions contained in C∞
00

(
(0, t);X

)
with ∥φn − f∥L1((0,t);X)

n→+∞−−−−→ 0. We employ

Proposition 2.5.2, a), and find a subsequence (φnk
)k∈N such that φnk

(s)
k→+∞−−−−→ f(s) for

almost every s ∈ (0, t). By Proposition 3.1.2, b), T (t− s)φnk
(s)

k→+∞−−−−→ T (t− s)f(s) for
almost every s ∈ (0, t). Since s ,→ T (t− s)φnk

(s) is continuous for all k ∈ N,
s ,→ T (t− s)f(s) is measurable; see Proposition 2.3.1, d) and Example 2.3.2. If M,ω are
as in Proposition 3.1.2, a), then∫

(0,t)

∥T (t− s)f(s)∥ dλ(s) ≤
∫
(0,t)

Meω(t−s) ∥f(s)∥ dλ(s) ≤ Meωt ∥f∥L1((0,t);X) < +∞.

Hence, s ,→ T (t− s)f(s) is integrable over (0, t); see Proposition 2.3.6, b). Let t0 ∈ J0

and (tn)n∈N be a sequence in J0 satisfying tn
n→+∞−−−−→ t0. In consequence, there exists a

constant C ∈ J such that tn ≤ C for all n ∈ N. Define gn : [0, C] → X by

gn(s) := ✶[0,tn](s)T (tn − s)f(s).

Let s ∈ [0, t0), ε > 0 and N ∈ N be such that tn > s and

∥T (tn − s)f(s)− T (t0 − s)f(s)∥ < ε

for all n ≥ N . We obtain ∥gn(s)− T (t0 − s)f(s)∥ < ε for every n ≥ N , and in turn

gn(s)
n→+∞−−−−→ T (t0 − s)f(s) for every s ∈ [0, t0). For s ∈ (t0, C], let N ∈ N be such that

tn < s for every n ≥ N . We obtain gn(s) = 0 for every n ≥ N . Hence, (gn)n∈N converges
almost everywhere to the the function g : [0, C] → X defined by

g(s) :=

{
T (t0 − s)f(s), s ∈ [0, t0],

0, s ∈ (t0, C].

Furthermore,

∥gn(s)∥ ≤ ✶[0,tn](s) ∥T (tn − s)∥ ∥f(s)∥ ≤ ✶[0,tn](s)Meω(tn−s) ∥f(s)∥ ≤ Meω(C−s) ∥f(s)∥ .

Since s ,→ MeωC ∥f(s)∥ is integrable over (0, C), we can employ Theorem 2.3.7 and
obtain

lim
n→+∞

∫
(0,tn)

T (tn − s)f(s) dλ(s) = lim
n→+∞

∫
(0,C)

gn(s) dλ(s)

=

∫
(0,C)

g(s) ds =

∫
(0,t0)

T (t0 − s)f(s) dλ(s)

verifying that

t ,→
∫
(0,t)

T (t− s)f(s) dλ(s)
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is continuous at any t0 ∈ J0.

□

4.2.4 Remark. Let t ∈ J , p ∈ (1,+∞] and f ∈ Lp(J ;X). Given q ∈ [1,+∞) with
1
p
+ 1

q
= 1, we employ Hölder’s inequality, Proposition 2.5.3, a), and obtain∫

(0,t)

∥f(s)∥ dλ(s) ≤ t
1
q ∥f∥Lp < +∞,

which implies f ∈ L1
(
(0, t);X

)
. If f ∈ L1(J ;X), clearly f ∈ L1

(
(0, t);X

)
for all t ∈ J .

By Lemma 4.2.3 we obtain that u : J0 → X defined by

u(t) =

∫
(0,t)

T (t− s)f(s) dλ(s)

is well-defined and continuous for all f ∈ Lp(J ;X), p ∈ [1,+∞].

4.2.5 Definition. If f ∈ Lp(J ;X) for some p ∈ [1,+∞], we call the function
u : J0 → X defined by

u(t) := T (t)x0 +

∫
(0,t)

T (t− s)f(s) dλ(s)

the mild solution of the inhomogeneous Cauchy Problem (4.4).

By Lemma 4.2.3 and Remark 4.2.4 the mild solution u in Definition 4.2.5 is well-defined
and continuous. From Proposition 2.5.5, c), we know that every classical solution is a
weak solution. As our next step, we want to prove that every classical solution is also a
mild solution.

4.2.6 Proposition. Let p ∈ [1,+∞] and f ∈ Lp(J ;X). Every classical solution of (4.4)
coincides with the mild solution of (4.4). In particular, there is at most one classical
solution of (4.4).

Proof. Let t ∈ J , u : J0 → X be a classical solution of (4.4) and define vt : [0, t] → X by
vt(s) = T (t− s)u(s). From Lemma 4.2.2 and 4.2.3 we know that v′t(s) = T (t− s)f(s)
for every s ∈ (0, t] and v′t ∈ L1

(
(0, t);X

)
, which implies

vt(t) = vt(ε) +

∫
(ε,t)

T (t− s)f(s) dλ(s)

for every ε > 0, see Lemma 2.4.4. Define fε : [0, t] → X by fε(s) := ✶[ε,t](s)T (t− s)f(s).

Clearly, fε(s)
ε→0+−−−→ T (t− s)f(s) for any s ∈ (0, t]. Since ∥fε(s)∥ ≤ ∥T (t− s)f(s)∥ for

every s ∈ [0, t], we employ Theorem 2.3.7 and derive

lim
ε→0+

∫
(ε,t)

T (t− s)f(s) dλ(s) = lim
ε→0+

∫
(0,t)

fε(s) dλ(s) =

∫
(0,t)

T (t− s)f(s) dλ(s).
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By Lemma 4.2.2, vt is continuous at 0. Therefore,

vt(t) = lim
ε→0+

(
vt(ε) +

∫
(ε,t)

T (t− s)f(s) dλ(s)
)
= vt(0) +

∫
(0,t)

T (t− s)f(s) dλ(s)

and because of vt(0) = T (t)x0 and vt(t) = u(t)

u(t) = T (t)x0 +

∫
(0,t)

T (t− s)f(s) dλ(s).

□

If A generates a semigroup with stronger properties, we obtain uniqueness of weak
solutions.

4.2.7 Proposition. Let p ∈ [1,+∞], f ∈ Lp(J ;X). If A generates a differentiable
semigroup

(
T (t)

)
t≥0

, every weak solution of (4.4) coincides with the mild solution of

(4.4). In particular, there is at most one weak solution of (4.4).

Proof. Let t ∈ J , u be a weak solution of (4.4) and define vt : [0, t] → X by
vt(s) := T (t− s)u(s). Since u′(s) = Au(s) + f(s) for every s ∈ J \N with some null set
N ⊆ J , v′t(s) = T (t− s)f(s) for every s ∈ (0, t] \N ; see Lemma 4.2.2. We show that vt
is absolutely continuous on every compact subinterval of (0, t). Let M,ω be as in
Proposition 3.1.2, a). Since u is continuous, there exists a constant K > 0 such that
∥u(s)∥ ≤ K for all s ∈ [0, t]. Given r, s ∈ (0, t) we have

∥vt(r)− vt(s)∥ = ∥T (t− r)u(r)− T (t− s)u(s)∥
≤ ∥T (t− r)u(r)− T (t− r)u(s)∥+ ∥T (t− r)u(s)− T (t− s)u(s)∥
≤ ∥T (t− r)∥ ∥u(r)− u(s)∥+ ∥T (t− r)− T (t− s)∥ ∥u(s)∥
≤ Meω(t−s) ∥u(r)− u(s)∥+K ∥T (t− r)− T (t− s)∥
≤ Meωt ∥u(r)− u(s)∥+K ∥T (t− r)− T (t− s)∥ . (4.5)

Let ε > 0 and 0 < a < b < t. By Theorem 2.5.7 u is absolutely continuous on [a, b],
which implies that there exists a constant δ̃ > 0 such that

n∑
k=1

∥u(sk)− u(rk)∥ <
εe−ωt

2M

for any collection a ≤ r1 ≤ s1 ≤ r2 ≤ s2 ≤ · · · ≤ rn ≤ sn ≤ b satisfying

n∑
k=1

(sk − rk) < δ̃.

Define

δ := min
{
δ̃,

ε(t− b)e−(ω+1)t

2CK

}
> 0
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and let a ≤ r1 ≤ s1 ≤ r2 ≤ s2 ≤ · · · ≤ rn ≤ sn ≤ b be a collection satisfying

n∑
k=1

(sk − rk) < δ.

By Lemma 3.3.4 T is continuously differentiable on (0,+∞] with T ′ = AT , which
implies that there exists a constant C > 0 such that ∥AT (r)∥ ≤ C for every
r ∈ [t− b, t− a]. By Lemma 2.4.4

n∑
k=1

∥T (t− sk)− T (t− rk)∥ =
n∑

k=0

‖‖‖‖∫
(t−sk,t−rk)

AT (ξ) dλ(ξ)

‖‖‖‖ =
n∑

k=0

‖‖‖‖∫ t−rk

t−sk

AT (ξ) dξ

‖‖‖‖
≤

n∑
k=0

∫ t−rk

t−sk

∥AT (ξ)∥ dξ ≤
n∑

k=0

∫ t−rk

t−sk

C dξ

= C
n∑

k=1

(sk − rk) <
δCe(ω+1)t

t− b
<

ε

2K

which by (4.5) leads to

n∑
k=0

∥vt(sk)− vt(rk)∥ ≤ Meωt
n∑

k=0

∥u(sk)− u(rk)∥+K
n∑

k=0

∥T (t− rk)− T (t− sk)∥

< Meωt
εe−ωt

2M
+K

ε

2K
= ε.

We obtain that vt is absolutely continuous on [a, b]. By Theorem 2.5.7 together with
v′t ∈ L1

(
(0, t);X

)
we conclude vt ∈ W 1,1

(
(0, t);X

)
. By Lemma 4.2.2 vt is continuous on

all of [0, t]. Consequently, by Corollary 2.5.8,

vt(t)− vt(0) =

∫
(0,t)

T (t− r)f(r) dλ(r) = vt(t)− vt(0) = u(t)− T (t)x0

and, in turn,

u(t) = vt(t) = vt(0) +

∫
(0,t)

T (t− s)f(s) dλ(s) = T (t)x0 +

∫
(0,t)

T (t− s)f(s) dλ(s).

□

We will finish the present chapter with conditions which ensure the mild solution to be
a classical solution.

4.2.8 Theorem. Let p ∈ [1,+∞] and x0 ∈ D(A). If f ∈ Lp(J ;X) is continuously
differentiable on J0, then the mild solution is a classical solution.

Proof. Let v : J0 → X be defined by

v(t) :=

∫
(0,t)

T (t− s)f(s) dλ(s),
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which is well-defined and continuous by Lemma 4.2.3. We want to prove that v is
differentiable. To that end let t ∈ J , where we assume t ̸= t0 in the case J = (0, t0] for
some t0 > 0. By Theorem 2.4.6

v(t) =

∫
(0,t)

T (s)f(t− s) dλ(s).

For h > 0 with t+ h ∈ J we have

1

h

(
v(t+ h)− v(t)

)
=

1

h

(∫
(0,t+h)

T (s)f(t+ h− s) dλ(s)−
∫
(0,t)

T (s)f(t− s) dλ(s)
)
(4.6)

=
1

h

∫
(0,t)

T (s)
(
f(t+ h− s)− f(t− s)

)
dλ(s) +

1

h

∫
(t,t+h)

T (s)f(t+ h− s) dλ(s).

We will deal with both summands separately. Define gh : (0, t) → X by

gh(s) := T (s)
(1
h

(
f(t+ h− s)− f(t− s)

))
.

T (s) ∈ Lb(X) yields gh(s)
h→0+−−−→ T (s)f ′(t− s). By Proposition 3.1.2, a), there exist

M,ω such that ∥T (s)∥ ≤ Meωs for all s ≥ 0 and by continuity of f ′ on J0 there exists a
constant C > 0 such that ∥f ′(s)∥ ≤ C for all s ∈ (0, t). By Proposition 2.1.3, b) and g),

∥gh(s)∥ ≤ ∥T (s)∥ 1

h
∥f(t+ h− s)− f(t− s)∥ ≤ M

h
eωs

‖‖‖‖∫ t+h−s

t−s

f ′(r) dr

‖‖‖‖ ≤ CMeωt.

(4.7)

As
∫
(0,t)

CMeωt ds = tCMeωt < +∞, the requirements of Theorem 2.3.7 are fulfilled.
Hence,

1

h

∫
(0,t)

T (s)
(
f(t+h−s)−f(t−s)

)
dλ(s) =

∫
(0,t)

gh(s) dλ(s)
h→0+−−−→

∫
(0,t)

T (s)f ′(t−s) dλ(s).

We compute the limit of the second addend on the right hand side of (4.6). Since f is
continuous at 0, given ε > 0, there exists h0 > 0 such that

∥f(h)− f(0)∥ <
εe−ωt

2M

for all h ∈ (0, h0). By Propositon 3.1.2, b), we find h1 > 0, such that

∥T (t)f(0)− T (s)f(0)∥ <
ε

2

for all s ∈ (t− h1, t+ h1). For h ∈ (0,min{h0, h1}) and s ∈ (t, t+ h) we obtain

∥T (s)f(t+ h− s)− T (t)f(0)∥ = ∥T (s)f(t+ h− s)− T (s)f(0) + T (s)f(0)− T (t)f(0)∥
≤ Meωs ∥f(t+ h− s)− f(0)∥+ ε

2
<

ε

2
+

ε

2
= ε.
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Consequently,‖‖‖‖1h
∫
(t,t+h)

T (s)f(t+ h− s) dλ(s)− T (t)f(0)

‖‖‖‖
=

‖‖‖‖1h
∫
(t,t+h)

T (s)f(t+ h− s)− f(t) dλ(s)

‖‖‖‖
≤ 1

h

∫
(t,t+h)

∥T (s)f(t+ h− s)− T (t)f(0)∥ dλ(s)

<
1

h

∫
(t,t+h)

ε dλ(s) = ε,

implying

lim
h→0+

1

h

∫
(t,t+h)

T (s)f(t+ h− s) dλ(s) = T (t)f(0). (4.8)

By (4.6) we therefore conclude that v is differentiable from the right and

lim
h→0+

1

h

(
v(t+ h)− v(t)

)
=

∫
(0,t)

T (s)f ′(t− s) dλ(s) + T (t)f(0).

In order to show that v is also differentiable from the left, let t ∈ J , h ∈ (0, t) and
compute

1

h

(
v(t)− v(t− h)

)
=

1

h

(∫
(0,t)

T (s)f(t− s) dλ(s)−
∫
(0,t−h)

T (s)f(t− h− s) dλ(s)
)

=
1

h

∫
(0,t−h)

T (s)
(
f(t− s)− f(t− h− s)

)
dλ(s) +

1

h

∫
(t−h,t)

T (s)f(t− s) dλ(s).

We define fh : (0, t) → X by

fh(s) := ✶(0,t−h)(s)T (s)
(1
h

(
f(t− s)− f(t− h− s)

))
.

Let s ∈ (0, t) and h > 0 with t− h > s. We obtain

fh(s) = T (s)
(1
h

(
f(t− s)− f(t− h− s)

)) h→0+−−−→ T (s)f ′(t− s)

By similar arguments as in (4.7) we have ∥fh(s)∥ ≤ CMeωt. Again we can employ
Theorem 2.3.7 and obtain

lim
h→0+

1

h

∫
(0,t−h)

T (s)
(
f(t− s)− f(t− h− s)

)
dλ(s) =

∫
(0,t)

T (s)f ′(t− s) dλ(s).

Analogous to (4.8), we obtain

lim
h→0+

1

h

∫
(t−h,t)

T (s)f(t− s) dλ(s) = T (t)f(0).
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In consequence, v is differentiable on J satisfying

v′(t) =
∫
(0,t)

T (s)f ′(t− s) dλ(s) + T (t)f(0) =

∫
(0,t)

T (t− s)f ′(s) dλ(s) + T (t)f(0)

by Theorem 2.4.6. As f ′ is continuous on J0, it is integrable over (0, t) for every t ∈ J ;
see Theorem 2.4.2. By Lemma 4.2.2 and Proposition 3.1.2 b), we obtain that v′ is
continuous.

For t ∈ J , where we assume t ̸= t0 in the case J = (0, t0] for some t0 > 0, and h > 0
such that t+ h ∈ J we compute

v(t+ h)− v(t) =

∫
(0,t+h)

T (t+ h− s)f(s) dλ(s)−
∫
(0,t)

T (t− s)f(s) dλ(s)

=
(
T (h)− I

)(∫
(0,t)

T (t− s)f(s) dλ(s)
)
+

∫
(t,t+h)

T (t+ h− s)f(s) dλ(s)

=
(
T (h)v(t)− v(t)

)
+

∫
(t,t+h)

T (t+ h− s)f(s) dλ(s)

implying

1

h

(
T (h)v(t)− v(t)

)
=

1

h

(
v(t+ h)− v(t)

)− ∫
(t,t+h)

T (t+ h− s)f(s) dλ(s). (4.9)

Let ε > 0 and h ∈ (0, 1) be such that ∥f(t)− f(s)∥ < εe−ω

2M
and ∥T (s)f(t)− f(t)∥ < ε

2

for every s ∈ (t− h, t+ h). Given s ∈ (t, t+ h), we obtain

∥T (t+ h− s)f(s)− f(t)∥ ≤ ‖‖T (t+ h− s)
(
f(s)− f(t)

)‖‖+ ∥T (t+ h− s)f(t)− f(t)∥
< Meω(t+h−s) ∥f(s)− f(t)∥+ ε

2
< Meω

εe−ω

2M
+

ε

2
= ε

and in turn‖‖‖‖1h
∫
(t,t+h)

T (t+ h− s)f(s) dλ(s)− f(t)

‖‖‖‖ ≤ 1

h

∫
(t,t+h)

∥T (t+ h− s)f(s)− f(t)∥ dλ(s)

<
1

h

∫
(t,t+h)

ε dλ(s) = ε,

which implies

lim
h→0+

1

h

∫
(t,t+h)

T (t+ h− s)f(s) dλ(s) = f(t).

Consequently, (4.9) yields v(t) ∈ D(A) and

Av(t) = v′(t)− f(t).

It remains to prove that if J = (0, t0] for some t0 > 0, v(t0) ∈ D(A) and

v′(t0) = Av(t0) + f(t0). Since v is continuous we have v(t)
t→t−0−−−→ v(t0) and by continuity
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of u′ and f also Av(t) = v′(t)− f(t)
t→t−0−−−→ v′(t0)− f(t0). A being closed yields

v(t0) ∈ D(A) and Av(t0) = v′(t0)− f(t0). By Proposition 3.1.2, f), the function

t ,→ T (t)x0 +

∫
(0,t)

T (t− s)f(s) dλ(s) = T (t)x0 + v(t)

is a classical solution of (4.4).

□
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Chapter 5

Maximal Regularity

We again study the problem{
u′(t) = Au(t) + f(t), t ∈ J,

u(0) = 0,
(5.1)

where either J = (0, t0] for some t0 > 0 or J = (0,+∞), f ∈ Lp(J ;X) for some
p ∈ (1,+∞) and A is the generator of a strongly continuous semigroup

(
T (t)

)
t≥0

.

Furthermore, as before we set J0 := J ∪ {0}. We will use these notations throughout the
present chapter.

We want to find conditions such that u, u′ and Au have the same regularity properties
as f , i.e. u, u′, Au ∈ Lp(J ;X), which leads to the notion of maximal regularity.

We will see that this property is strongly linked to the properties of A and the
semigroup

(
T (t)

)
t≥0

, more precisely, it is necessary for
(
T (t)

)
t≥0

to be extendable to an

analytic semigroup in order to achieve maximal regularity for the problem (5.1).

Unfortunately, the reverse statement is not true for all Banach spaces, but we will
impose further conditions on X to ensure sufficiency.

5.1 Maximal Regularity and Analytic Semigroups

5.1.1 Definition. Let p ∈ (1,+∞). We say that A has the maximal Lp-regularity
property on J or A is maximally Lp-regular on J , if there is a constant C > 0 such that
for every f ∈ Lp(J ;X) problem (5.1) has a unique weak solution u : J0 → X such that
u′ and Au are contained in Lp(J ;X) and

∥u′∥Lp + ∥Au∥Lp ≤ C ∥f∥Lp .

We say that A has the strict maximal Lp-regularity property on J or A is strictly
maximally Lp-regular on J , if in addition to u′, Au ∈ Lp(J ;X) also u ∈ Lp(J ;X) and
there exists a constant C > 0, such that

∥u∥Lp + ∥u′∥Lp + ∥Au∥Lp ≤ C ∥f∥Lp .
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5.1.2 Remark. We can weaken the requirements on u in the definition above. For a
weak solution u by (5.1) we have

∥u′∥Lp ≤ ∥Au∥Lp + ∥f∥Lp

as well as
∥Au∥Lp ≤ ∥u′∥Lp + ∥f∥Lp .

Hence, in order to prove maximal regularity, it suffices to show ∥Au∥Lp ≤ C ∥f∥Lp for
all f ∈ Lp(J ;X) and some C > 0.

First we want to prove that every operator with the maximal regularity property
generates an analytic semigroup. To that end we start with a lemma.

5.1.3 Lemma. Let p ∈ (1,+∞).

a) There exists a function ε : [0,+∞) → [0,+∞) satisfying lim
s→+∞

ε(s) = 0, such that

whenever A has the maximal Lp-regularity property on (0, t0] for some t0 > 0 and
ξ ∈ C with Re(ξ) ≥ 1

t0
, there exist bounded linear operators Rξ,t0 , Pξ,t0 ∈ Lb(X),

that commute with A on D(A) and a constant K > 0 satisfying ∥Rξ,t0∥ ≤ 1
|ξ|K,

∥Pξ,t0∥ ≤ ε(Re(ξ)t0) as well as

ARξ,t0x = Pξ,t0x− x+ ξRξ,t0x, x ∈ X.

b) If
(
T (t)

)
t≥0

is bounded and A has the strict maximal Lp-regularity property on

(0,+∞), then there exists a constant L > 0 and for every ξ ∈ C with Re(ξ) > 0 a
bounded linear operator Rξ ∈ Lb(X), which commutes with A on D(A), satisfying
∥Rξ∥ ≤ L for every ξ ∈ C with Re(ξ) > 0 and

ARξx = ξRξx− x, x ∈ X.

Proof. Let x ∈ X, t0 > 0 and ξ := a+ ib ∈ C with a, b ∈ R and a ≥ 1
t0
. We define

fξ,x(t) := ✶[0, 1
a
](t)e

ξtx and observe that fξ,x ∈ Lp
(
(0,+∞);X

)
. In fact,

∥fξ,x∥Lp((0,t0];X) = ∥fξ,x∥Lp((0,+∞);X) =
(ep − 1

ap

) 1
p ∥x∥ .

We want to prove that uξ,x : [0, t0] → X defined by

uξ,x(t) :=

∫
(0,t)

T (t− s)fξ,x(s) dλ(s)

is a weak solution of {
u′
ξ,x(t) = Auξ,x(t) + fξ,x(t), t ∈ (0, t0],

uξ,x(0) = 0.
(5.2)
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Note that uξ,x is well-defined and continuous by Lemma 4.2.3. Employing Theorem
4.2.8 yields that uξ,x|[0, 1

a
] is a classical solution of{
u′
ξ,x(t) = Auξ,x(t) + fξ,x(t), t ∈ (0, 1

a
],

uξ,x(0) = 0,

implying uξ,x|(0, 1
a
] is continuously differentiable and uξ,x(t) ∈ D(A) for all t ∈ (0, 1

a
].

Moreover, for t ∈ [0, t0 − 1
a
] by Proposition 2.3.6, c), we have

T (t)uξ,x(
1
a
) = T (t)

(∫
(0, 1

a
)

T ( 1
a
− s)fξ,x(s) dλ(s)

)
=

∫
(0, 1

a
)

T (t+ 1
a
− s)fξ,x(s) dλ(s)

=

∫
(0,t+ 1

a
)

T (t+ 1
a
− s)fξ,x(s) dλ(s) = uξ,x(t+

1
a
),

implying uξ,x|[ 1
a
,t0]

is continuously differentiable; see Proposition 3.1.2, f). Furthermore,

given t ∈ [ 1
a
, t0]

u′
ξ,x(t) =

d

dt
T (t− 1

a
)uξ,x(

1
a
) = AT (t− 1

a
)uξ,x(

1
a
) = Auξ,x(t) = Auξ,x(t) + fξ,x(t).

Given φ ∈ C∞
00

(
(0, t0);C

)
and 0 < a < b < t0 such that supp(φ) ⊆ [a, b] ⊆ (0, t0), we

note that u′
ξ,x is continuous and bounded on any compact subset of (0, t0] \ { 1

a
} and, in

turn, integrable over (a, b); see Theorem 2.4.2. Employing Proposition 2.4.5 yields∫
(0,t0)

φ′(t)uξ,x(t) dλ(t) =

∫
(a,b)

φ′(t)uξ,x(t) dλ(t)

= φ(b)uξ,x(b)− φ(a)uξ,x(a)−
∫
(a,b)

φ(t)u′
ξ,x(t) dλ(t)

= −
∫
(0,t0)

φ(t)
(
Auξ,x(t) + fξ,x(t)

)
dλ(t).

Together with uξ,x(0) = 0 and uξ,x(t) ∈ D(A) for all t ∈ (0, t0] we see that uξ,x is a weak
solution of (5.2). By the same arguments, uξ,x : [0,+∞) → X defined by

uξ,x(t) =

∫
(0,t)

T (t− s)fξ,x(s) dλ(s)

is a weak solution of {
u′
ξ,x(t) = Auξ,x(t) + fξ,x(t), t ∈ (0,+∞),

uξ,x(0) = 0,

and satisfies uξ,x|(0, 1
a
] ∈ C1

(
(0, 1

a
];X

)
as well as uξ,x|( 1

a
,+∞) ∈ C1

(
( 1
a
,+∞);X

)
.

ad a): For x ∈ X and t0 > 0 by uξ,x’s continuity we can define Rξ,t0 : X → X by

Rξ,t0x = a

∫
(0,t0)

e−ξtuξ,x(t) dλ(t).
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Since x ,→ fξ,x is linear and uξ,x depends linearly on fξ,x, also x ,→ uξ,x and Rξ,t0 are
linear. Auξ,x ∈ Lp

(
(0, t0];X

)
together with Hölder’s inequality, Proposition 2.5.3, a),

yields ∫
(0,t0)

‖‖e−ξtAuξ,x(t)
‖‖ dλ(t) = ∫

(0,t0)

|e−ξt| ∥Auξ,x(t)∥ dλ(t)

≤ ‖‖t ,→ e−ξt
‖‖
Lq ∥Auξ,x∥Lp < +∞,

where 1
p
+ 1

q
= 1. By the same arguments u′

ξ,x ∈ Lp
(
(0, t0];X

)
implies the integrability

of t ,→ e−ξtu′
ξ,x(t). By Proposition 2.3.13

ARξ,t0x = a

∫
(0,t0)

e−ξtAuξ,x(t) dλ(t) = a

∫
(0,t0)

e−ξt(u′
ξ,x(t)− fξ,x(t)) dλ(t)

= a

∫
(0,t0)

e−ξtu′
ξ,x(t) dλ(t)− a

∫
(0, 1

a
)

e−ξteξtx dλ(t)

= a

∫
(0,t0)

e−ξtu′
ξ,x(t) dλ(t)− x.

uξ,x|(0, 1
a
] and uξ,x|( 1

a
,t0]

being continuously differentiable and Proposition 2.4.5 yield

a

∫
(0,t0)

e−ξtu′
ξ,x(t) dλ(t) = ae−ξt0uξ,x(t0) + aξ

∫
(0,t0)

e−ξtuξ,x(t) dλ(t)

= ae−ξt0uξ,x(t0) + ξRξ,t0x

and in turn
ARξ,t0x = ae−ξt0uξ,x(t0) + ξRξ,t0x− x.

Since uξ,x is continuous, it is bounded on [0, t0] and measurable. Consequently,∫
(0,t0)

∥uξ,x(t)∥p dλ(t) ≤ t0
(
sup

t∈[0,t0]
∥uξ,x(t)∥

)p
< +∞

and uξ,x ∈ W 1,p
(
(0, t0);X

)
. Employing Corollary 2.5.8 yields

uξ,x(t0) =

∫
(0,t0)

u′
ξ,x(t) dλ(t).

We define the linear operator Pξ,t0 : X → X by Pξ,t0x := ae−ξt0uξ,x(t0). Proposition
2.5.3, a), yields

∥Pξ,t0x∥ = |ae−ξt0 | ∥uξ,x(t0)∥ = ae−at0

‖‖‖‖∫
(0,t0)

u′
ξ,x(t) dλ(t)

‖‖‖‖
≤ ae−at0

∫
(0,t0)

‖‖u′
ξ,x(t)

‖‖ dλ(t) ≤ ae−at0t
1
q

0

‖‖u′
ξ,x

‖‖
Lp

≤ Cae−at0t
1
q

0 ∥fξ,x∥Lp = Cae−at0t
1
q

0

(ep − 1

ap

) 1
p ∥x∥
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= C(at0)
1
q e−at0

(ep − 1

p

) 1
p ∥x∥ ,

where 1
p
+ 1

q
= 1. If we set

ε(s) := Cs
1
q e−s

(ep − 1

p

) 1
p
,

then ∥Pξ,t0∥ ≤ ε(at0).

Clearly ε(s)
s→+∞−−−−→ 0, and, by continuity, ε is bounded on [0,+∞). As‖‖u′

ξ,x

‖‖
Lp ≤ C ∥fξ,x∥Lp and∫

(0,t0)

|e−at|q dλ(t) =
(1− e−at0q

aq

)
< +∞,

due to Hölder’s inequality, Proposition 2.5.3, a), and Proposition 2.4.5,

∥Rξ,t0x∥ =

‖‖‖‖a ∫
(0,t0)

e−ξtuξ,x(t) dλ(t)

‖‖‖‖ =

‖‖‖‖−ae−ξt0

ξ
uξ,x(t0) +

a

ξ

∫
(0,t0)

e−ξtu′
ξ,x(t) dλ(t)

‖‖‖‖
=

‖‖‖‖aξ
∫
(0,t0)

e−ξtu′
ξ,x(t) dλ(t)−

1

ξ
Pξ,t0x

‖‖‖‖
≤ 1

|ξ| ∥Pξ,t0x∥+
a

|ξ|
∫
(0,t0)

e−at
‖‖u′

ξ,x(t)
‖‖ dλ(t)

≤ 1

|ξ| ∥Pξ,t0∥ ∥x∥+
a

|ξ|
(1− e−at0q

aq

) 1
q ‖‖u′

ξ,x

‖‖
Lp

≤ 1

|ξ| ∥Pξ,t0∥ ∥x∥+
Ca

|ξ|
(1− e−at0q

aq

) 1
q ∥f∥Lp

=
1

|ξ|
(
∥Pξ,t0∥+ Ca

(1− e−at0q

aq

) 1
q
(ep − 1

ap

) 1
p

)
∥x∥

≤ 1

|ξ|
(
ε(at0) + C

(1− e−at0q

q

) 1
q
(ep − 1

p

) 1
p

)
∥x∥ ≤ 1

|ξ|
(
sup
s≥0

ε(s) +
Ce

p
1
p q

1
q

)
. .. .

=:K

∥x∥ .

Hence, Rξ,t0 ∈ Lb(X) satisfies ∥Rξ,t0∥ ≤ 1
|ξ|K. It remains to show that A commutes with

Rξ,t0 and Pξ,t0 . For x ∈ D(A) by Lemma 4.2.3 s ,→ T (t− s)fξ,Ax(s) is integrable.
Employing Proposition 2.3.13 we have

uξ,Ax(t) =

∫
(0,t)

T (t− s)fξ,Ax(s) dλ(s) =

∫
(0, 1

a
)

T (t− s)eξsAx dλ(s)

= A

∫
(0,t)

T (t− s)fξ,x(s) dλ(s) = Auξ,x(t)

and in turn

RξAx = a

∫
(0,t0)

e−ξtuξ,Ax(t) dλ(t) = aA

∫
(0,t0)

e−ξtuξ,x(t) dλ(t) = ARξx
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as well as
PξAx = ae−ξt0uξ,Ax(t0) = A

(
ae−ξt0uξ,x(t0)

)
= APξx.

ad b): Suppose that
(
T (t)

)
t≥0

is bounded and A has the strict maximal Lp-regularity

property on (0,+∞). Let ξ := a+ ib ∈ C with a, b ∈ R and a > 0. Since
fξ,x ∈ Lp

(
(0,+∞);X

)
, there exists a unique weak solution uξ,x solving{
u′
ξ,x(t) = Auξ,x(t) + fξ,x(t), t ∈ (0,+∞),

uξ,x(0) = 0,

and a constant C > 0, such that

∥uξ,x∥Lp +
‖‖u′

ξ,x

‖‖
Lp + ∥Auξ,x∥Lp ≤ C ∥fξ,x∥Lp .

For q ∈ (1,+∞) with 1
p
+ 1

q
= 1 we have∫

(0,+∞)

|e−ξt|q dλ(t) =
∫ +∞

0

e−atq dλ(t) =
1

aq
< +∞.

According to Proposition 2.5.3, a), t ,→ e−ξtuξ,x(t) is integrable and we can define
Rξ : X → X by

Rξx = a

∫
(0,+∞)

e−ξtuξ,x(t) dλ(t).

By the same arguments as in a), Rξ is linear. Again by Hölder’s inequality, Proposition
2.5.3, a), as well as the strict maximal regularity property

∥Rξx∥ ≤ a

∫
(0,+∞)

|e−ξt| ∥uξ,x(t)∥ dλ(t) ≤ a ∥uξ,x∥Lp

(aq)
1
q

≤ Ca
1
p ∥fξ,x∥Lp

q
1
q

≤ Ca
1
p (ep − 1)

1
p

(ap)
1
p q

1
q

∥x∥ =
C(ep − 1)

1
p

p
1
p q

1
q

∥x∥ , x ∈ X, (5.3)

and in turn

∥Rξ∥ ≤ C(ep − 1)
1
p

p
1
p q

1
q

=: L.

Since u′
ξ,x, Auξ,x ∈ Lp

(
(0,+∞);X

)
, t ,→ e−ξtAuξ,x(t) and t ,→ e−ξtu′

ξ,x(t) are integrable
by Hölder’s inequality. By Proposition 2.3.13

ARξx = a

∫
(0,+∞)

e−ξtAuξ,x(t) dλ(t) = a

∫
(0,+∞)

e−ξt(u′
ξ,x(t)− fξ,x(t)) dλ(t) (5.4)

= a

∫
(0,+∞)

e−ξtu′
ξ,x(t) dλ(t)− a

∫
(0, 1

a
)

e−ξteξtx dλ(t)

= a

∫
(0,+∞)

e−ξtu′
ξ,x(t) dλ(t)− x.
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Since
(
(T (t)

)
t≥0

is bounded, there is a constant M > 0 such that ∥T (t)∥ ≤ M for all

t ≥ 0. Hence, for t ≥ 1
a

∥uξ,x(t)∥ =

‖‖‖‖∫
(0,t)

T (t− s)fξ,x(s) ds

‖‖‖‖ =

‖‖‖‖‖
∫
(0, 1

a
)

T (t− s)eξsx ds

‖‖‖‖‖ (5.5)

≤
∫
(0, 1

a
)

∥T (t− s)∥ eas ∥x∥ ds ≤ M ∥x∥
∫
(0, 1

a
)

eas ds =
M ∥x∥ (e− 1)

a
.

For n ∈ N we define gn : [0,+∞) → X by gn(t) := ✶[0,n)(t)e
−ξtu′

ξ,x(t) as well as

hn : [0,+∞) → X by hn(t) := ✶[0,n)e
−ξtuξ,x(t). Clearly, gn(t)

n→+∞−−−−→ e−ξtu′
ξ,x(t) and

hn(t)
n→+∞−−−−→ e−ξtuξ,x(t) as well as ∥gn(t)∥ ≤ ‖‖e−ξtu′

ξ,x(t)
‖‖ and ∥hn(t)∥ ≤ ‖‖e−ξtuξ,x(t)

‖‖
for all t ≥ 0. By Proposition 2.4.5 and Theorem 2.3.7 we obtain∫

(0,+∞)

e−ξtu′
ξ,x(t) dλ(t) = lim

n→+∞

∫
(0,+∞)

gn(t) dλ(t) = lim
n→+∞

∫
(0,n)

e−ξtu′
ξ,x(t) dλ(t)

= lim
n→+∞

e−ξnuξ,x(n) + ξ

∫
(0,n)

e−ξtuξ,x(t) dλ(t)

= lim
n→+∞

e−ξnuξ,x(n) + ξ

∫
(0,n)

hn(t) dλ(t)

= ξ

∫
(0,+∞)

e−ξtuξ,x(t) dλ(t) =
ξ

a
Rξx

because of (5.5) and Re(ξ) = a > 0. From (5.4) we conclude

ARξx = a

∫
(0,+∞)

e−ξtu′
ξ,x(t) dλ(t)− x = ξRξx− x.

Given x ∈ D(A), s ,→ T (t− s)fξ,Ax is integrable by Lemma 4.2.3. Employing
Proposition 2.3.13 yields

uξ,Ax(t) =

∫
(0,t)

T (t− s)fξ,Ax(s) dλ(s) =

∫
(0, 1

a
)

T (t− s)eξsAx dλ(s)

= A

∫
(0,t)

T (t− s)fξ,x(s) dλ(s) = Auξ,x(t)

and in turn

RξAx = a

∫ +∞

0

e−ξtuξ,Ax(t) dλ(t) = aA

∫ +∞

0

e−ξtuξ,x(t) dλ(t) = ARξx.

□

5.1.4 Theorem. Let p ∈ (1,+∞) and t0 > 0. If A has the maximal Lp-regularity
property on (0, t0], then A generates an analytic semigroup.
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Proof. Let ξ = a+ ib ∈ C with a, b ∈ R and a ≥ 1
t0
. From Lemma 5.1.3, a), we know

that there exists a function ε : [0,+∞) → [0,+∞) as well as bounded linear operators
Rξ, Pξ ∈ Lb(X) satisfying lim

s→+∞
ε(s) = 0 and ∥Rξ∥ ≤ 1

|ξ|K, ∥Pξ∥ ≤ ε(at0) for some

constant K > 0. Moreover,

ARξx = Pξx− x+ ξRξx, x ∈ X.

Let τ > 1
t0

such that ∥Pξ∥ ≤ ε(at0) ≤ 1
2
for all ξ ∈ C with a > τ . Given a > τ , I − Pξ is

invertible and ∥(I − Pξ)
−1∥ ≤ 2; see Lemma 6.3.9 in [12]. Hence,

(ξI − A)Rξ(I − Pξ)
−1x = x, x ∈ X.

Since Rξ and Pξ commute with A on D(A), we obtain R(ξ, A) = Rξ(I − Pξ)
−1 and

consequently

∥R(ξ, A)∥ ≤ 2K

|ξ| ≤ 2K

| Im(ξ)|
for every ξ ∈ C satisfying Re(ξ) > τ and Im(ξ) ̸= 0. Let M,ω be as in Proposition 3.1.2,
a). Assuming w.l.o.g. ω ≥ τ , Corollary 3.3.6 yields that A generates an analytic
semigroup.

□

5.1.5 Theorem. Let p ∈ (1,+∞). If A has the maximal Lp-regularity property on
(0,+∞), then it has the maximal Lp-regularity property on (0, t0] for all t0 > 0.

Proof. Let t0 > 0, f ∈ Lp
(
(0, t0)];X

)
and set f̃ := ✶(0,t0]f . Clearly,‖‖‖f̃‖‖‖

Lp((0,+∞);X)
= ∥f∥Lp((0,t0];X). Since A is maximally Lp-regular, there is a uniqe weak

solution u∞ of {
u′
∞(t) = Au∞(t) + f̃(t), t ∈ (0,+∞),

u∞(0) = 0,

satisfying

∥Au∞∥Lp((0,+∞);X) ≤ C
‖‖‖f̃‖‖‖

Lp((0,+∞);X)

for some C > 0. The restriction u of u∞ to [0, t0] is a weak solution of (5.1) on (0, t0]
satisfying

∥Au∥Lp((0,t0);X) ≤ ∥Au∞∥Lp((0,+∞);X) ≤ C
‖‖‖f̃‖‖‖

Lp((0,+∞);X)
= C ∥f∥Lp((0,t0];X) .

It remains to show that u is unique. Let ũ : [0, t0] → X be another weak solution of
(5.1) on (0, t0] and define v := u− ũ. v is a weak solution of{

v′(t) = Av(t), t ∈ (0, t0],

v(0) = 0.
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Let t̃ ∈ (0, t0) be such that v(t̃) ∈ D(A) (see Definition 4.2.1), and define
ṽ : [0,+∞) → X by

ṽ(t) :=

{
v(t), t ∈ [0, t̃],

T (t− t̃)v(t̃), t > t̃.

By Proposition 3.1.2, b), ṽ is continuous. v(t̃) ∈ D(A) implies ṽ(t) ∈ D(A) for almost
every t ∈ (0,+∞) by Proposition 3.1.2, f). Let φ ∈ C∞

00

(
(0,+∞);C

)
and

0 < a < b < +∞ such that supp(φ) ⊆ [a, b] and w.l.o.g. t̃ ∈ [a, b]. Since v is weakly
differentiable on (0, t0), we have v, Av ∈ L1

loc

(
(0, t0);X

)
and, in turn,

v ∈ W 1,1
(
(a, t̃);X

)
. By Corollary 2.5.9∫

(0,t̃)

φ′(t)v(t) dλ(t) =
∫
(a,t̃)

φ′(t)v(t) dλ(t)

= φ(t̃)v(t̃)− φ(a)v(a)−
∫
(a,t̃)

φ(t)Av(t) dλ(t)

= φ(t̃)v(t̃)−
∫
(0,t̃)

φ(t)Av(t) dλ(t).

Proposition 3.1.2, f) and Proposition 2.4.5 yield∫
(t̃,+∞)

φ′(t)T (t− t̃)v(t̃) dλ(t) =

∫
(t̃,b)

φ′(t)T (t− t̃)v(t̃) dλ(t)

= φ(b)T (b− t̃)v(t̃)− φ(t̃)v(t̃)−
∫
(t̃,b)

φ(t)AT (t− t̃)v(t̃) dλ(t)

= −φ(t̃)v(t̃)−
∫
(t̃,+∞)

φ(t)AT (t− t̃)v(t̃) dλ(t).

Consequently,∫
(0,+∞)

φ′(t)ṽ(t) dλ(t) =
∫
(0,t̃)

φ′(t)v(t) dλ(t) +
∫
(t̃,+∞)

φ′(t)T (t− t̃)v(t̃) dλ(t)

= −
∫
(0,t̃)

φ(t)
(
Av(t)

)
dλ(t)−

∫
(t̃,+∞)

φ(t)AT (t− t̃)v(t̃) dtλ(t)

= −
∫
(0,+∞)

φ(t)
(
Aṽ(t)

)
dλ(t).

Together with ṽ(0) = v(0) = 0 we conclude that ṽ is a weak solution of{
ṽ′(t) = Aṽ(t), t ∈ [0,+∞),

ṽ(0) = 0.

Since A is maximally Lp-regular on [0,+∞) and the constant zero function is a weak
solution of the above problem, ṽ(t) = 0 for every t ∈ [0,+∞) and therefore v(t) = 0 for
every t ∈ [0, t̃]. Since v(t̃) ∈ D(A) holds true up to a null set, we conclude that v(t) = 0
for almost every t ∈ (0, t0]. v being continuous yields v(t) = 0 and in turn u(t) = ũ(t)
for every t ∈ [0, t0].
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□

Combining the previous two results yields the following corollary.

5.1.6 Corollary. Let p ∈ (1,+∞). If A has the maximal Lp-regularity property on
(0,+∞), then A generates a bounded analytic semigroup.

Proof. By Theorem 5.1.5 A is maximally Lp-regular on (0, t0] for all t0 > 0. Let
ξ := a+ ib ∈ C with a, b ∈ R, a > 0 and t1 > 0 be such that a ≥ 1

t1
. By Lemma 5.1.3,

a), there is a function ε : [0,+∞) → [0,+∞) as well as bounded linear operators
Rξ,t0Pξ,t0 ∈ Lb(X) satisfying lim

s→+∞
ε(s) = 0,

ARξ,t0x = Pξ,t0x− x+ ξRξ,t0x, x ∈ X

and ∥Rξ,t0∥ ≤ 1
|ξ|K, ∥Pξ,t0∥ ≤ ε(at0) for some constant K > 0. Let t2 > t1 be such that

ε(at0) ≤ 1
2
for all t0 ≥ t2. t0 ≥ t2 yields the invertibility of I − Pξ,t0 with

∥(I − Pξ,t0)
−1∥ ≤ 2; see Lemma 6.3.9 in [12]. Hence,

(ξI − A)Rξ,t0(I − Pξ,t0)
−1x = x.

Since Rξ,t0 and Pξ,t0 commute with A on D(A), we obtain R(ξ, A) = Rξ,t0(I − Pξ,t0)
−1

and consequently

∥R(ξ, A)∥ ≤ 2K

|ξ|
for all ξ ∈ C with Re(ξ) = a > 0. By Theorem 3.3.5 A generates a bounded analytic
semigroup.

□

5.2 Strict Maximal Regularity

In the present section we study the relation between strict maximal regularity and
maximal regularity.

5.2.1 Proposition. Let p ∈ (1,+∞) and t0 > 0. The generator A of a strongly
continuous semigroup has the maximal Lp-regularity property on (0, t0] if and only if A
has the strict maximal Lp-regularity property on (0, t0].

Proof. Clearly, strict maximal regularity implies maximal regularity. Suppose that A is
maximally Lp-regular. By Theorem 5.1.4 the operator A is the infinitesimal generator of
an analytic semigroup, which implies the unique weak solution u : [0, t0] → X of (5.1) is
given by

u(t) :=

∫
(0,t)

T (t− s)f(s) dλ(s)
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for every f ∈ Lp
(
(0, t0];X

)
; see Proposition 4.2.7. It suffices to show that

u ∈ Lp
(
(0, t0);X

)
and

∥u∥Lp ≤ C ∥f∥Lp , f ∈ Lp
(
(0, t0];X

)
,

for some C > 0. By continuity and Theorem 2.4.2, u ∈ Lp
(
(0, t0];X

)
. We will show that

the operator S : Lp
(
(0, t0];X

) → Lp
(
(0, t0];X

)
defined by

(Sf)(t) =

∫
(0,t)

T (t− s)f(s) dλ(s)

is bounded. Let (fn)n∈N be a sequence in Lp
(
(0, t0];X

)
and f, u ∈ Lp

(
(0, t0];X

)
with

∥fn − f∥Lp

n→+∞−−−−→ 0 and ∥Sfn − u∥Lp

n→+∞−−−−→ 0. By Proposition 2.5.2, a), there exists a

subsequence (fnk
)k∈N satisfying Sfnk

(t)
k→+∞−−−−→ u(t) for almost every t ∈ (0, t0]. Given

t ∈ (0, t0], we define φt : L
p
(
(0, t0];X

) → X by

φt(g) := (Sg)(t) =

∫
(0,t)

T (t− s)g(s) dλ(s).

For 0 < s < t < t0, g ∈ Lp
(
(0, t0];X

)
and M,ω as in Proposition 3.1.2, a) we have

∥T (t− s)g(s)∥ ≤ ∥T (t− s)∥ ∥g(s)∥ ≤ Meω(t−s) ∥g(s)∥ ≤ Meωt0 ∥g(s)∥
and by Proposition 2.5.3, a),

∥φt(g)∥ ≤
∫
(0,t)

∥T (t− s)g(s)∥ dλ(s) ≤
∫
(0,t)

Meωt0 ∥g(s)∥ dλ(s)

≤
(∫

(0,t)

M qeqωt0 dλ(s)
) 1

q ·
(∫

(0,t)

∥g(s)∥p dλ(s)
) 1

p

≤ t
1
qMeωt0 ∥g∥Lp ≤ t

1
q

0Meωt0 ∥g∥Lp ,

for 1
p
+ 1

q
= 1. Consequently,

u(t) = lim
k→+∞

(Sfnk
)(t) = lim

k→+∞
φt(fnk

) = φt(f) = (Sf)(t)

for almost every t ∈ (0, t0] implying u = Sf in Lp
(
(0, t0];X

)
. By the Closed Graph

Theorem, 4.4.2 in [12], S is bounded, which means ∥u∥Lp = ∥Sf∥Lp ≤ ∥S∥ ∥f∥Lp ,
f ∈ Lp

(
(0, t0];X

)
.

□

5.2.2 Theorem. Let p ∈ (1,+∞). The generator A of a strongly continuous semigroup
has the strict maximal Lp-regularity property on (0,+∞) if and only if A has the
maximal Lp-regularity property on (0,+∞) and 0 ∈ ρ(A). In this case there exist
constants M, δ > 0, such that ∥T (t)∥ ≤ Me−δt for all t ≥ 0.
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Proof. Suppose first that A has the strict maximal Lp-regularity property. By Lemma
5.1.3, b), there exists a bounded operator Rξ ∈ Lb(X) such that ARξx = ξRξx− x,
x ∈ X, and ∥Rξ∥ ≤ L for all ξ ∈ C with Re(ξ) > 0 and some L > 0. Since Rξ commutes
with A, we conclude that Rξ = R(ξ, A) for all ξ ∈ C with Re(ξ) > 0. Let ε > 0 and
ξ, µ ∈ C with Re(ξ),Re(µ) > 0 and |ξ|, |µ| < ε

2L2 . We employ Proposition 1.2.4, b) and
obtain

∥R(ξ, A)−R(µ,A)∥ = ∥(ξ − µ)R(ξ, A)R(µ,A)∥ ≤ |ξ − µ| ∥R(ξ, A)∥ ∥R(µ,A)∥
≤ L2(|ξ|+ |µ|) < L2

(
ε

2L2 +
ε

2L2

)
< ε.

Therefore, (R(ξ, A))Re(ξ)>0 is a Cauchy net in Lb(X) for ξ → 0. Denoting its limit by
R ∈ Lb(X) we obtain for x ∈ D(A)

R(−Ax) = lim
ξ→0

−R(ξ, A)Ax = lim
ξ→0

R(ξ, A)(ξI − A)x− ξR(ξ, A)x

= x− lim
ξ→0

ξR(ξ, A)x = x. (5.6)

For x ∈ X we have R(ξ, A)x
ξ→0−−→ Rx and, in turn,

AR(ξ, A)x = (A− ξI)R(ξ, A)x+ ξR(ξ, A)x = ξR(ξ, A)x− x
ξ→0−−→ −x.

By the closedness of A we obtain Rx ∈ D(A) and ARx = −x which together with (5.6)
implies R(0, A) = R ∈ Lb(X), and hence 0 ∈ ρ(A).

For the converse suppose that A is maximally Lp-regular and 0 ∈ ρ(A). By Corollary
5.1.6 the generator A is the infinitesimal generator of a bounded analytic semigroup.
Since every analytic semigroup is differentiable, given f ∈ Lp

(
(0,+∞);X

)
, by

Proposition 4.2.7 the unique weak solution u of (5.1) has the form

u(t) =

∫
(0,t)

T (t− s)f(s) dλ(s).

By Theorem 3.3.5 A is sectorial of some angle δ ∈ (0, π
2
). Given θ ∈ (π

2
, π
2
+ δ), due to

Theorem 3.3.3

T (t) =
1

2πi

∫
γ

eξtR(ξ, A) dξ, t > 0,

where γ(s) := −se−iθ for s ≤ 0 and γ(s) := seiθ for s > 0. Since ρ(A) is open and
0 ∈ ρ(A), there exists ε > 0, such that U2ε(0) ⊆ ρ(A). We define

γ1 : [−ε, 0] → C, γ1(s) := −se−iθ,

γ2 : [0, ε] → C, γ2(s) := seiθ,

γ3 : [−ε sin(θ), ε sin(θ)] → C, γ3(s) := ε cos(θ)− is,

γ4 : (−∞,−ε] → C, γ4(s) := −se−iθ

and
γ5 : [ε,+∞) → C, γ5(s) := seiθ

as well as γ̃1 := γ1γ2γ3 and γ̃2 := γ4γ
−
3 γ5.
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arg(ξ) = δ + π
2

arg(ξ) = −δ − π
2

γ1

γ2

γ3

γ4

γ5

U2ε(0)

Since ξ ,→ eξtR(ξ, A) is analytic on ρ(A) ⊇ U2ε(0) ⊇ ran(γ̃1), by Theorem 2.2.5∫
γ̃1

eξtR(ξ, A) dξ = 0

for every t ≥ 0. Since ξ ,→ eξtR(ξ, A) is integrable along γ, it is integrable along γj for
j = 1, . . . 5. We have

T (t) =
1

2πi

∫
γ

eξtR(ξ, A) dξ =
1

2πi

∫
γ̃1

eξtR(ξ, A) dξ +
1

2πi

∫
γ̃2

eξtR(ξ, A) dξ

=
1

2πi

∫
γ̃2

eξtR(ξ, A) dξ. (5.7)

If C > 0 is such that ∥R(ξ, A)∥ ≤ C
|ξ| for every ξ ∈ Σθ, then cos(θ) < 0 yields‖‖‖‖∫

γ5

eξtR(ξ, A) dξ

‖‖‖‖ =

‖‖‖‖∫ +∞

ε

este
iθ

eiθR(seiθ, A) dr

‖‖‖‖ ≤
∫ ∞

ε

est cos(θ)
‖‖R(reiθ, A)

‖‖ dr

≤ C

∫ ∞

ε

ert cos(θ)

r
dr ≤ C

ε

∫ ∞

ε

ert cos(θ) dr

=
C

ε

eεt cos(θ)

t| cos(θ)| ≤
C

ε| cos(θ)|e
cos(θ)εt

for t ≥ 1. A similar approach for γ4 leads to‖‖‖‖∫
γ4

eξtR(ξ, A) dξ

‖‖‖‖ ≤ Kecos(θ)εt

for some K > 0 independent of t. Furthermore,‖‖‖‖∫
γ3

eξtR(ξ, A) dξ

‖‖‖‖ =

‖‖‖‖‖
∫ ε sin(θ)

−ε sin(θ)

eεt cos(θ)+istR(ε cos(θ) + is, A)i ds

‖‖‖‖‖
≤

∫ ε sin(θ)

−ε sin(θ)

eεt cos(θ) ∥R(ε cos(θ) + is, A)∥ ds
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≤ Cecos(θ)εt
∫ ε sin(θ)

−ε sin(θ)

1

|ε cos(θ) + is| ds

≤ 2Cε sin(θ)

ε| cos(θ)| e
cos(θ)εt = 2C| tan(θ)|ecos(θ)εt.

We define

M̃ :=
1

2π
max

{ C

ε| cos(θ)| , K, 2C| tan(θ)|
}
> 0

as well as δ := − cos(θ)ε > 0 and derive from (5.7)

∥T (t)∥ ≤
‖‖‖‖ 1

2πi

∫
γ̃2

eξtR(ξ, A) dξ

‖‖‖‖ ≤ M̃e−δt, t ≥ 1.

Since according to Proposition 3.1.2, a), ∥T (t)∥ is bounded on [0, 1], we obtain

∥T (t)∥ ≤ Me−δt

for all t ≥ 0 and a sufficiently large M > 0. Lastly, by Proposition 3.3.4,
T : (0,+∞) → Lb(X) is continuous. Together with∫

(0,+∞)

∥T (t)∥ dλ(t) ≤ M

∫ +∞

0

e−δt dλ(t) =
M

δ
< +∞

we conclude that T ∈ L1
(
(0,+∞);Lb(X)

)
; see Theorem 2.4.3. Extending T and f to

(−∞, 0) by T (t) := 0 and f(t) := 0 we can employ Young’s inequality, Proposition
2.5.3, b), and obtain∫

(0,+∞)

∥u(t)∥p dλ(t) ≤
∫
R

(∫
R
∥T (t− s)∥ ∥f(s)∥ ds

)p

dλ(t)

≤
(∫

R
∥T (t)∥ dλ(t)

)p

·
(∫

R
∥f(t)∥p dλ(t)

)
≤ Mp

δp
∥f∥pLp ,

which implies ∥u∥Lp ≤ M
δ
∥f∥Lp .

□

Under certain conditions we can conclude strict maximal regularity on (0,+∞) from
maximal regularity on bounded intervals.

5.2.3 Theorem. Let p ∈ (1,+∞) and t0 > 0. If there exist constants M, δ > 0 such
that ∥T (t)∥ ≤ Me−δt for all t ≥ 0 and A has the maximal Lp-regularity property on
(0, t0], then A has the strict maximal regularity property on (0,+∞).

Proof. By Theorem 5.1.4 the operator A is the infinitesimal generator of an analytic
semigroup

(
T (z)

)
z∈Σφ

of angle φ ∈ (0, π
2
). By Theorem 3.3.6,

(
T (t)

)
t≥0

is differentiable

and there exists a constant C > 0 such that ∥AT (t)∥ ≤ Ce(−δ+δ)t

t
≤ C

t
for all t > 0. Given

t > 0 and ε ∈ (0, t), according to Proposition 3.3.4 we have

∥AT (t)∥ ≤ ∥T (t− ε)∥ ∥AT (ε)∥ ≤ Me−δ(t−ε) ∥AT (ε)∥ .
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Hence, AT ∈ Lq
(
(ε,+∞);Lb(X)

)
for all ε > 0 and q ∈ [1,+∞].

Let f ∈ Lp
(
(0,+∞);X

)
and denote by u the mild solution of (5.1) on (0,+∞), i.e

u(t) :=

∫
(0,t)

T (t− s)f(s) dλ(s). (5.8)

By Lemma 4.2.3 u is well-defined and continuous. We want to prove that u(t) ∈ D(A)
for almost every t > 0. By Proposition 4.2.7, the unique solution of (5.1) on (0, t0] has
the form

ut0(t) =

∫
(0,t)

T (t− s)f(s) dλ(s), (5.9)

which implies u(t) = ut0(t) ∈ D(A) for almost every t ∈ (0, t0]. For t > t0, there exists
n ∈ N, such that t ∈ (nt0, (n+ 1)t0] and by Theorem 2.4.6

u(t) =

∫
(0,t)

T (t− s)f(s) dλ(s) =

∫
(0,nt0)

T (t− s)f(s) dλ(s) +

∫
(nt0,t)

T (t− s)f(s) dλ(s)

=

∫
(t−nt0,t)

T (s)f(t− s) dλ(s) +

∫
(0,t−nt0)

T (t− nt0 − s)f(s+ nt0) dλ(s). (5.10)

In order to show that both integrals above are contained in D(A), we note that
t ,→ T (t) is continuous on (0,+∞) and ∥T (t)∥ ≤ Me−δt, implying T ∈ Lq

(
(0,+∞);X

)
.

By Proposition 2.5.3, a) s ,→ T (s)f(t− s) and s ,→ T (t− nt0 − s)f(s+ nt0) are
integrable over (t− nt0, t) and (0, t− nt0), respectively. Let q ∈ (1,+∞) such that
1
p
+ 1

q
= 1 and ε ∈ (0, t− nt0). Since AT ∈ Lq

(
(ε,+∞);Lb(X)

)
, by Hölder’s inequality,

Proposition 2.5.3, a)∫
(t−nt0,t)

∥AT (s)f(t− s)∥ dλ(s) ≤ ∥AT∥Lq((ε,+∞);Lb(X)) ∥f∥Lp((0,+∞;X) < +∞.

Hence, by Proposition 2.3.13∫
(t−nt0,t)

T (s)f(t− s) dλ(s) ∈ D(A).

The function g(s) := f(s+ nt0), s ∈ (0, t0] belongs to Lp
(
(0, t0];X

)
. If v denotes the

unique weak (and therefore mild) solution of{
v′(s) = Av(s) + g(s), s ∈ (0, t0],

v(0) = 0,

then by Proposition 4.2.7∫
(0,t−nt0)

T (t− nt0 − s)f(s+ nt0) dλ(s) =

∫
(0,t−nt0)

T (t− nt0 − s)g(s) dλ(s) = v(t− nt0).

Since v(s) ∈ D(A) for almost every s ∈ (0, t0], u(t) ∈ D(A) for almost every t > 0; see
(5.10)
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We show that ∥u∥Lp((0,+∞);X) ≤ K ∥f∥Lp((0,+∞);X) for some K > 0 independent of f .

Since ∥T (t)∥ ≤ Me−δt for all t ≥ 0, T ∈ L1
(
(0,+∞);Lb(X)

)
. We extend T and f to

(−∞, 0) by T (t) = 0, f(t) = 0, apply Young’s Convolution Inequality, Proposition 2.5.3,
b), and get ∫

(0,+∞)

∥u(t)∥p dλ(t) =
∫
R

‖‖‖‖∫
R
T (t− s)f(s) dλ(s)

‖‖‖‖p

dλ(t)

≤ ∥f∥pLp((0,+∞);X) ∥T∥pL1((0,+∞);Lb(X)). .. .
=:Kp

.

We show that there is a constant L > 0 such that ∥Au∥Lp((0,+∞);X) ≤ L ∥f∥Lp((0,+∞);X)

and start with

∥Au∥pLp((0,+∞);X) =

∫
(0,t0)

∥Au(t)∥p dλ(t) +
∫
(t0,+∞)

∥Au(t)∥p dλ(t). (5.11)

Since A is maximally regular on (0, t0], there exists a constant D > 0, such that
considering (5.9)∫

(0,t0)

∥Au(t)∥p dλ(t) =
∫
(0,t0)

∥Aut0(t)∥p dλ(t) = ∥Aut0∥pLp((0,t0];X)

≤ Dp ∥f∥pLp((0,t0];X) ≤ Dp ∥f∥pLp((0,+∞);X) .

From ∥x+ y∥p ≤ 2p−1(∥x∥p + ∥y∥p) and (5.8) we conclude that

1

2p−1

∫
(t0,+∞)

∥Au(t)∥p dt

is less or equal to‖‖‖‖A(∫
(0,·−t0)

T (· − s)f(s) ds
)‖‖‖‖p

Lp((t0,+∞);X). .. .
=:I1

+

‖‖‖‖A(∫
(·−t0,·)

T (· − s)f(s) ds
)‖‖‖‖p

Lp((t0,+∞);X). .. .
=:I2

.

Let q ∈ (1,+∞) with 1
p
+ 1

q
= 1 and t > t0. We saw in the beginning of the proof that

AT ∈ Lq
(
(t0, t);Lb(X)

)
. By Proposition 2.5.3, a), applied to ✶(0,+∞) ∥f(t− ·)∥ and

✶(t0,t) ∥AT∥ ∫
(t0,t)

∥AT (s)f(t− s)∥ dλ(s) ≤ ∥AT∥Lq((t0,t);X) ∥f∥Lp((0,+∞);X) ,

which implies that s ,→ AT (s)f(t− s) is integrable over (t0, t) for every t ∈ (t0,+∞).
Employing Proposition 2.3.13 yields

A
(∫

(t0,t)

T (s)f(t− s) dλ(s)
)
=

∫
(t0,t)

AT (s)f(t− s) dλ(s).
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By Theorem 2.4.6, Proposition 2.5.3, c), we have

I1 =

∫
(t0,+∞)

‖‖‖‖A(∫
(t0,t)

T (s)f(t− s) dλ(s)
)‖‖‖‖p

dλ(t)

=

∫
(t0,+∞)

‖‖‖‖∫
(t0,t)

AT (s)f(t− s) dλ(s)

‖‖‖‖p

dλ(t)

≤
∫
(t0,+∞)

(∫
(t0,t)

∥AT (s)f(t− s)∥ dλ(s)
)p

dλ(t)

≤
∫
(t0,+∞)

(∫
(t0,+∞)

∥AT (s)f(t− s)∥ dλ(s)
)p

dλ(t)

≤
(∫

(t0,+∞)

(∫
(t0,+∞)

∥AT (s)f(t− s)∥p dλ(t)
) 1

p
dλ(s)

)p

≤
(∫

(t0,+∞)

∥AT (s)∥ ∥f∥Lp((0,+∞);X) dλ(s)
)p

= ∥AT∥pL1((t0,+∞);Lb(X)) ∥f∥pLp((0,+∞);X) .

Defining

J1,n :=

∫
(nt0,(n+1)t0)

‖‖‖‖A(∫
(t−t0,nt0)

T (t− s)f(s) dλ(s)
)‖‖‖‖p

dλ(t)

and

J2,n :=

∫
(nt0,(n+1)t0)

‖‖‖‖A(∫
(nt0,t)

T (t− s)f(s) dλ(s)
)‖‖‖‖p

dλ(t)

for n ∈ N we obtain

I2 =
∞∑
n=1

∫
(nt0,(n+1)t0)

‖‖‖‖A(∫
(t−t0,t)

T (t− s)f(s) dλ(s)
)‖‖‖‖p

dλ(t)

≤ 2p−1

∞∑
n=1

(J1,n + J2,n).

For t ∈ (0, t0) and n ∈ N by Proposition 2.5.3, a)∫
(0,t0−t)

∥AT (t+ s)f(nt0 − s)∥ dλ(s) ≤ ∥AT∥Lq((t,t0);X) ∥f∥Lp((0,+∞);X) .

Hence, by Proposition 2.3.13

A
(∫

(0,t0−t)

T (t+ s)f(nt0 − s) dλ(s)
)
=

∫
(0,t0−t)

AT (t+ s)f(nt0 − s) dλ(s).

Substituting s ,→ nt0 − s and t ,→ t+ nt0 together with the estimate ∥AT (t)∥ ≤ C
t
,

t > 0, yields

J1,n =

∫
(nt0,(n+1)t0)

‖‖‖‖A(∫
(t−t0,nt0)

T (t− s)f(s) dλ(s)
)‖‖‖‖p

dλ(t)

=

∫
(nt0,(n+1)t0)

‖‖‖‖A(∫
(0,(n+1)t0−t)

T (t+ s− nt0)f(nt0 − s) dλ(s)
)‖‖‖‖p

dλ(t)
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=

∫
(0,t0)

‖‖‖‖A(∫
(0,t0−t)

T (t+ s)f(nt0 − s) dλ(s)
)‖‖‖‖p

dλ(t)

=

∫
(0,t0)

‖‖‖‖∫
(0,t0−t)

AT (t+ s)f(nt0 − s) dλ(s)

‖‖‖‖p

dλ(t)

≤
∫
(0,t0)

(∫
(0,t0−t)

∥AT (t+ s)f(nt0 − s)∥ dλ(s)
)p

dλ(t)

≤
∫
(0,t0)

(∫
(0,t0−t)

C ∥f(nt0 − s)∥
t+ s

dλ(s)
)p

dλ(t)

≤ Cp

∫
(0,t0)

(∫
(0,t0)

∥f(nt0 − s)∥
t+ s

dλ(s)
)p

dλ(t).

For fixed t > 0 we substitute s ,→ st and obtain∫
(0,t0)

∥f(nt0 − s)∥
t+ s

dλ(s) =

∫
(0,+∞)

✶(0,t0)(s) ∥f(nt0 − s)∥
t+ s

dλ(s)

=

∫
(0,+∞)

✶(0,t0)(st) ∥f(nt0 − st)∥
1 + s

dλ(s).

By Proposition 2.5.3, c) and substituting t ,→ t
s

J1,n = Cp

∫
(0,t0)

(∫
(0,+∞)

✶(0,t0)(st) ∥f(nt0 − st)∥
1 + s

dλ(s)
)p

dλ(t)

≤ Cp
(∫

(0,+∞)

(∫
(0,t0)

✶(0,t0)(st) ∥f(nt0 − st)∥p
(1 + s)p

dλ(t)
) 1

p
dλ(s)

)p

≤ Cp
(∫

(0,+∞)

(∫
(0,st0)

✶(0,t0)(t) ∥f(nt0 − t)∥p
s(1 + s)p

dλ(t)
) 1

p
dλ(s)

)p

≤ Cp ∥f∥pLp(((n−1)t0,nt0);X)

(∫
(0,+∞)

1

(1 + s)s
1
p

dλ(s)
)p

.

We choose r1 :=
p+1
2

> 1 and r2 ∈ (1,+∞) such that 1
r1
+ 1

r2
= 1. By Hölder’s

inequality, Proposition 2.5.3, a),∫
(0,1)

1

(1 + s)s
1
p

dλ(s) ≤
(∫

(0,1)

1

(1 + s)r2
dλ(s)

) 1
r2

(∫
(0,1)

1

s
p+1
2p

dλ(s)
) 2

p+1 ≤ 2p

p− 1
.

Together with ∫
(1,+∞)

1

(1 + s)s
1
p

dλ(s) ≤
∫
(1,+∞)

1

s1+
1
p

dλ(s) = p

we obtain J1,n ≤ Cp( 2p
p−1

+ p)p ∥f∥pLp(((n−1)t0,nt0);X) and, in consequence,

∞∑
n=1

J1,n = Cp( 2p
p−1

+ p)p
∞∑
n=1

∥f∥pLp(((n−1)t0,nt0);X) = Cp( 2p
p−1

+ p)p ∥f∥pLp((0,+∞);X) .
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In order to estimate J2,n, n ∈ N, we substitute s ,→ s+ nt0, t ,→ t+ nt0 and derive from
A being maximally Lp-regular on (0, t0]

J2,n =

∫
(nt0,(n+1)t0)

‖‖‖‖A(∫
(nt0,t)

T (t− s)f(s) dλ(s)
)‖‖‖‖p

dλ(t)

=

∫
(nt0,(n+1)t0)

‖‖‖‖A(∫
(0,t−nt0)

T (t− s− nt0)f(s+ nt0) dλ(s)
)‖‖‖‖p

dλ(t)

=

∫
(0,t0)

‖‖‖‖A(∫
(0,t)

T (t− s)f(s+ nt0) dλ(s)
)‖‖‖‖p

dλ(t)

≤ Dp ∥f∥pLp((nt0,(n+1)t0);X) .

We obtain

∞∑
n=1

J2,n ≤ Kp

∞∑
n=1

∥f∥pLp((nt0,(n+1)t0);X) ≤ Kp ∥f∥pLp((0,+∞);X) .

Starting with (5.11) the derived estimates imply

∥Au∥Lp ≤
(
2p−1 ∥AT∥pL1((t0,+∞);X) + (1 + 22p−2)Dp + 22p−2Cp( 2p

p−1
+ p)p

) 1
p ∥f∥Lp .

It remains to show that u is a weak solution of (5.1) on (0,+∞). To that end, we verify
u ∈ W 1,p

(
(nt0, (n+ 1)t0);X

)
for every n ∈ N ∪ {0}. Define vn : (0, t0) → X by

vn(t) := T (t)u(nt0) +

∫
(0,t)

T (t− s)f(s+ nt0) dλ(s).

Because A has the maximal Lp-regularity property on (0, t0] and
s ,→ f(s+ nt0) ∈ Lp

(
(0, t0];X

)
, according to Proposition 4.2.7 the unique weak solution

un of {
u′
n(t) = Aun(t) + f(t+ nt0), t ∈ (0, t0],

un(0) = 0

is given by

un(t) =

∫
(0,t)

T (t− s)f(s+ nt0) dλ(s).

By Theorem 3.3.6 and Proposition 3.3.4 t ,→ T (t)u(nt0) is differentiable. Employing
Proposition 2.5.5, b) and c), yields that vn = T (·)u(nt0) + un is weakly differentiable
and v′n(t) = Avn(t) + f(t+ nt0). Moreover,

T (t)u(nt0) = T (t)

∫
(0,nt0)

T (nt0 − s)f(s) dλ(s) =

∫
(0,nt0)

T (t+ nt0 − s)f(s) dλ(s)

and substituting s ,→ s− nt0 yields

un(t) =

∫
(0,t)

T (t− s)f(s+ nt0) dλ(s) =

∫
(nt0,(t+nt0)

T (t+ nt0 − s)f(s) dλ(s).
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We obtain

vn(t) =

∫
(0,t+nt0)

T (t+ nt0 − s)f(s) dλ(s) = u(t+ nt0)

and, in turn, the weak differentiability of u on (nt0, (n+ 1)t0) and

u′(t) = v′n(t− nt0) = Avn(t− nt0) + f(t) = Au(t) + f(t).

Au, f ∈ Lp
(
(nt0, (n+ 1)t0);X

)
yields u′ ∈ Lp

(
(nt0, (n+ 1)t0);X

)
and, together with

u ∈ Lp
(
(0,+∞);X

)
, u ∈ W 1,p

(
(nt0, (n+ 1)t0);X

)
. For φ ∈ C∞

00

(
(0,+∞);C

)
also

(φu)|(nt0,(n+1)t0) ∈ W 1,p
(
(nt0, (n+ 1)t0);X

)
and∫

(nt0,(n+1)t0)

φ′(t)u(t) dλ(t) = (φu)
(
(n+ 1)t0

)− (φu)(nt0)−
∫
(nt0,(n+1)t0)

φ(t)u′(t) dλ(t)

according to Corollary 2.5.9. Consequently,∫
(0,+∞)

φ′(t)u(t) dλ(t) =
∞∑
n=0

∫
(nt0,(n+1)t0)

φ′(t)u(t) dλ(t)

=
∞∑
n=0

(
(φu)

(
(n+ 1)t0

)− (φu)(nt0)
)
−
∫
(nt0,(n+1)t0)

φ(t)u′(t) dλ(t)

= −
∞∑
n=0

∫
(nt0,(n+1)t0)

φ(t)
(
Au(t) + f(t)

)
dλ(t)

= −
∫
(0,+∞)

φ(t)
(
Au(t) + f(t)

)
dλ(t).

Since φ ∈ C∞
00

(
(0,+∞);C

)
was arbitrary, we conclude that u is weakly differentiable on

(0,+∞) with u′(t) = Au(t) + f(t) for almost every t ∈ (0,+∞). Together with the
continuity of u (Lemma 4.2.3) and the fact that u(t) ∈ D(A) for almost every
t ∈ (0,+∞) we deduce that u is a weak solution of (5.1). Since A is the infinitesimal
generator of an analytic semigroup, according to Proposition 4.2.7 this weak solution is
unique.

□

5.2.4 Lemma. Let p ∈ (1,+∞) and t0 > 0. If A has the maximal Lp-regularity
property on (0, t0], then A+ ξI has the maximal Lp-regularity property on (0, t0] for all
ξ ∈ C.

Proof. Let g ∈ Lp
(
(0, t0];X

)
and let u be the mild solution of (5.1) for f(t) := e−ξtg(t),

i.e.

u(t) =

∫
(0,t)

T (t− s)f(s) dλ(s).

By Lemma 4.2.3 u is continuous. According to Theorem 5.1.4 A is the generator of an
analytic and according to Corollary 3.3.6 differentiable semigroup. A being maximally
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regular and Proposition 4.2.7 yield that u a is the unique weak solution of (5.1). It is
easy to see that f ∈ Lp

(
(0, t0];X

)
and that v : [0, t0] → X defined by v(t) := eξtu(t) is

continuous as well as v(t) ∈ D(A) for almost every t ∈ (0, t0]. Let φ ∈ C∞
00

(
(0, t0);X

)
.

Since u is weakly differentiable,∫
(0,t0)

φ′(t)v(t) dλ(t) =
∫
(0,t0)

(
eξtφ′(t) + ξeξtφ(t)

)
u(t) dλ(t)− ξ

∫
(0,t0)

eξtφ(t)u(t) dλ(t)

=

∫
(0,t0)

(
eξtφ(t)

)′
u(t) dλ(t)− ξ

∫
(0,t0)

eξtφ(t)u(t) dλ(t)

= −
∫
(0,t0)

eξtφ(t)u′(t) dλ(t)− ξ

∫
(0,t0)

eξtφ(t)u(t) dλ(t)

= −
∫
(0,t0)

φ(t)
(
eξtu′(t) + ξeξtu(t)

)
dλ(t).

Hence, v is weakly differentiable and

v′(t) = eξtu′(t) + ξeξtu(t) = eξtAu(t) + eξtf(t) + ξv(t) = (A+ ξI)v(t) + g(t).

Consequently, v is a weak solution of{
v′(t) = (A+ ξI)v(t) + g(t), t ∈ (0, t0],

v(0) = 0.

By Proposition 3.1.2, g), A+ ξI is the infinitesimal generator of the strongly continuous
semigroup

(
eξtT (t)

)
t≥0

. By Theorem 5.1.4
(
T (t)

)
t≥0

can be extended to an analytic

semigroup. z ,→ eξz being analytic on C the same is true for
(
eξtT (t)

)
t≥0

. According to
Proposition 4.2.7

v(t) =

∫
(0,t)

eξ(t−s)T (t− s)g(s) dλ(s), t ∈ [0, t0].

for every t ∈ [0, t0]. By Proposition 5.2.1, there exists a constant C > 0 such that

∥u∥Lp((0,t0);X) + ∥Au∥Lp((0,t0);X) ≤ C ∥f∥Lp((0,t0);X) .

We set C1 := maxt∈[0,t0] |eξt|, C2 := maxt∈[0,t0] |e−ξt| and derive

∥Av∥pLp((0,t0);X) =

∫
(0,t0)

|epξt| ∥Au(t)∥p dλ(t) ≤ Cp
1 ∥Au∥pLp((0,t0);X) ≤ Cp

1C
p ∥f∥pLp((0,t0);X)

= Cp
1C

p

∫
(0,t0)

|e−pξt| ∥g(t)∥p dλ(t) ≤ Cp
1C

p
2C

p ∥g∥pLp((0,t0);X)

as well as

∥v∥pLp((0,t0);X) =

∫
(0,t0)

|epξt| ∥u(t)∥p dλ(t) ≤ Cp
1C

p ∥f∥pLp((0,t0);X) ≤ Cp
1C

p
2C

p ∥g∥pLp((0,t0);X) .

Consequently,

∥(A+ ξI)v∥Lp((0,t0);X) ≤ ∥Av∥Lp((0,t0);X)+|ξ| ∥v∥Lp((0,t0);X) ≤ C1C2C(1+|ξ|) ∥g∥Lp((0,t0);X) .
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□

5.2.5 Corollary. Let p ∈ (1,+∞) and t0 > 0. If A has the maximal Lp-regularity
property on (0, t0], A has the maximal Lp-regularity property on (0, t1] for every t1 > 0.

Proof. Let M,ω as in Proposition 3.1.2, a) and δ > 0. By Lemma 5.2.4 A− (ω + δ)I is
maximally Lp-regular and by Proposition 3.1.2, g), A− (ω + δ)I generates the
semigroup

(
e−(ω+δ)tT (t)

)
t≥0

. Because of‖‖e−(ω+δ)tT (t)
‖‖ ≤ Me−δt, t ∈ [0,+∞)

we conclude from Theorem 5.2.3 that A− (ω + δ)I has the strict maximal Lp-regularity
property on (0,+∞). By Theorem 5.1.5, A− (ω + δ)I has the maximal Lp-regularity
property on (0, t1] for every t1 > 0 and so does A; see Lemma 5.2.4.

□

5.3 Independence of p

Our next goal is to prove that the maximal Lp-regularity property is independent of p.
To that end we need two preliminary lemmata.

5.3.1 Lemma (Calderón-Zygmund decomposition). Let f ∈ L1
(
[0,+∞);X

)
, ε > 0 and

denote by λ the Lebesgue measure on [0,+∞). Then there exist a sequence (In)n∈N of
closed intervals with |In ∩ Im| ≤ 1 for n ̸= m and a sequence (hn)n∈N in L1

(
[0,+∞);X

)
as well as g ∈ L1

(
[0,+∞);X

)
satisfying

a) f = g +
∑
n∈N

hn,

b) ∥g∥L1 +
∑
n∈N

∥hn∥L1 ≤ 3 ∥f∥L1 ,

c) ∥g(t)∥ ≤ 2ε for almost every t ≥ 0,

d) supp(hn) ⊆ In for all n ∈ N,

e)
∫

(0,+∞)

hn(t) dλ(t) = 0 for all n ∈ N and

f)
∑
n∈N

|In| ≤ ∥f∥L1

ε
.

Proof. For f = 0 the statement is obvious by taking g := f , hn := 0, In = ∅, n ∈ N. For
f ∈ L1

(
[0,+∞);X

) \ {0} we set S1 := N and decompose [0,+∞) into closed intervals
J0,k, k ∈ N, of length 1

ε
∥f∥L1 , such as

J0,k = [(k − 1)1
ε
∥f∥L1 , k 1

ε
∥f∥L1 ].
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Furthermore, we decompose each of these intervals into two smaller intervals of length
1
2ε
∥f∥L1 , whose intersection contains at most one element, which we denote by J1,k,

k ∈ N = S1. If K1 ⊆ N denotes the set of all k ∈ N with

2ε

∥f∥L1

∫
J1,k

∥f(t)∥ dλ(t) =
1

λ(J1,k)

∫
J1,k

∥f(t)∥ dλ(t) > ε,

then

|K1| =
∑
k∈K1

1 <
∑
k∈K1

2

∥f∥L1

∫
J1,k

∥f(t)∥ dλ(t) ≤
∞∑
k=1

2

∥f∥L1

∫
J0,k

∥f(t)∥ dλ(t) = 2,

which implies N1 := N \K1 ̸= ∅. Assume that for m > 1 we have defined Sm−1,
Km−1, Nm−1 ⊆ Sm−1 with Km−1 ∪Nm−1 = Sm−1, |Nm−1| = |Sm−1| = +∞ and
(Jm−1,k)k∈Sm−1 with λ(Jm−1,k) =

1
2m−1ε

∥f∥L1 as well as

2m−1ε

∥f∥L1

∫
Jm−1,k

∥f(t)∥ dλ(t) =
1

λ(Jm−1,k)

∫
Jm−1,k

∥f(t)∥ dλ(t) > ε,

if and only if k ∈ Km−1. We decompose each of the intervals Jm−1,k, k ∈ Nm−1, into two
closed intervals of length 1

2mε
∥f∥L1 , whose intersection contains at most one element.

We call these intervals Jm,k, k ∈ Sm, where Sm ⊆ N is a set of indices with
|Sm| = 2|Nm−1| = +∞. We obtainU

k∈Nm−1

Jm−1,k =
U

k∈Sm

Jm,k (5.12)

By Km we denote the set of all k ∈ Sm such that

2mε

∥f∥L1

∫
Jm,k

∥f(t)∥ dλ(t) =
1

λ(Jm,k)

∫
Jm,k

∥f(t)∥ dλ(t) > ε. (5.13)

Since

|Km| =
∑
k∈Km

1 <
∑
k∈Km

2m

∥f∥L1

∫
Jm,k

∥f(t)∥ dλ(t) ≤
∞∑
k=1

2m

∥f∥L1

∫
J0,k

∥f(t)∥ dλ(t) = 2m,

Km has at most 2m − 1 elements and, in consequence, Nm := Sm \Km is infinite. Hence,
we inductively constructed sequences (Sm)m∈N, (Km)m∈N, (Nm)m∈N with Km ∩Nm = ∅
and Km ∪Nm = Sm, m ∈ N, as well as a sequence of intervals (Jm,k)m∈N,k∈Sm with
λ(Jm,k) =

1
2mε

∥f∥L1 . For n,m ∈ N, k ∈ Km, l ∈ Kn with (m, k) ̸= (n, l) we have
|Jm,k ∩ Jn,l| ≤ 1 and

1

λ(Jm,k)

∫
Jm,k

∥f(t)∥ dλ(t) > ε

for all m ∈ N, k ∈ Km as well as

1

λ(Jm,k)

∫
Jm,k

∥f(t)∥ dλ(t) ≤ ε
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for all m ∈ N, k ∈ Nm. Furthermore, for every m ≥ 2 and k ∈ Sm there exists l ∈ Nm−1

such that Jm,k ⊆ Jm−1,l.

For m ∈ N and k ∈ Km we denote by Jo
m,k the interior of Jm,k (i.e.

Jo
m,k = Jm,k \ {inf Jm,k, sup Jm,k}) and define

hm,k := ✶Jo
m,k

(
f − 1

λ(Jm,k)

∫
Jm,k

f(t) dλ(t)
)
.

We note that since |Jm,k ∩ Jn,l| ≤ 1 for m,n ∈ N, k ∈ Km, l ∈ Kn with (m, k) ̸= (n, l),
the sets (Jo

m,k)m∈N,k∈Km are pairwise disjoint. Consequently, for any t ≥ 0

h(t) :=
∑
m∈N

∑
m∈Km

hm,k(t)

has at most one non-vanishing addend. We define

g := f −
∑
m∈N

∑
m∈Km

hm,k.

Clearly,

f = g +
∑
m∈N

∑
m∈Km

hm,k,

supp(hm,k) ⊆ Jm,k and∫
[0,+∞)

hm,k(t) dλ(t) =

∫
Jm,k

f(s) dλ(s)−
∫
Jm,k

( 1

λ(Jm,k)

∫
Jm,k

f(t) dλ(t)
)
dλ(s) = 0

We want to prove that ∥g(t)∥ ≤ 2ε for almost every t ≥ 0. To that end, let

t ∈ [0,+∞) \
U
m∈N

U
k∈Km

Jm,k =
∩
m∈N

(
[0,+∞) \

U
k∈Km

Jm,k

)
.

We want to show by induction that for each m ∈ N there exists a km ∈ Nm satisfying
t ∈ Jm,km . For m = 1 we have

t ∈ [0,+∞) \
( U
k∈K1

J1,k

)
⊆

U
k∈N1

J1,k.

Hence, t ∈ J1,k1 for some k1 ∈ N1. Assume that t ∈ Jm−1,km−1 for some km−1 ∈ Nm−1.
Km ∩Nm = ∅, Km ∪Nm = Sm and (5.12) yield

t ∈ [0,+∞) \
( U
k∈Km

Jm,k

)
⊆

U
k∈Nm

Jm,k ∪
(
[0,+∞) \

( U
k∈Sm

Jm,k

))
=

U
k∈Nm

Jm,k ∪
(
[0,+∞) \

( U
l∈Nm−1

Jm−1,l

))
. (5.14)

t ∈ Jm−1,km−1 yields

t ∈
U

l∈Nm−1

Jm−1,l
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and, by (5.14)

t ∈
U

k∈Nm

Jm,k.

Hence, t ∈ Jm,km for some km ∈ Nm. We define pm := 1
2
(sup Jm,km + inf Jm,km) and

δm :=

{
sup Jm,km − t, t ≤ pm,

inf Jm,km − t, t > pm,

m ∈ N. Clearly, |δm| ∈ [1
2
λ(Jm,km), λ(Jm,km)]. For m ∈ N we obtain in the case t ≤ pm

1

|δm|
∫
(t,t+δm)

∥f(s)∥ dλ(s) ≤ 2

λ(Jm,km)

∫
Jm,km

∥f(s)∥ dλ(s) ≤ 2ε. (5.15)

as well as

1

|δm|
∫
(t+δm,t)

∥f(s)∥ dλ(s) ≤ 2

λ(Jm,km)

∫
Jm,km

∥f(s)∥ dλ(s) ≤ 2ε. (5.16)

in the case t > pm. Since |δm| ∈ [1
2
λ(Jm,km), λ(Jm,km)] and λ(Jm,km) =

1
2mε

∥f∥L1

δm
m→+∞−−−−→ 0 and by Proposition 2.5.2, d), ∥g(t)∥ = ∥f(t)∥ is the limit of the sequence

defined by
1

|δm|
∫
(t,t+δm)

∥f(s)∥ dλ(s)

for m ∈ N with δm > 0 and

1

|δm|
∫
(t+δm,t)

∥f(s)∥ dλ(s),

else, for almost every t ∈ [0,+∞) \ U
m∈N

U
k∈Km

Jm,k. Together with (5.15) and (5.16) we

conclude that ∥g(t)∥ ≤ 2ε for almost every t ∈ [0,+∞) \ U
m∈N

U
k∈Km

Jm,k. If t ∈ Jo
m,k for

some m ∈ N and k ∈ Km, there exists l ∈ Nm−1, such that t ∈ Jo
m,k ⊆ Jm−1,l. Because of

1

λ(Jm−1,l)

∫
Jm−1,l

∥f(s)∥ dλ(s) ≤ ε

and Proposition 2.3.6, b), we have

∥g(t)∥ = ∥f(t)− hm,k(t)∥ =

‖‖‖‖‖ 1

λ(Jm,k)

∫
Jm,k

f(s) dλ(s)

‖‖‖‖‖ ≤ 1

λ(Jm,k)

∫
Jm,k

∥f(s)∥ dλ(s)

≤ λ(Jm−1,l)

λ(Jm,k)

1

λ(Jm−1,l)

∫
Jm−1,l

∥f(s)∥ dλ(s) ≤ λ(Jm−1,l)

λ(Jm,k)
ε =

2mε∥f∥L1

2m−1ε∥f∥L1
ε = 2ε,

implying ∥g(t)∥ ≤ 2ε for almost every t ∈ U
m∈N

U
k∈Km

Jm,k since

{sup Jm,k : m ∈ N, k ∈ Km} ∪ {inf Jm,k : m ∈ N, k ∈ Km}
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is countable and therefore a null set.

From

|Jm,k| ≤ 1

ε

∫
Jm,k

∥f(s)∥ dλ(s), m ∈ N, k ∈ Km,

we infer ∑
m∈N

∑
k∈Km

|Jm,k| ≤ 1

ε

∑
m∈N

∑
k∈Km

∫
Jm,k

∥f(s)∥ dλ(s) ≤ ∥f∥L1

ε
.

We set J :=
U

m∈N

U
k∈Km

Jo
m,k and obtain

∥g∥L1 =

∫
[0,+∞)

‖‖‖‖‖f(t)− ✶J(t)f(t) +
∑
m∈N

∑
k∈Km

✶Jo
m,k

(t)

λ(Jm,k)

∫
Jm,k

f(s) dλ(s)

‖‖‖‖‖ dλ(t)

≤
∫
[0,+∞)\J

∥f(t)∥ dλ(t) +

∫
[0,+∞)

∑
m∈N

∑
k∈Km

✶Jo
m,k

(t)

λ(Jm,k)

(∫
Jm,k

∥f(s)∥ dλ(s)
)
dλ(t)

≤
∫
[0,+∞)\J

∥f(t)∥ dλ(t) +
∑
m∈N

∑
k∈Km

∫
Jo
m,k

1

λ(Jm,k)

(∫
Jm,k

∥f(s)∥ dλ(s)
)
dλ(t)

≤
∫
[0,+∞)\J

∥f(t)∥ dλ(t) +
∑
m∈N

∑
k∈Km

∫
Jm,k

∥f(s)∥ dλ(s) = ∥f∥L1 .

Moreover,

∥hm,k∥L1 ≤
∫
Jm,k

∥f(t)∥+ 1

λ(Jm,k)

(∫
Jm,k

∥f(s)∥ dλ(s)
)
dλ(t) = 2

∫
Jm,k

∥f(t)∥ dλ(t)

for any m ∈ N and k ∈ Km. Consequently,

∥g∥L1 +
∑
m∈N

∑
k∈Km

∥hm,k∥L1 ≤ 3 ∥f∥L1 .

Since
U

m∈N
Km is countable, we can rearrange (Jm,k)m∈N,k∈Km into a sequence (In)n∈N. In

the same manner, we rearrange (hm,k)m∈N,k∈Km into (hn)n∈N. By the previous reasoning
g, (hn)n∈N and (In)n∈N fulfill a) - f).

□

5.3.2 Lemma (Marcinkiewicz Interpolation Theorem). Let q, r ∈ [1,+∞) with q < r,
S : Lq

(
(0,+∞);X

) ∩ Lr
(
(0,+∞);X

) → {f : (0,+∞) → X | f measurable} be a linear
operator, such that there exists a constant C > 0 with

λ({t > 0 : ∥Sf(t)∥ > ξ}) ≤ C ∥f∥qLq

ξq

and

λ({t > 0 : ∥Sf(t)∥ > ξ}) ≤ C ∥f∥rLr

ξr
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for all f ∈ Lq
(
(0,+∞);X

) ∩ Lr
(
(0,+∞);X

)
and ξ > 0. Then for every p ∈ (q, r) we

can extend S to a bounded linear operator from Lp
(
(0,+∞);X

)
into Lp

(
(0,+∞);X

)
.

Proof. For a measurable function f : (0,+∞) → X we define mf : [0,+∞) → [0,+∞)
by mf (ξ) := λ({t > 0 : ∥f(t)∥ > ξ}). Let f ∈ Lq

(
(0,+∞);X

) ∩ Lr
(
(0,+∞);X

)
and

p ∈ (q, r). Because of∫
(0,+∞)

∥f(t)∥p dλ(t) =

∫
{t>0:∥f(t)∥≤1}

∥f(t)∥p dλ(t) +

∫
{t>0:∥f(t)∥>1}

∥f(t)∥p dλ(t)

≤
∫
{t>0:∥f(t)∥≤1}

∥f(t)∥q dλ(t) +

∫
{t>0:∥f(t)∥>1}

∥f(t)∥r dλ(t)

≤ ∥f∥qLq + ∥f∥rLr < +∞
f ∈ Lp

(
(0,+∞);X

)
. Let ξ > 0 and define gξ := ✶[t>0:∥f(t)∥>ξ]f , hξ := f − gξ. Since

gξ, hξ ∈ Lq
(
(0,+∞);X

) ∩ Lr
(
(0,+∞);X

)
, by assumption

mSgξ(κ) ≤
C ∥gξ∥qLq

κq
, mShξ

(κ) ≤ C ∥hξ∥rLr

κr

for all κ > 0.

{t > 0 : ∥Sf(t)∥ > ξ} ⊆ {t > 0 : ∥Sgξ(t)∥+ ∥Shξ(t)∥ > ξ}
⊆ {t > 0 : ∥Sgξ(t)∥ > ξ

2
} ∪ {t > 0 : ∥Shξ(t)∥ > ξ

2
},

implies

mSf (ξ) ≤ mSgξ(
ξ
2
) +mShξ

( ξ
2
) ≤ 2qC ∥gξ∥qLq

ξq
+

2rC ∥hξ∥rLr

ξr
.

By Fubini’s Theorem for non-negative functions, as shown in [13], Theorem V.2.1, and
Lemma 2.4.4 we obtain

∥Sf∥pLp =

∫
(0,+∞)

∥Sf(t)∥p dλ(t) =

∫
(0,+∞)

(∫
(0,∥Sf(t)∥)

pξp−1 dλ(ξ)
)
dλ(t)

= p

∫
(0,+∞)

∫
(0,+∞)

✶(0,∥Sf(t)∥)(ξ)ξp−1 dλ(ξ) dλ(t)

= p

∫
(0,+∞)

ξp−1
(∫

(0,+∞)

✶(0,∥Sf(t)∥)(ξ) dλ(t)
)
dλ(ξ)

= p

∫
(0,+∞)

ξp−1
(∫

{t>0:∥Sf(t)∥>ξ}
1 dλ(t)

)
dλ(ξ)

= p

∫
(0,+∞)

ξp−1mSf (ξ) dλ(ξ)

≤ p

∫
(0,+∞)

2qCξp−1 ∥gξ∥qLq

ξq
dλ(ξ) + p

∫
(0,+∞)

2rCξp−1 ∥hξ∥rLr

ξr
dλ(ξ).

Again by Fubini’s Theorem for non-negative functions∫
(0,+∞)

ξp−1 ∥gξ∥qLq

ξq
dλ(ξ) =

∫
(0,+∞)

ξp−q−1
(∫

(0,+∞)

✶[s>0:∥f(s)∥>ξ](t) ∥f(t)∥q dλ(t)
)
dλ(ξ)
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=

∫
(0,+∞)

∥f(t)∥q
(∫

(0,+∞)

✶(0,∥f(t)∥)(ξ)ξp−q−1 dλ(ξ)
)
dλ(t)

=

∫
(0,+∞)

∥f(t)∥q
(∫

(0,∥f(t)∥)
ξp−q−1 dλ(ξ)

)
dλ(t)

=

∫
(0,+∞)

∥f(t)∥q ∥f(t)∥
p−q

p− q
dλ(t) =

∥f∥pLp

p− q
.

An analogous computation leads to∫
(0,+∞)

ξp−1 ∥hξ∥rLr

ξr
dλ(ξ) =

∥f∥pLp

r − p
.

Consequently,

∥Sf∥Lp ≤
(
Cp( 2q

p−q
+ 2r

r−p
)
) 1

p ∥f∥Lp .

Since

C∞
00

(
(0,+∞);X

) ⊆ Lq
(
(0,+∞);X

) ∩ Lr
(
(0,+∞);X

) ⊆ Lp
(
(0,+∞);X

)
,

Lq
(
(0,+∞);X

) ∩ Lr
(
(0,+∞);X

)
is densely contained in Lp

(
(0,+∞);X

)
; see

Proposition 2.5.2, b). Therefore, we can extend S to Lp
(
(0,+∞);X

)
satisfying

∥Sf∥Lp ≤
(
Cp( 2q

p−q
+ 2r

r−p
)
) 1

p ∥f∥Lp

for every f ∈ Lp
(
(0,+∞);X

)
; see [12], Theorem 1.1.1.

□

5.3.3 Lemma. Let X be reflexive, p ∈ (1,+∞) and K : R → Lb(X) be a measurable
function such that K|R\{0} ∈ L1

loc

(
R \ {0};Lb(X)

)
as well as∫

R\[−2|s|,2|s|]
∥K(t− s)−K(t)∥ dλ(t) ≤ C

for all s ∈ R \ {0} and some C > 0. If S ∈ Lb

(
Lp

(
(0,+∞);X

))
satisfies

(Sf)(t) =

∫
(0,+∞)

K(t− s)f(s) dλ(s) (5.17)

for all f ∈ Lp
(
(0,+∞);X

)
with compact support and almost every

t ∈ R \ [inf supp(f), sup supp(f)], then for any q ∈ (1,+∞) the operator
S|L1((0,+∞);X)∩Lp((0,+∞);X)∩Lq((0,+∞);X) can be extended boundedly to an operator
Sq ∈ Lq

(
(0,+∞);X

)
.
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Proof. For a measurable function f : (0,+∞) → X we define mf : [0,+∞) → [0,+∞)
by mf (ξ) := λ({t > 0 : ∥f(t)∥ > ξ}). Given f ∈ Lp

(
(0,+∞);X

)
and ξ > 0, we have

ξpmSf (ξ) = ξpλ({t > 0 : ∥Sf(t)∥p > ξp}) =
∫
(0,+∞)

✶{s>0:∥Sf(s)∥p>ξp}(t)ξp dλ(t)

≤
∫
{s>0:∥Sf(s)∥p>ξp}

∥Sf(t)∥p dλ(t) ≤ ∥Sf∥pLp ≤ ∥S∥pLp ∥f∥pLp ,

which implies

mSf (ξ) ≤ ∥S∥pLp ∥f∥pLp

ξp

for all ξ > 0. In order to prove the existence of a constant M > 0, such that

mSf (ξ) ≤ M ∥f∥1L1

ξ

for all f ∈ L1
(
(0,+∞);X

) ∩ Lp
(
(0,+∞);X

)
and ξ > 0, let

f ∈ L1
(
(0,+∞);X

) ∩ Lp
(
(0,+∞);X

)
and ε > 0. We extend f to [0,+∞) by setting

f(0) := 0. By Lemma 5.3.1 we find closed intervals In ⊆ [0,+∞) and functions hn,
n ∈ N and g, such that a) - f) in Lemma 5.3.1 are fulfilled. From

∥g∥pLp =

∫
(0,+∞)

∥g(t)∥p dλ(t) =

∫
(0,+∞)

∥g(t)∥ ∥g(t)∥p−1 dλ(t) ≤ (2ε)p−1 ∥g∥L1 < +∞

we derive g ∈ Lp
(
(0,+∞);X

)
. Consequently, by c) in Lemma 5.3.1

mSg(
ε
2
) ≤ 2p ∥S∥pLp ∥g∥pLp

εp
≤ 22p−1εp−1 ∥S∥pLp ∥g∥L1

εp

=
22p−1 ∥S∥pLp ∥g∥L1

ε
=

22p+1 ∥S∥pLp ∥f∥L1

ε
.

Define

h(t) :=

({(0, t ∈ {inf In : n ∈ N} ∪ {sup In : n ∈ N},
∞∑
n=1

hn(t), else,

sn := 1
2
(sup In + inf In), Jn := [sn − λ(In), sn + λ(In)] and

I :=
U
n∈N

Jn.

Note that, since |In ∩ Im| ≤ 1, the sum

∞∑
n=1

hn(t)

contains at most one non-vanishing summand for t /∈ {inf In : n ∈ N} ∪ {sup In : n ∈ N}.
It is easy to see that sn = 1

2
(sup Jn + inf Jn), In ⊆ Jn and λ(Jn) = 2λ(In).

{t > 0 : ∥Sh(t)∥ > ε
2
} = {t ∈ I : ∥Sh(t)∥ > ε

2
} ∪ {t ∈ (0,+∞) \ I : ∥Sh(t)∥ > ε

2
}

131



⊆ I ∪ {t ∈ (0,+∞) \ I : ∥Sh(t)∥ > ε
2
},

yields

mSh(
ε
2
) ≤ λ(I) + λ({t ∈ (0,+∞) \ I : ∥Sh(t)∥ > ε

2
}). (5.18)

By f) in Lemma 5.3.1

λ(I) ≤
∞∑
n=1

λ(Jn) = 2
∞∑
n=1

λ(In) ≤ 2 ∥f∥L1

ε
.

f(t) = g(t) + hn(t) for every t ∈ In yields hn ∈ Lp(In;X). Since supp(hn) ⊆ In by d) in
Lemma 5.3.1 and f = g + h almost everywhere, hn ∈ Lp

(
(0,+∞);X

)
as well as

h ∈ Lp
(
(0,+∞);X

)
. Since {inf In : n ∈ N} ∪ {sup In : n ∈ N} is countable and therefore

a null set, we have

lim
N→+∞

N∑
n=1

hn(t) = h(t)

and ‖‖‖‖‖
N∑

n=1

hn(t)− h(t)

‖‖‖‖‖
p

≤ ∥h(t)∥p , N ∈ N,

for almost every t ∈ (0,+∞). By Theorem 2.3.7

lim
N→+∞

‖‖‖‖‖
N∑

n=1

hn − h

‖‖‖‖‖
Lp

= 0.

Hence,

S(h) = S
(

lim
N→+∞

N∑
n=1

hn

)
= lim

N→+∞

N∑
n=1

S(hn) =
∞∑
n=1

S(hn).

Since this is an equality in Lp
(
(0,+∞);X

)
, the functions S(h) and

∞∑
n=1

S(hn) differ only

on a null set. Furthermore, supp(hn) ⊆ In and t ∈ (0,+∞) \ I implies
t /∈ In ⊇ [inf supp(hn), sup supp(hn)]. Consequently, by our assumption (5.17), by
Fubini’s Theorem for non-negative functions and due to∫

In

hn(s) dλ(s) = 0

we have∫
(0,+∞)\I

∥Sh(t)∥ dλ(t) =
∫
(0,+∞)\I

‖‖‖‖‖
∞∑
n=1

S(hn)(t)

‖‖‖‖‖ dλ(t) ≤
∞∑
n=1

∫
(0,+∞)\I

∥Shn(t)∥ dλ(t)

=
∞∑
n=1

∫
(0,+∞)\I

‖‖‖‖∫
In

K(t− s)hn(s) dλ(s)

‖‖‖‖ dλ(t)

≤
∞∑
n=1

∫
(0,+∞)\I

‖‖‖‖∫
In

(
K(t− s)−K(t− sn)

)
hn(s) dλ(s)

‖‖‖‖ dλ(t)
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≤
∞∑
n=1

∫
(0,+∞)\I

∫
In

‖‖(K(t− s)−K(t− sn)
)
hn(s)

‖‖ dλ(s) dλ(t)

≤
∞∑
n=1

∫
In

∥hn(s)∥
(∫

(0,+∞)\I
∥K(t− s)−K(t− sn)∥ dλ(t)

)
dλ(s).

For n ∈ N and s ∈ In substituting t ,→ t+ sn leads to∫
(0,+∞)\I

∥K(t− s)−K(t− sn)∥ dλ(t) =

∫
((0,+∞)\I)−sn

‖‖K(
t− (s− sn)

)−K(t)
‖‖ dλ(t).

For t+ sn /∈ I ⊇ Jn we have |t| = |(t+ sn)− sn| > 1
2
λ(Jn) = λ(In). On the other hand,

from s ∈ In we conclude |s− sn| ≤ 1
2
λ(In), which implies |t| > λ(In) ≥ 2|s− sn|. By

assumption and b) in Lemma 5.3.1 we obtain∫
(0,+∞)\I

∥Sh(t)∥ dλ(t) ≤
∞∑
n=1

∫
In

∥hn(s)∥
(∫

(0,+∞)\I
∥K(t− s)−K(t− sn)∥ dλ(t)

)
dλ(s)

=
∞∑
n=1

∫
In

∥hn(s)∥
(∫

((0,+∞)\I)−sn

‖‖K(
t− (s− sn)

)−K(t)
‖‖ dλ(t)

)
dλ(s)

≤
∞∑
n=1

∫
In

∥hn(s)∥
(∫

R\[−2|s−sn|,2|s−sn|]

‖‖K(
t− (s− sn)

)−K(t)
‖‖ dλ(t)

)
dλ(s)

≤ C
∞∑
n=1

∫
In

∥hn(s)∥ dλ(s) ≤ 3C ∥f∥L1

and, in conclusion,

ελ({t ∈ (0,+∞) \ I : ∥Sh(t)∥ > ε
2
}) =

∫
{t∈(0,+∞)\I:∥Sh(t)∥>ε

2
}
ε dλ(t)

≤ 2

∫
{t∈(0,+∞)\I:∥Sh(t)∥>ε

2
}
∥Sh(t)∥ dλ(t)

≤ 2

∫
(0,+∞)\I

∥Sh(t)∥ dλ(t) ≤ 6C ∥f∥1 .

Consequently, (5.18) gives

mSh(
ε
2
) ≤ (2 + 6C) ∥f∥L1

ε
,

and
{t > 0 : ∥Sf(t)∥ > ε} ⊆ {t > 0 : ∥Sg(t)∥ > ε

2
} ∪ {t > 0 : ∥Sh(t)∥ > ε

2
},

implies

mSf (ε) ≤ mSg(
ε
2
) +mSh(

ε
2
) ≤ (22p+1L+ 6C + 2) ∥f∥L1

ε
.

Since ε > 0 and f ∈ L1
(
(0,+∞);X

) ∩ Lp
(
(0,+∞);X

)
were arbitrary and

L1
(
(0,+∞);X

)∩Lq
(
(0,+∞);X

)∩Lp
(
(0,+∞);X

)
= L1

(
(0,+∞);X

)∩Lp
(
(0,+∞);X

)
,
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by Lemma 5.3.2 for every q ∈ (1, p) S|L1((0,+∞);X)∩Lq((0,+∞);X)∩Lp((0,+∞);X) can be
extended boundedly to Lq

(
(0,+∞);X

)
.

Let S ′ ∈ Lp
(
(0,+∞);X

)′ → Lp
(
(0,+∞);X

)′
be the conjugate operator of S, i.e.

S ′(φ)(f) = φ(Sf) for every φ ∈ Lp
(
(0,+∞);X

)′
and f ∈ Lp

(
(0,+∞);X

)
, p′ ∈ (1,+∞)

such that 1
p
+ 1

p′ = 1. Since X is reflexive, the mapping

Φp : L
p′
(
(0,+∞);X ′) → Lp

(
(0,+∞);X

)′
defined by

Φp(φ)(f) :=

∫
(0,+∞)

φ(t)
(
f(t)

)
dλ(t)

is an isometric isomorphism; see Proposition 2.5.2, e). We define

R := Φ−1
p ◦ S ′ ◦ Φp : L

p′((0,+∞);X ′) → Lp′((0,+∞);X ′)
and L : R+ → Lb(X

′) by L(t) :=
(
K(−t)

)′
. We want to prove that R and L have the

same properties as S and K. By Theorem 6.1.2 in [12], Lb(Y ) ∋ T ,→ T ′ ∈ Lb(Y
′) is

linear and isometric for every Banach space Y . Consequently, substituting t ,→ −t for
s ∈ R \ {0} we have∫

R\[−2|s|,2|s|]
∥L(t− s)− L(t)∥ dλ(t) =

∫
R\[−2|s|,2|s|]

‖‖‖(K(s− t)−K(−t)
)′‖‖‖ dλ(t)

=

∫
R\[−2|s|,2|s|]

∥K(s− t)−K(−t)∥ dλ(t)

=

∫
R\[−2|s|,2|s|]

∥K(t+ s)−K(t)∥ dλ(t) ≤ C.

Let x ∈ X and f ∈ Lp′
(
(0,+∞);X ′) with compact support and set a := inf supp(f),

b := sup supp(f). Moreover, let φ1 ∈ C∞
00

(
(0, a);C

)
and φ2 ∈ C∞

00

(
(b,+∞);C

)
be

extended to the whole half axis by φ1(t) = 0 for t ∈ [a,+∞) and φ2(t) = 0 for t ∈ (0, b].
φ := φ1 + φ2 belongs to C∞

00

(
(0,+∞);C

) ⊆ Lp
(
(0,+∞);C

)
satisfying

supp(φ) ⊆ (0,+∞) \ [a, b]. We obtain∫
(0,+∞)

(Rf)(s)φ(s)x dλ(s) = Φp(Rf)(φ(·)x) = (S ′ ◦ Φp)(f)(φ(·)x) = Φp(f)
(
S(φ(·)x))

=

∫
(0,+∞)

f(s)
(
(S(φ(·)x))(s)) dλ(s)

=

∫
(a,b)

f(s)
(
(S(φ(·)x))(s)) dλ(s)

=

∫
(a,b)

f(s)
(∫

(0,+∞)

K(s− t)φ(t)x dλ(t)
)
dλ(s)

=

∫
(a,b)

∫
(0,+∞)

f(s)
(
K(s− t)φ(t)x

)
dλ(t) dλ(s)

=

∫
(a,b)

∫
(0,+∞)

(
K(s− t)

)′(
f(s)

)
φ(t)x dλ(t) dλ(s)
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=

∫
(a,b)

∫
(0,+∞)

L(t− s)
(
f(s)

)
φ(t)x dλ(t) dλ(s).

For t ∈ supp(φ1) ∪ supp(φ2) and s ∈ [a, b] we have t− s ̸= 0, meaning
{t− s : t ∈ supp(φ1) ∪ supp(φ2), s ∈ [a, b]} is contained in some compact set K with
0 /∈ K.

∥f∥L1((a,b)∪(c,d);X′) =

∫
(a,b)∪(c,d)

∥f(t)∥ dλ(t) ≤ (b− a+ d− c)
1
p ∥f∥Lp′ ((0,+∞);X′) < +∞

implies ∫
(a,b)

∫
(0,+∞)

‖‖L(t− s)
(
f(s)

)
φ(t)x

‖‖ dλ(t) dλ(s)

≤ ∥φ∥∞ ∥x∥
∫
(a,b)

∫
supp(φ)

∥L(t− s)∥ ∥f(s)∥ dλ(t) dλ(s)

≤ ∥φ∥∞ ∥x∥ ∥L∥L1(K;X) ∥f∥L1((a,b)∪(c,d);X′) < +∞.

By Theorem 2.3.12 we obtain∫
(0,+∞)

(Rf)(s)φ(s)x dλ(s) =

∫
(0,+∞)

∫
(a,b)

L(t− s)
(
f(s)

)
φ(t)x dλ(s) dλ(t)

=

∫
(0,+∞)

(∫
(a,b)

L(t− s)
(
f(s)

)
dλ(s)

)
φ(t)x dλ(t).

Subtracting the left side from the right side leads to∫
(0,+∞)

φ(t)
(∫

(0,+∞)

L(t− s)
(
f(s)

)
dλ(s)− (Rf)(t)

)
x dλ(t) = 0.

Since

(0,+∞) ∋ t ,→ φ(t)
(∫

(0,+∞)

L(t− s)
(
f(s)

)
dλ(s)− (Rf)(t)

)
∈ X ′

is integrable, we can employ Proposition 2.3.6, c) and obtain(∫
(0,+∞)

φ(t)
(∫

(0,+∞)

L(t− s)
(
f(s)

)
dλ(s)− (Rf)(t)

)
dλ(t)

)
x = 0

for any x ∈ X implying∫
(0,+∞)

φ(t)
(∫

(0,+∞)

L(t− s)
(
f(s)

)
dλ(s)− (Rf)(t)

)
dλ(t) = 0 ∈ X ′.

Choosing φ2 = 0 we obtain∫
(0,a)

φ1(t)
(∫

(0,+∞)

L(t− s)
(
f(s)

)
dλ(s)− (Rf)(t)

)
dλ(t) = 0

135



for every φ1 ∈ C∞
00

(
(0, a);C

)
. Proposition 2.5.2, c) implies

(Rf)(t) =

∫
(0,+∞)

L(t− s)
(
f(s)

)
dλ(s)

for almost every t ∈ (0, a). An analogous argument shows

(Rf)(t) =

∫
(0,+∞)

L(t− s)
(
f(s)

)
dλ(s)

for almost every t ∈ (b,+∞). Applying the first part of the proof to R, we conclude
that R|L1((0,+∞);X′)∩Lq′ ((0,+∞);X′)∩Lp′ ((0,+∞);X′) is boundedly extendable to an operator

Rq′ ∈ Lb

(
Lq′

(
(0,+∞);X ′)) for all 1 < q′ < p′.

Fix q ∈ (p,+∞) and let q′ ∈ (1, p′) satisfy 1
q
+ 1

q′ = 1 and let

Φq : L
q′
(
(0,+∞);X ′) → Lq

(
(0,+∞);X

)′
be the isometric isomorphism as in

Proposition 2.5.2, e). By Lemma 6.1.3 in [12] Φ′
q : L

q
(
(0,+∞);X

)′′ → Lq′
(
(0,+∞);X ′)′

also is an isometric isomorphism. Since X is reflexive, so is Lq
(
0,+∞);X

)
by

Proposition 2.5.2, f), and the mapping ι : Lq
(
(0,+∞);X

) → Lq
(
(0,+∞);X

)′′
defined

by ι(f)(φ) := φ(f) is an isometric isomorphism. Let
f ∈ L1

(
(0,+∞);X

) ∩ Lp
(
(0,+∞);X

) ∩ Lq
(
(0,+∞);X

)
and define

g := (ι−1 ◦ (Φ−1
q )′ ◦R′

q′ ◦ Φ′
q ◦ ι)(f) ∈ Lq

(
(0,+∞);X

)
,

where R′
q′ ∈ Lb

(
Lq′

(
(0,+∞);X ′)′) is the conjugate operator of

Rq′ ∈ Lb

(
Lq′

(
(0,+∞);X ′)). For φ ∈ Lq′

(
(0,+∞);X ′) we have

Φ′
q

(
ι(f)

)
(φ) = ι(f)

(
Φq(φ)

)
= Φq(φ)(f) =

∫
(0,+∞)

φ(t)
(
f(t)

)
dλ(t),

and, in consequence,

(R′
q′ ◦ Φ′

q ◦ ι)(f)(φ) = Φ′
q

(
ι(f)

)
(Rq′φ) =

∫
(0,+∞)

(Rq′φ)(t)
(
f(t)

)
dλ(t).

Moreover,

Φ′
q

(
ι(g)

)
(φ) =

∫
(0,+∞)

φ(t)
(
g(t)

)
dλ(t),

implying

Φq(Rq′φ)(f) =

∫
(0,+∞)

(Rq′φ)(t)
(
f(t)

)
dλ(t) =

∫
(0,+∞)

φ(t)
(
g(t)

)
dλ(t) = Φq(φ)(g)

for all φ ∈ Lq′
(
(0,+∞);X ′). For

φ ∈ L1
(
(0,+∞);X ′) ∩ Lq′

(
(0,+∞);X ′) ∩ Lp′

(
(0,+∞);X ′) we obtain

Rq′φ = (Φ−1
p ◦ S ′ ◦ Φp)(φ) ∈ Lp′

(
(0,+∞);X ′) and hence∫

(0,+∞)

φ(t)
(
g(t)

)
dλ(t) = Φq(φ)(g) = Φq(Rq′φ)(f) =

∫
(0,+∞)

(Rq′φ)(t)
(
f(t)

)
dλ(t)
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= Φp(Rq′φ)(f) = S ′(Φp(φ)
)
(f) = Φp(φ)(Sf)

=

∫
(0,+∞)

φ(t)
(
(Sf)(t)

)
dλ(t).

For ψ ∈ C∞
00

(
(0,+∞);C

)
and x′ ∈ X ′ we have

ψ(·)x′ ∈ L1
(
(0,+∞);X ′) ∩ Lp′

(
(0,+∞);X ′). By Hölder’s inequality, Proposition 2.5.3,

a), ψ(g − Sf) is integrable and we have

0 =

∫
(0,+∞)

ψ(t)x′(g(t)− (Sf)(t)
)
dλ(t) = x′

(∫
(0,+∞)

ψ(t)
(
g(t)− (Sf)(t)

)
dλ(t)

)
.

By Corollary 5.2.7 in [12], X ′ acts point separating on X, implying∫
(0,+∞)

ψ(t)
(
g(t)− (Sf)(t)

)
dλ(t) = 0.

Since ψ ∈ C∞
00

(
(0,+∞);C

)
was arbitrary, g(t) = (Sf)(t) fo almost every t ∈ (0,+∞);

see Proposition 2.5.2, c). We obtain Sf = g ∈ Lq
(
(0,+∞);X

)
and

∥Sf∥Lq((0,+∞);X) = ∥g∥Lq((0,+∞);X) =
‖‖(ι−1 ◦ (Φ′

sr)
−1 ◦R′

q′ ◦ Φ′
sr ◦ ι)(f)

‖‖
Lq((0,+∞);X)

=
‖‖(R′

q′ ◦ Φ′
sr ◦ ι)(f)

‖‖
Lq′ ((0,+∞);X′)′ ≤

‖‖R′
q′
‖‖ ∥(Φ′

sr ◦ ι)(f)∥Lq′ ((0,+∞);X′)′

= ∥Rq′∥ ∥f∥Lq((0,+∞);X) .

By Theorem 1.1.1 in [12] we can extend S|L1((0,+∞);X)∩Lp((0,+∞);X)∩Lq((0,+∞);X) to an
operator Sq ∈ Lb

(
Lq

(
(0,+∞);X

))
.

□

5.3.4 Theorem. If X is reflexive and A has the maximal Lp-regularity property on
(0,+∞) for one p ∈ (1,+∞), then A has the maximal Lq-regularity property on
(0,+∞) for all q ∈ (1,+∞).

Proof. Since A is maximally Lp-regular, for every f ∈ Lp
(
(0,+∞);X

)
there exists a

unique weak solution uf : [0,+∞) → X of (5.1). According to Definition 4.2.1,
uf (t) ∈ D(A) for almost every t ∈ (0,+∞). Hence, we can define the linear operator S
by

(Sf)(t) :=

{
Auf (t), uf (t) ∈ D(A),

0, else.

Moreover, A being maximally Lp-regular yields

∥Auf∥Lp((0,+∞);X) ≤ D ∥f∥Lp((0,+∞);X) , f ∈ Lp
(
(0,+∞);X

)
,

for some D > 0, implying ∥Sf∥Lp((0,+∞);X) ≤ D ∥f∥Lp((0,+∞);X) and, consequently,

S ∈ Lb

(
Lp

(
(0,+∞);X

))
. By Corollary 5.1.6, A is the infinitesimal generator of an
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analytic and therefore differentiable semigroup (Proposition 3.3.4) and by Proposition
4.2.7

uf (t) =

∫
(0,t)

T (t− s)f(s) dλ(s), t ∈ [0,+∞),

which leads to

(Sf)(t) = A
(∫

(0,t)

T (t− s)f(s) dλ(s)
)
, f ∈ Lp

(
(0,+∞);X

)
for every t > 0, such that uf (t) ∈ D(A).

By Proposition 3.3.4, the mapping K : R \ {0} → Lb(X), K := ✶(0,+∞)AT is
well-defined. We are going to verify the assumptions of Lemma 5.3.3. K is continuous
on R \ {0} by Proposition 3.3.4, implying K ∈ L1

loc(R \ {0};X) by Theorem 2.4.2. By
Proposition 3.3.4 AT is differentiable with (AT )′(t) = A2T (t) for every t > 0. By
Theorem 3.3.5 there is a constant C > 0 such that

∥AT (t)∥ ≤ C

t
, t > 0.

Employing Lemma 2.4.4 given s ∈ R \ {0}, we obtain∫
R\[−2|s|,2|s|]

∥K(t− s)−K(t)∥ dλ(t)

=

∫
R\[−2|s|,2|s|]

‖‖‖‖∫
(t−s,t)

A2T (r) dλ(r)

‖‖‖‖ dλ(t)

≤
∫
R\[−2|s|,2|s|]

||| ∫
(t−s,t)

‖‖AT ( r
2
)
‖‖ ‖‖AT ( r

2
)
‖‖ dλ(r)

||| dλ(t)
≤ 4C2

∫
R\[−2|s|,2|s|]

|||∫
(t−s,t)

1

r2
dλ(r)

||| dλ(t)
= 4C2

∫
R\[−2|s|,2|s|]

||| 1

t− s
− 1

t

||| dλ(t)
= 4C2

∫
(2|s|,+∞)

|||1
t
− 1

t+ s

|||+ ||| 1

t− s
− 1

t

||| dλ(t)
For s > 0 we have∫

(2s,+∞)

1

t
− 1

t+ s
+

1

t− s
− 1

t
dλ(t) =

∫ ∞

2s

1

t− s
− 1

t+ s
dt

= ln(t− s)− ln(t+ s)
|||∞
2s
= ln(3)

and for s < 0∫
(−2s,+∞)

1

t+ s
− 1

t
+

1

t
− 1

t− s
dλ(t) =

∫ ∞

−2s

1

t+ s
− 1

t− s
dt

= ln(t+ s)− ln(t− s)
|||∞
−2s

= ln(3).
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Hence, ∫
R\[−2|s|,2|s|]

∥K(t− s)−K(t)∥ dλ(t) ≤ 4K2 ln(3).

Lastly, let f ∈ Lp
(
(0,+∞);X

)
have compact support and

t ∈ (0,+∞) \ [inf supp(f), sup supp(f)]. By Lemma 4.2.3 s ,→ T (t− s)f(s) is integrable
over (0, t). If t > sup supp(f), then∫

(0,t)

∥AT (t− s)f(s)∥ dλ(s) =

∫
(inf supp(f),sup supp(f))

∥AT (t− s)f(s)∥ dλ(s)

≤ K

t− sup supp(f)
∥f∥L1((0,+∞);X) .

We employ Proposition 2.3.13 and obtain

(Sf)(t) = Au(t) = A
(∫

(0,t)

T (t− s)f(s) dλ(s)
)

=

∫
(0,t)

AT (t− s)f(s) dλ(s) =

∫
(0,+∞)

K(t− s)f(s) dλ(s).

For t < inf supp(f) we have

(Sf)(t) = A
(∫

(0,t)

T (t− s)f(s) dλ(s)
)
= 0

=

∫
(0,t)

AT (t− s)f(s) dλ(s) =

∫
(0,+∞)

K(t− s)f(s) dλ(s).

Hence, we can apply Lemma 5.3.3 and obtain that for any q ∈ (1,+∞) we can
boundedly extend S|L1((0,+∞);X)∩Lp((0,+∞);X)∩Lq((0,+∞);X) to an operator
Sq ∈ Lb

(
Lq(R+;X)

)
.

We show that for every f ∈ Lq
(
(0,+∞);X

)
, q ∈ (1,+∞), there is a unique weak

solution of (5.1). By Proposition 4.2.7, it suffices to show that the mild solution

u(t) =

∫
(0,t)

T (t− s)f(s) dλ(s)

is a weak solution. By Proposition 2.5.2, b) we have ∥φn − f∥Lq

n→+∞−−−−→ 0 for a sequence
(φn)n∈N in C∞

00

(
(0,+∞);X

) ⊆ Lp
(
(0,+∞);X

)
. Since φn ∈ Lp

(
(0,+∞);X

)
, by

assumption there is a unique weak solution un satisfying u′
n ∈ Lp

(
(0,+∞);X

)
,{

u′
n(t) = Aun(t) + φn(t), t ∈ (0,+∞),

un(0) = 0,

and

un(t) =

∫
(0,t)

T (t− s)φn(s) dλ(s), t ≥ 0.
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Let M,ω as in Proposition 3.1.2, a), t > 0 and r ∈ (1,+∞) such that 1
q
+ 1

r
= 1. By

Proposition 2.5.3, a)

∥un(t)− u(t)∥ ≤
∫
(0,t)

∥T (t− s)∥ ∥φn(s)− f(s)∥ dλ(s)

≤ M

∫
(0,t)

eω(t−s) ∥φn(s)− f(s)∥ dλ(s)

≤ Meωt(1− e−ωrt)
1
r ∥φn − f∥Lq

n→+∞−−−−→ 0.

Moreover,

∥Aun − Sqf∥Lq = ∥Sqφn − Sqf∥Lq ≤ ∥Sq∥ ∥φn − f∥Lq

n→+∞−−−−→ 0, (5.19)

which by Proposition 2.5.2, a) implies that there is a subsequence (Aunk
)n∈N satisfying

Aunk
(t)

k→+∞−−−−→ (Sqf)(t) for almost every t > 0. Since A is closed, u(t) ∈ D(A) for
almost every t > 0 and Au(t) = (Sqf)(t) for every t > 0, for which u(t) ∈ D(A) holds
true. We obtain

∥Au∥Lq = ∥Sqf∥Lq ≤ ∥Sq∥ ∥f∥Lq .

Given 0 < c < d < +∞, we have un ∈ W 1,p
(
(c, d);X

)
and

un(d)− un(c) =

∫
(c,d)

Aun(t) + φn(t) dλ(t)

by Corollary 2.5.8.‖‖‖‖∫
(c,d)

φn(t) dλ(t)−
∫
(c,d)

f(t) dλ(t)

‖‖‖‖ ≤
∫
(c,d)

∥φn − f∥ dλ(t)

≤ (d− c)
1
r ∥φn − f∥Lq

n→+∞−−−−→ 0,

together with (5.19) implies

u(d)− u(c) = lim
n→+∞

un(d)− un(c)

= lim
n→+∞

∫
(c,d)

Aun(t) + φn(t) dλ(t) =

∫
(c,d)

Au(t) + f(t) dλ(t).

By Theorem 2.5.7 we obtain u ∈ W 1,q
(
(c, d);X

)
and u′ = Au+ f . Since

0 < c < d < +∞ were arbitrarily chosen, u is weakly differentiable and hence a weak
solution of (5.1).

□

5.3.5 Corollary. Let X be reflexive and p ∈ (1,+∞). If A has the strict maximal
Lp-regularity property on (0,+∞), then A has the strict maximal Lq-property on
(0,+∞) for all q ∈ (1,+∞).
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Proof. By Theorem 5.2.2, A is maximally Lp-regular, 0 ∈ ρ(A) and ∥T (t)∥ ≤ Me−δt,
t ≥ 0, for some M, δ > 0. By Theorem 5.3.4 A is maximally Lq-regular for all
q ∈ (1,+∞). It remains to show that for every q ∈ (1,+∞) there exists a constant
Cq > 0, such that the mild solution u : [0,+∞) → X defined by

u(t) :=

∫
(0,t)

T (t− s)f(s) dλ(s)

satisfies ∥u∥Lq ≤ Cq ∥f∥Lq for every f ∈ Lq
(
(0,+∞);X

)
. Let f ∈ Lq

(
(0,+∞);X

)
and

extend T as well as f to the real line by T (t) := 0 and f(t) := 0 for t < 0. We employ
Young’s inequality, Proposition 2.5.3, b), and obtain

∥u∥Lq =
(∫

(0,+∞)

‖‖‖‖∫
(0,t)

T (t− s)f(s) dλ(s)

‖‖‖‖q

dλ(t)
) 1

q

≤ (∫
R

(∫
R
Me−δ(t−s) ∥f(s)∥ dλ(s)

)q

dλ(t)
) 1

q

≤ ‖‖t ,→ Me−δt
‖‖
L1 ∥f∥Lq =

M

δ
∥f∥Lq .

□

5.3.6 Corollary. Let X be reflexive, p ∈ (1,+∞) and t0 > 0. If A is maximally
Lp-regular on (0, t0], A is maximally Lq-regular on (0, t0] for every q ∈ (1,+∞).

Proof. Let M,ω as in Proposition 3.1.2, a) and δ > 0. By Lemma 5.2.4,
B := A− (ω + δ)I is maximally Lp-regular and by Proposition 3.1.2, g), B is the
infinitesimal generator of

(
e−(ω+δ)tT (t)

)
t≥0

. Since
‖‖e−(ω+δ)tT (t)

‖‖ ≤ Me−δt for every
t ≥ 0, we can employ Theorem 5.2.3 and obtain that B has the strict maximal
Lp-regularity property on (0,+∞). By Corollary 5.3.5, B has the strict maximal
Lq-regularity property for all q ∈ (1,+∞). By Theorem 5.1.5, B is maximally
Lq-regular on (0, t0] for every q ∈ (1,+∞) and by Lemma 5.2.4 the same holds true for
A = B + (ω + δ)I.

□

5.4 Maximal Regularity in Hilbert Spaces

We saw that for A to be maximally regular, it is necessary for A to generate an analytic
semigroup. If the underlying space happens to be a Hilbert space, this condition is also
sufficient. Throughout the present section X denotes a Banach space and H a Hilbert
space.

Our main tool here will be the Fourier Transform for Banach space-valued functions.
We state Plancherel’s Theorem for Hilbert space-valued functions. Its proof can be
found in [15], Proposition 4.1.
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5.4.1 Definition. Let t ∈ R and f ∈ L1(R;X). We call the function F(f) defined by

F(f)(t) :=
1√
2π

∫
R
e−itsf(s) dλ(s)

the Fourier transform of f and

F(f)(t) :=
1√
2π

∫
R
eitsf(s) dλ(s)

the adjoint Fourier transform.

∥e±itsf(s)∥ = ∥f(s)∥ implies the integrability of s ,→ e±itsf(s) and the inequalities
∥F(f)(t)∥ , ‖‖F(f)(t)

‖‖ ≤ ∥f∥L1 , t ∈ R.

5.4.2 Theorem (Plancherel). There exists a unique linear, isometric and bijective
operator U : L2(R;H) → L2(R;H), which satisfies

Uf = F(f)

for every f ∈ L1(R;H) ∩ L2(R;H). Moreover, U
(
U(f)

)
(t) = f(−t) for every

f ∈ L2(R;H) and almost every t ∈ R as well as∫
R

(
(Uf)(t), (Ug)(t)

)
dλ(t) =

∫
R

(
f(t), g(t)

)
dλ(t)

for every f, g ∈ L2(R;H).

Recall the fact that the space D(A) equipped with the graph norm ∥x∥G := ∥x∥+ ∥Ax∥
forms a Banach space; see Lemma 1.2.5.

5.4.3 Lemma. Let p ∈ [1,+∞) and −∞ ≤ a < b ≤ +∞. If
(
T (t)

)
t≥0

is a differentiable

semigroup, the space C∞
00

(
(a, b);D(A)

)
is densely contained in Lp

(
(a, b);X

)
.

Proof. Let f ∈ C∞
00

(
(a, b);X

)
and define fn := T ( 1

n
)f , n ∈ N. By Proposition 3.3.4

fn(t) ∈ D(A) for every t ∈ (a, b) and AT ( 1
k
) ∈ Lb(X) for every k ∈ N. By Proposition

1.1.2, c), we have f
(m)
n (t) = T ( 1

n
)f (m)(t) and (Afn)

(m)(t) = AT ( 1
n
)f (m)(t) for all

t ∈ (a, b) and m ∈ N ∪ {0}. Given h ∈ R such that t, t+ h ∈ (a, b) and m ∈ N we obtain‖‖‖‖1h(f (m−1)
n (t+ h)− f (m−1)

n (t)
)− f (m)

n (t)

‖‖‖‖ h→0−−→ 0

as well as ‖‖‖‖1h(Af (m−1)
n (t+ h)− Af (m−1)

n (t)
)− Af (m)

n (t)

‖‖‖‖ h→0−−→ 0,

implying ‖‖‖‖1h(f (m−1)
n (t+ h)− f (m−1)

n (t)
)− f (m)

n (t)

‖‖‖‖
G

h→0−−→ 0,
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which means fn ∈ C∞(
(a, b);D(A)

)
. Together with supp(fn) = supp(f) we conclude

that fn ∈ C∞
00

(
(a, b);D(A)

)
for all n ∈ N. By Proposition 3.1.2, b),

∥fn(t)− f(t)∥p n→+∞−−−−→ 0 for every t ∈ (a, b). For M,ω as in Proposition 3.1.2, a) with
w.l.o.g. ω ≥ 0 we have

∥fn(t)− f(t)∥p = ‖‖(T ( 1
n
)− I

)
f(t)

‖‖p ≤ (‖‖T ( 1
n
)
‖‖+ 1

)p ∥f(t)∥p
≤ (e

ω
n + 1)p ∥f(t)∥p ≤ (eω + 1)p ∥f(t)∥p .

We conclude from Theorem 2.3.7∫
(a,b)

∥fn(t)− f(t)∥p dλ(t)
n→+∞−−−−→ 0

and, in turn, ∥fn − f∥Lp((a,b);X)

n→+∞−−−−→ 0. Since by Proposition 2.5.2 C∞
00

(
(a, b);X) is

dense in Lp
(
(a, b);X

)
,

Lp
(
(a, b);X

) ⊇ C∞
00

(
(a, b);D(A)

) ⊇ C∞
00

(
(a, b);X

)
= Lp

(
(a, b);X

)
.

□

5.4.4 Theorem. If A : D(A) ⊆ H → H is the infinitesimal generator of a bounded
analytic semigroup, then A has the maximal Lp-regularity property on (0,+∞) for all
p ∈ (1,+∞).

Proof. Let φ ∈ C∞
00

(
(0,+∞);D(A)

)
. By Lemma 4.2.3 v : [0,+∞) → H defined by

v(t) :=

∫ t

0

T (t− s)φ(s) dλ(s)

is well-defined and continuous. Because Aφ is continuous, also
s ,→ AT (t− s)φ(s) = T (t− s)Aφ(s) is integrable. We employ Proposition 2.3.13 and
obtain v(t) ∈ D(A) as well as

Av(t) =

∫
(0,t)

AT (t− s)φ(s) dλ(s) =

∫
(0,t)

T (t− s)Aφ(s) dλ(s).

We want to prove that Av ∈ L2
(
(0,+∞);H

)
. By Theorem 3.3.5 there exists a constant

C > 0 such that

∥AT (t)∥ ≤ C

t
, t > 0

Choosing 0 < a < b < +∞ and M,K > 0, such that supp(φ) ⊆ [a, b], ∥Aφ(s)∥ ≤ K for
every s ≥ 0 and ∥T (t)∥ ≤ M for all t ≥ 0, we obtain∫

(0,b+1)

∥Av(t)∥2 dλ(t) ≤
∫
(0,b+1)

(∫
(0,t)

∥T (t− s)∥ ∥Aφ(s)∥ dλ(s)
)2

dλ(t)

≤ (b+ 1)3K2M2 < +∞
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and ∫
(b+1,+∞)

∥Av(t)∥2 dλ(t) ≤
∫
(b+1,+∞)

(∫
(a,b)

∥AT (t− s)∥ ∥φ(s)∥ dλ(s)
)2

dλ(t)

≤ C2 ∥φ∥2L1((0,+∞);X)

∫
(b+1,+∞)

1

(t− b)2
dλ(t)

= C2 ∥φ∥2L1((0,+∞);X) < +∞ (5.20)

We extend Av, T and φ to R by Av(t) = 0, T (t) = 0 for t < 0 and φ(s) = 0 for s ≤ 0.
For n ∈ N we define fn : R → R by fn(t) := ✶[0,+∞)(t)e

− t
n . fn ∈ L2(R;R) together with

(5.20) yields fnAv ∈ L1(R;H) and

F(fnAv)(r) =
1√
2π

∫
R
e−itrfn(t)Av(t) dλ(t)

=
1√
2π

∫
R
e−itrfn(t)

∫
(0,t)

AT (t− s)φ(s) dλ(s) dλ(t)

=
1√
2π

∫
R

∫
R
e−itrfn(t)T (t− s)Aφ(s) dλ(s) dλ(t), r ∈ R

Because of∫
R

∫
R

‖‖e−itrfn(t)T (t− s)Aφ(s)
‖‖ dλ(s) dλ(t) ≤ M

∫
(0,+∞)

∫
R
e−

t
n ∥Aφ(s)∥ dλ(s) dλ(t)

= Mn ∥Aφ∥L1((0,+∞);H) < +∞,

we can apply Theorem 2.3.12 and obtain

F(fnAv)(r) =
1√
2π

∫
R

∫
R
e−itrfn(t)T (t− s)Aφ(s) dλ(t) dλ(s)

=
1√
2π

∫
R

∫
R
e−i(t+s)rfn(t+ s)T (t)Aφ(s) dλ(t) dλ(s)

=
1√
2π

∫
(0,+∞)

∫
(−t,+∞)

e−( 1
n
+ir)(t+s)T (t)Aφ(s) dλ(s) dλ(t)

=
1√
2π

∫
(0,+∞)

∫
(0,+∞)

e−( 1
n
+ir)(t+s)T (t)Aφ(s) dλ(s) dλ(t)

=

∫
(0,+∞)

e−( 1
n
+ir)tT (t)

( 1√
2π

∫
(0,+∞)

e−isre−
s
nAφ(s) dλ(s)

)
dλ(t)

=

∫
(0,+∞)

e−( 1
n
+ir)tT (t)F(fnAφ)(r) dλ(t).

Employing Proposition 3.1.2, h), leads to

F(fnAv)(r) =

∫
(0,+∞)

e−( 1
n
+ir)tT (t)F(fnAφ)(r) dλ(t) = R( 1

n
+ ir, A)F(fnAφ)(r).

Since fnφ and fnAφ are integrable, by Proposition 2.3.13 we obtain F(fnφ)(r) ∈ D(A)
as well as

F(fnAφ)(r) =

∫
R
e−itrfn(t)Aφ(t) dλ(t) = A

(∫
R
e−itrfn(t)φ(t) dλ(t)

)
= AF(fnφ)(r).
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Let U : L2(R;H) → L2(R;H) be the isometric isomorphism as in Theorem 5.4.2. Since
A is sectorial (Theorem 3.3.5), there exists a constant L > 0 such that‖‖AR( 1

n
+ ir, A)

‖‖ =
‖‖(( 1

n
+ ir)I − A

)
R(ir, A)− ( 1

n
+ ir)R( 1

n
+ ir, A)

‖‖
≤ ∥I∥+ ‖‖( 1

n
+ ir)R( 1

n
+ ir, A)

‖‖ ≤ 1 + L

for all n ∈ N and r ∈ R. We obtain

∥fnAv∥L2(R;H) = ∥U(fnAv)∥L2(R;H) = ∥F(fnAv)∥L2(R;H) =
‖‖AR( 1

n
+ i·, A)F(fnφ)

‖‖
L2(R;H)

≤
(∫

R

‖‖AR( 1
n
+ ir, A)

‖‖2 ∥U(fnφ)(r)∥2 dλ(r)
) 1

2

≤ (1 + L)
(∫

R
∥U(fnφ)(r)∥2 dλ(r)

) 1
2
= (1 + L) ∥U(fnφ)∥L2(R;H)

= (1 + L) ∥fnφ∥L2(R;H) = (1 + L)
(∫

(0,+∞)

e−
2r
n ∥φ(r)∥2 dλ(r)

) 1
2

≤ (1 + L)
(∫

(0,+∞)

∥φ(r)∥2 dλ(r)
) 1

2
= (1 + L) ∥φ∥L2(R;H) .

From ∥fn(t)Av(t)− Av(t)∥2 n→+∞−−−−→ 0 and ∥fn(t)Av(t)− Av(t)∥2 ≤ 4 ∥Av(t)∥2 for all

t ∈ R, we infer ∥fnAv − Av∥L2(R;H)

n→+∞−−−−→ 0. Consequently,

∥Av∥L2((0,+∞);H) ≤ (1 + L) ∥φ∥L2((0,+∞);H) . (5.21)

Let f ∈ L2
(
(0,+∞);H

)
. By Lemma 5.4.3 there exists a sequence (φn)n∈N in

C∞
00

(
(0,+∞);D(A)

)
satisfying ∥φn − f∥L2((0,+∞);H)

n→+∞−−−−→ 0. By Lemma 4.2.3
u : [0,+∞) → H defined by

u(t) :=

∫
(0,t)

T (t− s)f(s) dλ(s)

and un : [0,+∞) → H, n ∈ N, defined by

un(t) :=

∫
(0,t)

T (t− s)φn(s) dλ(s)

are well-defined and continuous. By Hölder’s inequality, Proposition 2.5.3, a), for t ≥ 0

∥u(t)− un(t)∥ =

‖‖‖‖∫
(0,t)

T (t− s)
(
f(s)− φn(s)

)
dλ(s)

‖‖‖‖
≤

∫
(0,t)

∥T (t− s)∥ ∥f(s)− φn(s)∥ dλ(s)

≤
∫
(0,t)

M ∥f(s)− φ(s)∥ dλ(s) ≤ √
tM ∥f − φn∥L2((0,+∞;H)

n→+∞−−−−→ 0.

Moreover, by (5.21)

∥Aun − Aum∥L2((0,+∞);H) ≤ (1 + L) ∥φn − φm∥L2((0,+∞);H) ,
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which implies that (Aun)n∈N is a Cauchy sequence in L2
(
(0,+∞);H

)
. Hence,

∥Aun − g∥L2((0,+∞);H)

n→+∞−−−−→ 0 for some g ∈ L2
(
(0,+∞);H

)
. By Proposition 2.5.2, a),

there exists a subsequence (Aunk
)k∈N such that Aunk

(t)
k→+∞−−−−→ g(t) for almost every

t > 0. Since A is closed, we obtain u(t) ∈ D(A) and g(t) = Au(t) for almost every t > 0

implying ∥Aun − Au∥L2((0,+∞);H)

n→+∞−−−−→ 0. ∥Aun∥L2((0,+∞);H) ≤ (1 + L) ∥φn∥L2((0,+∞);H)

implies ∥Au∥L2((0,+∞);H) ≤ (1 + L) ∥f∥L2((0,+∞);H). It remains to show that u is a weak
solution of (5.1). By Theorem 4.2.8 un is a classical solution of{

u′
n(t) = Aun(t) + φn(t), t > 0,

un(0) = 0,

implying that un is continuously differentiable on (0,+∞). By Lemma 2.4.4

un(t)− un(s) =

∫
(s,t)

u′
n(r) dλ(r) =

∫
(s,t)

Aun(r) + φn(r) dλ(r)

for all 0 < s < t and by Proposition 2.5.3, a)‖‖‖‖∫
(s,t)

Aun(r)− Au(r) dλ(r)

‖‖‖‖ ≤
∫
(s,t)

∥Aun(r)− Au(r)∥ dλ(r)

≤ √
t− s ∥Aun − Au∥L2((0,+∞);H)

n→+∞−−−−→ 0.

Analogous arguments lead to‖‖‖‖∫
(s,t)

φn(r)− f(r) dr

‖‖‖‖ n→+∞−−−−→ 0.

Since un(t)
n→+∞−−−−→ u(t) for every t > 0, we obtain

u(t)− u(s) = lim
n→+∞

un(t)− un(s) = lim
n→+∞

∫
(s,t)

Aun(r) + φn(r) dλ(r) =

∫
(s,t)

Au(r) + f(r) dλ(r).

According to Theorem 2.5.7 we have u ∈ W 1,2
(
(s, t);H) and u′ = Au+ f . Since

0 < s < t < +∞ were arbitrarily chosen, u is a weak solution of (5.1) and, because of
Proposition 4.2.7, the only one. Consequently, A is maximally L2-regular. Since Hilbert
spaces are reflexive (Corollary 1.11.10 in [20]) by Theorem 5.3.4 A is maximally
Lp-regular for every p ∈ (1,+∞).

□

5.4.5 Corollary. If A : D(A) ⊆ H → H is the infinitesimal generator of a bounded
analytic semigroup with 0 ∈ ρ(A), then A has the strict maximal Lp-regularity property
on (0,+∞) for all p ∈ (1,+∞).

Proof. By Theorem 5.4.4 A is maximally Lp-regular for all p ∈ (1,+∞) and according to
Theorem 5.2.2 also strictly maximally Lp-regular for all p ∈ (1,+∞).
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□

5.4.6 Corollary. Let t0 > 0. If A : D(A) ⊆ H → H is the infinitesimal generator of an
analytic semigroup, then A has the maximal Lp-regularity property on (0, t0] for all
p ∈ (1,+∞).

Proof. Let M,ω as in Proposition 3.1.2, a) and δ > 0. The operator B := A− (ω + δ)I
is the infinitesimal generator of the semigroup

(
S(t)

)
t≥0

defined by S(t) := e−(ω+δ)tT (t)

by Proposition 3.1.2, g). We have ∥S(t)∥ ≤ Me−δt and we can extend
(
S(t)

)
t≥0

to an
analytic semigroup. By Corollary 3.3.6 there exists a constant C > 0 such that

∥BS(t)∥ ≤ Ce(−δ+δ)t

t
=

C

t
, t > 0.

According to Theorem 3.3.5
(
S(t)

)
t≥0

is a bounded analytic semigroup. By Theorem

5.4.4 B is maximally Lp-regular on (0,+∞) for all p ∈ (1,+∞) and therefore for also on
(0, t0]; see Theorem 5.1.5. Finally, according to Lemma 5.2.4 A = B + (ω + δ)I has the
maximal Lp-regularity property on (0, t0] for all p ∈ (1,+∞).

□
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