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Abstract
Efficient Physical Modeling of
Bias Temperature Instability

Metal-oxide-semiconductor (MOS) devices are a key driver of modern technologies. Of particular
importance are MOS field-effect transistors (MOSFETs), which act as binary switches for electrical
currents by exploiting the field effect. It is through the embedding of billions of these devices into
single chips that the extensive computation that underpins modern life is made possible. A major
design challenge within these technologies is to ensure maximal performance while simultaneously
guaranteeing reliable behavior throughout the entire projected lifetime of the device. Of chief
importance are instabilities which are sensitive to the gate bias voltage and the temperature. This
phenomenon is termed bias temperature instability (BTI) and is one of several reliability issues
related to charge trapping in the oxide layer of these devices.

The first reports of BTI were presented more than 50 years ago, but despite ongoing research
efforts and continual economic interest, the fundamental physics is still not fully understood. From
early on, diffusive processes and thermally activated reactions have been deemed responsible for
BTI, and since then, the question as to which of these two processes governs the degradation
kinetics remains controversial. Recent technology advancements have shed some light on these
processes, and it has since been shown that many reliability phenomena can be consistently de-
scribed through non-radiative multi-phonon (NMP) theory. In particular, the 4-state NMP model
was successfully applied to describe degradation due to pre-existing oxide defects. In addition
to these pre-existing defects, there is some evidence of a more elusive degradation mechanism,
which is believed to be related to defect generation and transformation involving the relocation of
hydrogen in the oxide.

In this work, the 4-state NMP model will be employed to reproduce a broad range of exper-
imental degradation data. Starting with an analysis of pre-existing defects in simple SiO2 oxides
at negative bias temperature instability (NBTI) conditions, a unified modeling approach will be
presented for such defects in devices with high-κ gate stacks at NBTI and positive bias temperature
instability (PBTI) conditions.

Furthermore, it will be shown that the essential physics of these rather complex degradation
mechanisms can be captured with high accuracy through a more simplified model. This condensed
physical description is implemented within a new modeling framework called Comphy, short for
“compact-physics”. With this framework, the key physical properties of oxide defects in SiO2 and
HfO2 oxides for various device processes are extracted and consistent results for both NBTI and
PBTI stress are obtained. For transparency, all parameters used in the Comphy-based studies will
also be listed in this work.

The detailed insights into the governing physics of pre-existing oxide defects developed here
can aid future studies of the still elusive degradation mechanisms within oxides in MOS devices.
Furthermore, by complementing the physical model for pre-existing oxide defects with a phe-
nomenological description of defect generation and transformation, fast and accurate predictions
of device lifetimes can be obtained. Thus, the Comphy framework presented in this thesis can
contribute to the continuing improvement of MOS technology.
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Kurzfassung
Effiziente physikalische Modellierung der
Bias-Temperaturinstabilität

Metal-Oxid-Halbleiter (MOS)-Bauelemente sind Schlüsselfaktoren moderner Technologien. Vor
allem ihre Eigenschaft, Ströme mittels Feldeffekt ein- und auszuschalten, wird in nahezu allen
elektronischen Geräten verwendet und das Zusammenspiel von Milliarden dieser MOS-Feldeff-
ekttransistoren (MOSFETs) auf kleinen Computerchips ermöglicht die komplexen Berechnungen,
die nunmehr Teil unseres Alltags sind. Eine der größten Herausforderungen dieser Technologien
ist es, Geräte bei höchstmöglicher Leistung, aber zugleich auch ausreichender Zuverlässigkeit über
die vorgesehene Lebensdauer hinweg zu betreiben. Besonders entscheidend sind dabei Instabil-
itäten die stark von der Biasspannung und der Temperatur abhängen. Dieses Phänomen wird Bias-
Temperaturinstabilität (BTI) genannt und stellt eines von mehreren Zuverlässigkeitsproblemen dar,
die auf das Einfangen von Ladungen in den Oxiden dieser Bauelemente zurückzuführen sind.

BTI wurde bereits vor mehr als 50 Jahren dokumentiert, aber trotz andauernder Forschung und
wirtschaftlichem Interesse sind die grundlegenden physikalischen Mechanismen nicht zur Gänze
geklärt. Schon früh wurden diffusive Prozesse und temperaturaktivierte Reaktionen für BTI ver-
antwortlich gemacht, kontrovers ist jedoch, welcher dieser beiden Mechanismen den zeitlichen
Verlauf der Degradation dominiert. Moderne Technologien erlauben detailliertere Studien dieser
Prozesse und es wurde gezeigt, dass die Theorie der nichtstrahlenden Multiphononen (NMP) viele
dieser Zuverlässigkeitsprobleme widerspruchsfrei beschreibt. Speziell mittels des 4-State-NMP-
Modells konnte die Degradation aufgrund von präexistenten Defekten erfolgreich beschrieben
werden. Zusätzlich zu diesen präexistenten Defekten wird ein schwerer zu erfassender Mech-
anismus beobachtet. Es wird vermutet, dass dieser Mechanismus mit der Defektgeneration und -
transformation und einer damit einhergehenden Umverteilung von Wasserstoff in Verbindung steht.

In dieser Arbeit wird eine Vielzahl von verschiedenen experimentellen Degradationsdaten mit-
tels des 4-State-NMP-Modells untersucht. Nach der Analyse von präexistenten Defekten in ein-
fachen SiO2-Oxiden unter BTI-Bedingungen mit negativer Biasspannung (NBTI) wird eine ein-
heitliche Modellierung solcher Defekte in high-κ-Gate-Schichtstapeln bei negativen und positiven
BTI-Bedingungen (PBTI) präsentiert.

Weiters wird gezeigt, dass die Essenz dieser durchaus komplexen Degradationsmechanismen
mit hoher Genauigkeit und unter weitgehender Beibehaltung des physikalischen Gehalts abstrahiert
werden kann. Diese auf das Wesentliche beschränkten Beschreibungen werden in einem neuen
Modellierungssystem namens Comphy, einer Kurzform von „compact-physic“, eingebettet. Mit
diesem Modellierungssystem werden die grundlegenden physikalischen Eigenschaften von De-
fekten in SiO2- und HfO2-Oxiden bestimmt und konsistente NBTI- und PBTI-Simulationen für
verschiedenartige Prozessierungen durchgeführt. Um diese Studien nachvollziehbar zu machen,
werden alle Parameter der Comphy-Simulationen aufgelistet.

Das detaillierte Verständnis der Physik und der Eigenschaften präexistenter Oxiddefekte kann
zukünftige Studien der noch ungeklärten Degradationsmechanismen von Oxiden in MOS-Bauel-
ementen erleichtern. Darüber hinaus erlaubt die Ergänzung des physikalischen Modells für präex-
istente Defekte mit einem phänomenologischen Modell zur Beschreibung der Defektgeneration
und -transformation eine sehr genaue und performante Berechnung der Lebensdauer von MOS-
Bauteilen. Damit kann das in dieser Dissertation dargestellte Comphy-Modellierungssystem zu
der Entwicklung und Verbesserung von MOS-Technologien beitragen.
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Chapter 1

Introduction

A deceptively simple stack of three materials has changed the world at an arguably unprece-
dented pace: metal-oxide-semiconductor (MOS) structures constitute the essential parts of most
electronic devices which are used in everyday life. Of particular importance are MOS devices
which exploit the field effect to switch currents on and off. The combination of billions of these
MOS field-effect transistors (MOSFETs) on microelectronic chips is at the heart of electronic
devices as it is responsible for computations. Unfortunately, the speed and the lifetime of these
devices is governed by imperfections in the oxide layer. This amorphous material is prone to
capture charges under operating conditions which alter the characteristics of MOS devices. This
chapter outlines the corresponding degradation phenomena, the responsible mechanisms, and
the related modeling attempts. Furthermore, it will be summarized how this thesis contributes
to a better understanding of the above and, thus, enables improvements of the reliability and
performance of MOS devices.

1.1 MOS Devices and Oxide Defects

Already a few years after the first demonstration of a point-contact transistor in 1947, the noise
theory established by Schottky [1] was applied to investigate deviations from the thermal noise
of these devices where an increase of the noise spectrum towards lower frequencies was observed.
A review on that problem was published in 1952 where Petritz et al. summarized that this
1/ f noise was found to be consistent with “superimposing spectra of the (1/1 + (ωτ)2) type”
and that “a 1/ f law can be approximated over a large frequency interval if a sufficiently large
distribution of lifetimes is used” [2]. Only the nature of this modulation remained speculative
at that point and was eventually experimentally verified in 1985 by Uren et al. as “individual
carrier trapping events” [3]. These carrier trapping events are the common underlying source of
several reliability phenomena which will be outlined in the following.

1.1.1 Random Telegraph Noise

After the 1/ f noise on large devices was identified as the superposition of the noise from individ-
ual carrier trapping events, much effort was put into the study of random-telegraph-noise (RTN)
on devices with small gate areas. In these small devices, single carriers trapped in the interfa-
cial region between the oxide and the channel can modulate the drain current substantially. The
analysis of these discrete steps and their stochastic properties give insights on the underlying de-
fect kinetics. Such studies were conducted within the framework of non-radiative multi-phonon
(NMP) theory already in 1988 [4].

1.1.2 Gate Leakage Currents

Oxides of regular MOS devices are supposed to insulate the gate from the channel. However,
not only fundamental mechanisms such as quantum mechanical tunneling and high energetic
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carriers can deteriorate this ideal property: The carrier trapping events discussed above can be
directional, meaning that carriers are trapped from the channel and released to the gate. This will
be observed as RTN and at the same time such defects act as tunneling centers which induce a
gate leakage current [5], also referred to as trap-assisted tunneling (TAT) [6].

1.1.3 Time-Dependent Dielectric Breakdown

The leakage mechanism described in the previous subsection is stochastic but apart from that
independent of time. However, it was observed that the leakage currents through dielectrics of
MOS structures strongly depend on the stress time and eventually cause a breakdown of the insu-
lator. Already in 1973, the role of defect creation was discussed as the responsible mechanism for
this phenomenon but only the barrier lowering due to these charges was considered [7]. In 1995,
Degraeve et al. proposed a model which considered both, the creation of traps and their role as
tunneling centers to consistently describe time-dependent dielectric breakdown (TDDB) [8].

1.1.4 Stress-Induced Leakage Currents

While TDDB deals with tunneling currents at stress conditions, an increased tunneling current
is also observed at low electric fields after stressing a MOS device. This phenomenon was
reported in 1988 as stress-induced leakage current (SILC) and found to be not due to positive
charge generation [9]. Experimentally, it is difficult to separate the mechanisms causing TDDB
and SILC because generated defects will affect both. Accordingly, Crupi et al. demonstrated
a correlation of SILC and defect generation in the HfO2 layer of high-κ technologies in 2004
[10]. This finding was confirmed by later studies [11] and the subtle differences between defect
generation and the transformation of pre-existing defects were discussed by Veksler et al. in
2014 [12]. The latter employed the NMP theory as applied to model SILC already in 2001 by
Larcher et al. [13] and extended it by metastable states.

1.1.5 Hot-Carrier Degradation

All the abovementioned degradation phenomena related to leakage currents are due to defects
in the oxide of MOS devices and are accelerated by elevated oxide fields. As opposed to that,
at low oxide fields, defects in the oxide are of much less concern. However, highly energetic
(“hot”) carriers can affect defects in the interfacial region of MOS structures. This hot-carrier
degradation (HCD) mechanism is typically observed on MOSFETs when stress voltages are ap-
plied between the source and the drain [14, 15]. Since the work Hu in 1985, the depassivation
of silicon-hydrogen bonds at the interface between the channel and the oxide have been dis-
cussed as the underlying cause [16], however, there is an ongoing controversy about the detailed
mechanism [17].

1.1.6 Bias Temperature Instabilities

As discussed above, pre-existing and newly created defects in the oxide of MOS devices can
capture charges, in particular at elevated oxide fields. Reports on the temperature dependence of
transistors around the year 1952 [18] were followed by studies of interface state creation in 1963
[19] and of oxide vacancies in 1964 [20], all based on experimental investigations of SiO2 under
elevated bias voltage and temperature conditions. This degradation effect is now referred to as
bias temperature instability (BTI).1 Historically, this effect has become of particular importance
for negative gates voltages and is termed negative bias temperature instability (NBTI). Several

1Further studies of this mechanism were conducted in 1966 by Miura et al. [21] and in 1967 by Deal et al. [22],
the latter is often cited as the first report on bias temperature instability (BTI).
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modern technologies are also considerably affected by oxide charges which accumulate at posi-
tive gate voltages and, thus, positive bias temperature instability (PBTI) became relevant as well.
Whether and to which extend BTI and HCD act on the same defects is not fully established [23,
GRJ1].

Recoverable and Quasi-Permanent BTI

Early experimental studies neglected the fast recovery of NBTI until Ershov et al. reported a
recoverable and a permanent component in 2003 [24]. In the following years, this phenomenon
was studied intensively [25], however, has remained elusive from both an experimental and a
theoretical point of view: Up to date, no experimental technique is accepted to determine these
components separately. Some studies suggested, that the permanent component is due to Pb
centers at the Si/SiO2 interface and the recoverable component is due to oxide defects [26]. While
this assumption is debated as such [27], even the experimental separation of Pb centers cannot
be conducted rigorously since oxide defect close to the Si/SiO2 interface can have very similar
properties to “real” interface states and contribute to CV measurements, DCIV measurements,
etc.

A pragmatic solution to treat these two components of BTI separately is based on a pulse into
accumulation which is applied after NBTI stress: It was observed that pMOS devices recover
considerably during short periods of positive gate voltages after stress phases with negative gate
voltages [28, 29]. Conveniently, the part which recovers during this pulse roughly correlates
with what was considered to be the recoverable component. With respect to defect physics,
this means that the mechanism which constitutes the recoverable component has emission time
constants which are sensitive to the applied gate voltage which is not the case for the mechanism
constituting the permanent component.

Note that the permanent component is to a large part not really permanent but recovers very
slowly [GRC1] and we will refer to it as “quasi-permanent” component in this work.

Anomalous BTI

Typically, pre-existing oxide defects get positively charged during NBTI stress which induces
a shift of the threshold voltage of MOS devices towards negative voltages. Vice versa, pre-
existing oxide defects get negatively charged during PBTI stress which induces a shift of the
threshold voltage towards positive voltages. Both of the above is a result of defects interacting
with carriers in the channel. In contrast, if defects capture charges from the gate, opposite shifts
of the threshold voltage are observed: positive shift during NBTI stress and negative shift during
PBTI stress. This phenomenon is called anomalous BTI and was reported for the case of NBTI
by [30] and for PBTI by [31, 32].

1.2 Identifying Defect Structures

The fact that all reliability phenomena listed above are consistent with individual carrier trapping
events explains the frantic search for underlying defect structures. All kind of experimental and
theoretical means have been employed to identify the culprit, a selection of which is given below.

• Electron-spin resonance (ESR) spectrometry [33] and spin-dependent recombination (SDR)
technique [34] to probe paramagnetic point defects

• Resonant nuclear reaction analysis (NRA) to detect hydrogen [35]

• Transmission electron microscopy (TEM) [36] and scanning tunneling microscopy (STM)
[37] to analyze the surface structure and thickness of layers
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• Secondary ion mass spectrometry (SIMS) to analyze the composition of thin films [38]

• Charge pumping [39] and DCIV [40, 41] to estimate the concentration of fast interfacial
states

• CV curves to profile the energy, density, and time constants of defects [42, 43]

• Density functional theory (DFT) for theoretical investigation of defect properties [44]

However, up to date, there is no consent in the literature on defect structures. Certainly, physical
mechanisms have been proposed which describe some of the phenomena very well, but no model
is consistent with all experimental observations. Even the simple case of MOS devices with a
plain SiO2 oxide and its well studied interface to the Si channel is debated: While the passivation
and depassivation of Si dangling bonds with hydrogen most certainly plays a role, the details of
the physical processes and the location of hydrogen before and after such a reaction are not fully
established [45–47].

For defects in the SiO2 layer of these devices, the situation is even less established, indicating
that either a) a multitude of defect mechanisms or b) one rather complex defect mechanism is
responsible for the degradation in this case.

A selection of defects which are discussed in the context of BTI is given below.

• Pb centers (where Si has a “dangling bond”) are often suggested to be the dominant inter-
face trap for both (111) and (100) Si/SiO2 interfaces. Depending on the surface orientation,
there are different types of Pb centers [48, 49].

• Oxygen vacancies are a defect structure in SiO2 where two neighboring Si atoms are
bonded to three instead of four oxygen atoms and were reported as a promising defect
candidate, featuring multiple configurations such as the E’ and Eγ center [50].

• Also in hydrogen bridge defects the bond between two neighboring Si atoms in SiO2 is
distorted, but here a hydrogen atom replaces the oxygen atom [51].

• Hydroxyl E’ centers are defects in SiO2 where the dangling bond of a threefold-coordinated
Si atom faces a hydroxyl O-H group. Similar to the oxygen vacancy and the hydro-
gen bridge, this defect type exhibits stable and metastable configurations in two charge
states [52].

1.3 BTI Modeling and Controversies

In 1977 Jeppson and Svensson proposed a physical model for NBTI which considered two mech-
anisms [53]:

• Mechanism A: The depassivation of a Si-H defect at the Si/SiO2 interface during stress
forms a Pb center. The released hydrogen forms a hydroxyl group with a neighboring
oxygen atom and diffuses away, leaving a positively charged oxygen vacancy behind.2

• Mechanism B: Holes tunnel from the valence band to defects in the oxide which, through
an unknown mechanism, activate surface traps.

As most NBTI models proposed to this day are merely a modification of the above - this would be
the end of this section if there was not a vivid controversy on the role of these two mechanisms,
fueled by experimental studies of modern MOS technologies [54]. For many years, the model

2This was one possible realization proposed by the authors after a discussion of such a mechanism in general.
Thus, the defect structure at the interface and the diffusing species was not claimed to be known.
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of Jeppson and Svensson, usually referred to as “reaction-diffusion (R-D) model”3, was happily
accepted as the explanation for the power law dependence of the degradation and mechanism
A was considered to be the dominant contributor [55–58]. Then, the fast recovery after NBTI
stress [24] and the observations on small devices where time constants of individual defects were
determined [4] shifted the attention towards mechanism B [59–61]. To some extent, this was
accepted by the groups which used to consider mechanism A as the governing contributor to
NBTI [62, 63], but eventually, it was heavily disputed whether, under which conditions, and to
which extent NBTI is governed by a [54]

• diffusion-limited process (mechanism A) or by a

• reaction-limited process (mechanism B).

The criticism on the former is related to the unphysical parametrization which is required to
describe the degradation of thin oxides as a diffusion-limited process [54]. On the other hand,
some early studies of NBTI as a reaction-limited process ignored the role of interfacial states and
defect creation as they relied entirely on pre-existing defects [60]. This was soon corrected [61],
still, the reaction-limited description of defect creation is criticized [54]. An overview of BTI
models is found in [25, 29, 54, 64, 65, GRC2].

1.4 About this Work

In this section, the central motivation which led to this thesis will be outlined. Furthermore, the
scope and structure of this work will be discussed and the original contributions of this thesis
will be pointed out.

1.4.1 Motivation and Outline

To this day, there are more than 10 000 publications on BTI [66] and literature research makes
one feel like every degradation mechanism one could possibly think of has been already pro-
posed. Still, the reliability community is searching for the defect candidate and the industry
uses oversimplified power law descriptions or some R-D models of disputed physicality. Thus, a
reasonable approach for “another BTI study” appears to be the following:

• Step 1: Connect the right dots: Identify and link the degradation mechanisms which are
consistent with as many observations as possible.

• Step 2: As the above will give a very complex picture, abstract the essence to find a concise
description which is useful for a broader range of applications.

In the last years, research groups at Infineon (Munich and Villach), imec (Belgium) and
at the Institute for Microelectronics, TU Wien, have pursued step 1 with considerable success:
After the NMP theory was identified as an important part of the description of charge trapping
in pre-existing oxide defects, the research efforts culminated in the gate-sided hydrogen release
model [GRC3]. This model is indeed a consistent and physical one but its parametrization is
very challenging and it is computationally too expensive for fast characterization of multiple
technologies.

This led to step 2 where we abstracted the gist of the complex models and created a simple
and easy to use framework we call Comphy, short for “compact-physics”. Thereby, not only were
the computational expenses reduced (see Fig. 1.1) but also the models were opened to scrutiny
by others as they became fully transparent with all parameters listed.

3While in the original work, Jeppson and Svenson acknowledged several physical degradation mechanisms [53],
the term R-D is often used for models which consider diffusion as the governing degradation mechanism [54].
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Figure 1.1: A schematic evaluation of oxide degradation models. Step 1 in-
dicates the efforts of Grasser et al. to develop an accurate and universal de-
fect model, irrespective of computational costs. This started with the triple-well
model [60], followed by the 2-stage model [61], the 4-state NMP model [67],
and culminated in the gate-sided hydrogen release model [GRC3]. Step 2 indi-
cates the abstraction of the complex mechanisms in the concise but still physical
framework Comphy [GRJ2]. The existence of an analytic universal supermodel

is questioned and the complexities of reality are acknowledged.

1.4.2 Scope

The models presented in this work describe reaction-limited processes since diffusion of relevant
species in thin oxides was found to be too fast to determine transfer rates [54]. Furthermore, only
those models and experimental techniques are discussed which are of direct consequence for the
presented results and their interpretation.

While it is tempting to apply a theory to the most advanced techniques, an in-depth under-
standing of the basic mechanisms has to be established first. This is done in this work by starting
the analysis of BTI on simple planar MOS devices with plain SiO2 oxides. After resolving that,
we will increase the complexity step by step towards high-κ FinFETs and different multi-layer
gate stacks. We have already demonstrated the applicability of the models to more advanced
technologies such as

• SiGe devices [GRC4, GRJ3, GRJ4]

• GaN/AlGaN high-electron-mobility transistors (HEMTs) [GRC5]

• InGaAs MOS devices [GRC6]

• Nanowires [GRC7–GRC9]

• Junctionless devices [GRC10]

• 2D channel devices with black phosphorus (BP) [GRJ5, GRJ6], molybdenum disulfide
(MoS2) [GRT1, GRJ7, GRJ8, GRC11, GRC12], and graphene [GRJ5]

However, in this work we want to establish the fundamental properties of oxide defects. Most
sensibly, such studies are conducted on well characterized and understood MOS devices with Si
channels and, thus, limited to those.
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The device-to-device variability is inherent to BTI models which describe the charge transfers
of single defects [GRC13, GRJ9]. We will study this variability and its time-dependence, but we
will not cover across-wafer variability.

1.4.3 Structure

After this introduction, an overview is given of experimental techniques (Chapter 2) and models
(Chapter 3) for BTI on which this work will build upon. In Chapter 4, the fundamental theory of
1D MOS devices which is required for physical modeling is presented, followed by a description
of the BTI models we have implemented in the Comphy framework. The results of exemplary
technologies are presented in Chapter 5 where we will demonstrate for both, technology com-
puter aided design (TCAD) simulations and Comphy simulations, that a profound understanding
of BTI is established. Finally, the work is summarized in Chapter 6.

1.4.4 Contributions Made in this Thesis

The first three chapters of this work are a summary of the state of the art and literature research
on BTI. This serves as a basis for the Comphy framework presented in Chapter 4 and for the
results presented in Chapter 5, both established through this PhD research.

The main work in Chapter 4 was to find a description which relies on established physics but
is efficient to model BTI with all key mechanisms included:

• Section 4.1: A summary of selected semiconductor physics and how they can be employed
to model a 1D MOS device with oxide charges. The latter is original work and was outlined
in [GRJ2].

• Section 4.2: While the Wentzel-Kramers-Brillouin (WKB) approximation is well estab-
lished to compute tunneling probabilities in oxides, general formulas are presented here,
which, to the best of our knowledge, were not previously published.

• Section 4.3: The basic physics of defects with two states in the framework of the NMP
theory have been well established for many years. The contribution of this work is how
these physics can be described sufficiently accurate for BTI modeling. In particular, an ad-
vanced approximation for the interaction with Fermi-Dirac distributed carriers is presented
as previously outlined in [GRJ2]. The part on the effective 3-state frequency dependence
is taken from the literature.

• Section 4.4: A simple double-well model is presented which is a slightly modified version
of previously published models to better capture the experimental evidence. This model
was outlined in [GRJ2].

• Section 4.5: An efficient way to compute degradation for AC signals is reviewed. The
formula for analytic evaluation of digital AC stress was not published before.

In Chapter 5, a broad range of experimental data and simulations with TCAD and Comphy are
presented. For this, we implemented the 4-state NMP model in a commercial TCAD software.
Our implementation of this BTI model can handle arbitrary device geometries and considers the
interaction of oxide defects with carriers in the gate and in the channel [GRC14]. Comphy was
implemented in a Python framework [GRJ2].

• Section 5.1: General simulations procedure, parameters, and settings for the simulations.

• Section 5.2: A summary of the technologies investigated in this chapter.

• Section 5.3: A TCAD study linking noise to BTI, originally presented in [GRC14].
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• Section 5.4: Previously published data is reproduced with TCAD simulations [GRC15]
and Comphy simulations [GRJ2] to demonstrate recoverable and quasi-permanent NBTI.

• Section 5.5: Experiments conducted through this PhD research are reproduced with TCAD
simulations to extract the properties of defects which are responsible for recoverable BTI
of high-κ devices [GRC16]. This study is complemented by previously unpublished exper-
imental data on the variability of small devices.

• Section 5.6: Experimental data is reproduced with Comphy simulations to investigate the
lifetime of commercial high-κ technologies [GRJ2].

• Section 5.7: The impact of process engineering on the BTI behavior is analyzed by apply-
ing Comphy simulations to a broad set of experimental data [GRJ2].

• Section 5.8: A brief discussion on AC modeling with Comphy and the frequency de-
pendence is presented based on experimental data and simulations, originally outlined in
[GRJ2] and complemented by frequency dependent data which was not published previ-
ously.

• Section 5.9: The key findings are summarized and all Comphy parameters are listed. The
parameters were originally published in [GRJ2].
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Chapter 2

Measurement Techniques

In this chapter, we will summarize the most fundamental measurement techniques to quantify
BTI and to analyze the properties of single defects.

2.1 Transfer Characteristics

The drain current ID of a MOSFET as a function of the gate voltage VG at a given drain voltage
VD is typically referred to as “transfer characteristics”, “IDVG curve”, or simply “IV curve”. This
curve is subject to charges in the oxide and, as such, often used to quantify BTI. Measuring ID
while sweeping VG at a small VD might appear straightforward, however, the timing is crucial
since defects with short time constants can charge or discharge during the measurement. This
effect can be employed in dedicated experiments such as hysteresis measurements [68], but usu-
ally, IDVG curves are intended to give a snapshot of the transistor properties. To minimize the
impact of charge capture and emission during VG sweeps, very fast measurements are desirable
[69]. In this section, common transistor parameters such as the transconductance gm, the thresh-
old voltage Vth, the subthreshold swing SS, and the hysteresis width will be outlined on the basis
of IDVG curves.

2.1.1 Transconductance

The transconductance gm stands for “transfer conductance” and is the small-signal conductance
for input gate voltage and output drain current as a function of VG at constant VD:

gm =
dID

dVG
(2.1)

Charges close to the interface of the channel affect carriers due to Coulomb scattering and reduces
their mobility [70]. Furthermore, it was shown that the mobility degradation due to interface-
states can be determined by the mobility at the point of maximum transconductance gm,max [71]
and that the transconductance is proportional to the mobility [72]. Therefore, the degradation of
gm,max indicates an increase in the concentration of defects in the near-interfacial region which
makes it an important parameter for characterization of oxide degradation.

2.1.2 Threshold Voltage

Naturally, the gate voltage above which a significant drain current is observed in MOSFETs is an
important device parameter. However, when it comes to the definition of this threshold voltage
Vth, it does not seem to be that natural anymore: There are several theoretical definitions [73]
and many different experimental extraction methods [74, 75]. Common experimental methods
will be outlined below. The most popular theoretical definition is that Vth is the gate voltage at
which the surface potential of the channel equals two times the Fermi potential in the bulk. For
quantification of BTI, the shift ΔVth of the threshold voltage is often used since it represents the
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impact of all charges in the oxide and at the interface on the transistor performance. However, the
extraction of ΔVth at low gate voltages implies that very fast states in the near-interfacial region
are usually lost in the measurement, depending on their defect level. It was experimentally
shown that even 1 ns after NBTI stress, Vth has partially recovered [76]. For this reason, ΔVth is
commonly considered to describe a rigid shift of the IDVG curve while the fast transient features
have to be captured with dedicated techniques.

Constant Current Method

In the simple constant current method, the threshold voltage is identified as the gate voltage
where

ID
L
W

= Iref (2.2)

holds with W being the channel width and L the channel length as shown in Fig. 2.1. Iref is the
normalized current criterion which is typically 1 nA but may vary between technologies. This
method enables continuous measurement of Vth by tracking VG with a feedback loop to maintain
a constant ID [69].

Linear Extrapolation Method

If full IDVG curves are available, the linear extrapolation method is most frequently used to
determine Vth: From the IDVG curve, gm is computed to obtain the gate voltage of gm,max. At this
voltage, the IDVG curve is extrapolated linearly to zero drain current. Subtracting VD/2 from this
gate voltages gives Vth [77] as shown in Fig. 2.2.

Second Derivative of Logarithmic Drain Current Method

The SDL method [78] addresses the shortcoming of the linear extrapolation method which is its
deviation of the extracted Vth from the theoretical value used in compact models. Furthermore,
the SDL method is suitable for both low and high drain voltages. In this method, Vth is defined
as the gate voltage at which the second derivative of the logarithm of the drain current has its
minimum, see Fig. 2.3.

2.1.3 Subthreshold Swing

The shubthreshold swing SS is defined as the inverse of the subthreshold slope of the log(ID)VG
curve [79]:

SS =
dVG

dlog (ID)
(2.3)

= ln(10)
dVG

dln (ID)
(2.4)

= ln(10)
dVG

dln (βψS)
(2.5)

= ln(10)
kBT

q
Cox +CD +Cit

Cox
(2.6)

Here, CD is the depletion capacitance, Cox is the oxide capacitance, and Cit is the capacitance
associated with the interface state density Nit [80]. While the effect of fast near-interfacial defects
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Figure 2.1: An IDVG curve (black) of a pMOSFET from TCAD simulation with
the channel width W = 20 nm and the length L = 65 nm. In the constant current
method, Vth is extracted at IDL/W = Iref . The reference current Iref is assumed

to be 1 nA here.
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Figure 2.2: For the extraction of Vth with the linear extrapolation method, first
the VG which corresponds to gm,max has to be determined. In this point, the IDVG
curve is extrapolated to zero drain current and from this gate voltage VD/2 is

subtracted to obtain Vth [77].
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is typically not monitored in Vth measurements, it can be observed as a degradation of SS, accord-
ingly. In the ideal case with CD = Cit = 0 F the subthreshold swing evaluates to ln(10)kBT /q
which gives the well known lower limit of SS ≈ 60 mV/dec for room temperature.

2.1.4 Hysteresis

Ideal IDVG curves which are not affected by transient charge trapping give the same reproducible
result for a given sweep range, slew rate, and measurement temperature. However, in reality, such
measurements are affected by charge trapping and, accordingly, a hysteresis between consecutive
up and down-sweeps of VG will be observed in ID of MOSFETs. While this effect is usually neg-
ligible in silicon technologies, it can be pronounced for example in less stable 2D technologies
where this technique is employed to investigate charge trapping [GRJ5, 81, GRC17]. Similarly,
also in more stable high-κ technologies [82] as well as in Ge-based [83] and SiC-based technolo-
gies [68], this effect is investigated.

2.2 Measure-Stress-Measure Scheme

Since the shift of the threshold voltage was accepted as an important measure of BTI, the idea
of the measure-stress-measure (MSM) scheme is very obvious: Measure the initial threshold
voltage Vth,0 of a MOSFET, apply stress at elevated VG and temperature for some time, and mea-
sure Vth again afterwards to characterize the degradation as ΔVth = Vth − Vth,0. The problem
with this naive approach was already identified by Breed in 1975: “a considerable part of the
trapped charge disappears as soon as the voltage bias is removed from the sample” [84], mean-
ing that the measurement delay tD between the stress phase and the subsequent measurement is
crucial. While apparently this fact was of no concern for many years, the problem resurfaced in
2003 when BTI research gained traction and Ershov reported “an unusual effect - a significant
dynamic recovery relaxation of NBTI degradation after removal of stress voltage” [85]. This
triggered experimental efforts to reduce tD in order to minimize a loss of information about the
actual degradation during stress: While Ershov measured with tD = 0.4 s [85], later in 2003
Rangan reported data with tD = 1 ms [86], followed by Reisinger in 2006 with tD = 1 µs [69],
and finally in 2018 Yu reported an experimental setup with tD = 1 ns which is still not fast
enough to measure Vth without recovery effects [76].

2.2.1 Extended MSM Technique

On the one hand, the fast recovery after stress poses difficulties for characterization of BTI,
while on the other hand this recovery comprises valuable information about the defect kinetics,
a fact employed by the extended measure-stress-measure (eMSM) technique [87]: Instead of
recording Vth for a short period after stress and then applying stress conditions again, the recovery
period is extended to record the recovery behavior of Vth for a long time. After this recovery
trace is recorded, the same stress conditions are applied again with incremental stress times for
subsequent stress phases. Conveniently, the subsequent phases are typically not affected by the
extended measurement phases if the stress times are increased exponentially with a factor of
about 10 [69] as shown for a measurement in Fig. 2.4.

2.2.2 Capture-Emission Time Map Visualization

The eMSM technique with a recovery trace after each subsequent stress phase contains detailed
information on the defects and their time constants which are active at the given stress and re-
covery conditions [87]. A way to visualize these time constants and the related degradation
intuitively are capture/emission time (CET) maps [89, 90]. These map represent the density g as
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Figure 2.4: The degradation of a pMOSFET subject to NBTI stress recorded fol-
lowing the eMSM scheme: The stress is interrupted periodically on a logarithmic
time scale to record intermediate recovery traces (not shown). After each recov-
ery measurement, stress is applied again and the degradation quickly follows the

same trend as prior to the interruption. After [88].

a function of the capture time constant τc at stress conditions and the emission time constant τe
at recovery conditions and is obtained from the mixed partial derivative of a set of ΔVth recovery
traces [67]:

g(τc, τe) ≈ −∂
2ΔVth(τc, τe)
∂τc∂τe

(2.7)

Vice versa, the degradation ΔVth can be computed from g as [67]

ΔVth(ts, tr) ≈
ts

0

dτc

∞

tr

dτeg(τc, τe). (2.8)

As such, the density g of CET maps represents the time constants of the defects weighted by
their impact on Vth, and ΔVth can be obtained from these maps for any stress time ts and recovery
time tr by integrating g from 0 s to ts and from tr to∞. Note that this scheme represents data with
constant stress and recovery conditions at one temperature and it is only strictly applicable to vi-
sualize first order reactions. Usually, data from large area devices where many defects contribute
to ΔVth is shown in CET maps to obtain a picture of the mean degradation of a technology at
certain stress conditions, see Fig. 2.5.
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Figure 2.5: The data from an eMSM experiment (left) is visualized in a CET
map (right). Both representations are equivalent and the original data (circles in
the left figure) can be reproduced from the density g again (lines in the left figure).
The CET map allows for direct evaluation of the time constants of defects and

their impact on Vth. After [67].

2.3 On-The-Fly Measurements

In order to overcome the limitation of MSM techniques imposed by the measurement delay after
stress, the on-the-fly (OTF) measurement was proposed [91]. In these measurements, the drain
current is monitored during stress conditions and the corresponding degradation is determined
without any interrupts. A simple but imprecise scheme allows a mapping of ID in the linear
regime to Vth based on a reference drain current ID,0 and threshold voltage Vth,0 [92]:

ΔVth ≈ ID − ID0

ID0
(VG − Vth0) (2.9)

In a more elaborate OTF scheme, a small modulation of the gate voltage around the stress value
is employed to measure the transconductance continuously at stress conditions and deduce Vth
from that [91]. While the issue with the measurement delay after stress is resolved by OTF
measurements, the drawback of this method compared to MSM schemes is the measurement
delay at the beginning of the stress which poses a lower bound for measurable stress times.
Furthermore, such experiments are typically conducted at accelerated stress conditions and at
these stress voltages fast interfacial defects could be charged which would not contribute at use
conditions and do not affect Vth measured with MSM techniques.

2.4 From Noise to Single Defects

The theory of noise in semiconductors due to charge trapping with distributed transition rates
for capture and emission processes and the implications for the noise spectrum was already es-
tablished in the early 1950s [2, 93] and modeled by McWhorter [94] in 1957. Still, the debate
on the origin of the 1/ f noise spectral density observed on large area MOS devices was settled
much later: In 1985, Uren et al. linked the 1/ f noise to the RTN observed on devices with small
active gate area [3]. An example is shown in Fig. 2.7. Thus, analysis of degradation due to de-
fects based on the noise spectra was established and since the noise power scales with the inverse
of the gate area [95], much attention was put into the analysis of RTN of scaled technologies.
The time constants as a function of temperature, gate voltage, and drain voltage were studied in
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the following and the defect levels and the interface distance of defects were deduced [96–98].
These simple models were extended later to account for NMP processes for a more reliable ex-
traction of defect parameters based on the capture and emission time constants determined by
RTN experiments [12, 99, 100].

2.4.1 Anomalous RTN

MOSFET technologies with small effective gate areas led to an important observation in 1988:
Uren et al. analyzed RTN signals and found that some of them show “rapidly switching RTS
modulated by an envelope of the same amplitude” [4]. In their study, they ruled out possible
mechanisms for this anomalous RTN such as a) two traps in the same percolation channel, b)
Coulomb interactions between pairs of traps in close proximity and suggested that this observa-
tion manifests c) “a single defect with two reconstruction modes (metastable states) available for
the filled trap.”. In this early work Uren et al. already put forward a corresponding configuration
coordinate (CC) diagram of such a defect featuring three states [3] which became the base of
BTI models featuring metastable states described within the NMP theory [101]. An example for
a measured anomalous RTN trace is shown in Fig. 2.6, left, together with a model with three
states.

Figure 2.6: Both, anomalous RTN (left) and temporary RTN (right) is consistent
with a three-state defect which exhibits RTN while switching between two charge
states. Additionally, a metastable state is involved which can interrupt the RTN
for some time (anomalous RTN) or end the RTN (temporary RTN). In the latter
case, the defect can be forced into its less stable configuration again by applying
stress conditions. Top: the three states in negative (blue), neutral (gray), and
positive (red) charge states and the time constants for the transitions between the
states for this example. Bottom: Simulated occupancies of the states and the sum
of the negative states (last row left) and positive states (last row right) as they

would be recorded experimentally. After [67].
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2.4.2 Temporary RTN

In temporary RTN, a regular RTN signal disappears, but in contrast to anomalous RTN, the
signal does not reappear at constant bias conditions [67]. Accordingly, temporary RTN has to
be triggered and consistent with the interpretation based on three states, it disappears once the
defect relaxes in a more stable configuration as shown in Fig. 2.6, right.

2.4.3 Reversal RTN

The measurement of RTN traces for long times at high sampling rates revealed a phenomenon
called “reversal RTN” [102]: For some period of time, a signal with two levels exhibits much
faster emission time constants compared to the capture time constants, followed by a period of
time where the reverse situation is observed (faster capture time constants compared to emission
time constants). These two “zones” alternate even at constant bias and Guo et al. suggested that
this manifests a trapping mechanism with four states, two of which are metastable [102].

2.4.4 Correlated Drain and Gate RTN

In 1988 Olivo et al. investigated SILC and concluded that it “originates from localized defect-
related weak spots where the insulator has experienced significant deterioration from electrical
stress” [9]. Similarly, an increase in RTN was understood to manifest defect-related degradation
in the oxide during stress. As such, it was speculated that these two phenomena originate from
the same mechanism and a correlation of the respective degradation parameters was expected
[10, 11]. Indeed, in 2011 Chen et al. demonstrated direct simultaneous measurements of the
drain and gate current and found correlated capture and emission events in the respective RTN
traces [103]: Carrier capture events in the oxide not only affect the drain current but can also
open and close tunneling paths through the oxide as they alter the configuration of oxide defects,
see Fig 2.7.
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Figure 2.7: An RTN measurement where the fluctuations in the gate (upper
panel) and drain current (lower panel) were monitored simultaneously. After a
capture time τc, a hole is trapped in the oxide which reduces the drain current
and at the same time increases the gate current as the defect now constitutes a
tunneling path. After an emission time τe, the hole is emitted again and the
defect structure restores to its initial configuration where it no longer acts as a

tunneling center. After [104].
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2.4.5 Deep-Level Transient Spectroscopy on Single Defects

The analysis of RTN enabled the study of the time constants of single defects in MOSFETs
[96]. This approach, however, is limited to defects which exhibit RTN at the respective bias
conditions, meaning that their capture and emission time constants have to be on the same order
of magnitude. As such, this approach is not suitable to investigate the full spectrum of defects
which constitute BTI. In order to determine the emission time constants in a more general fashion,
Karwath and Schulz extended the deep-level transient spectroscopy (DLTS) proposed by Lang
in 1974 [105] to small-area MOSFETs in 1988 [106]. The DLTS on single defects assumes that
a) “the distribution of the (emission time) steps for a specific trap is exponential” and that b)
“the step height differs for each trap” [106]. Therefore, a repeated stress/recovery experiment
and the statistical analysis of the discrete steps in the recovery traces gives the average emission
time constant of single defects. Already in 1988, this technique was applied to analyze defects at
different temperatures to derive their activation energy which was linked to NMP processes [106].

2.4.6 Time Dependent Defect Spectroscopy

In 2010 the DLTS on single defects was extended to the time dependent defect spectroscopy
(TDDS) which not only determines the emission time constants but also the capture time con-
stants of single defects in MOSFETs at stress conditions [89, 107]. While originally in the DLTS
on single defects it was assumed that all defects are charged after switching to stress conditions
without paying much attention to stress times and defects with larger capture time constants, it
was later understood that the occupation probability p of defect at the stress conditions are impor-
tant for such experiments: Assuming the defect to follow first order reaction kinetics, one obtains
the occupation probabilities for equilibrium conditions during stress pH(t → ∞) and recovery
conditions pL(t → ∞) as

pH(t → ∞) = τe,H

τe,H + τe,H
, (2.10)

pL(t → ∞) = τe,L

τe,L + τe,L
, (2.11)

with the capture time constant τc and the emission time constants τe at stress (denoted with
a superscript “H” for high) and recovery (superscript “L” for low), to determine the transient
occupation probability of a defect which was at pL(t → ∞) prior stress to be

p(ts) = pL(t → ∞) + (pH(t → ∞) − pL(t → ∞))(1 − e−ts/τc,H) (2.12)

after the stress time ts. The TDDS employs this relation by applying the DLTS on single defects
multiple times with varying stress times, typically by increasing ts subsequently by a factor of
10. For each of these stress times, p(ts) is deduced from the number of recovery events Ne(ts) of
a defect and the number of traces N(ts) as

p(ts) =
Ne(ts)
N(ts)

. (2.13)

Typically, this gives p close to zero for very small ts and p close to unity for very large ts and
the capture time constant of this defect can be computed by fitting the data to Eq. (2.12). For
convenient visualization of such experimental data, spectral maps were suggested [107]. These
maps depict the emission events for multiple recovery experiments and a given stress time as a
function of the step heights of these events, see Fig. 2.8.
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Chapter 3

Models

In this chapter, those models related to BTI which are essential for the discussions in this thesis
will be outlined. After a brief presentation of the power law description, the exponential-Poisson
model, and thermal transitions in the context of BTI, we will review the history of charge trapping
in the framework of the NMP theory and discuss selected models.

3.1 Power Law Extrapolation

The simple power law in the form of

x = Ayk (3.1)

was already used in 1978 to describe BTI, quantified by the shift of the flatband voltage ΔVfb as
a function of stress time ts and stress voltage VG by Sinha et al. as [108]

ΔVfb ≈ A abs(VG)
γtne−Ea/(kBT ). (3.2)

Here, γ is the voltage acceleration, n the power law time dependence (0.2 in the original work), A
defines the offset of ΔVfb, and Ea is the activation energy. Since then, the power law description
was applied to BTI extensively to obtain simple and often reasonably accurate estimations of the
degradation. Note that the simple power law can be written as

logy = klogx + logA. (3.3)

Thus, a power law function appears as a straight line on a log-log plot.

3.2 Exponential-Poisson Distribution

The exponential-Poisson distribution, also referred to as defect-centric description, was intro-
duced by Kaczer et al. in 2010 [109] where “NBTI stress is argued to be a convolution of
exponential distributions of uncorrelated individual charged defects Poisson-distributed in num-
ber” [110].

The impact Δvth (denoted with a lowercase “v”, referred to as step height) of an individual
defect on the threshold voltage of a device Vth depends on the position of the defect in the ox-
ide. Assuming a continuous doping in the channel and a single layer oxide, Δvth scales linearly
with the interface distance [111], weighted by a bell function depending on the lateral position
between the source and the drain [112]. Experimentally, much wider distributions of Δvth are
observed which was found to be due to percolation paths in the channel [96], caused by dis-
crete dopants [113], see Fig. 3.1. Whether the resulting distribution is better described by a
log-normal distribution [114–116] or an exponential distribution, is another controversial issue
[GRC18]. Any way, the analysis of discrete steps after NBTI stress was found to be described
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Figure 3.1: The distribution of the step heights Δvth of individual defects located
at the interface of the oxide is constant in the simple charge sheet approximation
(a) [111]. Considering device electrostatics with a continuous doping profile,
a bell shape is obtained for the impact of single charges between source and
drain (b) [112]. Experimentally, much wider distributions are observed which
is because of percolation paths due to the discrete dopants (c) [113]. The simu-
lated complementary cumulative distribution function (CCDF) considering ran-
dom dopant fluctuations features the roughly exponential tail observed experi-

mentally [109] (d). After [GRC18].

well with exponential distributions as shown in Fig. 3.2. The corresponding probability density
function (PDF) f1 and cumulative distribution function (CDF) F1 of the individual step heights
read [109]

f1(Δvth, η) =
1
η

e−Δvth/η, (3.4)

F1(Δvth, η) = 1 − e−Δvth/η, (3.5)

with the mean step height η of a single charged defect. Now, for devices with n defects, the PDF
fn and CDF Fn of the distributon of ΔVth evaluates to [109]

fn(ΔVth, η, n) =
1
ηn e−ΔVth/ηΔVth

n−1

(n − 1)!
, (3.6)

Fn(ΔVth, η, n) = 1 − Γ(n, ΔVth/η)
(n − 1)!

(3.7)
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Figure 3.2: The histogram of step heights Δvth of a technology of which 72
pMOSFETs were subject to NBTI stress for 0.24 s (empty circles) and 1900 s
(filled circles), both following an exponential distribution. Inset: Δvth was ob-

tained from discrete steps in recovery traces after NBTI stress. After [109].

with the gamma function Γ. Now, the number of defects n is typically assumed to be Poisson
distributed with the probability [110, 117]:

PN(n) =
e−N Nn

n!
(3.8)

with the mean number of defects N = WLNOT depending on the effective gate width W and
length L as well as on the defect concentration NOT projected to the interface. To obtain the
PDF fN and the CDF FN of the ΔVth distribution assuming such a Poisson distributed number of
defects, the distributions Fn have to be weighted by Pn to obtain [109]

fN(ΔVth, η) = e−N δ(ΔVth) +
N
η

e−ΔVth/η
0F1 2; N

ΔVth

η
, (3.9)

FN(ΔVth, η) =
∞

n=1

e−N Nn

n!
Fn(ΔVth, η, n), (3.10)

with the hypergeometric function 0F1 and the Dirac function δ. Important properties of this
distribution are the mean ΔVth and the variance σΔVth [109]

ΔVth = Nη, (3.11)

σΔVth = 2Nη2, (3.12)

which conveniently allow to determine the mean step height η and the number of active defects
N from the distribution of ΔVth as

η =
σ2

ΔVth

2 ΔVth
, (3.13)

N =
2 ΔVth

2

σ2
ΔVth

. (3.14)
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3.3 Simple Descriptions of the Quasi-Permanent Part

The quasi-permanent component of BTI is commonly ascribed to the passivation and depassiva-
tion of interface states. Models which are based on the idea of simple thermal activation for these
processes are outlined in the following.

3.3.1 Brower’s Simple Thermal Model

As summarized by Stesmans [46], the simple thermal model introduced by Brower in 1988
[118–121] considers rate limited reactions for passivation and depassivation of Pb centers. The
rate equations for the passivation of reactive sites [Pb] and for the depassivation of reactive sites
[HPb] read

d[Pb]

dt
= −kf [H2][Pb], (3.15)

d[HPb]

dt
= −kd[HPb], (3.16)

with the transition rates for passivation kf and depassivation kd following the Arrhenius equation
as

kf = kf0e−Ef /(kBT ), (3.17)

kd = kd0e−Ed/(kBT ), (3.18)

where Ef is the activation energy for passivation and Ed is the activation energy for depassivation.
In this model, the molecular hydrogen [H2] was assumed to react with the Pb center without
preliminary cracking. Furthermore, the activation energies where assumed to be single valued
in [119, 121]

Ed ≈ 2.56 eV, (3.19)

Ef ≈ 1.66 eV, (3.20)

an approximation which was refined by Stesmans in the generalized simple thermal model [46].

3.3.2 Field-Dependent Thermal Transition

Grasser et al. introduced a phenomenologic field dependence to Brower’s simple thermal model
in 2009 to describe the coupling of the stages in the two-stage model [61]. While the rate equa-
tions remained the same, both the passivation and depassivation barrier were modified as

Ed(F) = Ed(F = 0) − γF, (3.21)

Ef(F) = Ef(F = 0) + γF, (3.22)

with the electric field F and the field dependence γ as depicted in Fig. 3.3. Thus, the activation
energies of depassivation are reduced at stress conditions whereas the opposite is the case for the
activation energy of passivation.

3.4 Non-Radiative Multi-Phonon Models

Charges trapped in oxide defects affect the surrounding electrons and nuclei. As a consequence,
the exchange of an electron between an oxide defect and a carrier reservoir such as the channel
of a MOSFET not only comprises a) the tunneling of the carrier under b) conservation of energy
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Figure 3.3: The field-dependent thermal transition considers two states which
describe the passivated ( f ) and the depassivated (d) state of a Pb center in the
two-stage model [61]. The activation energy for depassivation Ed is reduced by

γF while the passivation energy is increased by γF.

but also c) the deformation of the defect site and d) relaxation towards the equilibrium position
of the system [122]. Without the latter, the process would be elastic which would imply:

• that the time constants of the carrier exchange would be governed by elastic tunneling
which is in contradiction with measurements on devices with thin oxides [123]

• a distinctively weak temperature dependence of the time constants whereas experimentally
an Arrhenius-like activation is observed [124]

• that defects closer to the reservoir will be charged faster, which results in a correlation of
the stress time and step heights, which is not observed experimentally [100, GRC19]

• a roughly linear bias dependence of the time constants while single defect studies show
peculiar bias dependence [107]

All of the above underlines that the deformation of the defect site and the relaxation towards the
equilibrium position of the system is indispensable for an accurate description of charge exchange
with oxide defects. The physics of this deformation are governed by electron-phonon coupling:
while the distribution of the electrons is determined by the vibration of the atoms, the vibration of
the atoms themselves are affected by the number and distributions of the electrons. This problem
can be described by considering the coupling between the wave functions of the two systems
which, however, is practically impossible for amorphous oxides.

Conveniently, electronic motion is typically much faster compared to nuclear motion which
allows for them to be treated separately in the Born-Oppenheimer approximation [125]. The
electronic wave function can then be solved for fixed nuclei positions and the energy of the
system which includes all Coulomb and kinetic energies is obtained for this configuration. This
gives the energy as a function of the atomic configuration which is a 3N-dimensional surface
for a system with N atoms called potential energy surface. For defect structures of amorphous
oxides, this is a highly complex multidimensional surface which computation is barely feasible.
However, transitions between states of a potential energy surface are governed by the transitions
path with the lowest energy barrier. This allows reducing the 3N-dimensional surface to an
effective CC diagram which describes the energy along this dominant transition path. In order
to enable an analytic treatment of problems based on CC diagrams, approximations for potential
energy surfaces are desirable. Conveniently, approximating the potential energy surfaces with
parabolas results in quantum harmonic oscillators where the energy of the system Ei in state i
evaluates to

Ei = Ei,min + ci (q − qi)
2 (3.23)
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Figure 3.4: A schematic CC diagram of a system with a neutral state i (thick
black line) and a positive charge state j (thick red line). Transitions can be radia-
tive for example by photon excitation or non-radiative due to phonon interaction.
For the latter, the relaxation energy εi j from state i to state j and ε ji from state j

to state i are depicted.

with the curvature ci and the equilibrium position at qi and the energy minimum Ei,min as depicted
in Fig. 3.4. This approximation is only accurate for sufficiently small displacements from the
equilibrium position and appears crude to describe transitions between charge states of oxide
defects, still it is widely used and gives reasonable results [67]. The excitation and relaxation of
defect structures in MOS devices can be radiative for example in measurements where defects
are excited using photons. However, in conventional applications, the excitations and relaxations
are due to phonon interaction which is described by the NMP theory [122, 126, 127].

In the harmonic approximation both the electronic and the nuclear wave functions can be
computed, allowing for a rigorous evaluation of the transition rate ki j from state i to state j as

ki j = Ai j fi j (3.24)

where Ai j is the electronic matrix element and fi j the lineshape function. While the former
accounts for the tunneling of electrons which is independent of the vibrational state, the latter
is the average of all initial vibrational states α of the sum of all final vibrational states β of the
Franck-Condon factor fiα jβ [126, 128]:

fi j = ave
α

β

fiα jβ (3.25)

The Franck-Condon factor accounts for the overlap of the nuclear wave functions which are
obtained from the molecular Schrödinger equation as discussed in [GRJ10]. In MOS devices,
defects interact with reservoirs such as semiconductors or metals. In general, the total transition
rate can then be obtained based on the density of states D and the carrier distribution function f
as

ki j(E) =

∞

−∞
D(E) f (E)Ai j(E) fi j(E)dE. (3.26)

3.4.1 Early Applications to MOS Devices

The foundations for NMP models were established in 1950 [126] but it was a long way untill they
were applied to model BTI. In the 1970s, first applications on semiconductors revealed properties
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of single defects [122, 129–131] followed by a consistent understanding of 1/ f noise and RTN
based on the NMP theory in the 1980s [3, 132–134]. Finally, in the 1990s the work of Kirton
and Uren on noise due to single defects in the framework of NMP theory [127] was applied to
model the threshold voltage shift of MOSFETs by Tewksbury [135, 136]. This pioneering work
was barely adopted for several years and most groups studied multi-phonon processes in the only
context of trap-assisted tunneling [6, 13, 137–139] while BTI was continued to be modeled as a
diffusion-limited process [55, 56].

Tewksbury’s Lattice Relaxation Multiphonon Emission Model

In the following, the lattice relaxation multiphonon emission (MPE) model is outlined as pre-
sented by Tewksbury in [135]. The discussion will focus on the NMP physics of this model
while other aspects such as tunneling factors and density of states will be omitted. Tewksbury
starts the discussion of the MPE model with the total energy E j of a system with an empty defect
in the oxide and an electron at the conduction band edge at the interface with the energy EC.
Using the notation introduced in Eq. (3.23) the total energy of the system is

E j = EC + c jq2 (3.27)

with the definition of q j = 0. When the electron is captured by the defect, the deformation of the
lattice is approximated to modulate the electron energy Ee as

δEe = −Bq (3.28)

with the deformation potential B = −∂Ee/∂q. This gives the total energy Ei of the system for
the trapped electron with the new energy minimum at qi = B/(2ci) and ci = c j as

Ei = ciq2 − Bq, (3.29)

= −ciq2
i + ci (q − qi)

2 . (3.30)

Thereby, both parabolas and, hence, the relaxation energies are defined (see Fig. 3.4). In order
for the electron to be emitted again from the defect, the system must acquire the energy

εi j = Emin, j − Emin,i + ε ji. (3.31)

The probability pi j to acquire this energy is given by the normalized Boltzmann distribution:

pi j =
1

kBT
e−(Emin, j−Emin,i+ε ji)/(kBT ). (3.32)

For the reverse process the probability is:

p ji =
1

kBT
e−εi j/(kBT ). (3.33)

Based on these probabilities Tewksbury derived capture and emission time constants which also
consider the densities of states and forward and backward transition probabilities maintaining de-
tailed balance. This gives the “rather formidable integral” (3.23) in [135] for the electron capture
time constant τc which is interesting from NMP perspective because it gives the proportionality
of the rate kc for electron capture as

1
τc

= kc ∝ e−(EF−ET−ε ji)/(kBT ) (3.34)
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where EF is the Fermi level at the channel and ET is the trap level. In [136] the shift of ET due to
the applied oxide electric field F is given as

ET(F) = ET(F = 0) − qFx (3.35)

with the elementary charge q and the distance from the channel interface x. This is the founda-
tion of NMP modeling in the context of BTI which Tewksbury systematically applied to obtain
time constants of defects and to simulate how these defects affect the threshold voltage shift of
MOSFETs during stress and recovery [136]. Still, most groups continued working with some
R-D models and it took another 15 years until the NMP theory was adopted for BTI simulations
by a broader community, spearheaded by Grasser’s two-stage model in 2009 [61, 101].

Grasser’s Two-Stage Model

The two-stage model was inspired by E centers (stage one) as described by the Harry Diamond
Laboratories (HDL) model [140, 141] and extended by an activation mechanism of Pb centers
(stage two), see Fig. 3.5. In stage one, hole trapping of near-interfacial E centers with two
neutral and one positive states is modeled within the NMP theory with the same proportionality
in Eq. (8) of [101] as in Eq. (3.34) (note that electron emission corresponds to hole capture
of the defect). In stage two, the depassivation of a Pb center is only possible with a positive
E center as a precursor which supplies an atomic hydrogen. This processes modeled with a
thermal activation over a field-dependent barrier as described in Subsection 3.3.2. The charge of
depassivated Pb centers is determined using the Shockley Read Hall (SRH) mechanism.

This two-stage model was the first attempt to model both the permanent and the recoverable
component of NBTI consistently based on hydrogen relocation while accounting for NMP tran-
sitions. These ideas were refined subsequently: First, the 4-state NMP model was presented in

Figure 3.5: In the two-stage model a Pb center is depassivated by a hydrogen
atom supplied from a E center in the near-interfacial region. This E center

features three states which are modeled with NMP transitions. After [61].
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2010 [107] which focused on the details of the recoverable component considering metastable
states as described in Subsection 3.4.2. Later in 2015 the role of hydrogen was revisited and
modeled in detail in the gate-sided hydrogen release model [GRC20], see Subsection 3.4.3.

3.4.2 4-State NMP Model

In the following, we will outline the 4-state NMP model, starting with the discussion of switching
traps as they have initiated this model. We will then present the description of single defects
within the 4-state NMP model, followed by the sampling of an ensemble of such defects to
describe the recoverable component of BTI.

Evidence for a 4th State: Switching Traps

The introduction of the 4-state NMP model was motivated by observations at single defect level
and is closely related to the TDDS (see Subsection 2.4.6): While the two-stage model was able
to explain several phenomena related to NBTI, the time constants of switching traps remained
puzzling [107]. As opposed to fixed positive charge traps which feature constant emission time
constants towards low gate voltages, the switching traps show a pronounced drop of the emission
time constant at low gate voltages, see Fig. 3.6.
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Figure 3.6: Studies on the time constants revealed two distinct type of oxide
defects: Fixed positive charge traps have constant emission time constants at
low gate voltages (left), while switching traps feature a drop of the emission time

constants towards low gate voltages (right) [107]. After [GRT2].

An explanation which is consistent with other observations on single defect level such as
anomalous RTN (see Subsection 2.4.1) and an inherent frequency dependence [142] is given by
the 4-state NMP model: A positively charged E center (in state 2) can be discharged via its
metastable positive state 2 as introduced in the two-stage model already. Additionally, the 4-
state NMP model accounts for a discharge via an alternative path via the metastable neutral state
1 . This is consistent with the physics of the E center as a structural relaxation follows a charge
exchange in both charge states [143] as shown in Fig. 3.7. Since every defect is different due to its
surrounding configuration in amorphous oxides, the activation energies for both discharge paths
will differ as well. Defects with high energy barriers via state 1 will have constant emission time
constants governed by the gate bias independent energy barrier between states 2 and 2 as they
can only emit via state 2 . These defects are called “fixed positive charge traps” as their emission
time constants do not depend on the gate voltage, hence, they cannot be forced to discharge (see
Fig. 3.8). On the other hand, the discharge of defects with lower energy barriers via path 1 is
governed by the gate voltage dependent energy barrier via the state 1 and are called “switching
traps” as they can be forced to discharge by applying low gate voltages as shown in Fig. 3.9.
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Figure 3.7: Defects described by the 4-state NMP model depicted for the ex-
ample of the E center with its two metastable states 1 and 2 and its two stable
states 1 and 2. The ball-and-stick model shows the structural relaxation of the
metastable states to its more stable configuration with the silicon moving through
the plane spanned by its three neighboring oxygen atoms. This opens two paths
for discharging a positive defect in state 2: The bias independent path via 2
is favored by fixed positive charge traps (see Fig. 3.8), while the strongly bias
dependent path via 1 governs the emission of switching traps (see Fig. 3.9).

After [67].

Single Defect Model

The transition rates which describe a charge exchange in the 4-state NMP model are treated
according to the NMP theory as presented in Eq. (3.26). For applications of this model above
room temperature [GRJ10] the lineshape function can be approximated to only contribute at the
intersection points of the parabolas. Thus, with the energy barrier εi j from state i to state j in the
Boltzmann factor, the transition rate reads:

ki j(E) =

∞

−∞
D(E) f (E)Ai j(E)e−εi j(E)/(kBT )dE. (3.36)

Here, D(E) is the density of states, f (E) is the distribution function, and Ai j(E) is the electronic
matrix element. In the following we will discuss the energy barrier εi j. The 4-state NMP model
follows the commonly used approximation of the potential energy surfaces with quantum har-
monic oscillators as introduced in Eq. (3.23). The intersection point of the parabolas of the states
i and j gives the energy barrier in the classical limit:

εi j =
ci(q j − qi)2

ci
c j
− 1

2


1 ± ci

c j
+

(E j,min − Ei,min)(
ci
c j
− 1)

c j(q j − qi)2




2

. (3.37)

Transitions are governed by the path with the lowest energy barrier, hence, the solution of this
equation with “+” for “±” can be neglected. Furthermore, the above equation can be rewrit-
ten using the definitions of the relaxation energy S i j, the curvature relation Ri j, and the energy
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Figure 3.8: Fixed positive charge traps capture holes during stress (VG,H) via
the metastable state 2 . Also at low gate voltages (VG,L), transitions via the state
2 are favored because of the high energy barriers for transitions via the state
1 . Therefore, the emission time constants of these defects are governed by the

barrier ε22 , hence, they are roughly independent of gate bias.
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Figure 3.9: Switching traps capture holes holes during stress (VG,H) via the
metastable state 2 just like fixed positive charge traps. However, at low gate
voltages (VG,L), transitions via the state 1 are favored because of the low energy
barriers of these defects for transitions via the state 1 . Since the barrier of the
NMP transition between state 2 and 1 depends on the gate bias, these defects

feature a drop in the emission time constants towards low gate voltages.

difference ΔEi j as

S i j = Si jh̄ω = ci (q j − qi)
2 , (3.38)

R2
i j =

ci

c j
, (3.39)

ΔEi j = E j,min − Ei,min , (3.40)

where Si j is the Huang-Rhys factor [126], to obtain

εi j =
S i j

(R2
i j − 1)2


1 − Ri j

S i j + ΔE ji(R2
i j − 1)

S i j




2

, (3.41)

with the removable singularity for Ri j = 1

εi j =
(S i j + ΔE ji)2

4S i j
. (3.42)
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Note that the energy barrier εi j depends on the electric field F because of the field-dependence
of ΔEi j. Similar to Eg. (3.35), the approximation of a constant electric field in the oxide gives

ΔE ji(F) = ΔE ji(F = 0) − qxF. (3.43)

In addition to NMP transitions between states which involve charge exchange, the 4-state
NMP model also accounts for structural relaxation which corresponds to pure thermal transi-
tions between states without a charge exchange. The energy barriers for the latter correspond to
activation energies in the Arrhenius equation and result in the transition rate

ki j = ν0e−εi j/(kBT ) (3.44)

between the states i and j and with the attempt frequency ν0 and the energy barrier εi j from
state i to state j. As opposed to the energy barrier in NMP transitions, the energy barrier here
is approximated to be constant and does not depend on the electric field. The full CC diagram
for a 4-state NMP defect with two NMP transitions and two pure thermal transitions can be
described with the parameters listed in Table 3.1 and is depicted in Fig. 3.10 together with all
energy barriers.
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Figure 3.10: A schematic CC diagram of a 4-state NMP defect with the NMP
transitions between the states 1↔ 2 and 1 ↔ 2 and the pure thermal transitions
between the states 1 ↔ 1 and 2 ↔ 2 . All energy barriers εi j, the difference
between the energy minima ΔE12 = E2 ,min −E1,min, and the relaxation energies

S i j are depicted.

Table 3.1: Parameters of a single defect in the 4-state NMP model. The trap level
in the positive stable state E2 is chosen as reference level in this description.

parameter description

E1 trap level in the neutral stable state 1
E1 trap level in the neural metastable state 1
E2 trap level in the neural metastable state 2
R12 square of the curvature ratio of state 1 and 2
R1 2 square of the curvature ratio of state 1 and 2
S 12 relaxation energy from state 2 to 1
S 1 2 relaxation energy from state 2 and 1
ε11 activation energy from state 1 to 1
ε22 activation energy from state 2 to 2
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With these energy barriers, the full set of rates reads

k12 =

∞

−∞
D(E) f (E)A12 (E)e−ε12 (E)/(kBT )dE, (3.45)

k2 1 =

∞

−∞
D(E) f (E)A2 1(E)e−ε2 1(E)/(kBT )dE, (3.46)

k21 =

∞

−∞
D(E) f (E)A21 (E)e−ε21 (E)/(kBT )dE, (3.47)

k1 2 =

∞

−∞
D(E) f (E)A1 2(E)e−ε1 2(E)/(kBT )dE, (3.48)

k11 = ν0e−ε11 /(kBT ), (3.49)

k1 1 = ν0e−ε1 1/(kBT ), (3.50)

k22 = ν0e−ε22 /(kBT ), (3.51)

k2 2 = ν0e−ε2 2/(kBT ). (3.52)

The probability pi of the defect to be in state i is obtained from the master equation of this
first-order Markov chain as [67]

dp1(t)
dt

= k1 1 p1 (t) + k2 1 p2 (t) − k11 p1(t) − k12 p1(t), (3.53)

dp1 (t)
dt

= k11 p1(t) + k21 p2(t) − k1 1 p1 (t) − k1 2 p1 (t), (3.54)

dp2(t)
dt

= k2 2 p2 (t) + k1 2 p1 (t) − k22 p2(t) − k21 p2(t), (3.55)

dp2 (t)
dt

= k12 p1(t) + k22 p2(t) − k2 1 p2 (t) − k2 2 p2 (t). (3.56)

With these rates, the time constants for the transitions via state 1 and 2 can be computed as [67]

τ1c =
k11 + k1 1 + k1 2

k11 k1 2
, (3.57)

τ2c =
k12 + k2 1 + k2 2

k12 k2 2
, (3.58)

τ1e =
k1 1 + k1 2 + k21

k1 1k21
, (3.59)

τ2e =
k2 1 + k2 2 + k22

k2 1k22
, (3.60)

to obtain the total capture and emission time constants

τc =
1
τ1c

+
1
τ2c

−1
, (3.61)

τe =
1
τ1e

+
1
τ2e

−1
. (3.62)

Simulations with this model correctly reproduce all features observed experimentally for fixed
positive charge traps and switching oxide traps as shown in Fig. 3.11.
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Figure 3.11: The calculated time constants with the 4-state NMP model (lines)
correctly reproduces all experimental features (circles) obtained for fixed positive

charge traps (left) and switching traps (right). After [GRT2].

Modeling the Recoverable Component of BTI: Ensemble of Defects

With this accurate model for single defects, the total degradation of MOS devices due to pre-
existing defects can be simulated in a straightforward manner by Monte Carlo sampling: Assum-
ing a constant defect concentration NOT in the oxide within the width W, length L, and thickness
x, the average number of defects is N = WLxNot. It is commonly assumed that the random
fluctuations of number of defects n follow a Poisson distribution [110, 117]:

PN(n) =
e−N Nn

n!
(3.63)

Each of these defects in the amorphous oxide has a unique configuration resulting in slightly
different CC diagrams as mentioned in the previous subsection. The actual distributions and pos-
sible correlations of the parameters describing the CC diagrams cannot be determined directly,
and first-principles simulations and experimental studies can only give vague ideas [GRC21].
The naive assumption commonly used for the 4-state NMP model are independent and normally
distributed parameters [GRC15]. As an example, a distribution of defects and their CC diagrams
is shown in Fig. 3.12. Following the model outlined above, each of these defects has distinct
capture and emission time constants as a function of the gate voltage (see Fig. 3.13).

The charges qT stored in each of these defects can be computed based on the occupation
probabilities as

qT = q (p2 + p2 ) . (3.64)

There are several options how to compute the impact Vtraps of these charges on the threshold
voltage of MOS. In the simple charge sheet approximation for an oxide with the thickness tox,
the width W, the length L, the relative permittivity εr, the vaccum permittivity ε0, and the number
of defects NT, the impact evaluates to [111, 136]

Vtraps = 0 rWL
NT

n

−qT,ntox 1 − xT

tox
. (3.65)
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Figure 3.12: Left: A band diagram of a SiO2 pMOSFET with a random distri-
bution of oxide defects in positive (red circles) and neutral states (blue circles).
Right: The schematic distribution of CC diagrams of such a device for two dif-

ferent gate voltages. After [GRC2].

Figure 3.13: The capture and emission time constants of an ensemble of defects
computed with the 4-state NMP model. The characteristic features of the fixed
positive oxide charges (red) and the switching traps (yellow) are visible around

VG = 0.5 V. After [GRC13].

Towards Hydrogen Release: The Quasi-Permanent Part

The discussion above was limited to pre-existing oxide defects in the 4-state NMP model, hence,
covered the recoverable component of BTI. While the quasi-permanent component was coupled
directly to the recoverable part in the two-stage model, they are treated separately in the 4-state
NMP model. Thus, in order to describe the full degradation at BTI conditions, the 4-state NMP
model has to be complemented by a description of the quasi-permanent part. The field-dependent
thermal transition model was used for this purpose previously [GRC15], see Subsection 3.3.2.
While the 4-state NMP model describes single defect level in considerable detail, the decoupling
from the quasi-permanent component is unsatisfying given the number of studies which indicate
a mechanism coupled via hydrogen relocation [35, 144, 145]. This motivated further research
which led to the development of the gate-sided hydrogen release model [GRC20] as presented in
the following.

3.4.3 Gate-Sided Hydrogen Release Model

The gate-sided hydrogen release model [GRC20] is an evolution of the 4-state NMP model which
considers the role of hydrogen as a link between the recoverable and the quasi-permanent com-
ponent of BTI. In the following, evidence for hydrogen being involved in BTI will be presented
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and the implementation of hydrogen mechanisms in the gate-sided hydrogen release model will
be discussed.

Motivation for the Model

Hydrogen has long been suspected of activating, creating or altering defects or interface states at
NBTI conditions. Studies (listed chronologically) have suggested that

• Degradation induced by vacuum-ultraviolet irradiation does not recover if the sample is
subjected to large negative gate bias. However, at zero gate bias and positive gate bias, the
sample does recover, and, deduced from deactivation of boron “the experiments unambigu-
ously show that H is released during the decay of donor states and not when annealing is
inhibited” [144].

• The exposure of a Si/SiO2 sample with atomic hydrogen from a remote plasma induces a
much larger interface state density (determined by electrical measurements) compared to
the increase in silicon bond density (measured with ESR) [146]. Experiments with hot-
electron stress indicate the same [147].

• Temperature treatment at 400◦C increases the number of precursors for fast interfacial
states while it does not affect the number of oxide traps which cause a shift of the threshold
voltage. This effect is pronounced for temperature treatments in forming gas anneal. The
defects induced by this treatment are found to differ from the original defects as they can
be annealed without supplying hydrogen and saturate after moderate stress times [145].

• NBTI stress induces an increase of interface states in general, accompanied by an increase
of Pb density in SiO2 based pMOSFETs [148].

• The hydrogen concentration in the near-interfacial region increases during NBTI stress [35].

• After NBTI stress, followed by one week of recovery, the ratio of the total threshold voltage
shift to the threshold voltage shift deduced from charge pumping is roughly 1:1 [149].

• Pb centers are generated on hydrogen-passivated Si/SiO2 interfaces during NBTI stress
while they are reduced on hydrogen-free Si/SiO2 interfaces [150].

• Defects which capture holes at NBTI conditions can become inactive for an extended
period of time. This volatility was suggested to be due to the relocation of hydrogen
atoms [151].

Mechanisms Considered in the Model

In the search for a physical mechanism which is consistent with these observations and with the
studies on the two-stage model and the 4-state NMP model, Grasser et al. conducted long-term
measurements (up to 90 days) during which the quasi-permanent component was constantly mon-
itored [GRC20]. These measurements employed a pragmatic definition for the quasi-permanent
component which relies on IDVG sweeps removing most of the recoverable component [GRC20].
The experiments revealed that during recovery at zero gate bias and 350◦C additional defects
are created, see Fig. 3.14. In the model, these defects are described as activated precursors
due to additional hydrogen which is released from a gate-sided reservoir at elevated tempera-
tures [GRC20].

In addition to this mechanism, the gate-sided hydrogen release model accounts for a redistri-
bution of hydrogen within the oxide: In this model, hydrogen at a defect site can only be released
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Figure 3.14: The measurement of the quasi-permanent component Pmin (cir-
cles) saturates in the stress phases B, D, F, and H with VG = 1.5 V. All other
phases have zero gate bias, still there are new defects created during phase G with
350◦C for a long time. These defects are suggested to be created due to hydrogen
released from a gate-sided reservoir [GRC20]. In the model, the hydrogen con-
centration (gray line) increases accordingly and as opposed to the model without
the reservoir (dashed blue), the full gate-sided hydrogen release model (red line)

is in agreement with the experimental data. After [GRC1].

in the neutral stable defect configuration which corresponds to state 1 in the 4-state NMP descrip-
tion. As a consequence, defects which are neutralized during stress can release atomic hydrogen.
This hydrogen redistributes quickly in the oxide [152] to find a precursor with which he can
transform into a positive defect. Thus, defects which are favorably charged positively at stress
conditions will more likely bind a hydrogen [GRC20]. For the case of NBTI, this causes a de-
activation of defects close to the gate during stress followed by an increase of active defects and
hydrogen in the near-interfacial region as depicted in Fig. 3.15.

The gate-sided hydrogen release model was subsequently extended to also account for the
creation of Pb centers. This is a natural extension for this model as the atomic hydrogen which
redistributes after stress can easily depassivate SiH bonds to create Pb centers [120]. With the
full gate-sided hydrogen release model as depicted schematically in Fig. 3.16, all of the findings
listed above can be understood consistently which enables unified modeling of various aspects
of BTI [GRC3].

Concise Mathematical Description

Mathematically, the gate-sided hydrogen release model builds on top of the 4-state NMP model
with the occupation probabilities p1, p1 , p2, and p2 of its states, see Eq. (3.53) - (3.56). For
numerical convenience, “oxide sites” are defined as a local collection of hydrogen trapping sites
which can trap HT,max hydrogen atoms via exchange with the hydrogen reservoir from state 1.
For each oxide site i the trapped number of hydrogen atoms HT,i gives its total positive charge

qT,i = q (p2,i + p2 ,i) HT,i. (3.66)

With the rates of hydrogen capture k01 and hydrogen release k10, the rate equation reads

dHT,i

dt
= −k10,i p1,iHT,i + k01,iH0 (HT,max − HT,i) (3.67)
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Figure 3.15: The gate-sided hydrogen release model extends the 4-state NMP
model by two mechanisms: I) The total hydrogen concentration in the oxide is
controlled by a gate-sided reservoir which is thermally activated (bottom right).
II) Atomic hydrogen can be released from defects in the neutral configuration
(bottom left) to redistribute subsequently and activate an energetically more fa-

vorable precursor (bottom right). After [GRC1].

where H0 is the number of interstitial hydrogen atoms. This interstitial hydrogen is coupled to
the gate-sided hydrogen reservoir HR as

dHR

dt
= −kR0HR + k0RH0 (3.68)

with the rates for hydrogen being released from the reservoir kR0 and captured in the reservoir
k0R. The total number of hydrogen atoms Htot must stay constant:

Htot = H0 + HR +
i

HT,i. (3.69)

Finally, the depassivation of Pb centers can be described following a reaction-limited model [29].
With the above, a coupled system of defect generation and charging is described. Its rates are
governed by activation energies as the diffusion of hydrogen is found to be too fast to affect the
degradation of thin oxides above room temperature [152].
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Figure 3.16: The schematic band diagram for the full gate-sided hydrogen re-
lease model indicating the more stable primary configurations (circles) compared
to the metastable states with higher trap levels (squares). Atomic hydrogen can
activate 4-state NMP precursors and can be released again in the neutral stable
configuration (state 1). Additionally, the atomic hydrogen can depassivate Pb
centers (squares at the channel interface) which then can be positive (red), neu-

tral (gray), or negative (green), depending on the Fermi level. After [GRC3].
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Chapter 4

Compact-Physics Framework:
Comphy

Very detailed BTI models were presented in the last chapter which can describe various reliability
phenomena related to oxide degradation. However, these models are rather complex and the
extraction of the model parameters is a tedious task which requires in-depth knowledge of the
underlying physics and considerable computational power. Still, these models are very useful to
investigate the essential mechanisms of oxide degradation. Step by step we developed concise
physical models which accurately describe the mean degradation due to BTI. In this chapter, we
will present this framework called Comphy, short for “compact-physics”.

4.1 Electrostatics

The description of the electrostatics is vital for every physical degradation model. In this section,
we will first review the basics of semiconductor modeling which will then be employed to solve
the electrostatics of a 1D MOS device.

4.1.1 Band Gap

A review of analytic expressions for the temperature dependence of the silicon band gap is found
in the work of Green [153]. Bludau’s experimental work on the band gap of silicon was captured
well with a 2nd degree polynomial model EG = A + BT + CT 2 with the coefficients for the
temperature range of 0 to 190 K as [154]

A = 1.17 eV,

B = 1.059 × 10−5 eV/K,

C = −6.05 × 10−7 eV/K2,

and in the range of 150 K to 300 K as [154]

A = 1.1785 eV,

B = −9.025 × 10−5 eV/K,

C = −3.05 × 10−7 eV/K2.

For temperatures above 250 K, Green suggested the expression below, adopted from Macfarlane
et al. [155]:

EG = 1.206 − 2.73 × 10−4 eV × T (4.1)
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The latter approximation gives good results for elevated temperatures which are typically used
in accelerated BTI studies. A comparison of the approximations together with the experimental
data is shown in Fig. 4.1.
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Figure 4.1: The temperature dependence of the band gap of silicon was mea-
sured in 1958 by Macfarlane et al. [155]. This data is shown here (circles)
corrected by the excitation binding energy of 0.014 eV [156]. Bludau et al. ob-
tained similar values (diamonds) and suggested a model for low temperatures
(dashed blue) and moderate temperatures (dashed green) [154]. Based on that,
Green suggested a first-order approximation (red) which is valid for higher tem-

peratures [153].

4.1.2 Effective Carrier Masses

The effective mass calculations of Barber in 1967 [157] were improved later in 1981 by Madarasz
et al. [158]. Based on this work, Lang et al. gave the following polynomial fitted expression for
the effective mass of the valence band of silicon mp,eff [159]:

mp,eff(T )
m0

=
A + BT +CT 2 + DT 3 + ET 4

1 + FT +GT 2 + HT 3 + IT 4

2/3

(4.2)

The corresponding coefficients are [159]:

A = 0.443 587 0 B = 0.360 952 8 × 10−2 K−1

C = 0.117 351 5 × 10−3 K−2 D = 0.126 321 8 × 10−5 K−3

E = 0.302 558 1 × 10−8 K−4 F = 0.468 338 2 × 10−2 K−1

G = 0.228 689 5 × 10−3 K−2 H = 0.746 927 1 × 10−6 K−3

I = 0.172 748 1 × 10−8 K−4

For the effective mass of the conduction band mn,eff Green proposed a refinement of the work of
Barber to account for the temperature dependence as [153]

mn,eff(T )
m0

=

 0.1905
EG(T = 0 K)

EG(T )

2

0.9163

1/3

. (4.3)

Here we use Eq. (4.1) to compute EG(T ). The effective masses as a function of the temperature
are shown in Fig. 4.2.
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Figure 4.2: The temperature dependence of the effective mass for the valence
band (red) is computed following Lang et al. [159], compare Eq. (4.2). The
temperature independent effective mass for the conduction band (dashed blue)
following the work of Barber [157] is shown together with the temperature de-
pendent refinement (solid blue) proposed by Lang et al. [159], compare Eq. (4.3).

4.1.3 Effective Density of States

The effective density of states of the conduction band NC and of the valence band NV are given
by [79]:

NC = 2(2πmn,effkBT /h2)3/2MC, (4.4)

NV = 2(2πmp,effkBT /h2)3/2, (4.5)

with the number of equivalent conduction band minima MC = 6 for silicon.

4.1.4 Carrier Concentrations at Thermal Equilibrium

While the intrinsic carrier concentration of a semiconductor ni is simply [79]

ni = NCNVe−EG/(2kBT ) (4.6)

the electron concentration n is given by the density of states NC(E) and their occupation proba-
bility function f (E):

n =

∞

EC

NC(E) f (E)dE (4.7)

Fermi-Dirac Distribution

With the Fermi-Dirac distribution function fF(E) as

fF(E) =
1

1 + e(E−EF)/(kBT )
(4.8)
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and a parabolic density of states with the effective density of states of the conduction band NC,
the electron concentration for thermal equilibrium conditions n0 evaluates to [79]

n0 = NC
2√
π

∞

EC

(E − EC) / (kBT )

1 + e(E−EF)/(kBT )

dE
kBT

(4.9)

with the conduction band edge EC. Since this integral cannot be evaluated analytically, there are
several approximations, two of which are discussed in the following.

Boltzmann Approximation

For non-degenerated semiconductors with EC − EF kBT and EF − EV kBT the Fermi-Dirac
distribution approaches the Boltzmann distribution and the carrier concentration of electrons n0
and holes p0 for thermal equilibrium conditions can be approximated by

n0 ≈ NCe−(EC−EF)/(kBT ), (4.10)

p0 ≈ NVe−(EF−EV)/(kBT ). (4.11)

Joyce-Dixon Approximation

In 1977 Joyce and Dixon extended the Boltzman approximation with a polynomial term [160] as

−EC − EF

kBT
≈ ln

n0

NC
+

4

m=1

Am
n0

NC

m
, (4.12)

−EF − EV

kBT
≈ ln

p0

NV
+

4

m=1

Am
p0

NV

m
, (4.13)

with following coefficients [160]:

A1 = 3.535 53 × 10−1 A2 = −4.950 09 × 10−3

A3 = 1.483 86 × 10−4 A4 = −4.425 63 × 10−6

With these four coefficients, this approximation is valid for a much wider range of degeneracy
up to EF − EC ≈ 8kBT .

Fermi Level at Thermal Equilibrium

The Fermi level in the channel of a doped MOS device for thermal equilibrium (EF,0) can be ob-
tained as follows. Assuming that all dopants in the semiconductor are ionized, charge neutrality
prevails if

n0 + NA = p0 + ND (4.14)

holds, where NA is the concentration of acceptors and ND the concentration of donors. For
non-degenerated semiconductors in thermal equilibrium with ni

2 = n0 p0 this gives for n-type
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semiconductors (ND > NA) [79]

n0 =
ND − NA

2
+

ND − NA

2

2
+ ni2, (4.15)

p0 =
ni

2

n0
, (4.16)

ND − NA = nie(EF,0−Ei)/(kBT ), (4.17)

and analogously for p-type semiconductors (NA > ND)

n0 =
ni

2

p0
, (4.18)

p0 =
NA − ND

2
+

NA − ND

2

2
+ ni2, (4.19)

NA − ND = nie(EF,0−Ei)/(kBT ). (4.20)

Thus, EF,0 can be evaluated given the intrinsic Fermi level Ei as [79]

Ei =
EC + EV

2
+

kBT
2

ln
NV

NC
. (4.21)

4.1.5 Electrostatics of a 1D MOS Device

With the basic semiconductor equations outlined above, we now can compute the electrostatics
of 1D MOS devices. First, this will be shown for an ideal, defect-free, MOS device. Afterward,
we will discuss three options of different accuracy to consider oxide charges. Finally, we will
show a simplified approach to obtain the electrostatics which requires the surface potential as an
input quantity.

Charge-Free Oxide

In order to compute the surface potential ϕS at the interface between the channel and the oxide
of a 1D MOS device without oxide charges, we employ an iterative solver following the scheme
presented in Fig. 4.3 with the input quantities listed in Table 4.1 and the computed quantities
listed in Table 4.2.

The total space charge QS (per unit area) in the channel as a function of the surface potential
can be written as [79]

QS = ±
√

2kBT
qLD

e−ϕS/(kBT ) + ϕS (kBT ) − 1 +
n0

p0
eϕS/(kBT ) − ϕS (kBT ) − 1

1/2
(4.22)

with positive sign for ϕS > 0 and negative sign for ϕS < 0 and the Debye length for holes LD
given as

LD =
kBTε0εr,chan

p0q2 . (4.23)
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Table 4.1: Input quantities for electrostatics in Comphy.

quantity description

NA concentration of acceptor doping of the channel
ND concentration of donor doping of the channel

ΔEW,0 intrinsic work function difference, see Eq. (4.28) and Fig. 4.5
VG gate voltage
εr,chan relative permittivity of the channel
εr,ox relative permittivity of the oxide
xox thickness of the oxide

Table 4.2: Computed quantities in Comphy.

quantity description equation

EG,chan band gap of the channel Eq. (4.1)
mn,eff effective carrier concentration of the conduction band Eq. (4.3)
mp,eff effective carrier concentration of the valence band Eq. (4.2)

NC effective density of states of the conduction band Eq. (4.4)
NV effective density of states of the valence band Eq. (4.5)
EF,0 Fermi level in the channel at thermal equilibrium2 Eq. (4.17) & (4.20)
n0 electron concentration at thermal equilibrium Eq. (4.15) & (4.18)
p0 hole concentration at thermal equilibrium Eq. (4.16) & (4.19)
QS total space charge obeying the Poisson equation Eq. (4.22)
ϕS surface potential obeying the Poisson equation Eq. (4.29)
EF Fermi level of the channel at the interface to the oxide Eq. (4.32)
n electron concentration of the channel at the interface Eq. (4.12)
p hole concentration of the channel at the interface Eq. (4.13)

Eox electric field at the interface Eq. (4.30)
ϕ electrostatic potential across the oxide Eq. (4.31)

Furthermore, with the effective1 gate width W and length L, the capacitance of the oxide Cox is

Cox =
ε0εr,oxWL

xox
(4.24)

and simple electrostatics give (see Fig. 4.4)

Vox(ϕS) + ϕS − VG + ΔEW/q = 0. (4.25)

With

Vox(ϕS) =
QS(ϕS)WL

Cox
(4.26)

1The nominal gate dimensions of a technology are not necessarily what defines the oxide capacitance. For example
the height of the fin has to be considered for FinFETs.

2The intrinsic Fermi level Ei is approximated to be at mid-gap in the simulations.
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… input quantity … computed quantity 

Figure 4.3: In order to compute the carrier concentrations n and p at the interface
of the channel of a 1D MOS device and the electrostatic potential ϕ across the
oxide, the surface potential ϕS has to be calculated. As depicted here schemat-
ically, this can be done following the approximation of the total space charge
QS based on the Poisson equation derived in [79] in an iterative scheme with the
input quantities listed in Table 4.1 and the computed quantities listed in Table 4.2.

energy

VG < 0 V

qVG

EF,gate

EF,0

gate oxide n-type
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φS
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∆EW / q

distance
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EC

∆EW > 0 eV

VG – ∆EW / q

xox

φ

distance

Vox

VG

EF

Figure 4.4: A schematic band diagram of a pMOSFET with VG < 0 V (top) and
the corresponding electrostatic potential (bottom). With the voltage drop across
the oxide Vox = QSWL/Cox, the surface potential ϕS can be computed following

Eq. (4.29) and the oxide field Eox as given in Eq. (4.30).
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energy

VG = VFB

qVG
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EF,gate
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channel
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EV

EC

= ∆EW

= ∆EW,0 + EF,0

qVG

Figure 4.5: A schematic band diagram of a pMOSFET with VG equals the flat
band voltage VFB. The work functions EW,gate and EW,chan are defined as the dif-
ference of the vacuum energy Evac and the respective Fermi levels and constitute
the work function difference ΔEW = EW,gate − EW,chan. However, as simulation
input, it can be advantageous to specify the intrinsic work function difference

ΔEW,0 = ΔEW − EF,0.

and the work function difference ΔEW defined as

ΔEW = EW,gate − EW,chan (4.27)

Eq. (4.25) can be evaluated in an iterative scheme to obtain ϕS. However, ΔEW is an input
quantity in this approach but, at the same time, is a function of EW,chan which is readily defined
by the doping concentrations3 which are input quantities as well. Thus, we employ the intrinsic
work function difference ΔEW,0 given by (see Fig. 4.5)

ΔEW,0 = ΔEW − EF,0 (4.28)

to obtain ϕS from solving the following equation an iterative scheme:

QS(ϕS)WL
Cox

+ ϕS − VG + ΔEW,0/q + EF,0/q = 0 (4.29)

Based on the surface potential ϕS, the electric field Eox of the charge free oxide can be computed
in a straightforward manner (see Fig. 4.4) as

Eox =
VG − ΔEW/q − ϕS

xox
(4.30)

and the electrostatic potential across the oxide is given by

Eox = −∇ϕ. (4.31)

Note that this scheme can be extended for oxide stacks with multiple layers of arbitrary permit-
tivities and thicknesses but is presented here for a single layer oxide for clarity. Since EF can be
determined by ϕS as

EF = EF,0 + qϕS (4.32)

3The work function EW,chan depends on the Fermi level at thermal equilibrium EF,0 (see Fig. 4.5) which, in turn,
is a function of the doping, see Eq. (4.17) & (4.20).
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the carrier concentrations of holes p and electrons n at the interface of the channel can now be
evaluated using the Joyce-Dixon approximation given in Eq. (4.13) & (4.12).

Oxide Charges Decoupled from Poisson Equation

As discussed above, the scheme presented in Fig. 4.3 applies to oxides without any charges as
they do not enter the approximation of the surface potential given by Sze in [79]. A simple and
computationally efficient way to estimate the impact of charges in the oxide on the threshold
voltage of the MOS device is given by the charge sheet approximation, see Eq. (3.65). This
approximation is valid for low net concentrations of charges in the oxide as they are computed
fully decoupled from the Poisson equation in a postprocessing step. This method is particularly
efficient because it is robust for arbitrary sparse sampling in the time domain.

Non Self-Consistent Poisson Scheme

In the non self-consistent Poisson (NCP) scheme, the oxide charges are neglected in the first time
step [i = 0] but for all following time steps i the impact of the oxide charges Vtraps obtained from
the charge sheet approximation, enters the Poisson equation via an effective gate voltage VG,eff as

VG,eff [i] = VG[i] − Vtraps[i − 1] + Vtraps[i = 0]. (4.33)

This scheme requires a reasonably fine sampling in the time domain, but the reduction of the elec-
tric field due to charges in the oxide is well approximated, in particular if the net concentration
of oxide charges is low in the first time step. Note that a qualitative comparison between these
schemes is difficult because the accuracy strongly depends on the device and defect properties as
well as on the stress conditions.

Self-Consistent Poisson Scheme

The most accurate way to consider charges in the oxide is to account for them in the Poisson
equation in a self-consistent manner. In this self-consistent Poisson (SCP) mode, the scheme
presented in Fig. 4.3 is extended to consider oxide charges in the iterative computation of ϕS
and this scheme is put into an outer iteration loop to correct the charges of the oxide defects
according to the updated electrostatics self-consistently. For this, the electrostatic impact of the
oxide charges has to be considered in Eq. (4.29) to determine the surface potential as

QS(ϕS)WL
Cox

+ ϕS − VG + ΔEW,0/q + EF,0/q + Vtraps = 0 (4.34)

where Vtraps is the sum of the electrostatic impact of the oxide charges projected to the gate
according to the Poisson equation. Once the above equation has converged, the resulting ϕS is
used to compute the electrostatic potential ϕ(x) across the device, again under consideration of
the oxide charges following the Poisson equation. This updated potential may affect the charge
state of oxide defects which have to be updated accordingly. Solving the above equation again
with the updated charges gives a difference in the surface potentials which has to be smaller than
the criterion for the time step to converge.

Surface Potential as an Input Quantity

Alternatively to calculating the surface potential ϕS following the scheme given in Fig. 4.3,
ϕS(VG) can also be supplied as an external function to obtain the carrier concentrations and
the electrostatic potential of the 1D MOS device. This can be useful since the surface potential
can be roughly deduced from experimental capacitance-voltage (CV) curves directly [161] or
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from other device simulators. In this case, the input quantities NA, ND, εr,chan, and ΔEW,0 are not
used and instead EF,0 has to be supplied. The evaluation of the electrostatics is straightforward
then as it does not require an iterative solver anymore, however, note that the SCP scheme cannot
be applied anymore, since ϕS is a fixed function of the gate voltage.

EG,chan

mn,eff

mp,eff

NC
NV

EF

n
p

Eox

φ
xox

εr,ox

VG

… input quantity … computed quantity 

φS (VG)

EF,0

Figure 4.6: Alternatively to the scheme presented in Fig. 4.3, the carrier con-
centrations n and p at the interface of the channel of a 1D MOS device and the
electrostatic potential ϕ across the oxide can be computed based on a given sur-
face potential ϕS(VG). The remaining quantities here are still computed as listed
in Table 4.2 based on the quantities given in Table 4.1, except that EF,0 and ϕS

are now treated as input quantities.

4.2 Tunneling

At BTI conditions, charge trapping is typically determined by quantum-mechanical tunneling.
The wavefunction of carriers in the gate and the channel penetrates into the oxide to defect sites
resulting in a finite tunneling probability T which can be determined by solving the Schrödinger
equation. A frequently employed approach to obtain T for various barrier shapes is based on the
WKB approximation [162] which reads [79]

T ≈ exp − 2
h̄

2mt

x2

x1

(U(x) − E0) dx (4.35)

with the effective tunneling mass mt, the potential of the barrier U(x), the energy of the carrier
E0 and the barrier width xT = x2 − x1. The tunneling probability between a carrier reservoir
and a defect in the oxide at the distance xT can be obtained from the product of the tunneling
probabilities of the segments along this distance with the band edge approximated to be linear
within each segment. Thus, T has to be solved for arbitrary linear energy barriers which can be
obtained from the integral above, distinguishing two cases: direct tunneling with a trapezoidal
energy barrier shape and Fowler-Nordheim tunneling [163] with a triangular energy barrier shape.
With the energies depicted in Fig. 4.7, the equation for direct tunneling reads

T = exp −2
h̄

2mtxT
2
3

E2 − E0 +
E1 − E0√

E1 − E0 +
√

E2 − E0
(4.36)
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Figure 4.7: Schematic band diagram showing a carrier with the energy E0 tun-
neling through an energy barrier with the width xT in the regime of direct tun-
neling (E1 > E0 and E2 > E0) and in the regime of Fowler-Nordheim tunneling

(E2 > E0 > E1).

and is valid for all values within the regime of direct tunneling, defined by E1 > E0 and E2 > E0.
In the regime of Fowler-Nordheim tunneling defined by E2 > E0 > E1, the equation reads

T = exp − 2
h̄

2mtxT
2
3
(E2 − E0)

3/2 1
E2 − E1

. (4.37)

4.2.1 Band Edges in the Vicinity of Interfaces

Usually, the band edges of stacked materials are approximated by the respective bulk values
with abrupt transitions at the interfaces. This is a good approximation for layers where bulk
properties can establish and the transition region between the materials is small compared to the
layer thicknesses. However, in aggressively scaled high-κ technologies below the 14 nm node,
the interfacial SiO2 layers are merely a few Ångström thick and the properties of these thin
layers are affected by the adjacent material and imperfections of the interface. A first-principles
simulation result is given for the Si/SiO2 interface in Fig. 4.8. A transition from silicon to the
amorphous oxide is visible in this DFT simulation where the silicon lattice is distorted because
of compensating forces induced by the amorphous structure on top. While the concept of band
edges itself can be questioned in such small structures, we argue that the tunneling probability T
is underestimated if abrupt transitions of the band edges to the respective bulk values are applied.
To improve this we suggest approximating the band edges for the evaluation of the tunneling
probability by ramps in the transitional region. This is in line with calculations of other groups
[164–167] as shown in Fig. 4.9.
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Figure 4.8: A 0.6 nm thick amorphous SiO2 layer on top of crystalline sili-
con was created following the approach introduced in [168] and simulated using
DFT. The ball-and-stick model (top) shows the oxygen atoms (red spheres) and
silicon atoms (yellow spheres) accordingly. The distortion of the silicon lattice
is visible close to the interface and also the oxide is affected which manifests in
a gradual change of the density of states (white density) in the vicinity of the
nominal interface of this structure (bottom). Approximated band edges are in-
dicated for the conduction band (red line) and for the valence band (blue line).

After [GRJ2].
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Figure 4.9: A band diagram of a high-κ device to motivate the approximation of
the band edges around the interfaces of aggressively scaled technologies. Abrupt
transitions of the band edges at the interface to the respective bulk values lead
to an underestimation of the tunneling probabilities of such structures. More
accurate values are obtained when ramps at these interfaces are considered for
the computation of the tunneling probabilities. Comparison with values from
literature indicates a transitional region at the Si/SiO2 interface [164, 165, 167]
and the SiO2/HfO2 interface [166] of about 0.6 nm and 0.3 nm, respectively. As
a reference, the results from DFT studies are shown for the Si/SiO2 interface
(circles: scaled in energy to fit the SiO2 band gap) [164] and for the SiO2/HfO2

interface (diamonds) [166]. After [GRJ2].
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4.3 2-State NMP Model

As we have established the device electrostatics above, the charge trapping kinetics of pre-
existing oxide defects can be evaluated now. For this, we employ a 2-state NMP model which
we will briefly outline and compare to existing NMP models in the first subsection. After that,
we will discuss the modeling details of individual 2-state NMP defects and how the properties of
these defects are distributed to describe BTI degradation. Finally, we will review an approach to
consider the frequency dependence due to metastable states using effective 2-state models.

4.3.1 Comparison of 2 and 4-State Models

Tewksbury’s MPE model was the first model which employed the NMP theory to describe BTI
during stress and recovery successfully [135, 136]. This model featured a 2-state NMP transition
which was later refined to four states by Grasser et al. as discussed in Subsection 3.4.1. In
particular the 4-state NMP model was successfully applied to model various features related
to BTI in a unified fashion [GRJ5, GRC14–GRC16]. However, based on the results of the 4-
state NMP model it was later shown that the essential features of the mean degradation at BTI
conditions can be captured reasonably well with two states already [GRC2].

As shown in Subsection 3.4.2, a single defect is described in the 4-state NMP model with nine
parameters (see Table 3.1). A simple 2-state NMP defect which does not consider any metastable
states can be described with three instead of nine parameters, see Table 4.3. An example of CC
diagrams of single defects for both models are shown in Fig. 4.10.

Table 4.3: Parameters of a single defect in the 2-state NMP model.

parameter description equation

ET trap level
R square of the curvature ratio of state 1 and 2 Eq. (3.39)
S relaxation energy from state 2 to 1 Eq. (3.38)

Typically, all nine parameters of the 4-state NMP model are assumed to be independent and
normally distributed while the defects are assumed to be distributed uniformly in space [GRC15].
Similarly, in the 2-state NMP model, we assume normal distributions of ET and S and uniform
distributions in space, however, in exemplary studies the distribution of R was found to be narrow,
hence, R is approximated to be constant [GRC2]. This leaves three distributed parameters for a
defect band described with the 2-state NMP model. The corresponding distributions are depicted
in CC diagrams in Fig. 4.11.

While there are certainly differences in the description of the 2-state and the 4-state NMP
model at the single defect level, it is important to verify that the mean degradation of ΔVth at
BTI conditions can be captured by the 2-state NMP model. Furthermore, for a reliable lifetime
extrapolation it must be ensured that simulations with the 2-state NMP model still capture the
gist of the degradation in a physical manner. To evaluate this, we have simulated an exemplary
BTI multi-state stress pattern on a 2.4 nm thick SiO2 device with the full 4-state NMP model
implemented in a TCAD simulator [169] and compared the result to the 2-state NMP model
implemented in the device simulator described in Section 4.1.5. For this comparison we have
used the 4-state NMP model parameters previously extracted for SiO2 oxides [GRC16] and used
the same values for ET and NOT in the 2-state NMP model, while R and S were optimized to
obtain a match with the results from the 4-state NMP model, see Fig. 4.12. These simulations
indicate that ET and NOT retain their physical meaning while the parameters R and S are effective
quantities which abstract the physics from all four states [GRC2].
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Figure 4.10: CC diagrams of a single defect described by the 4-state NMP model
(left) and by the 2-state NMP model (right). The corresponding parameters are
listed in Tables 3.1 and 4.3 for the 4-state and 2-state NMP model, respectively.

After [GRC2].
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Figure 4.11: CC diagrams of a 4-state NMP (left) and a 2-state NMP defect
band (right). While the former is based on nine normally distributed parameters,
the latter is described with the two distributed parameters ET and S . R is approx-
imated to be constant for defect bands described with the 2-state NMP model.
For both models, the defects are assumed to be uniformly distributed in space.

After [GRC2].

4.3.2 Modeling of Single Defects

In Subsection 4.1.5 three schemes to evaluate the impact of oxide charges on Vth were discussed:

• Simple charge sheet approximation: Oxide charges are neglected in the Poisson equation.

• Non self-consistent Poisson (NCP) equation: Oxide charges enter the Poisson equation via
an effective VG.

• Self-consistent Poisson (SCP) equation: Oxide charges are considered in the Poisson equa-
tion in a self-consistent manner.

All three schemes rely on the net charge qT(t) of single defects. To obtain this charge for 2-state
NMP defects, the occupation probabilities p1 of state 1 and p2 of state 2 have to be computed
and multiplied with the charge of the respective state. For donor-like defects with a neutral state
1 and a positive state 2 this gives

qT(t) = qp2(t) (4.38)

and for acceptor-like defects with a negative state 1 and a neutral state 2 this gives

qT(t) = −qp1(t). (4.39)
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Figure 4.12: For verification of the abstraction of the 4-state NMP model with
the 2-state NMP model, we simulate the degradation of a 2.4 nm thick SiO2
device with 4-state NMP parameters extracted previously [GRC16] and optimize
R and S of the 2-state NMP model while using the same values for ET and NOT as
in the 4-state NMP model [GRC2]. For a multi-level stress pattern (top) the mean
degradation ΔVth is simulated at two different temperatures (bottom) with the 4-
state NMP model and the 2-state NMP model (with Monte Carlo sampling with
20 k defects and sampling on a grid as described in Subsection 4.3.3). The stress
times of each phase are 100 s and the results are shown on separate logarithmic
scales with 20 samples each, starting 1 ps after the previous phase to bring out all

features of the degradation. After [GRC2].

In both cases, the Master equation for the occupation probabilities reads

dp1(t)
dt

= −p1

NR

r=1

k12,r + p2

NR

r=1

k21,r, (4.40)

dp2(t)
dt

= +p1

NR

r=1

k12,r − p2

NR

r=1

k21,r, (4.41)

and p1 + p2 = 1 must hold. In the above equations, k12,r is the electron emission and k21,r the
electron capture rate of the defect interacting with the carrier reservoir r. The total rates k12
and k21 of a defect are the sum of the rates of all NR carrier reservoirs. In Comphy, the carrier
reservoirs are

• the valence band of the channel,

• the conduction band of the channel, and

• the metal gate.

The solution of the above differential equation then reads

p2(t) =
k12

k12 + k21
+ p2(0) − k12

k12 + k21
e−t(k12+k21). (4.42)
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Below we will discuss the rates kCB
12 and kCB

21 for the conduction band of the channel. The rates
for the other carrier reservoirs are obtained analogously. Based on Eq. (3.26) and Fermi-Dirac
distributions we get [GRT2]

kCB
12 = nvth,nσ0,nTne−β(ε

CB
21 −ET+EF), (4.43)

kCB
21 = nvth,nσ0,nTne−βε

CB
21 , (4.44)

where

• n is the electron concentration at the interface following Eq. (4.12),

• vth,n = 8kBT / (πmn,eff) is the thermal velocity,

• σ0,n is the capture cross section of electrons,

• Tn is the tunneling probability for electrons following Eq. (4.35),

• β = (kBT )−1 is the thermodynamic beta,

• ET is the trap level of the defect,

• EF is the Fermi level at the interface following Eq. (4.32), and

• εCB
21 is the energy barrier from state 2 to 1 following Eq. (3.41) and (3.42).

Hence, a 2-state NMP defect can be described with the three parameters listed in Table 4.3. The
corresponding schematic CC diagram is shown in Fig. 4.13. Note that the capture time constants
τc and the emission time constants τe of a 2-state NMP defect are simply the inverse of the
corresponding total rates. If not stated otherwise, “capture” refers to a hole being captured by the
defect.
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Figure 4.13: A schematic CC diagram of a donor-like 2-state NMP defect with
the neural state 1 and the positive state 2. The energy barriers ε12 and ε21 of
the NMP process depend on the gate voltage since the parabolas are shifted ac-
cording to the difference of the electrostatic potential at the defect site and at the

carrier reservoir, see Eq. (3.40).
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Transition Rates and Approximations

While the evaluation of the transitions rates following Eq. (4.43) and (4.44) is straightforward to
implement and efficient to compute, it has to be noted that in the derivation based on Eq. (3.36) all
carriers of the respective reservoir are assumed to have the same energy [GRT2]. Usually, this is
chosen to be the energy of the band edges, and this approach is called band edge approximation,
accordingly. This approximation gives good results for defects in the strong electron-phonon
coupling regime where the intersection of the parabolas of the two charge states is between the
minima of the respective states. However, the exact evaluation of the energy integral in Eq. (3.36)
using Fermi-Dirac distribution functions can give substantially different results for defects in the
weak electron-phonon coupling regime where the parabolas do not intersect between the minima
of the two charge states. In particular, if the curvatures of the parabolas are such that there
is no intersection in the weak electron-phonon coupling regime at all, the resulting rates using
Eq. (4.43) and (4.44) can become zero while the exact evaluation gives substantially different
results. The limiting cases for this phenomenon are shown in CC diagrams in Fig. 4.14 and the
corresponding time constants are shown in Fig. 4.15. As can be seen in these figures, the band
edge approximation fails to describe the time constants in certain cases. This can be improved
in a computationally very efficient way by evaluating the energy barriers in the weak electron-
phonon coupling regime as listed in Table 4.4 [GRJ2]. This pragmatic FD approximation for
the transition rates simply sets ε12 to the difference of the energy minima ΔE12 given in Eq.
(3.40) in the case of valence band interaction in the weak electron-phonon coupling regime where
ΔE12 > 0 eV holds. Furthermore, ε12 is set to zero in the case of conduction band interaction in
the weak electron-phonon coupling regime where ΔE12 < 0 eV holds, and for interaction with
the metal gate both approximations are combined. All other cases are solved according to Eq.
(3.41), see Table 4.4.
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Figure 4.14: CC diagrams of a donor-like 2-state NMP defect (xT = 2 nm,
ET = 0.7 eV, S = 0.5 eV, R = 0.4) interacting with the channel of an
nMOSFET. With increasing gate voltage VG the parabola which represents the
neutral state 1 is shifted towards more negative energies. Above VG = 1.1 V
(left) there is no intersection for interaction with carriers at the conduction band
edge (represented by red parabolas) and the total transition rate will be governed
by the interaction with the valence band (represented by blue parabolas). At
even larger gate voltages above VG = 2.4 V (right), there is no intersection of
the parabolas due to interaction with the valence band edge, however, excited
carriers can still interact with the defect. The corresponding time constants are

shown in Fig. 4.15. After [GRJ2].
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Figure 4.15: The time constants of the same defect as in Fig. 4.14 at T = 300 K
with three different approximations: a) The exact solution of the energy inte-
gral in Eq. (3.36) using Fermi-Dirac distribution functions (“FD integral”). At
negative gate voltages, the defect captures charges quickly and will be positively
charged. However, with increasing gate voltages, the defect will shift below the
Fermi level of the channel and will be mostly neutral above VG ≈ 0.4 V. Around
VG = 1.1 V there is a discontinuity in the time constants because carriers of the
conduction band cannot interact with the defect anymore. b) The time constants
are similar for the approximation of carriers at the band edges as used in Eq.
(4.43) up to VG = 2.4 V. Above this voltage, the approximation fails because the
time constants are then governed by excited carriers while carriers at the valence
band edge cannot interact with the defect anymore. c) With the approximation of
the energy integral given in Table 4.4 (“FD approx.”), the discontinuity around
VG = 2.4 V is resolved and the resulting time constants are in the same range as

of the computationally very expensive energy integral. After [GRJ2].

Table 4.4: Evaluation of the energy barriers in the weak electron-phonon cou-
pling regime following the FD approximation for the transition rates of 2-state

NMP defects [GRJ2].

ΔE12 ε12 (val. band) ε12 (cond. band) ε12 (metal)

> 0 eV ΔE12 Eq. (3.41) ΔE12

< 0 eV Eq. (3.41) 0 eV 0 eV

4.3.3 Ensembles of Defects

As discussed in Subsection 4.3.1, the mean degradation due to oxide defects is quantified in
Comphy by the threshold voltage shift ΔVth arising from qT(t) of all single oxide defects. The
mean number of oxide defects N due to a 2-state NMP defect band is evaluated as

N = WLNOT (xT,max − xT,min) , (4.45)

where W and L are the effective gate oxide width and length, and NOT is the constant defect
concentration of this defect band located between xT,min and xT,max away from the channel inter-
face. With the distributions of the parameters discussed in Subsection 4.3.1, this gives the input
parameters for a defect band in Comphy listed in Table 4.5.
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Monte Carlo Sampling of Defect Bands

In order to simulate ΔVth, a set of single 2-state NMP defects has to be sampled from the defect
bands described above. This can be done following a simple Monte Carlo sampling of defects
from the distributions given in Table 4.5. A set of defects is depicted in the band diagram together
with their CC diagrams in Fig. 4.16 and the corresponding time constants are shown in Fig. 4.17.
On small devices with a limited number of defects, this approach reflects the native variability
due to oxide defects and enables studies thereof. However, if the mean degradation is of interest,
a large number of defects have to sampled with this approach to get an accurate result.

Defect Bands Sampled on a Grid

A more efficient way to compute the mean degradation due to a defect band compared to sam-
pling a large number of defects in a Monte Carlo fashion, is to use weighted samples on a grid.
This is illustrated in Fig. 4.18 for the three dimensions spanned by the distributed parameters of
the 2-state NMP model in Comphy, see Table 4.5. In this grid mode, each parameter is sam-
pled equidistantly and weighted according to the integral of the respective interval. This is done
based on the definition of the grid distance which spans the space between xT,min and xT,max for
the uniform defect concentration NOT. The normally distributed parameters ET and S are also
sampled with a given grid distance. However, the boundaries of these grid spaces result from the
probability where the tails of the normal distributions are cut off. The parameters defining the
grid are summarized in Table 4.6. As an example, a device simulated in both modes, Monte Carlo
sampling and sampling on a grid, see Fig. 4.19. The corresponding CC diagrams are shown in
Fig. 4.20. Note that the sampling on a grid is only feasible for a limited number of distributed
parameters since it scales exponentially with the number of dimensions. For example, sampling
the nine distributed parameters of the 4-state NMP model (see Table 3.1) on a grid is impractical
because of the huge amount of sampling points, even for sparse grids. A Monte Carlo approach
has to be used there.

Table 4.5: Parameters of a defect band in the 2-state NMP model.

parameter description unit

ET ±σET normally distributed trap level eV
S ±σS normally distributed relaxation energy eV

R constant square of the curvature ratio 1
NT uniform defect concentration cm−3

xT,min, xT,max spatial location of defect band m

Table 4.6: Parameters specifying the grid on which the 2-state NMP defects are
sampled in the grid mode.

parameter description unit

ΔxT spatial grid distance m
ΔET grid distance for trap levels eV
ΔS grid distance for relaxation energies eV
ptol maximum cut-off probability for the tails of the normal distributions 1
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Figure 4.16: A band diagram (left) of a high-κ nMOSFET with donor-like 2-state
NMP defects (circles) sampled in a Monte Carlo fashion based on a defect band
defined by the parameters listed in Table 4.5 and the corresponding CC diagrams
(right). The underlying distributions of the trap level ET and defect concentration
NT manifest in the band diagram, while the distribution of the relaxation energy
S is visible in the CC diagram. Together with the constant square of the curvature
ratio R, all properties of the 2-state NMP defects are defined and their transient
charge can be evaluated considering the device electrostatics introduced in Sub-
section 4.1.5. In the CC diagram, the mean potential energy surface of state 1
(thick black) is shown in addition to the potential energy surfaces of the single
defects (gray lines) whose energy minima were shifted along the CC to better
illustrate the distribution of S . The energy barriers ε12 and ε21 (not marked) are
obtained from the respective energy minima to the intersection point with the
parabola representing the conduction band edge (thick red) or the valence band
edge (thick blue). The time constants of these defects are shown in Fig. 4.17.

After [GRJ2].
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Figure 4.17: The capture and emission time constants of the defects shown in
Fig. 4.16 at T = 300 K. The time constants of a defect with the mean values
specified for the underlying defect band are shown in color. In accordance with
experimental studies [67, 170], a broad distribution of time constants and a pro-

nounced gate voltage dependence is observed. After [GRJ2].
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Figure 4.18: Schematic sampling of 2-state NMP defects for the Monte Carlo
approach (left) and the sampling on a grid with weighted points where each repre-
sents a number of 2-state NMP defects according to the underlying distributions
(right). The parameters of the 2-state NMP defects are listed in Table 4.3 and the

parameters which specify the grid are listed in Table 4.6.
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Figure 4.19: A pMOSFET (VG = −2 V, 2.4 nm of SiO2) with 2-state NMP
defects sampled in a Monte Carlo fashion (left) and on an equidistant grid with
weighted points (right). The number of 2-state NMP defects represented by the
grid points is indicated by the size of the circles while the color indicates their
charge state for the steady state case. A grid with ΔxT = 0.2 nm, ptol = 0.1,
ΔET = 0.5 eV, and ΔS = 0.5 eV was used (see Table 4.6). The sampling of the
latter is not visible here, since defects with different S but same xT and ET lie on
top of each other in the band diagram but it can be seen in the CC diagrams in

Fig. 4.20. After [GRC2].
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Figure 4.20: The CC diagrams corresponding to Fig. 4.19 for 2-state NMP
defect band sampled in a Monte Carlo fashion (left) and on an equidistant grid

with weighted points (right). After [GRC2].
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4.3.4 Effective 3-State Frequency Dependence

Whether BTI exhibits an inherent frequency dependence4 at high frequencies is debated with
several studies reporting no frequency dependence at all [171, 172]. However, in 2016 an ex-
perimental study with on-chip measurements [173] gave strong support for a 3-state frequency
dependence [142]. While 2-state defects do not show an inherent frequency dependence, charge
trapping of defects with three or more states can exhibit a frequency dependence if a metastable
state is involved. Assuming such a metastable state 2 between the neutral state 1 and the positive
state 2, the capture process depends on the occupation probability p2 of state 2 and the transi-
tion rate k2 2. If this state has a large transition rate k2 1 at low voltages5, p2 will be small for
high frequencies which inhibits charge capture. However, at low frequencies, the defect can still
capture charges if k2 2 is large compared to the frequency.

This mechanism can be considered in an effective 2-state model by replacing τc with the
effective capture time constant τc,AC = τc/w with w being approximated as [142]

w ≈


1 for f < α

2τc
α

2τc f for α
2τc
< f < 1−α

2τe
τe
τc

α
1−α for 1−α

2τe
< f

(4.46)

with the frequency f , the duty cycle α, and the capture and emission time constants τc = k12
and τe = k2 1 of the metastable state. The values of τc and τe depend on the individual defect
configurations. For a rough estimate of the frequency dependence, they can be set to typical
values such as τc = 1 ms and τe = 1 µs for all 2-state NMP defects [142].

4.4 Double-Well Model

In the spirit of Brower’s simple thermal model and Grasser’s field-dependent thermal transition
(see Section 3.3), we use a simple double-well model with a phenomenological field dependence
to describe the quasi-permanent part of BTI with Comphy. This model complements the physical
2-state NMP model and covers the less understood degradation mechanisms such as generation
and annealing of oxide and interface defects, possibly related to hydrogen relocation and the
subsequent transformation of defect sites as described by the gate-sided hydrogen release model,
see Subsection 3.4.3.

Similar to Eq. (3.17) and (3.18) in Brower’s model for the passivation and depassivation
rates, we employ a hole capture rate k12 and a hole emission rate k21 between the neutral state 1
and the positive state 2 as

k12 = k0e−βε12 , (4.47)

k21 = k0e−βε21 , (4.48)

with the transition rate for zero barrier k0 and the activation energies ε12 and ε21. As depicted in
Fig. 4.21, the activation energy for hole capture is given by

ε12 = ε12,0 − γEox, (4.49)

where γ is the phenomenological field dependence and Eox the electric field at the interface of the
oxide. In this way, the depassivation is modeled with a field dependence whereas the passivation

4An ostensible frequency dependence can always be observed due to the recoery in the last period of an AC stress
signal.

5It is assumed that state 1 is energetically favorable at low voltages and a transition to state 2 during high voltages
is inhibited if the defect relaxes from state 2 to 1 during the low voltage of each period.
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does not depend on the electric field. This is in line with the qualitative observation regarding
the characteristics of the recoverable and the quasi-permanent component, see Subsection 1.1.6.
With these rates, the occupation probabilities of the two states can been obtained in the same way
as for the 2-state NMP model following Eq. (4.40) and (4.41) which results in a net charge given
in Eq. (4.38), also affecting the device electrostatics in the same way as the charge of 2-state
NMP defects.

With the above description of a single double-well defect, the response of N = WLNit of
such defects can be obtained based on the effective gate oxide width W and length L, the defect
concentration Nit, and the distributions of the model parameters. In the implementation in Com-
phy, we assume ε12,0 and ε21 to be normally distributed while the other parameters are constant,
see Table 4.7. Again, in the same way as for 2-state NMP defects, the double-well defects can be
sampled in a Monte Carlo fashion or on a grid with the grid parameters listed in Table 4.8.

ε12

ε21

EOX

positive charge

Figure 4.21: Schematic energy barrier of the simple double-well model used in
Comphy. The activation energy for the transition from the neutral state 1 to the

positive state 2 is field dependent. After [GRJ2].

Table 4.7: Parameters of the simple double-well model used in Comphy.

parameter description unit

ε12,0 ±σε12,0 normally distributed activation energy for depassivation eV
ε21 ±σε21 normally distributed activation energy for passivation eV

k0 transition rate for zero activation energy s−1

γ field dependence of depassivation eVm/V
Nit defect concentration cm−2

Table 4.8: Parameters specifying the grid on which the double-well defects are
sampled in the grid mode.

parameter description unit

Δε12,0 grid distance for the activation energy of depassivation eV
Δε21 grid distance for the activation energy of passivation eV
ptol maximum cut-off probability for the tails of the normal distributions 1
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4.5 Efficient Solution for AC Stress

With the framework outlined above, the degradation ΔVth for arbitrary transient gate voltages
VG(t) and temperatures T (t) can be calculated. The only limit to this approach are the numbers
of samples in time. While the exact solution of arbitrary long constant stress can be obtained by
solving Eq. (4.42) for one single time step, each period has to be sampled multiple times for AC
stress. For the example of digital AC stress with two time samples per period, a stress signal with
the frequency f = 1 MHz for the stress time ts = 1 ks requires 2 × 109 samples already with
this simple approach. An efficient solution for this problem where the computational expenses
do not scale with the stress time is given by Giering et al. in [GRC22] and will be outlined in the
following.

With the time dependent rates for carrier capture k12(t) and carrier emission k21(t) as pre-
sented for the 2-state NMP model and for the simple double-well model above, the general
solution of Eq. (4.40) reads [GRC22]

p2(t) = P1(t, t0)p2(t0) + P2(t, t0) (4.50)

with the initial values at time t0 and

P1(t2, t1) = exp

t2

t1

− (k12(s) + k21(s)) ds , (4.51)

P2(t2, t1) =

t2

t1

k12(s)exp

t2

s

−(k12(r) + k21(r))dr ds, (4.52)

=

t2

t1

k12(s)P1(t2, s)ds. (4.53)

For a periodic stress signal with the period tp = 1/ f and the number of periods n, Eq. (4.50)
evaluates to [GRC22]

p2(ntp + t0) = p2(t0)P1(t0 + tp, t0)n +
1 − P1(t0 + tp, t0)n

1 − P1(t0 + tp, t0)
P2(t0 + tp, t0). (4.54)

For digital AC signals with k12,L and k21,L for the time tL at low level and k12,H and k21,H for
for the time tH at high level (see Fig. 4.22, top), the above equation can be solved analytically by

P1(t0 + tp, t0) = exp (− (k12,H + k21,H) tH − (k12,L + k21,L) tL) , (4.55)

P2(t0 + tp, t0) =
k12,H

− (k12,H + k21,H)
(e−(k12,H+k21,H)tH − 1)

+
k12,L

− (k12,L + k21,L)
(e−(k12,L+k21,L)tL − 1)e−(k12,H+k21,H)tH . (4.56)

The simulation of an AC signal with the simple approach compared to the efficient solution
presented in this section is shown in Fig. 4.22.
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Figure 4.22: A digital AC stress signal with f = 1 MHz, VG,L = 0 V, and
VG,H = 1.8 V (top) is simulated on a high-κ nMOSFET with the simple approach
(line in the bottom panel) and compared to the solution based on the efficient
AC mode (circles in the bottom panel) using Eq. (4.54). Both simulations give
the same result for ΔVth after each period. Note that the simple approach is
computed with 20 samples per period to show the continuous degradation and
the same result would have been obtained with 2 samples per period. However,
for longer stress times, the naive approach is not feasible because the number of
samples scales with the number of periods while the computational expenses in

the efficient AC mode do not scale with the number of periods.
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Chapter 5

Experiments and Simulations

In this chapter, the experimental techniques presented in Chapter 2 will be applied to investigate
the BTI response of various technologies. TCAD [169] and Comphy simulations [GRJ2] will be
conducted to extract physical defect parameters, corroborated by dedicated experiments. Step by
step, a profound understanding of BTI will be established and corroborated:

• First, the it will be analyzed how 4-state NMP defects can constitute RTN, BTI, SILC, and
tunneling currents (Section 5.3).

• Next, the recoverable and the quasi-permanent components of NBTI will be studied on
plain SiO2 devices (Section 5.4).

• These insights help to analyze the recoverable component of all four cases of BTI on high-κ
technologies (Section 5.5).

• Based on this, both the recoverable and the quasi-permanent component of PBTI and NBTI
can be understood and described consistently for high-κ technologies (Section 5.6).

• Finally, the established framework will be used to analyze the impact of different processes
of gate stacks (Section 5.7) and the AC behavior of BTI (Section 5.8).

5.1 General Material and Simulation Settings

Common to all studies in this chapter is the consistency in the approach: For each technology,
one set of oxide defects is used to correctly describe the degradation for both NBTI and PBTI.
Furthermore, all simulations of a technology use the exact same parameters, meaning that the
eMSM, MSM, lifetime, and AC simulations for all investigated stress voltages and tempera-
tures only differ in the applied stress signal while the device and defect parameters are the same
throughout all simulations. In the following, the general simulation approach is outlined and the
parameters which are common to all studies are listed.

5.1.1 Defect Parameter Extraction

The procedure for the oxide defect parameter extraction was established in [GRC15] and is the
same for both TCAD and Comphy simulations: Based on the gate stack and the device charac-
teristics (IDVG curves and/or CV curves), the basic parameters of the investigated technology are
set. This allows for physical simulation of the degradation during BTI stress using the respective
oxide defect models. In the case of TCAD simulations [169], these are the

• 4-state NMP model (Subsection 3.4.2) to describe the recoverable component and the

• field-dependent thermal transition (Subsection 3.3.2) to describe the quasi-permanent com-
ponent
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and in the case of Comphy simulations [GRJ2], these are the

• 2-state NMP model (Section 4.3) to describe the recoverable component and the

• double-well model (Section 4.4) to describe the quasi-permanent component.

The defect parameter distributions of the respective models are calibrated to fit the measured
degradation of eMSM experiments, conducted on devices with large active gate areas to capture
the mean response of the investigated technology.

Shallow and Deep Trap Levels

In this chapter, we present two characteristic distributions of defects in SiO2 oxides and two in
HfO2 oxides. In both materials, the mean trap level of one of the distributions is closer to the
conduction band edge while the mean trap level of the other distribution is closer to the valence
band edge. For simplicity, we will call the former defect bands "shallow" and the latter defect
bands "deep" which refers to their mean trap level with respect to the conduction band edge.

Acceptor and Donor-Like Defects

For electrostatic reasons, a positive shift of Vth indicates electron capture and a negative shift
indicates electron emission of oxide defects. However, the shift of Vth does not give direct in-
formation about the absolute charge of defects and it is difficult to determine whether a defect
has donor-like or acceptor-like states. In the simulations, this defect property is only relevant if
the absolute charges are considered in the Poisson equation self-consistently. In line with studies
which showed that the net charge of pristine devices is usually rather low [22], we assume that
the defect bands with shallow trap levels are acceptor-like and the defect bands with a deep trap
level are donor-like.

5.1.2 General Comphy Settings

The following is common to all Comphy simulations presented in this chapter:

• The oxide layer thicknesses are listed in Table 5.4, all other oxide material parameters are
listed in Table 5.1.

• The dopings NA and ND and the intrinsic work function difference ΔEW,0 are listed in
Table 5.4, all other channel parameters are given in Chapter 4.

• The NCP mode is used to account for the reduction of the electric field due to the oxide
charges, except for the lifetime analysis in Section 5.6 where the SCP mode is used for
additional accuracy.

• The grid mode is used to accurately compute the mean degradation with the parameters
listed in Table 5.2. The Monte Carlo approach is used in band diagrams only to better
illustrate the distributions.

• All energies refer to mid-gap of the channel material.

• The defect capture cross sections for electrons and holes are σ0,n = σ0,p = 2 × 10−19 cm2.

• Following the reasoning in Subsection 4.2.1, the transition probabilities consider linear
approximations of the band edges in the vicinity of interfaces: The band edges of SiO2 are
approximated to change from the Si values to the SiO2 bulk values within 0.6 nm and from
high-κ interfaces within 0.3 nm.
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• The BTI response of SiO2 is found to be dominated by defects with a high concentration
in the near-interfacial region. Thus, we approximate all defects in SiO2 to lie within the
first 0.6 nm from the Si interface.

• Comphy 1.0 is used [174].

With the above, all Comphy simulations can be fully reproduced.

Table 5.1: Oxide material parameters used in the simulations with Comphy.
The values are based on [175].

input quantity SiO2 SiON HfO2 Al2O3 unit

EG band gap 9.0 9.0 5.8 7.0 eV
Eoff valence band edge -5.21 -5.21 -3.162 -3.6 eV
mt tunnel mass 0.35 0.35 0.17 0.17 1
εr rel. permittivity 3.9 6.0 20 9.1 1

Table 5.2: Parameters specifying the grid which is used for Comphy simulations
to obtain the mean degradation.

parameter description value

ΔxT spacial grid distance 0.1 nm
ΔET grid distance for trap levels 0.1 eV
ΔS grid distance for relaxation energies 0.1 eV

Δε12,0 grid distance for the activation energy of depassivation 0.05 eV
Δε21 grid distance for the activation energy of passivation 0.05 eV
ptol maximum cut-off probability for the tails of the normal distributions 0.001%

5.2 List of Investigated Technologies

In this chapter, we will study four different types of Si technologies both commercial and in
development. Before outlining the devices and processes in the following subsections, the main
reasons to study these technologies are listed below:

• The commercial 130 nm SiON technology (Tech. A) serves as an excellent starting point to
investigate the recoverable and quasi-permanent component of SiO2 devices (Section 5.4)
since it has a plain oxide and is well established with a large set of previously published
eMSM data [176]. We complemented this data by dedicated experiments to separate the
recoverable and the quasi-permanent component [GRC15] and to analyze its AC behavior
[GRJ2, GRC13] (Section 5.8).

• The commercial 28 nm high-κ technology (Tech. B) is well suited for long-term BTI stud-
ies. We perform measurements spanning 12 decades in time [GRJ2] to verify lifetime
predictions (Section 5.6).

• The 14 nm high-κ FinFET technology (Tech. C) is in development and not as stable as
the commercial technologies above. Still, the study of pre-existing defects in these oxides
gives valuable insight on the interplay of RTN, gate leakage, SILC, and BTI [GRC14]
(Section 5.3) and it was used to demonstrate unified modeling of all four combinations of
BTI [GRC16]. The results of the mean degradation were corroborated by studies of the
variability (Section 5.5).
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• The DRAM logic technology (Tech. D) is interesting because of its distinct gate stack and
processing compared to the technologies listed above. Furthermore, the different process
splits available for this technology in development help to separate the contributions of
oxide layers to the total degradation [GRJ2] (Section 5.7).

5.2.1 Commercial 130 nm SiON Technology (Tech. A)

This technology features a poly gate process with an about 2.2 nm thick SiON oxide. PBTI is
typically negligible for such technologies and we only employ pMOSFETs to study NBTI. The
investigated devices have a gate width of W = 10 µm and a length of L = 100 nm.

5.2.2 Commercial 28 nm High-κ Technology (Tech. B)

This is a planar high-κ technology with TiN metal gates. About 2.1 nm of HfO2 is processed
on top of a rapid thermal oxidation (RTO) interfacial layer with a thickness of roughly 1 nm to
obtain an equivalent oxide thickness (EOT) of about 1.41 nm. A post deposition anneal (PDA) is
performed but the details of the process are confidential. In order to study NBTI and PBTI of this
technology, we measure pMOSFETs and nMOSFETs where 10 identical devices are in parallel,
each of which with W = L = 1 µm.

5.2.3 14 nm High-κ FinFET Technology (Tech. C)

This is a FinFET technology with a TiN metal gate. The high-κ stack has an about 1.6 nm thick
HfO2 layer and an about 0.6 nm thick SiO2 interfacial layer, resulting in an EOT of roughly
1.2 nm. The fins have a length of about 70 nm, a height of about 30 nm, and a width of about
10 nm. Both nFinFETs and pFinFETs are investigated. Small effective gate areas of devices with
2 Fins in parallel are used to analyze the variability of this technology and large effective gate
areas of devices with 220 Fins in parallel are used to analyze the mean degradation.

Process Splits

This technology is in development and was studied for two different processes:

• 14 nm high-κ FinFET technology (process 1) (Tech. C1)

• 14 nm high-κ FinFET technology (process 2) (Tech. C2)

The differences of the processes are confidential and not of particular importance for the pre-
sented studies.

5.2.4 DRAM Logic Technology (Tech. D)

This technology is being developed for application in the peripheral logic of dynamic random-
access memory (DRAM) chips. Due to the processing of such technologies, they have a very
different gate stack compared to the other technologies studied in this work: The gate stack has
an in situ steam generated (ISSG) SiO2 layer on top of the Si channel with a thickness of ≈ 5 nm.
Further details are subject to the respective process split of this experimental technology.

Process Splits

The following four different process splits of this technology will be studied:

• The plain SiO2 process split of Tech. D (Tech. D1) comes with a poly gate on top of SiO2
layer.
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• The SiO2 + HfO2 process split of Tech. D (Tech. D2) has a TiN/TaN metal gate and 20
layers of atomic layer deposition (ALD) HfO2 on top of the SiO2 layer.

• The SiO2 + HfO2 + Al2O3 process split of Tech. D (Tech. D3) has a TiN/TaN metal gate
and in addition to the 20 cycles of ALD HfO2 on top of the SiO2 layer, it has 4 cycles of
Al2O3.

• The SiO2 + HfO2 + removed Al2O3 process split of Tech. D (Tech. D4) is the same as
Tech. D3 but after a PDA, the Al2O3 layer is selectively removed [177].

5.3 From Noise to BTI

Historically, the NMP models, which will be used throughout this chapter, were developed based
on studies of noise and single defects: After 1/f noise was identified as a response of single
defects and linked to RTN [3], dedicated measurement techniques were developed to shed light
on the properties of these defects (see Section 2.4). Their bias dependent capture and emission
time constants were measured (see Fig. 3.11) and their role in gate leakage currents and SILC was
uncovered [9]. Finally, the understanding of these defects within the NMP theory was applied to
model BTI, particularly successful with the 4-state NMP model (see Section 3.4.2). In the light
of all that, it comes naturally that a physical defect model can inherently describe all phenomena,
from noise to BTI [GRC23]. Below, we will show that for an exemplary 4-state NMP defect
which contributes to BTI of the 14 nm high-κ FinFET technology (process 1) (Tech. C1) and
causes RTN, gate leakage currents, and SILC. This defect, located in the interfacial layer of this
high-κ technology, was drawn in a Monte Carlo fashion from a parameter distribution which was
calibrated using eMSM experiments [GRC14]1 and shows the following features:

• At low gate voltages, its large capture and emission time constants render the defect basi-
cally inactive, see Fig. 5.1.

• At moderate gate voltages, both time constants are on the same order of magnitude. The
defect captures and emits holes from the channel and causes RTN, see Fig. 5.2.

• At elevated stress voltages, the defect captures holes from the channel at much higher rates
compared to emission. As a consequence, the defect is positively charged most of the time
and induces BTI. Furthermore, the defect has a considerable emission rate of holes to the
gate and these holes, previously captured from the channel, increase the leakage current.
What is more, during stress the defect will most likely transform into its puckered config-
uration as structural relaxations are favored in the positive charge state. In the puckered
configuration, defects have altered time constants which can be observed as SILC [178,
179], see Fig. 5.3.

The features discussed above are a result of the rather involved interplay of the transition
rates between the defect and the carrier reservoirs. All effective time constants for that are shown
in Fig. 5.4, together with the occupancy of the exemplary defect computed with a kinetic Monte
Carlo model. A striking feature of time constants is the negative coupling: Because of the in-
teraction with the gate, the emission time constants can decrease for increasing stress. This was
studied experimentally by Miki et al. and quantified by the coupling factor defined as

coupling(τ) ≈ log(τ(VG,1) − τ(VG,2))
kBT

q(VG,1 − VG,2)
(5.1)

A comparison of the couplings computed from the 4-state NMP defects of the device calibrated
for Tech. C1 to the experimental study of Miki et al. is shown in Fig. 5.5.

1We omit the details of the parameter extraction here as this will be elaborated in the following sections.
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Figure 5.1: The band diagram (left) with oxide defects (circles, color indicates
charge). The exemplary 4-state NMP defect which is studied throughout this
section is marked with a star. Its CC diagrams are shown for interaction with
the gate (middle, solid arrows) and with the channel (right, dashed arrows). At
the low gate voltage of VG = 0.35 V, the barriers for hole capture processes are
large and the defect will be neutral and inactive most of the time. Tech. C1.

After [GRC14].
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Figure 5.2: Same as in Fig. 5.1, but for a moderate gate voltage of VG = −1.0 V.
At this voltage, the exemplary defect (star) will capture and emit holes from the
channel at roughly the same rates. RTN will be observed, accordingly. Tech. C1.

After [GRC14].
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Figure 5.3: Same as in Fig. 5.1, but for a high stress voltage of VG = −1.45 V.
At this voltage, the exemplary defect (star) has a small barrier for hole capture
from the gate and contributes to BTI as it is positively charged most of the time.
Also the energy barrier for hole emission to the gate is small and the charges
captured from the channel will be emitted to the gate frequently, increasing the
gate leakage current. Finally, at these stress conditions, structural relaxation is to

be expected and the defect can contribute to SILC. Tech. C1. After [GRC14].
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Figure 5.4: The time constants of the exemplary defect which is studied through-
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noted by “C”). For moderate gate voltages of VG = −1 V, the effective time
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time constant for holes from the channel. Additionally, it will emit these holes
frequently which induces increased gate leakage current (right top). Tech. C1.

After [GRC14].

−1.5 −1.0 −0.5 0.0 0.5 1.0 1.5
Coupling of τc

−1.5

−1.0

−0.5

0.0

0.5

1.0

1.5

C
ou

pl
in

g
of

τ e

Figure 5.5: The coupling factors of the capture and emission rates of the 4-
state NMP defects of the calibrated device of Tech. C1 (left, after [GRC14]) and
of a high-κ technology which was studied experimentally by Miki et al. (right,
after [170]). With the correct simulation of channel and gate interaction, all

experimentally observed features are qualitatively reproduced.
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5.4 Recoverable and Quasi-Permanent NBTI

While there are no rigorous definitions of the recoverable and of the quasi-permanent component
of BTI, there are experimental techniques which aim at roughly splitting these two components
[27], see Subsection 1.1.6. Typically, they rely on pulses into accumulation in order to quickly
remove the recoverable component and subsequent measurements are expected to give a good
estimate of the quasi-permanent component. These techniques are important for accurate cali-
bration and verification of BTI models with separate descriptions of the recoverable and quasi-
permanent component. In the following, we will show that for the NMP models implemented
in TCAD [GRC15, GRC24] and in Comphy [GRJ2] on a commercial 130 nm SiON technology
(Tech. A).

5.4.1 Experimental Data

For the studies in this section, we used the broad set of eMSM data (Section 2.2.1) previously
obtained on pMOSFETs of Tech. A with different stress voltages (−VG = 1.2, 1.7, 2.2, 2.7,
3.2 V), temperatures (T = 125 and 170◦C), and stress and recovery times in the range of 1 µs–
100 ks [176]. These data are complemented by MSM experiments (Section 2.2) with a pulse into
accumulation after the stress phases: For the pulse time tp, the gate voltage VG = +0.5 V is
applied, followed by a regular recovery phase [GRC15]. Due to the distinct bias dependence of
the degradation mechanisms ascribed to the recoverable and the quasi-permanent part, this pulse
mainly recovers the former and the latter can be measured subsequently.

5.4.2 Modeling with TCAD

For the first studies with the 4-state NMP model (Subsection 3.4.2) with TCAD tools [169] in
2014, we distributed the oxide defects in the first 1.2 nm of the oxide and neglected interaction
of these defects with the gate, see Fig. 5.6.
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ers instead of the tunneling probabilities. Finally, in the recovery phase (right),
the defects discharge again, approaching their initial state for infinite recovery

times. Tech. A. After [GRC15].
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The parameters which define the distributions of these defects were optimized to fit the broad
set of eMSM data (see Fig. 5.7) and the MSM data with a pulse into accumulation before recovery
(see Fig. 5.8). While there is certainly no unique solution for such an optimization for a subset
of the experimental data, capturing all experimental data with one and the same set of defects
is quite remarkable. This set of defects, obtained by Monte Carlo sampling of the calibrated
distributions, inherently covers the features of the two components of BTI: During the stress
phase, defects of both models charge, however, the subsequent pulse into accumulation mainly
discharges defects of the 4-state NMP model because of their pronounced bias dependence, see
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first recovery points of each recovery phase of the eMSM experiment are com-
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traces are well captured by the TCAD simulations. Tech. A. After [GRC15].
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Subsection 3.4.2. The remaining degradation is mostly due to defects modeled with the field-
dependent thermal transitions (see Subsection 3.3.2), in accordance with the quasi-permanent
part observed experimentally, see Fig. 5.8.

These distributions of the two models are visualized in Fig. 5.9 for the 4-state NMP defects
and in Fig. 5.10 for the defects described by the field-dependent thermal transition. Based on
these distributions, single defects were obtained by sampling in a Monte Carlo fashion. On these
large devices, many of these defects contribute to the degradation, resulting in smooth traces of
both measured and simulated ΔVth, accordingly. Due to the amorphous nature of the oxide, each
defect has an individual configuration, thus, the CC diagram of each defect is different (Fig. 5.9
and 5.10, left). This leads to a broad distribution of capture and emission time constants (Fig. 5.9
and 5.10, right). From the simulations, CET maps and activation energy maps can be constructed
by considering the equilibrium occupancy difference a of each defect defined as

a = p(VG,H) − p(VG,L) (5.2)

with its occupation probability p given in Eq. 3.53 and its impact on Vth, see Eq. 3.65. The
resulting densities where the defects are weighted by these two factors and plotted according to
their time constants and activation energies are shown in Fig. 5.11. Note that the very broad
distribution of time constants was verified by experimental studies with highly temperature ac-
celerated tests [180]. The simulated CET map agrees well with the CET map constructed from
the experimental data (see Fig. 5.12), which is a direct consequence of the agreement of the
corresponding ΔVth traces presented in Fig. 5.7.
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Figure 5.10: Similar to Fig. 5.9, the distributions of the defects modeled with
the field-dependent thermal transitions are shown here in CC diagrams (left) and
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Quite contrary to the 4-state NMP defect which represent the recoverable com-
ponents, the defects here tend to long emission time constants which is charac-
teristic for quasi-permanent defects. Still, usually there is a overlap of the widely
distributed time constants, making a separation difficult. Tech. A. After [GRC15].
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5.4.3 Modeling with Comphy

The full set of experimental data presented in the previous subsection was also simulated with
Comphy. Similar to the TCAD approach, the recoverable component is described with an NMP
model and the quasi-permanent component is described with field dependent thermal transitions.
For this, the device electrostatics and the oxide parameters were adjusted in Comphy according to
the technology, followed by an optimization of the defect parameters, see Fig. 5.13. Compared
to the optimization of the models in TCAD, the number of parameters is much smaller which
makes the optimization less complex. Despite the smaller solution space, a good fit was obtained
for the full set of eMSM data, see Fig. 5.14. In order to further verify the defect properties
extracted with Comphy, the MSM data set with the pulse into accumulation was simulated as
well, see Fig. 5.15. Small deviations are visible for the quasi-permanent component because of
the variability in the experimental data [GRC15]. Note that this could be easily accounted for in
the Comphy simulations as it was done in the TCAD simulations to get a better agreement. That
said, the simulation results with Comphy are very convincing throughout all stress conditions
and recovery times, indicating that the gist of the degradation mechanisms is well described with
the limited number of model parameters, see Table 5.5.

In the same way as for the TCAD simulations, the CET map can be computed based on the
calibrate Comphy device. This is done for the same stress conditions as for the TCAD device
(see Fig. 5.11), and in accordance with the good fit to the ΔVth data in the stress and recovery
traces, the maps are very similar as well (see Fig. 5.16).

With an accurate physical description, the degradation for various stress scenarios can be
accurately predicted. In Fig. 5.16, we explore the degradation of Tech. A for stress times up to
1 × 1010 s. In line with the experimental data, the technology does not fulfill the lifetime criterion
of 30 mV after 10 years at elevated temperatures. However, at room temperature, this criterion is
easily met. A very interesting feature in this data is the increase of the slope around ts = 1 × 104 s
for particular stress conditions. For example, this behavior is visible in the experimental data for
stress with VG = −1.7 V and T = 170◦C. At these stress voltages, the contribution of the
recoverable component is rather weak, however, accelerated temperatures strongly activate the
quasi-permanent component2. This is well reproduced by the Comphy simulations using the
2-state NMP model and the double-well model.
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Figure 5.13: The band diagram of the pMOSFET at flat band conditions, cali-
brated with Comphy. The 2-state NMP defects (circles) are distributed slightly
below the valence band edge of the Si channel. The CC diagram with the mean
parameters of the double-well model is shown in the inset. Tech. A. After [GRJ2].

2This is in line with the observations and models presented by Jeppson and Svensson already in 1977 [53].
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Figure 5.14: The degradation during all stress and recovery phases of an eMSM
experiment (circles) on a log-log plot to properly show all features of ΔVth for
various NBTI conditions. Each phase is shown from 0.1 µs up to the duration
given below. In addition to the total degradation (top), the simulation results
of the 2-state NMP (middle) and the double-well (bottom) are also shown, rep-
resenting the recoverable and the quasi-permanent part, respectively. Tech. A.

After [GRJ2].
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Figure 5.15: To verify the contribution of the quasi-permanent component, the
measured recovery trace (circles) after a stress phase followed by a short pulse
into accumulation was simulated with the calibrated Comphy device (lines). For
all combinations of stress times and pulse times, good agreement is obtained,
verifying the contribution of the double-well model (dashed lines) which repre-
sents the quasi-recoverable component. Note that there is some variability in the
experimental which causes small deviations for some stress conditions [GRC15].

Tech. A. After [GRJ2].
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5.5 Recoverable BTI of High-κ Devices

The separation of the two components of BTI was discussed in the previous section for a tech-
nology with a simple single-layer technology (commercial 130 nm SiON technology (Tech. A)).
Next, the instabilities of a 14 nm high-κ FinFET technology (process 2) (Tech. C2) will be inves-
tigated. In general, high-κ technologies show pronounced degradation for positive stress voltages
as opposed to plain SiO2 technologies which typically barely degrade at these conditions [181].
Thus, high-κ technologies are suitable to verify the following:

Assuming that pre-existing oxide defects are the common underlying cause of the recoverable
component of both NBTI and PBTI, it must be possible to describe the degradation of pMOSFETs
and nMOSFETs of the same technology consistently by the same physical defect parameters for
both stress polarities.

Using a dedicated measurement technique to obtain the recoverable component of PBTI and
NBTI, we will show that this assumption holds for the 4-state NMP model by simulating all
four combinations of N/PBTI on n/pMOSFETs with one and the same set of oxide defects, see
Fig. 5.17 [GRC16].
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Figure 5.17: Concept of unified modeling of BTI: The simulation of the re-
coverable component of all four cases (P/NBTI on p/nMOSFETs) with a single
consistent set of pre-existing oxide defects provides accurate calibration of the

physical model parameters and corroborates its validity.

5.5.1 Experimental Data

Similar to the pulse into accumulation after stress (see Subsection 5.4.1) we utilize the distinct
bias dependence of the two degradation mechanisms to separate the recoverable and the quasi-
permanent component of BTI. The schematic measurement procedure is depicted in Fig. 5.18:
While there is a drift of the quasi-permanent component, the recoverable component can be
reproduced by subsequent measurements on the same device. This is shown in Fig. 5.19 where
the recoverable component after a stress phase at VG = −1.25 V is measured multiple times
on the same device. Despite a change in the permanent component, the recoverable component
is very similar throughout this experiment and only increases slightly after an additional stress
phase at pronounced PBTI conditions.

Following the scheme presented in Fig. 5.18, a broad set of MSM data was obtained on
Tech. C2 with gate voltages between −1.5 and +1.5 V on both p and nFinFETs for various stress
times. Note that the experiments were conducted on 220 devices in parallel to obtain the mean
BTI response of this technology.
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Figure 5.19: An example for measurements obtained following the scheme pre-
sented in Fig. 5.18. The recoverable component (blue, obtained after subtracting
the quasi-permanent component Pmin) stays constant for subsequent measure-
ments on the same device, independent of intermediate stress phases with vari-
ous stress times ts and gate voltages of both polarities (sections marked with red

background). Tech. C2. After [GRC16].

5.5.2 Unified TCAD Simulations

For accurate simulation of oxide defects, the FinFET devices were calibrated with 3D TCAD
simulations based on the doping and the gate stack parameters. A good fit was obtained for the
experimental IDVG curves, see Fig. 5.20.

Following the scheme presented in Subsection 3.4.2, the distribution of the 4-state NMP
model parameters was extracted by simultaneous optimization of all four cases of BTI, see
Fig. 5.17. For this extraction, constant defect densities were assumed in the HfO2 and in the
SiO2 layers, respectively, each with an independent set of defect parameters. Note that some
studies indicate that there are more than this one distribution of defects in each of these oxide
materials:

• In HfO2, defects with a deep trap level have been reported. However, these defects barely
contribute at the investigated stress conditions [GRJ2].

• In SiO2, defects with a shallow trap level are inferred from RTN studies [100] and from
MSM experiments on particular technologies [181]. However, typically they have very low
defect densities and their contribution is overshadowed by defects in the HfO2 [GRJ2].
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Thus, the degradation due to pre-existing oxide defects of Tech. C2 can be well captured with
one dominant defect distributions in each material, depicted in Fig. 5.21 for pFinFETs and in
Fig. 5.22 for nFinFETs.
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Figure 5.20: The FinFET device simulted with TCAD tools, the geometries
are given in Subsection 5.2.3 (left) and the corresponding IDVG curves on both
n and pFinFETs (right). A good fit of the simulated electrostatics (lines) to the
experimental data (circles) is a necessary prerequisite for accurate physical defect

modeling. Tech. C2.
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Figure 5.21: The band diagrams of the pFinFET devices for three different gate
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Figure 5.22: The same as in Fig. 5.21, but for nFinFET devices. Tech. C2.
After [GRC16].
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The extracted defect levels and concentrations in the HfO2 and SiO2 layer are listed in Table
5.3. Note that the defect concentrations in both materials agree very well with the values ob-
tained from Comphy simulations of various technologies (see Table 5.1). Also the distribution
of the trap level in HfO2 is in line with typical values [GRC2, GRJ2]. Only the trap level of
defects extracted in SiO2 is slightly higher compared those studies. This might be related to the
processing of this very thin interfacial layer with low thermal budget [GRJ2].

Table 5.3: Distribution of the trap level and the defect concentration in the HfO2
and SiO2 oxide determined for Tech. C2 [GRC16].

ET σET NOT

SiO2 −0.78 eV 0.35 eV 0.9 × 1020 cm−3

HfO2 0.66 eV 0.43 eV 2.9 × 1020 cm−3

The resulting degradation obtained with the extracted distributions are in good agreement for
various stress times (see Fig. 5.23) and gate voltages (see Fig. 5.24). While there are some minor
deviations to the experimental data at short stress times, the capability of the 4-state NMP model
to capture the essence of the recoverable component consistently and in a unified manner for all
cases of BTI demonstrates its capability to describe the degradation of pre-existing oxide defects.
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5.5.3 Contributions of Shallow HfO2 and Deep SiO2 Defects

The results presented in the previous subsection show that the recoverable component of BTI
can be described consistently for Tech. C2 considering defects in HfO2 with shallow trap levels
complemented by defects in SiO2 with deep trap levels. However, experimentally only the to-
tal degradation was obtained, raising the question whether the simulations correctly reproduce
the respective contributions of the two oxide materials to the total ΔVth. The total recoverable
component for BTI conditions and the respective contributions of the two oxide layers is shown
in Fig. 5.25, simulated with the calibrated 4-state NMP defects. This graph shows that PBTI of
pFinFETs is dominated by defects in the SiO2 while it is dominated by defects in HfO2 in nFin-
FETs. This striking feature will be investigated and verified by experiments in the following.
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Figure 5.25: The recoverable component of BTI simulated with the calibrated 4-
state NMP model with contributions from defects in HfO2 (blue) and SiO2 (red)
for pFinFETs (left) and nFinFETs (right). Consistent with the very weak degra-
dation of plain SiO2 technologies, PBTI on nFinFETs is governed by defects in
HfO2. The degradation of pFinFETs at NBTI, on the other hand, origins from

defects in SiO2. Tech. C2. After [GRC16].

Experimentally, two differences are to be expected between defects in the HfO2 layer and in
the interfacial SiO2 layer:

• Difference in time constants: The minimal capture time constants of defects will be shorter
for defects in SiO2 because of the higher tunneling probability, compare Eq. (3.45).

• Difference in step heights: On average, the impact of charges on Vth will be larger for
defects in the SiO2 layer of Tech. C2 for electrostatic reasons, compare Eq. (3.65).

Difference in Time Constants

The abovementioned peculiarity is in line with the calibrated 4-state NMP defects as shown in
Fig. 5.26: Experiments as well as simulations show that PBTI is more pronounced on pFinFETs
compared to nFinFETs for short stress times while the opposite is the case for long stress times.
The simulations show that this peculiarity is due to fast defects in SiO2 which barely contribute
on nFinFETs where most of these defects are already neutral before the stress experiment. This
is evident in the band diagrams of the pFinFETs (Fig. 5.21) and nFinFETs (Fig. 5.22): Initially,
the defects are charged roughly according to the steady-state case with VG = 0 V. Because of the
difference in the Fermi level, this means that some of the defects in SiO2 are positively charged
on pFinFETs while nearly all these defects will be neutral on nFinFETs. During PBTI stress the
positive defects in SiO2 can be neutralized causing the recoverable degradation on pFinFETs.
This mechanism is negligible on nFinFETs which are dominated by the defects in the HfO2 with
larger time constants.
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Figure 5.26: Analysis of PBTI stress with VG = 1.25 V and T = 125◦C.
Left: The recoverable component of PBTI recorded on pFinFETS and nFinFETs
after varying stress times ts. Right: The same data but only the first recovery
point of each trace to estimate of the degradation during stress (circles in the left
panel) and the recovery after ts = 1 ks (circles in the right panel). The peculiar
crossing point around ts ≈ 1 s where the degradation of the pFinFETs exceeds
the degradation of nFinFETs can be understood based on the simulations (lines):
Due to the contribution of the tunneling probability, the minimum capture time
constants of defects in the interfacial SiO2 layer (dash-dotted) are on average
smaller compared to the time constants of defects in the HfO2 layer. Therefore,
pFinFETs (governed by defects in SiO2) degrade quickly while the degradation

of nFinFETs (governed by defects in HfO2) is delayed. Tech. C2.

Difference in Step Heights

The differences in the average impact of defects in the HfO2 and SiO2 layer are studied based on
the variability. To obtain the mean step height η and the number of active defects N after BTI
stress, we measured more than 1100 small devices3, again for all four combinations of BTI, and
applied the defect centric analysis (see Section 3.2). All predictions4 of the simulations with the
4-state NMP model agree with the experimental observations:

• In the simulations, PBTI is governed by defects in HfO2 on nFinFETs and by defects in
SiO2 on pFinFETs, see Fig. 5.25. Experimentally, η of nFinFETs is smaller compared to
pFinFETs for all cases of PBTI stress, see Fig. 5.27 and 5.28. This is a consequence of the
smaller step height of defects in HfO2 because their electrostatic impact is scaled by the
distance to the channel interface.

• In the simulations, some defects in the HfO2 of pFinFETs capture charges at PBTI con-
ditions with time constants roughly above 1 s which is not the case for nFinFETs, see
Fig. 5.26. Experimentally, η decreases from 1.34 mV (ts = 1 s) to 1.22 mV (ts = 100 s) on
pFinFETs while it increases from 0.75 mV (ts = 1 s) to 0.88 mV (ts = 100 s) on nFinFETs,
see Fig. 5.27 and 5.28. In perfect agreement, defects with small step heights (in HfO2) are
charged in this interval on pFinFETs, thus, the average step height of these devices con-
verges towards the average step height of nFinFETs which were governed by defects in
HfO2 for all stress times.

• In the simulations, NBTI of pFinFETs is dominated by defects in SiO2 while on nFin-
FETs defects in the HfO2 and SiO2 contribute in a roughly similar manner, see Fig. 5.25.
The largest value of η of all experiments is obtained from NBTI on pFinFETs while η of
nFinFETs after NBTI stress is well in the middle of all values, see Fig. 5.29.

3Devices of Tech. C2 with 2 FinFETs in parallel as opposed to 220 FinFETs in parallel to study the means.
4Note that such experimental data was not available at the time of publication of [GRC16].
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Figure 5.27: Probit plot showing the distribution (mean µ, standard deviation
σ) of the threshold voltage shifts ΔVth of 126 pFinFETs (left) and 125 nFinFETs
(right) after 1 s of PBTI stress (VG = 1.25 V and T = 125◦C). The distribution
is shown without recovery (red, measurement delay of 50 µs) and after 100 s
recovery (blue). The mean step height η and the number of active defects N
are deduced from these distributions using the defect centric analysis [109]. A
smaller η is obtained for nFinFETs which confirms that they are governed by
defects in HfO2, opposed pFinFETs which are governed by defects in SiO2 at

these stress conditions, see Fig. 5.25. Tech. C2.
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Figure 5.28: The same as in Fig. 5.27 but for 234 pFinFETs (left) and 234
nFinFETs (right) after 100 s of PBTI stress (VG = 1.25 V and T = 125◦C).
Compared to the result after 1 s stress in Fig. 5.27, η of pFinFETs is slightly
smaller because of slow defects capturing charges in HfO2. This is not the case

for nFinFETs, in line with the simulations, see Fig. 5.26. Tech. C2.
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Figure 5.29: The same as in Fig. 5.27 but for 189 pFinFETs (left) and 227
nFinFETs (right) after 100 s of NBTI stress (VG = −1.25 V and T = 125◦C). At
these stress conditions, the degradation of pFinFETs is dominated by defects in
SiO2. The largest values for η are obtained, in agreement with the simulations,

see Fig. 5.25. Tech. C2.

5.6 Full BTI of High-κ Devices

After understanding the contributions of the recoverable and the quasi-permanent component on
plain SiO2 devices (see Section 5.4) and verifying the origin of the recoverable component in
high-κ devices (see Section 5.5) we will now investigate the total degradation of high-κ devices.
For this, the NBTI and PBTI responses of a commercial 28 nm high-κ technology (Tech. B) will
be studied, the defect distributions will be extracted with Comphy, and the lifetime projections
will be compared to power law extrapolations.

5.6.1 Experimental Data

For the extraction of the parameters of Tech. B with Comphy, conventional eMSM measurements
were conducted: On pMOSFETs, the NBTI response was recorded for two stress voltages and
two temperatures with a measurement delay of 10 ms, stress times between 0.1 s and 6.3 ks,
and recovery times of up to 5 ks. Similarly, on nMOSFETs, the PBTI response was recorded,
but with three stress voltages and with extended stress and recovery times up to ≈ 100 ks. In
order to verify the lifetime projection with Comphy, further experiments were conducted at PBTI
conditions with VG = 1.8 V and T = 25◦C, complementing the eMSM data:

• MSM experiments with ultra fast IDVG measurements after the stress phase with stress
times starting from 10 µs and a measurement delay of 1 µs.

• To extend the eMSM data for longer stress times, an nMOSFET was measured for three
months of stress, interrupted by short IDVG measurements to monitor Vth.
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5.6.2 Parameter Extraction with Comphy

Similar to the optimization described in Section 5.4, Comphy was calibrated to the eMSM data
for PBTI and NBTI. This was done for pMOSFETs and nMOSFETs simultaneously with the
same defect parameters to ensure unified modeling of BTI: Since the processing of the oxide for
p and nMOSFETs is similar for Tech. B, physical defects with the same properties must explain
BTI in both types of devices consistently. In line with the study presented in Section 5.5, the
defects which constitute NBTI on pMOSFETs were found to be inactive at PBTI conditions
on nMOSFETs. Vice versa, the defects extracted on nMOSFETs of Tech. B were found to not
contribute to NBTI on pMOSFETs. Note that the latter depends on the exact alignment of the
trap levels to Fermi energies, hence, there can be a minor interplay for some technologies at
elevated stress conditions, see Section 5.5.

In summary NBTI on pMOSFETs was found to be governed by

• defects in SiO2 with a deep trap level (dominant),

• defects in HfO2 with a deep trap level (minor), and

• quasi-permanent degradation

PBTI on nMOSFETs was found to be governed by

• defects in SiO2 with a shallow trap level (minor) and

• defects in HfO2 with a shallow trap level (dominant)

In Comphy simulations of this technology, the oxide is considered to be the same for n and
pMOSFETs and all five types of defects were considered at all times, accordingly. The band
diagrams in Fig. 5.30, left, show the dominant defect types for the respective devices.

The eMSM data, together with the Comphy simulations considering all five types of defects is
shown in Fig. 5.30, right. For small ΔVth the log-log plots bring out minor deviations after PBTI
stress. This is probably related to deviations of the capture cross sections, tunneling mass, and
other oxide material parameters of Tech. B which, for simplicity and consistency of the presented
Comphy studies, were assumed to be the same across all technologies (see Section 5.1).

5.6.3 Lifetime Extrapolation

In this subsection, the lifetime simulated with Comphy is compared to simple power law extrap-
olations. Despite the quantitative difference of these two approaches, which will be discussed
in the following, it should be noted that the power law description is a very useful tool as such:
Despite its simplicity, it often gives reasonable estimates for the lifetime of devices. However,
it will be elaborated that an unambiguous extraction of the power law time dependence n does
not exist, making lifetime extrapolations vague. Throughout the discussion of these details one
should keep in mind the substantial difference between simulations with Comphy and the power
law extrapolations: Physical simulations with Comphy allow for exploration, which is not only
limited to arbitrary AC and DC stress signals in both temperature and voltage; Even impacts of
processes and gate stack engineering is inherently captured with this approach [GRJ2].
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PBTI Lifetime

The p and nMOSFETs of Tech. B, calibrated with the eMSM data as described above, are now
used to simulate PBTI and NBTI for stress times from µs up to 10 years. First, PBTI will be
investigated. Here we have recorded additional measurement data to complement the eMSM
experiment, see Subsection 5.6.1. The resulting measurement data spans 12 decades in time and
is in good agreement with the Comphy simulations, see Fig. 5.31. Furthermore, PBTI for the
other temperatures and stress voltages is captured well with the same set of oxide defects. For
these simulations, it is important to account for the reduction of the electric field due to the oxide
charges in a self-consistent manner, see Subsection 4.1.5. Thus, the SCP mode is used in the
Comphy simulations. For NBTI as well as for PBTI a power law time dependence of n = 0.16 is
frequently suggested [182]. As shown in Fig. 5.31, left, such a power law extrapolation describes
the experimental data very well for stress times between 1 s and 1 ks, however, fails to describe
the experimental data for shorter and longer stress times [GRJ2]. One could argue that the data
for long stress times can be described with a smaller n, and in fact, the Comphy simulations may
slightly overestimate the saturation for very long stress times. However, again, this is rather an
issue of slight deviations of the general oxide material parameters for Tech. B (see Section 5.1),
and even the data for very long stress times exhibits some saturation (see Fig. 5.31, left). In order
to quantify the deviations in the lifetime extrapolation of these two approaches, a 30 mV lifetime
criterion is applied for both, Comphy simulations and power law extrapolations, see Fig. 5.31,
right. For this, the calibrated nMOSFET was simulated in Comphy for various stress voltages. On
this data, the power law was fitted between ts = 0.1 s and 100 s which yields roughly n = 0.16,
see Fig. 5.31, left. In general, the extrapolation with the power-law underestimates the lifetime,
compared to the prediction with Comphy.
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Figure 5.31: PBTI lifetime analysis of high-κ nMOSFETs. Left: The first re-
covery points of the eMSM traces (circles) presented in Fig. 5.30, top, are plotted
as a function of the stress ts together with the data from fast MSM measurements
(squares, measurement delay of 1 µs) and a three months stress study (diamonds).
The Comphy simulations, considering the reduction of the electric field self-
consistently in the SCP mode (thick lines), reproduce the data for all 12 decades
in time and for different temperatures and stress voltages with the exactly same
model parameters. The power law extrapolation is plotted as a reference with the
frequently suggested n = 0.16 [182] which describes the data well for moderate
stress times but fails to describe the data for short and long stress times. Right:
The lifetime with a 30 mV criterion as a function of the gate voltage for two tem-
peratures, reflecting the deviation of the power law extrapolation (dashed lines)
from to the Comphy simulations (solid lines) due to the non-linear increase of

ΔVth on log-log plots for long stress times. Tech. B. After [GRJ2].
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NBTI Lifetime

Similar to the analysis of PBTI above, we will now investigate the lifetime predictions of Comphy
for NBTI stress on the previously calibrated pMOSFET devices of Tech. B and compare it to
estimates with the power law description. One major difference between NBTI and PBTI on
high-κ technologies lies in the recovery behavior, visible in Fig. 5.30: PBTI is governed by
defects in the HfO2 whose minimal time constants are larger compared to defects in SiO2 which
are mainly responsible for NBTI. As a consequence, there is no substantial recovery immediately
after PBTI stress, while NBTI is known to recovery already after nanoseconds [76]. Accordingly,
the simple estimate of the degradation during stress by taking the first recovery point of eMSM
measurements as done for PBTI (see Fig. 5.31) is not possible for NBTI. Conveniently, the full
eMSM measurement procedure can be simulated with Comphy, including the recovery phases
and the measurement delay. This allows reconstructing the degradation during NBTI stress from
the data as shown in Fig. 5.32, left. The ambiguity of the extracted power law time dependence n
can be demonstrated based on these observations: While the real degradation at NBTI stress can
never be measured directly with these techniques [76], the n obtained from MSM data strongly
depends on the measurement delay, see Fig. 5.32, right. This was experimentally verified in the
literature [24, 25].
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Figure 5.32: NBTI lifetime analysis of high-κ pMOSFETs. Left: Due to the fast
recovery after NBTI stress with an onset in the sub nanoseconds regime [76],
the eMSM data (circles) is not a valid estimate of the degradation during stress.
However, the simulation of the full measurement procedure with Comphy includ-
ing the measurement delay (crosses) enables a reconstruction of the degradation
during stress (thick lines) based on eMSM data. While a simple power law ex-
trapolation with n = 0.16 [182] would have been obtained from the data with
the measurement delay, this is obviously not the real power law time dependence
of the device. Right: The dependence of the extracted n on the measurement
delay is demonstrated based on NBTI simulations. The extracted power law time
dependence varies between n ≈ 0.1 for zero measurement delay and n ≈ 0.17 if

measured with a delay of 0.1 s. Tech. B. After [GRJ2].

Same as for PBTI we now can apply a 30 mV lifetime criterion to compare the results from
Comphy simulations with the estimations from power law extrapolations. The latter is again
obtained by fitting to the simulated data for stress times between 0.1 s and 100 s. This gives
roughly n = 0.16 for a measurement delay of 1 ms and, coincidentally, in a very good agreement
with Comphy simulations, see Fig. 5.33.



92 Chapter 5. Experiments and Simulations

−2.0 −1.8 −1.6 −1.4 −1.2 −1.0
VG [V]

100

103

106

109

ti
m

e
fo

r
Δ

V t
h
=

30
m

V
[s

]

10 years

Comphy
power law, tdelay = 1 ms

power law, tdelay = 0.1 s

T = 25◦C
T = 50◦C

Figure 5.33: The NBTI lifetime of high-κ pMOSFETs with a 30 mV criterion
as a function of the gate voltage for two temperatures. The results from simula-
tions with Comphy (solid lines) are compared to power law extrapolations based
on data with 0.1 s (dotted lines) and 1 ms recovery (dashed lines). The latter
corresponds roughly to n = 0.16 and is in good agreement with the Comphy
simulations. However, extrapolations based on data with longer measurement

delay gives pessimistic lifetime estimations. Tech. B. After [GRJ2].

5.7 Gate Stack Engineering and Anomalous BTI

With the Comphy framework fully established and verified above, we now will investigate dif-
ferent process splits of Tech. D. This technology targets the peripheral logic in DRAM chips and
is quite different compared to the usual logic technologies because of the distinct DRAM pro-
cessing flows with a thick ISSG SiO2 oxide. The study of Tech. D is interesting for two reasons:
First, we will verify that the physical modeling approach presented in the previous sections can
be applied to this kind of devices and we will investigate the differences of the extracted physical
properties. Secondly, the direct comparison between the process splits of this technology (see
Subsection 5.2.4) allows for a constrained analysis of the impact of the individual oxide layers
on the degradation. In short, Tech. D1 has a plain SiO2 oxide, Tech. D2 has a HfO2 layer on top
of the SiO2 layer, Tech. D3 has the same high-κ stack with an additional Al2O3 layer on top, and
in Tech. D4 the Al2O3 layer was selectively removed.

5.7.1 Experimental Data

The extraction of all defects parameters with Comphy will again be based on eMSM data. On
each process split, we conduct efficient measurements for both, NBTI on pMOSFETs and PBTI
on nMOSFETs: 12 cycles of eMSM with stress times ranging from ts ≈ 2.3 s up to 1.3 ks and
recovery times up to 100 s. About four different stress voltages are studied for each device with
electric fields between 5 MV/cm and 10 MV/cm, all at T = 125◦C.

5.7.2 Investigation of PBTI

The defects parameters are extracted with Comphy for all devices as described in Subsection 5.1.1.
First, we will study the properties of the plain SiO2 process split of Tech. D (Tech. D1) to isolate
the impact of the SiO2 layer. In accordance with the study of SiO2 at PBTI stress in Section 5.6,
the degradation is found to be governed by pre-existing oxide defects with shallow trap levels.
Since these defects have a low defect concentration, the degradation is quite small. Still, they
have been already deduced from RTN [100] and BTI studies [181]. The corresponding measure-
ment data and the simulations results for Tech. D1 are shown in the top panel of Fig. 5.34.
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The extraction of the defects in the SiO2 oxide of the Tech. D1 now allows analyzing the
impact of the HfO2 layer of the SiO2 + HfO2 process split of Tech. D (Tech. D2) more accu-
rately because the additional low temperature ALD HfO2 process of Tech. D2 most probably
barely affects the defects in SiO2 with the shallow trap level. In line with the study of HfO2
in Section 5.6, the additional HfO2 layer Tech. D2 substantially changes the PBTI response: A
pronounced degradation is now observed which overshadows the impact of defects in SiO2 and
barely recovers, see Fig. 5.34. In fact, a slight degradation after long recovery can be observed.
This phenomenon is more pronounced in Tech. D3 and will be investigated in the following.

Three possible ways in which the very thin additional Al2O3 layer in Tech. D3 can affect its
PBTI behavior are discussed below:

• The Al2O3 layer itself is certainly not defect-free and, in general, charging of these defects
will considerably contribute to PBTI. However, Tech. D3 has a thick oxide and the electro-
static impact of the defects in the thin Al2O3 layer next to the gate is very small and, thus,
will be neglected, see Eq. (3.65).

• The processing of the ALD Al2O3 layer could affect the defects in the rest of the oxide
because of thermal activation and of diffusion of Al. This impact will be analyzed by
comparing to Tech. D4 were the Al2O3 layer is selectively removed and, in fact, minor
deviations to Tech. D3 are observed.

• The additional oxide layer inherently changes the device electrostatics and, most impor-
tantly, acts as a lever, enhancing the difference between the trap level of defects in the HfO2
and the Fermi level of the gate for elevated stress voltages. For this, the permittivity of the
Al2O3 layer between the gate and the HfO2 is crucial.

The last point is completely inherent and consistently covered in Comphy and its impact can
be simulated straightforward. As shown in Fig. 5.35, the change of the alignment of trap levels
and Fermi energy enhances hole capture from the gate during stress, in addition to the usually
observed electron capture from the channel during PBTI stress. These holes are released in
subsequent recovery phases, causing an anomalous positive shift of ΔVth. This observation is
in perfect agreement with the work of Toledano-Luque et al. which found anomalous PBTI
(see Subsection 1.1.6) to be “due to charge exchange between the high-k layer and the metal
gate” [32].

5.7.3 Investigation of NBTI

In the same way as for PBTI in the previous subsection, we will now extract and investigate the
defects which constitute NBTI on pMOSFETs of the process splits of Tech. D.

For plain SiO2 process split of Tech. D (Tech. D1), this extraction is straightforward, given
the detailed study of NBTI of plain SiO2 devices in Section 5.4. The resulting degradation with
deep level defects, corresponding to the recoverable component due to pre-existing defects, and
with double-well defects for the quasi-permanent component is presented in Fig. 5.36.

Following the same reasoning as in the previous subsection, also for NBTI the additional
layer in the Tech. D2 is considered to give a roughly independent additional component to the
total degradation. However, the defects in HfO2 barely affect the degradation of Tech. D2, except
from a very small positive shift of Vth during NBTI stress.

Finally, also the observations of NBTI on SiO2 + HfO2 + Al2O3 process split of Tech. D
(Tech. D3) are consistent with the PBTI study: The additional Al2O3 layer enhances the effect
of the positive shift of Vth during NBTI stress. Here, this effect is mostly overshadowed by the
degradation of defects in SiO2, however, subtle degradation reversal is observed in the experi-
mental data, see Fig. 5.38. This anomalous NBTI is due to electron capture from the gate.
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5.7.4 Summary and Lifetime

In this section, it was elaborated that the pronounced anomalous BTI seen in Tech. D3 is due to
the favorable alignment of the trap levels to the Fermi level of the gate, induced by the Al2O3
layer rather than due to diffusion of aluminum in the oxide. In line with the discussion in Subsec-
tion 5.7.2, the experimental data of the Tech. D4 corroborates the favorable alignment in energy
as the underlying cause: After selective removal of the Al2O3 layer, the anomalous BTI is re-
verted, see Fig. 5.39. This is in perfect agreement with the Comphy simulations with consistent
defect parameters across all splits of Tech. D, see Section 5.1 and Tables 5.4 and 5.5. Note that the
impact of charges in the Al2O3 itself as the responsible mechanism was excluded for electrostatic
reasons, see Subsection 5.7.2.
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Figure 5.39: The measured (symbols) and simulated (lines) degradation after
NBTI (circles) and PBTI (diamonds) stress. PBTI is typically negligible for plain
SiO2 technologies such as Tech. D1 (blue). For the investigated high-κ technolo-
gies Tech. D2 (green), Tech. D3 (orange), and Tech. D4 (red), PBTI is weak up
to elevated oxide fields of ≈ 9 MV/cm which facilitate electron capture of HfO2
defects in the Fowler-Nordheim tunneling regime. Anomalous BTI is apparent as
Tech. D3 shows the smallest degradation for oxide fields of around 8 MV/cm and
in the case of PBTI even becomes negative. After the selective removal of Al2O3

in Tech. D4, this behavior is reverted. After [GRJ2].

Finally, the lifetimes are simulated with the calibrated Comphy devices of Tech. D in the
same way as presented in Section 5.6. A peculiar feature here is that Tech. D3 shows good
NBTI lifetime performance because some regular degradation is compensated by the anomalous
electron trapping from the gate, see Fig. 5.40.
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Figure 5.40: All splits of Tech. D meet the reliability target of 30 mV degradation
after 10 years for oxide fields up to ≈ 7 MV/cm. For larger oxide fields, Tech. D2
(green) and Tech. D4 (red) show similar lifetimes. The lifetime of Tech. D1
(blue) is beyond this scale for PBTI. Interestingly, Tech. D3 shows the best NBTI
lifetime because some hole trapping from the channel is compensated by electron

trapping from the gate. After [GRJ2].

5.8 AC and Frequency Dependence

The simulations of arbitrary stress signals with Comphy is demonstrated here for a sawtooth
signal which was measured on the commercial 130 nm SiON technology (Tech. A) and calibrated
in in Section 5.4. As shown in Fig. 5.41, the measured degradation is well reproduced.
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Figure 5.41: A sawtooth stress signal with a frequency of 500 Hz is applied on
a pMOSFET of Tech. A for ts = 10 ms (left) and the subsequent recovery (right)

is measured (circles) and simulated (lines). After [GRJ2].

5.8.1 2-State Frequency Dependence

For periodic signals, a very efficient computation methodology was presented in Section 4.5
which allows to accurately simulate long-term BTI degradation with high-frequency AC stress.
In Fig. 5.42, the stress data measured on pMOSFETs of Tech. A for frequencies in the range
of 0.02 Hz up to 2 MHz is compared to the Comphy simulations. The trend for frequencies up
to 2 kHz is well reproduced. In this range, the frequency dependence is dominated by charge
trapping of the last stress period: For digital AC stress with the frequency f and a duty cycle of
0.5, the last stress phase is applied for ts = 1/(2 f ) before the measurement of ΔVth. Thus, all
defects with a capture time constant smaller than ≈ 1/(2 f ) will be charged which can constitute a
considerable degradation in particular for NBTI with its fast capture and emission time constants.
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Figure 5.42: The frequency dependence of digital AC stress (first half period
low, second half period high) measured on multiple pMOSFETs of Tech. A for
each frequency f to reduce uncertainty due to device-to-device variability (cir-
cles). The Comphy simulations with the simple 2-state NMP model (line) re-
produce the frequency dependence up to f ≈ 2 kHz well, but saturates above
that. This indicates the additional frequency dependence due to metastable states
which can be considered effectively in 2-state models. The degradation after DC
stress is simulated and plotted as a reference (dashed line) with the same net

stress time as for the AC experiments.

5.8.2 Effective 3-State Frequency Dependence

The observation of the frequency dependence for high frequencies in Fig. 5.42 is in line with other
studies which support the mechanism of an inherent frequency dependence due to metastable
states [173]. This mechanism is also important for correct modeling of the duty cycle dependence
with its frequently reported “S-shape” [87, 90, 142]. The Comphy simulations of the pMOSFET
device previously calibrated for Tech. A, now with the effective 3-state frequency dependence (see
Subsection 4.3.4) using τc = 1 ms and τe = 1 µs, gives a good agreement to the experimental
duty cycle dependence of Tech. A, see Fig. 5.43.
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Figure 5.43: The relative degradation during NBTI AC stress as a function of the
duty cycle DTC is simulated with the calibrated Comphy pMOSFETs (Tech. A)
using the effective 3-state frequency dependence (lines) and compared to exper-
imental data of the same technology [90]. The frequently reported “S-shape” is
reproduced. Both, the degradation directly after stress (solid line) and the degra-
dation considering the measurement delay of 1 µs (dashed line) are simulated.

After [GRJ2].
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5.9 Summary of the Results

The key findings of the studies presented in this chapter will be reviewed in the following. All
defect distributions extracted with Comphy simulations are depicted in Fig. 5.44. The corre-
sponding technology details and parameters which define the electrostatics are listed in Table
5.4. Finally, the full list of defect model parameters is presented in Table 5.5.

5.9.1 Defects Responsible for BTI

In total, five characteristic defect distributions were extracted, two of which in HfO2 materials,
two in SiO2 materials, and one is ascribed to defects in the interfacial region of Si/SiO2:

• In SiO2, the dominant defects have deep trap levels.

• In addition, defects in SiO2 with a shallow trap level and a low effective defect concentra-
tion were verified.

• In HfO2, the dominant defects have shallow trap levels.

• In addition, defects in HfO2 with a deep trap level were extracted. Due to their energy
alignment, on Si technologies they only contribute to the degradation at particular condi-
tions.

• More phenomenologically, a distribution of thermal transitions was determined and mod-
eled with a field dependent double-well. This degradation is typically referred to as quasi-
permanent and ascribed to defect generation, interface state depassivation, or defect trans-
formation and is probably related to the relocation of hydrogen.

PBTI on Plain SiO2 Technologies

Historically, less attention was paid to PBTI because of its negligible impact on plain SiO2 tech-
nologies. Still, it was deduced from RTN studies [100] and reported at high stress fields [181].
Our calibrations show that the defects responsible for PBTI in SiO2 layers have a shallow trap
level which lies about 1 eV above the mid-gap of the Si channel. Its impact was clearly observed
on Tech. D1 because of the thick SiO2 layer but mostly overshadowed by defects on HfO2 on
high-κ technologies.

NBTI on Plain SiO2 Technologies

This phenomenon was already observed in 1967 [22] and intensively studied around the year
2000 where it became a severe reliability concern in scaled SiO2 technologies. In line with earlier
studies [GRC21], the responsible defects were identified with a defect level of about −1.4 eV
with respect to the mid-gap of the Si channel. While these defects constitute the recoverable
component of BTI, a pronounced quasi-permanent degradation is observed at NBTI conditions.
Its contribution is captured well with simple thermal transitions with an empiric field dependence
of the activation energies.

PBTI on High-κ Technologies

As opposed to plain SiO2 technologies, the degradation at positive stress voltages can be more
dominant on high-κ technologies compared to the degradation at negative stress voltages. The
responsible defects are situated in the HfO2 layer with defect levels of about 1 eV with respect to
the mid-gap of the channel. The shallow defects in the interfacial SiO2 layer of high-κ technolo-
gies barely contribute.
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NBTI on High-κ Technologies

Same as for NBTI on plain SiO2 technologies, defects in the SiO2 layer with a deep trap level
and the quasi-permanent component typically govern NBTI of high-κ technologies. Defects in
the HfO2 layer with a deep trap level can contribute, as discussed in the next subsection.

5.9.2 Anomalous BTI

An additional thin oxide layer which is adjacent to the gate and which has a lower permittivity
compared to HfO2 can enhance charge capture of defects in the HfO2 layer. This is because of
its effect on the energetic alignment of the Fermi level of the gate to the defects in the HfO2 layer
(see Subsection 1.1.6). The simulations with Comphy consistently describe this phenomenon as
charge trapping of defects in HfO2 with a deep trap level from the gate, see Section 5.7.

5.9.3 Lifetime Extrapolation

Simple lifetime assessments by linear extrapolation of degradation data on log-log plots may
give reasonable estimates for particular technologies and stress conditions. However, such power
law descriptions are prone to inaccurate determination of the time dependence n, in particular
for NBTI, see Subsection 5.6.3 and cannot predict the lifetime of more involved technologies
such as Tech. D where anomalous BTI is observed (see Subsection 5.7.4). Furthermore, this is
an agnostic method while lifetime estimations in the design of more stable technologies require
physical models.

5.9.4 Thermal Budget and Anneals

The impact of the thermal budget on the device properties can be manifold and is difficult to
grasp precisely. For example, thermal anneals of oxide stacks were found to induce scavenging
of the interfacial layer, strongly depending on the gate material during the anneal [183]. Still,
some trends are apparent in the extracted defect bands as presented below.

Impact on Defects in HfO2

In general, thermal anneals of high-κ stacks induce a positive shift of the effective trap level of
defects in the HfO2 layer [GRC2]. Consistently, the mean trap level of the shallow defects in
HfO2 of Tech. B and Tech. D4 is about 0.35 eV higher compared to the technologies without a
PDA, see Table 5.5.

Impact on Defects in SiO2

Quite the opposite to HfO2, the thermal anneal does have an impact on the defect concentration
of the pre-existing defects in SiO2 but does not substantially change their trap level. The tech-
nologies with an ISSG SiO2 layer (Tech. D) have a very low concentration of defects with deep
trap levels which is increased after the PDA (Tech. D4), approaching the high values obtained for
technologies with annealed RTO oxides. The role of hydrogen remains speculative at this point
and has to be elaborated.

5.9.5 Diffusion of Aluminum

The diffusion of Al into the HfO2 layer during an anneal was demonstrated for a technology very
similar to Tech. D [177]. The comparison of Tech. B and Tech. D4 indicates that the Al, which
remains in the HfO2 layer of Tech. D4 after the selective removal, induces a decrease of defects
densities with a shallow trap level and an increase of defects densities with a deep trap level.
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Chapter 6

Conclusions and Outlook

6.1 Conclusions

This thesis investigated recoverable BTI of MOS devices as a reaction-limited oxide charge trap-
ping process within the NMP theory and employed a phenomenological model to describe the
quasi-permanent component of BTI in two different frameworks:

• The full 4-state NMP model was implemented in a commercial TCAD software and com-
plemented by field-dependent thermal transitions.

• The 2-state NMP model was implemented in a concise Python modeling framework called
Comphy, short for “compact-physics” together with a simple double-well model.

While the former enabled the study of all details of charge trapping such as RTN and SILC,
the latter is much more efficient and, thus, enabled the study of the physical defect properties
of a broad range of technologies. In summary, with these two modeling frameworks we have
achieved the following:

• RTN, SILC, and tunneling currents were verified to be consistent with BTI as they are all
governed by charge trapping at oxide defects.

• We have extracted the characteristic oxide defect distributions in HfO2 and SiO2 oxides
for several different processes and listed all parameters used in the Comphy simulations.

• Unified modeling of all four combinations of PBTI and NBTI on pMOS and nMOS devices
was demonstrated.

• We have corroborated the correct lifetime prediction by experimental studies of commer-
cial high-κ technologies which span 12 decades in stress time.

• Efficient implementations of AC simulations with arbitrary signals were discussed and
demonstrated.

• We have verified and consistently modeled anomalous BTI due to charge trapping of oxide
defects which interact with carriers in the gate of MOS devices.

Thus, this thesis contributes to a better understanding and a more efficient modeling of BTI. This
can aid improvement of existing and development of future MOS technologies.
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6.2 Outlook

A profound understanding of BTI was established in this work for devices with Si channels and
SiO2 and HfO2 oxides. This physical foundation enables various studies in the still very complex
field of BTI research.

6.2.1 Extensions of the Comphy Framework

The Comphy framework and the accurately verified physical parameters enable detailed mod-
eling of the mean degradation during BTI stress. Extensions of this physical framework are
straightforward to make it more versatile.

Physical Modeling of Quasi-Permanent BTI

In particular, the gate-sided hydrogen release model improved the physical understanding of the
quasi-permanent component. Still, the defect creation, the depassivation of dangling bonds, and
the transformation of oxide defects is not fully understood and Comphy uses a simple double-well
model to capture these quasi-permanent contributions. Future studies should further elaborate the
mechanisms which contribute to the quasi-permanent component of BTI in order to improve or
replace the double-well model.

Modeling of CV Curves

CV curves comprise detailed information on defects and their time constants, in particular if they
are recorded for various measurement frequencies. Modeling the capacitance of MOS devices
and its distortion by defects is straightforward and should be implemented in Comphy.

Variability

A lot of work was done to understand the initial and the time-dependent variability of MOS de-
vices with small effective gate areas. Both the device-to-device variability as well as the process
dependent across-wafer variability is investigated in the literature. The modeling of single de-
fects sampled in a Monte Carlo fashion enables Comphy to deal with variability. This should be
elaborated in future studies.

Hot-Carrier Degradation

In actual circuits, a mixture of BTI and HCD is observed and their interplay is still controversial.
Once the physical mechanisms which are responsible for HCD are fully established, the descrip-
tion could be incorporated into the Comphy framework to model the degradation for various
drain voltages of MOSFETs.

6.2.2 Studies of Novel Materials and Structures

Novel technologies with 2D channel and oxide materials such as BP, MoS2, or hexagonal boron
nitride (h-BN) as well as devices with novel geometries such as nanowires suffer from severe
charge trapping. On the other hand, several technologies are designed to exploit these degradation
mechanisms, for example, resistive random-access memories (RRAMs) and physical unclonable
functions (PUFs). The results presented in this thesis may contribute to a successful transfer of
the knowledge gathered on Si technologies to these new applications.
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