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Abstract

An extended understanding of ion-solid interaction processes is of great interest in

many different research areas. Especially for weathering of the surfaces of planets,

moons and asteroids, many relevant effects that are caused by solar wind ions are

not yet completely understood and require more experimental research. Another

driver for the investigation of ion-solid interaction is nuclear fusion research. The

feasibility of this promising energy source of the future is strongly affected by the

interaction of plasma ions with wall materials of the reactor. Besides the erosion

of the wall, the implantation and retention of hydrogen in wall materials are also

important issues that still cause several challenges.

This thesis aims to investigate ion-solid interaction effects to increase the under-

standing of both space weathering and nuclear fusion research. For this purpose,

the sputtering due to ion bombardment as well as H retention were investigated by

performing experiments and numerical simulations.

The sputtering behavior of wollastonite (CaSiO3) as an analog material for the

surfaces of the Moon and Mercury was measured in detail using the quartz crystal

microbalance technique. The sputtering yields of the major solar wind components H

and He could be quantified precisely and for the first time, an extensive study of the

angular dependence of the sputtering yield was performed. Sputtering was simulated

with the program SDTrimSP and the used input parameters were optimized to allow

consistent prediction of sputtering yields, which will be helpful for future studies.

Furthermore, potential sputtering of both He2+ and multiply charged Ar ions was ex-

amined. The observed dynamic behavior could be connected to potential sputtering

and subsequent depletion of O near the surface. Based on the experimental findings

of He2+, the total effect of solar wind potential sputtering could be calculated to

give an overall sputtering increase of about 40%, which underlines the importance

of this effect for space weathering.

As a special case, space weathering of the Martian moon Phobos by O ions from the

Martian atmosphere was also investigated experimentally and numerically. In this
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context, thin films of the mineral augite ((Ca,Mg,Fe)2Si2O6) deposited on a quartz

crystal microbalance were used as an analog for the surface of Phobos. Sputtering

yields for both atomic and molecular O ions could be quantified at different energies,

revealing significant signs of O implantation in the material. The sputtering yields

by O ions were found to be 50% smaller than in previously published models, but

the presented findings still show the importance of planetary O ions for the erosion

of the Mars-facing side of Phobos.

In the area of nuclear fusion research, this thesis explores new experimental ap-

proaches of measuring H isotope retention in the reactor wall material W. Nuclear

Reaction Analysis with 15N ions was applied to perform precise depth profiling of

H in a W film sample. However, the 15N irradiation was found to significantly alter

the retention behavior, which led to a complete absence of gas-filled blisters in the
15N-irradiated areas. The observations could be explained by the additional damages

in the W film that were caused by the probing ion beam. The results achieved in

this context are not only relevant for the investigation of H retention by ion beam

analysis itself, but also for re-deposited W layers in a nuclear fusion reactor. The

damages from neutrons created during the fusion process could significantly alter

how H isotopes are retained in these layers. A second ion beam analysis method,

Elastic Recoil Detection, proved to be better suited for monitoring D depth profiles.

H and D concentrations can be measured at different depths at the same time,

providing more detailed insights into H isotope retention and desorption than other

techniques. This could be shown for the case of D implanted in W, but Elastic Recoil

Detection will also represent a powerful tool for further similar analysis.

In this thesis, new insights for both space weathering and plasma-wall interaction

research could be achieved. Sputtering and hydrogen retention behaviors could

be investigated in both experiment and simulation with the aim of increasing the

understanding of the relevant ion-solid interaction effects. Both the applicability of

different experimental approaches as well as the usage of the simulation program

SDTrimSP discussed in this thesis will surely give a connection point for future

studies in planetary science and fusion research.
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Kurzfassung

Ein tieferes Verständnis der Ionen-Festkörper-Wechselwirkung ist in mehreren For-

schungsbereichen von großem Interesse. Vor allem im Zusammenhang mit der

Verwitterung von Planeten-, Mond- und Asteroidenoberflächen ist eine Vielzahl

von Effekten, die durch Sonnenwindionen verursacht werden, noch nicht gänzlich

verstanden. Die Kernfusionsforschung stellt ein weiteres Forschungsfeld dar, welches

Untersuchungen im Bereich der Ionen-Festkörper-Wechselwirkung vorantreibt. Be-

sonders die effiziente Umsetzung dieser vielversprechenden Energiequelle ist stark

an das Verständnis der Interaktion zwischen Plasmaionen und Wandmaterialien des

Reaktors geknüpft. Neben der Erosion der Reaktorwand sind auch die Implantation

und Speicherung von Wasserstoffisotopen im Wandmaterial wichtige Themen, die

immer noch Herausforderungen darstellen.

Diese Doktorarbeit setzt sich zum Ziel, das Verständnis der Wechselwirkung von

Ionen mit Festkörpern sowohl im Bereich der Weltraumverwitterung als auch in der

Kernfusionsforschung zu erweitern. In diesem Zusammenhang wurden die Zerstäu-

bung durch Ionenbeschuss und die Wasserstoffspeicherung mit Experimenten und

begleitenden numerischen Simulationen erforscht.

Die Zerstäubung von Wollastonit (CaSiO3) als Analogmaterial für die Oberflächen

des Monds oder Merkurs wurde mit der Quarzkristallmikrowaagentechnik detailliert

untersucht. Die Zerstäubungsausbeuten der Hauptkomponenten des Sonnenwinds,

Wasserstoff und Helium, konnten präzise quantifiziert werden und es wurden erst-

mals ausführliche Winkelabhängigkeiten dieser Größen gemessen. Die Zerstäubung

wurde mit dem Programm SDTrimSP berechnet, wobei Simulationsparameter opti-

miert wurden, um die präzise Vorhersage dieser Größen zu ermöglichen, was auch

für zukünftige Untersuchungen hilfreich sein wird. Außerdem wurde die potenzielle

Zerstäubung durch zweifach geladene Helium- und mehrfach geladene Argonionen

untersucht. Das beobachtete dynamische Verhalten dieses Vorgangs konnte erfolg-

reich durch ein theoretisches Modell der präferentiellen Sauerstoffzerstäubung und

der damit verbundenen Verringerung des Sauerstoffanteils der Oberfläche erklärt

werden. Auf Basis dieser experimentellen Ergebnisse wurde der Anteil der potenzi-
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ellen Zerstäubung bei der Oberflächenerosion durch Sonnenwindionen berechnet.

Das Ergebnis ist ein Anstieg der Erosion um etwa 40%, was den wichtigen Beitrag

dieses Effekts zur Weltraumverwitterung unterstreicht.

Als ein Sonderfall der Weltraumverwitterung wurde die Erosion des Marsmonds

Phobos durch Sauerstoffionen, die in der Marsatmosphäre erzeugt werden, an-

hand von Laborexperimenten und numerischen Simulationen untersucht. In diesem

Zusammenhang wurden dünne Augitschichten ((Ca,Mg,Fe)2Si2O6) auf Quarzkris-

tallmikrowaagen als Analogmaterial für die Phobosoberfläche verwendet. Zerstäu-

bungsausbeuten wurden sowohl für atomare als auch molekulare Sauerstoffionen

mit unterschiedlichen Energien gemessen, wobei deutliche Anzeichen von Sauer-

stoffimplantation beobachtet wurden. Die Zerstäubungsausbeuten durch die Sau-

erstoffbestrahlung waren um 50% niedriger als jene, die für früher publizierte

Modellrechnungen zur Phobosverwitterung angenommen wurden. Die in dieser

Arbeit präsentierten Ergebnisse zeigen dennoch, dass die Sauerstoffionen der Mar-

satmosphäre einen großen Teil zur Erosion der dem Mars zugewandten Seite von

Phobos beitragen.

Im Bereich der Kernfusionsforschung untersucht diese Arbeit verschiedene experi-

mentelle Methoden, um die Wasserstoffspeicherung im Reaktorwandmaterial Wolf-

ram zu messen. Dafür wurde zuerst eine nukleare Reaktionsanalyse mit Stickstoff-

15-Ionen zur Wasserstofftiefenprofilierung in einem Wolframfilm eingesetzt. Dabei

wurde festgestellt, dass die Stickstoff-15-Bestrahlung das Speicherungsverhalten der

Probe signifikant beeinflusst und Probenbereiche, welche zuvor mit Stickstoff-15

untersucht worden waren, keine Oberflächenveränderungen durch gasgefüllte Bla-

sen aufwiesen. Diese Beobachtungen konnten durch zusätzliche Materialdefekte,

die durch den Stickstoff-15-Ionenstrahl erzeugt worden waren, erklärt werden, da

sich der Wasserstoff in diesen Defekten anlagert, anstatt Gasblasen zu bilden. Diese

Resultate sind nicht nur für die experimentelle Untersuchung von Wasserstoffspei-

cherung mit Ionenstrahlanalytik an sich relevant, sondern auch für kondensierte

Wolframschichten in einem Fusionsreaktor, da neutroneninduzierte Defekte die

Speicherung von Wasserstoff in solchen Schichten stark beeinflussen könnten. Eine

zweite Ionenstrahlanalysemethode, die elastische Rückstreudetektion, erwies sich

als besser geeignet, um Deuteriumtiefenprofile in einer Wolframprobe zu messen.

Sowohl Wasserstoff- als auch Deuteriumkonzentrationen können dabei in verschie-

denen Tiefen zur selben Zeit gemessen werden, was zusätzliche Einblicke in die

Speicherung und das Ausgasen der verschiedenen Wasserstoffisotope ermöglicht.

Das wird in dieser Arbeit für das Beispiel der Deuteriumimplantation in Wolfram
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demonstriert und die elastische Rückstreudetektion wird auch in Zukunft ein wichti-

ges Werkzeug für eine Vielzahl ähnlicher Untersuchungen darstellen.

Im Rahmen dieser Dissertation konnten neue Erkenntnisse auf dem Gebiet der Ionen-

Festkörper-Wechselwirkung in den Bereichen Weltraumverwitterung und Plasma-

Wand-Wechselwirkung erzielt werden. Die Verhalten von Zerstäubung und Was-

serstoffspeicherung wurden sowohl experimentell als auch numerisch untersucht,

um das Verständnis der relevanten ioneninduzierten Effekte zu verbessern. Sowohl

die präsentierten Experimente als auch die Berechnungen mit dem Simulationspro-

gramm SDTrimSP, die in dieser Arbeit vorgestellt werden, können sicherlich einen

Anschlusspunkt für zukünftige Untersuchungen in den Planetenwissenschaften sowie

in der Kernfusionsforschung darstellen.
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Introduction and Motivation 1
The interaction of ions with solids has been an extensively investigated field for

several decades. Achieving an understanding of how ions behave upon impact and

how surface and bulk of the target are affected has been driven by both applications

and natural phenomena. Ions are an important tool for material modification and

thin-film growth, but have also become essential for material analysis at a wide

range of different energies. Furthermore, the interaction of ions with planetary

surfaces is an important process in the solar system that continuously changes the

surfaces of many planetary bodies. Major challenges also arise in nuclear fusion

reactors when plasma ions interact with the reactor walls.

This thesis aims to investigate effects related to ion-solid interaction for the two top-

ics of space weathering and nuclear fusion. Both new experimental and theoretical

approaches are applied to gain new insights into the occurring processes, also with

the aim of providing new techniques that will improve further understanding from

experiments in the future.

Space weathering currently represents an important research topic in planetary sci-

ence as it strongly influences the surfaces of most objects in the solar system. Planets,

moons and asteroids that are not shielded by a thick atmosphere are vulnerable

to precipitation by ions, but also to impacts from micrometeorites or electron- and

photon-stimulated desorption processes (see Figure 1.1) [1, 2]. Over the past billion

years, this has led to continuous modification of those planetary surfaces, where

especially darkening and spectral reddening has been observed [3]. Furthermore,

emitted surface atoms can form thin exospheres around the moons and planets,

which allow remote insights into the compositions of their surfaces [4, 5]. Such

investigations have been an important part of several space missions, among them

the recently launched ESA satellite BepiColombo heading for Mercury. A significant

part of these planetary exospheres, especially for refractory rock-forming elements,

originates from sputtering by ions of the solar wind, which is made up of about 96%

H+, 4% He2+ and a minor part of multiply charged heavier ions [6]. A complete

understanding of the fundamental sputtering effects is therefore necessary for an

1



Fig. 1.1: An overview of the effects that occur on a planetary surface due to space weather-
ing. Image taken from [8].

accurate modeling of the exosphere formation. Many investigations have so far only

focused on the sputtering by H+ ions and several models base the used sputtering

inputs purely on simulation results. This thesis aims to expand sputtering research

towards other ion species and especially focuses on the potential sputtering by

multiply charged ions [7], which has not yet been included in any conventional

simulation programs. Additionally, the space weathering of the Martian moon

Phobos is examined in more detail. Here sputtering by O ions from the Martian at-

mosphere plays a decisive role, which is investigated experimentally for the first time.

Nuclear fusion is a very promising candidate for finding a reliable source of renew-

able energy that can contribute to satisfying future energy requirements. It is based

on creating deuterium-tritium fusion reactions, which can only be realized in the

high temperatures of a plasma. In the commonly used Tokamak and Stellarator

reactor principles, this plasma is confined in a magnetic field, but cannot be withheld

from the wall completely. Finding suitable wall materials for the reactor that can

withstand high temperatures and bombardment by charged particles represents one

of the major challenges for current test reactors as well as for future fusion power

plants. Ions from the plasma sputter wall material, which causes both erosion and

radiation losses due to bremsstrahlung and line radiation effects from sputtered wall

atoms entering the plasma. Furthermore, the implantation and retention of H iso-

topes in plasma-facing components is an important factor for the efficient operation

of a fusion reactor and represents a critical parameter for the suitability of potential

wall materials. For all these effects, ion-solid interaction plays an essential role in the

overall complex plasma-wall-interaction process (see Figure 1.2). The present thesis
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Fig. 1.2: A compilation of the relevant processes for the interaction of plasma ions with
plasma-facing components (PFCs) in a nuclear fusion reactor. Image adapted from
[9].

aims to improve the understanding of these effects by exploring combined-method

approaches with Ion Beam Analysis (IBA) as tools for investigating hydrogen isotope

retention.

This thesis is separated into seven chapters: Following this introductory chapter, the

physical background of ion-solid interaction as well as current research on space

weathering and plasma-wall interaction are outlined in Chapter 2. Chapter 3 intro-

duces both experimental and theoretical methods that are applied throughout this

thesis. Results on the sputtering of analogs for the surfaces of Moon and Mercury are

then presented in Chapter 4, while Chapter 5 focuses on the sputtering investigations

relevant for the space weathering of the Martian moon Phobos. Chapter 6 discusses

fusion-relevant applications of IBA methods for new approaches of measuring H

retention in W. Chapter 7 gives concluding remarks on the achieved results and

outlines remaining challenges as well as upcoming research efforts in both space

weathering and nuclear fusion research.
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Theory and State of Research 2
The main topics of interest in this thesis, ion-induced space weathering and plasma

wall interaction, underly the same fundamentals of ion-solid interaction. The most

important effects are outlined in this chapter following summaries of the current

state of research in both ion-induced space weathering and retention of H isotopes

in reactor wall materials.

2.1 Ion-Solid Interaction and Sputtering

The research presented in this thesis covers several aspects of ion-solid interaction,

but especially sputtering represents an important process. For ions with a kinetic

energy in the keV range, the sputtering of atoms from the solid sample is a result

from a collision cascade. This collision cascade is created as the ion loses its energy

from a large number of nuclear collisions within several nm up to several 10s of nm,

depending on ion species and energy. The following section gives an overview of the

relevant effects that describe the interaction between an ion and a solid target.

2.1.1 Energy Loss

An energetic ion that hits a solid will penetrate the solid’s surface and continuously

lose its energy. The ion’s kinetic energy strongly influences how this energy is

transferred to atoms in the solid, which can occur via elastic collisions with target

atoms (nuclear stopping) or via excitation and ionization (electronic stopping).

Stopping is generally described with the quantities of the stopping power −dE/dx or

the stopping cross section S = 1/ρ · (−dE/dx), where dE is the change of ion energy

5



during a distance dx and ρ is the target density. For the stopping cross section, it

generally holds that (see [10])

S =



Tdσ(T ) (2.1)

with the energy transfer T during a collision and the scattering cross section σ. T

is given from the masses of the scattering particles and the scattering angle as (see

[10]):

T = E · m2

m1
· cos2 Φ�

1 + m2

m1

�2 (2.2)

Here E describes the ion energy, m1 is the ion’s mass, m2 is the target atom’s mass

and Φ is the recoil scattering angle in the laboratory system. The scattering cross

section σ can be derived from the differential cross section [10]:

dσ(θ)

dω
=

p

sin θ

����dp

dθ

���� (2.3)

Here p is the impact parameter, ω the solid angle and θ the scattering angle in the

center-of-mass system.

Ultimately, both T and σ are determined by the scattering angle of the elastic

collision, which can be calculated from the classical scattering integral [10]:

θ = π − 2p



∞

Rmin

dR

R2
�

1 − V (R)
Ecms

− � p
R

�2
(2.4)

Here R is the distance between the two scattering partners, Rmin denotes the

distance of closest approach during the scattering event and Ecms describes the

energy in the center-of-mass system. This integral requires an expression for the

interaction potential V (R). For example, inserting the pure coulomb interaction as

V (R) in equation 2.4 leads to the well-known Rutherford cross-section [10], and

this can be applied, for example, for the case of light MeV ions in IBA. However,

this approximation is not valid for ions in the keV range because the atoms’ electron

shells cannot be neglected for the interaction potential V (R). Instead, a screened

Coulomb potential is required because the colliding atoms stay far enough apart

that the positive charge of the nuclei is at least partly compensated by the negative

charge of the atoms’ electrons. Common examples for such screened interaction

potentials are the Ziegler, Biersack and Littmark (ZBL) potential [11] or the KrC

potential [12]. These screened potentials are mostly based on the original approach
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by Thomas and Fermi [13, 14], which consists of the Coulomb interaction multiplied

with a screening function φ (R/a) [10]:

V (R) =
1

4πε0

Z1Z2e2

R
φ

�
R

a

�
(2.5)

Here Z1 and Z2 describe the atomic numbers of the interacting atoms and a is a

screening length, which determines above which distance the electrons screen the

electric field of the protons in the nucleus. For the above stated examples of the

ZBL and KrC potentials, φ is taken as the sum of several exponentials that cause

interaction to diminish for larger distances.

By using screened interaction potentials, expressions for the nuclear stopping cross

section Sn of an ion in matter can be derived [15, 16]. For the electronic stopping Se

caused by interaction with target electrons, different theories such as the Fermi-Teller

model [17], the Firsov model [18] or the Lindhard-Scharff model [19] exist [10].

Evident differences between nuclear stopping and electronic stopping exist: Nuclear

stopping is associated with large-angle scattering events, while electronic stopping

usually is the sum of a large number of small angle scattering interactions that hardly

change the direction of an ion in the solid. Furthermore, nuclear and electronic

stopping have strongly deviating dependences on the ion’s energy. Therefore, the

total stopping cross section S is often approximated as the sum of two independent

components from nuclear stopping Sn and electronic stopping Se [10]:

S = Sn + Se (2.6)

Nuclear stopping is more prominent for slower ions, where longer interaction times

and higher cross-sections for nuclear interaction allow a large number of such colli-

sions with atoms from the target. Electronic stopping, on the other hand, dominates

the interaction towards higher velocities, where more momentum transfer to elec-

trons becomes possible. A typical comparison of nuclear and electronic stopping is

shown for the example of I in Si in Figure 2.1, with I being a commonly used species

in IBA. Results of a calculation with the program Stopping and Range of Ions in

Matter (SRIM) are plotted [20]. Nuclear stopping (blue full line) is typically the

dominant energy loss contribution at lower energies, while electronic stopping (red

dashed line) increases proportional to the ion’s velocity v. Above the Bragg peak of

maximum energy loss, electronic stopping also decreases again.

2.1 Ion-Solid Interaction and Sputtering 7
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Fig. 2.1: This plot shows nuclear stopping (blue full line) and electronic stopping (red
dashed line) for I ions in a Si target at energies between 100 eV and 1 GeV
simulated with SRIM [20].

Figure 2.2 gives a different example of the energy loss of H (blue), He (orange) and

Ar (green) projectiles in SiO2 as calculated by SRIM. The left image in Figure 2.2

compares nuclear stopping (full lines) and electronic stopping (dashed lines). The

right image gives the ions’ projected ranges Rp in the target for the same systems,

which represent the average depth beneath the surface where the ions get stopped.

For the mostly investigated energy regions in the keV range, electronic stopping

dominates for H, both contributions are comparable for He and for interactions with

heavier ions such as Ar electronic stopping is negligible. The typical projected ranges

are several nm for Ar and several 10 nm for H and He, which clearly illustrates

that in these cases the ion-solid interaction processes happen in a region very close

to the surface. These ions transfer their energy to the solid by a large number of

scattering events, which causes a collision cascade to be formed. Most of the energy

is ultimately transferred to phonons, but some target atoms receive enough energy

to be emitted from the surface and to be sputtered.

2.1.2 Sputtering

Sputtering denotes the emission of atoms from a solid’s surface following the impact

of an energetic particle, mostly at energies from eV to several MeV [22]. Kinetic

sputtering is a result from the collision cascade that forms in the near surface region,
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Fig. 2.2: Left: Stopping powers of H (blue), He (orange) and Ar (green) in SiO2 from
SRIM [20]. Full lines denote nuclear stopping, dashed lines represent electronic
stopping. Right: The corresponding ranges for H, He and Ar in SiO2 from SRIM.

Fig. 2.3: This sketch illustrates common processes of ion solid-interaction. As a result of a
collision cascade formed near the surface, enough energy can be transferred to
target atoms for them to leave the surface and be sputtered.
This image is adapted from [21].
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as it is sketched in Figure 2.3. Enough energy first has to be transferred to target

atoms to displace them from their lattice positions, corresponding to a displacement

energy Ed, which is typically assumed to be in the range of several 10 eVs. In

order to be sputtered, recoil atoms also have to be energetic enough to overcome

the surface binding energy UB, which is often approximated by the sublimation

enthalpy of a few eV. Both effects lead to a threshold condition for the ion’s energy

for sputtering to occur, which is usually in the range of 10s of eV [23].

The amount of sputtered material is usually quantified by the sputtering yield Y ,

which denotes the number of sputtered atoms per ion, or especially in this thesis for

the case of composite targets alternatively by the yield y describing the sputtered

mass per ion. As kinetic sputtering is a product of elastic nuclear collisions, the

sputtering yield strongly depends on the quantities that govern this collision process

such as the ion mass, the target atom mass and the ion energy, but also the angle of

incidence and the surface binding energy [24]. The sputtering yield is proportional

to the inverse of the surface binding energy 1/UB [24], which is at the same time

a not very well known quantity, leading to challenges of sputtering simulations

especially for composite targets. The dependence on the incidence angle stems

from the lower ion range at oblique incidence, which leads to the collision cascade

moving closer to the surface. Sigmund derived a cos−f α proportionality [24], with

α being the incidence angle in regard to the surface normal. Currently established

fitting formalisms apply a similar form for the angular dependence, but also take

into account that above angles of incidence of around 60° the ion reflection becomes

more frequent and the sputtering yield decreases again [16, 25]. Considering the

energy dependence, the sputtering yield first increases with energy as more energy

is transferred to recoil atoms. A maximum for the sputtering yield is reached at

energies between several keV and several tens of keV, after which the increased

energy cannot compensate shorter interaction times and longer ion ranges that lead

to less energy being deposited close to the surface. An example for both the angular

dependence and the energy dependence of the sputtering yield Y is shown in Figure

2.4 for Ar ions sputtering a W target. The plotted data represents the results from

SDTrimSP simulations [26].

Another effect that comes into play for insulating targets and multiply charged ions

is the so-called potential sputtering [7]. It especially is the major erosion effect

for slow, highly charged ions where the ion’s potential energy becomes higher than

its kinetic energy. It should, however, not be neglected for multiply charged ions

in the solar wind either, which will be one of the topics to be investigated in this

10 Chapter 2 Theory and State of Research
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Fig. 2.4: Left: The dependence of the W sputtering yield on the angle of incidence for 1 keV
Ar ions. Right: The dependence of the W sputtering yield under Ar bombardment
on ion energy for irradiation under normal incidence.
Sputtering yields are simulated with the program SDTrimSP and fitted with the
formula proposed by Eckstein and Preuss (see section 4.3) [16, 26].

thesis. The origins of the potential sputtering effect had been long disputed, but

existing experimental data was found to best agree with the defect mediated theory

of potential sputtering [7, 27]. According to this theory, potential sputtering not

only requires potential energy from the ion, but also an efficient electron-phonon

coupling. The ion’s potential energy leads to the self-trapping of electronic excita-

tions in the solid, which ultimately leads to additional desorption of target atoms.

In contrast to conventional kinetic sputtering, potential sputtering is currently not

included in any established simulation programs, inputs on its effect therefore still

require experimental data, which will be discussed later in this thesis.

For the special case of composite targets, which are especially relevant for space

weathering in the form of planetary minerals, preferential sputtering also plays an

important role. This effect is caused by a non-uniform sputtering of the constituent

elements caused by varying energy transfer to the different atomic species as well

as different surface binding energies. As it is sketched, in Figure 2.5, the ratio of

sputtered elements will initially not be the same as the ratio of elements in the target.

The preferential sputtering causes changes of the composition in the near-surface

region as sputtered atoms originate from the top atomic layers [28]. In the shown

example the blue atoms are enriched, which then changes the ratio of sputtered

elements again. A steady state is reached, when the different elements are sputtered

in the same relative abundance as they occur in the target’s bulk, ultimately leading

to a uniform erosion of the target.

2.1 Ion-Solid Interaction and Sputtering 11



Fig. 2.5: Left: A composite target will initially not be uniformly sputtered. In this example,
the sputtering yield for the black atoms is higher than for the blue atoms, even
though their concentrations in the sample are equal. Right: Preferential sputtering
leads to changes in the surface composition. The higher sputtering yield of the
black atoms leads to an enrichment of blue atoms near the surface. In the steady
state, an equilibrium is reached where the ratio of elemental sputtering yields
corresponds to the ratio of elemental concentrations in the bulk.
Assets for this image have been adapted from [21].

2.2 Existing Research on Sputtering of Planetary

Surfaces

The main contribution to ion-induced space weathering of planets, moons and

asteroids is caused by ions of the solar wind, which is a steady stream of ions that

originates from the Sun. While a faster solar wind component is emitted over the

pole regions of the Sun, planetary bodies are mostly affected by the so-called slow

solar wind with velocities of around 400 km/s, which corresponds to specific kinetic

energies E/m of 1 keV/amu. The solar wind mostly consists of 1 keV protons (96%)

and 4 keV He2+ ions (4%) [6], but it also includes minor contributions from heavier,

multiply charged ions such as C, O or Fe. During a coronal mass ejection event,

these contributions from heavier ions have been observed as significantly increased

and can therefore also contribute to the space weathering by the solar wind [29].

The flux of solar wind ions, about 1012 ions/m2 at the Moon, is several orders of

magnitude lower than the fluxes of typical laboratory ion beams. However, this is

compensated by the long astronomical timescales that are relevant for the weather-

ing of planetary bodies, which causes the solar wind to significantly contribute to

the erosion of their surfaces.

Space weathering effects have often been investigated in regards to the optical

changes of surfaces [30], mostly connected to the formation of nanophase Fe near

the surface [1]. For solar wind sputtering of relevant materials, only little experimen-

12 Chapter 2 Theory and State of Research



tal data exists and several exosphere models rely on estimates or SRIM simulations

for sputtering yields [31, 32, 33, 34]. They identify sputtering by ions of the solar

wind as a key part for exosphere creation, especially for the emission of refrac-

tory material from the surface. However, due to a lack of experimental data and

uncertainties in simulation inputs, the sputtering contribution is not well constrained.

Sputtering rates of planetary material and multi-component materials in general

have been of early interest in sputtering research [35, 36]. Sputtering yields for

SiO2, which is often used as a reference material, were determined at solar wind

energies (1 keV/amu). There yields of about 0.1 for He and about 1 for Ar irradi-

ation were found by Betz and Wehner [36], which was later confirmed for Ar by

Seah and Nunney [37]. Johnson and Baragiola [38] gave an overview of the differ-

ent effects that occur for solar wind sputtering, which includes kinetic sputtering,

preferential sputtering and as a result the change in surface composition, which is

especially important for oxides. Dukes et al. [39] investigated the effect of H+ and

He+ irradiation on olivine surfaces describing changes in composition and optical

properties. Surface reddening was also found by Loeffler et al. for olivine under

He+ bombardment [40]. Preferential sputtering was further investigated by Dukes

et al. for He+ irradiation of tectosilicates, where preferential Na sputtering could

be observed [41]. Meyer et al. investigated potential sputtering effects for lunar

regolith simulant material, where increases for the relative O yield at higher ion

charge states could be found, but no absolute yields were determined [42].

Recent efforts by Hijazi et al. focused on determining absolute sputtering yields for

thin anorthite films (CaAl2Si2O8) under H+ and multiply charged Ar irradiation with

a commercial microbalance setup [43]. Later, further investigations were performed

by Hijazi et al. to derive experimental sputtering yields for He+ and He2+ irradiation

[44]. Physical sputtering yields were found to agree with SRIM simulations, while an

increase by about a factor of 2 was found for He2+ ions compared to singly charged

He. A model for sputtering of multiply-charged Ar ions was applied to calculate

the potential contribution. This model was then applied for all solar wind ions,

identifying H and He as the main sources of ion sputtering. However, apart from

this work by Hijazi et al., sputtering experiments with analogs for planetary surfaces

are still quite limited. The work presented in this thesis aims to bridge existing

knowledge gaps to further quantify sputtering yields by solar wind ions, especially

by multiply charged ions. For the first time, sputtering by planetary O ions is also

investigated to assess their effect on space weathering of Phobos.

2.2 Existing Research on Sputtering of Planetary Surfaces 13



2.3 Existing Research on H Retention

Due to the multitude of challenges for plasma-facing components, several different

materials have been considered for the use in nuclear fusion reactors. Experimental

investigation of plasma-wall interaction in the recent years has focused on ITER-

relevant wall materials such as W and Be [45], or steels that are in consideration for

future use in the DEMO reactor [46]. The ITER reactor, which is under construction,

will use a W divertor, but Be as a wall material. This setup has been tested at the

JET reactor [47], where especially the improvement of fuel retention compared to

previous carbon wall materials are underlined [48].

Still, the retention of H and D is not yet completely understood and continues to be

an important topic of research. The complex scenario that has to be expected in a

fusion reactor has been shown in the JET campaign with an ITER-like wall, where

hydrogen isotopes, plasma-wall species and seeding gas ions all contribute to ero-

sion, deposition and fuel retention. The trapping of H isotopes in wall material has

been found to be massively material-dependent and has therefore been extensively

investigated for both W and Be [49, 50]. Different trapping mechanisms in the bulk

and in vacancies have been identified by using Thermal Desorption Spectroscopy

(TDS) measurements and accompanying modeling efforts [51, 52, 53]. Current

research in this area focuses on further fundamental understanding of retention of

different H isotopes, exploring for example the effects of damages on the retention

[54]. Another topic of interest is the combination of retention studies with IBA

methods to get more insights of the retention behavior during an experiment [55].

This point is also explored in the present thesis, where further methods for in-situ

IBA characterization of implanted H isotopes is tested.
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Methods 3
This chapter introduces both experimental and numerical methods that have been

used throughout the research presented in this thesis. First, the experimental

setups at TU Wien for space weathering research and at Uppsala University for

IBA measurements of H retention in W are described. Then the main used ex-

perimental approaches are presented with a strong focus on the Quartz Crystal

Microbalance (QCM) technique. Sample preparation and analysis methods are also

introduced, the concrete results are later described in chapters 4, 5 and 6 respec-

tively. Finally, the codes SRIM and SDTrimSP, which are commonly used for ion-solid

interaction simulations in this thesis, are also introduced.

3.1 Experimental Methods

3.1.1 Experimental Setups

TU Wien

Most of the experimental investigations presented in this thesis were performed at

the Augustin Ion Beam Laboratory situated at the Institute of Applied Physics (IAP)

at TU Wien. The experimental setup used for QCM measurements is included in

Beamline 3 connected to the Electron Cyclotron Resonance Ion Source (ECRIS)

SOPHIE. The schematics of this setup are shown in Figure 3.1.

Ion Source The setup is centered around the ECRIS, where gas is ionized by

microwave-induced electron impact ionization [58]. By magnetically confining

the ions in a plasma, multiple ionization steps become obtainable and ion beams

of multiply charged ions with µA currents can be created. An ECRIS is thus well

suited for performing sputtering experiments also with multiply charged ions. This

possibility differentiates it from conventional sputter gun ion sources that mostly
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Fig. 3.1: The experimental setup for ion beam irradiations at TU Wien is sketched in
this image. After ionization in the ECRIS, ions are extracted and focused by a
quadrupole (QP) magnet system. The sector magnet is then used to steer the
ion beam into the beamline, while simultaneously acting as a filter for the mass-
over-charge-state ratio m/q. In the beamline, the ions are steered into the sample
chamber by two sets of deflection plates. Two einzel lenses focus the beam, before
it is then scanned uniformly across the QCM sample.
Image adapted from [56].

Fig. 3.2: This cross-section sketch shows the working principle of the ECRIS at TU Wien.
Microwave radiation (blue) is used to heat the plasma that is confined in the
hexapole magnetic configuration (grey). This allows multiple ionization of ions
before they get accelerated by the extraction system. The whole source is water-
cooled to prevent the permanent magnets from overheating during operation.
Image taken from [57], where it was adapted from [58].
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produce singly charged ions, but also from Electron Beam Ion Sources that provide

much higher charge states at the cost of ion current [59]. In order to achieve

magnetic confinement, the plasma chamber is equipped with four permanent mag-

net rings and a Halbach-type hexapole to create a combination of an axial and

radial magnetic field (see the sketch in Figure 3.2) [58]. The plasma is heated by

microwave-radiation generated from an oscillator and amplified with a solid state

amplifier. The microwave frequency ω is chosen to correspond to the electron’s

cyclotron resonance in the magnetic field B:

ω =
e · B

me
(3.1)

Here e represents the elementary charge and me the electron mass. The magnetic

field setup of the ECRIS at TU Wien results in a nominal electron cyclotron frequency

of 14.5 GHz, the actual operating frequency can be tuned between 12.75 and 14.5

GHz [58]. Electrons excited by the microwave radiation at this frequency repeatedly

collide with gas atoms and ionize them, which creates more electrons that can

further heat the plasma. Due to the magnetic confinement, ions are not immediately

accelerated, but may remain in the plasma long enough to be further ionized fol-

lowing more collisions with electrons. This step-wise multiple ionization evidently

depends on the number of electron impacts per gas atom before the ion hits the

chamber wall or can leave the plasma volume accelerated by the electric field of

the ion extraction system. The mean charge state q is influenced by the microwave

power P (q ∝ P
1

3 [60]) and the gas pressure inside the plasma chamber. Lowering

the latter favors higher mean charge states q due to an increased inelastic mean free

path length for the electrons, which are then accelerated to higher impact energies

in the plasma. Furthermore, loss to charge exchange reactions also becomes less

probable [61]. Ion extraction is performed with a triode "accel-decel" system [61],

where the plasma chamber is set on the positive acceleration voltage U , but ions are

not directly accelerated to ground potential. Instead a suppressor electrode, typi-

cally at -100 V, is used for improving beam shaping and preventing Bremsstrahlung

creation from electrons that would be accelerated into the ion source [61].

Using a turbomolecular pump, the ion source is kept at a base pressure in the low

10-7 mbar range, while operating pressures are in the 10−5 mbar range. The ion

source has two thermovalve-controlled gas inlets, which allow gas mixing usually

for improving ion source performance [58, 60, 61], but might also be used for

replicating the H/He mixture of the solar wind in future experiments. Gas mixing

is usually applied in an ECRIS by adding a lighter gas to the working gas with the
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Fig. 3.3: This image shows the working principle of a quadrupole focusing magnet. The
alternating array of magnetic north and south poles has a focusing effect in one
plane and a defocusing effect in the respective perpendicular plane. The defocusing
is combatted by using two subsequent quadrupole magnets that are rotated by 90°
in respect to each other.
Image taken from [63].

means of increasing the mean charge states of extracted ions. The lower mean

charge states of light ions increase the confinement time of the multiply charged

heavier ions. For this purpose, often He and O are used as mixing gases. For the

experiments presented in this thesis, no mixing gas was used as the achieved ion

beam currents were large enough for the application in sputtering experiments. The

only recent tests of operating the ion source in gas mixing mode have been done by

using ambient air, which did not lead to any significant improvements in the Ar8+

current [62]. Previous experiments with this ECRIS indicate, however, that He or O

are better suited as a mixing gas and should be considered for future use [61]. For a

more detailed description of the ion source SOPHIE as well as details on how further

aspects such as the bias plate or tuning the microwave coupling system affect the

source performance, also see [61].

Quadrupole Magnets After extraction from the ion source, the ion beam is focused

using a set of two quadrupole focusing magnets. Such quadrupole magnets are

a common device in accelerator physics for focusing an ion beam. The working

principle is sketched in Figure 3.3: the quadrupole of two north and two south poles

creates a magnetic field perpendicular to the ion beam path. Following the shape

of the field lines from north to south pole (black arrows) and the Lorentz force

FL = q · (1v × 1B) (red arrows), the magnetic field causes a focusing in one plane and

a defocusing in the other. For this reason, two quadrupole magnets are used directly

after each other, with the second one being rotated by 90° in respect to the first. In
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doing so, a net focusing effect on the whole ion beam can be achieved.

Sector Magnet After focusing in the quadrupole magnets, the ion beam enters the

sector magnet, from where different paths to the three beamlines are possible. The

vertical magnetic field allows steering the beam in horizontal direction, but also acts

as a filter. After extraction from the source, the ion beam will contain several charge

states as well as ions from residual or mixing gases, which are unwanted for the

experiment. These charge states or ion species can be separated in the sector magnet

as long as their mass-over-charge-state ratio m/q is different. In the constant sector

magnetic field, ions will perform a circular motion around the magnetic field lines,

which ultimately results in a rotation of the ion beam direction by a certain angle

φ. Different angles φ lead to the steering into the different beamlines of the setup.

The angle φ is defined by the circular motion inside the sector field B, which can be

characterized by the Larmor radius rg:

rg =
m · v

q · e · B
(3.2)

The ions’ velocity v can be expressed by the acceleration voltage U , the charge state

q, the elementary charge e and the ion mass m:

v =

�
2 · q · e · U

m
⇒ rg =

�
2 · m · U

q · e
· 1

B
(3.3)

For the ion beam to enter the beamline, a fixed Larmor radius rg is required and the

mass-over-charge-state ratio of the ion beam is then given by:

m

q
=

e · B2

U
· r2

g

2
(3.4)

This relation also becomes evident in the used setup settings: Figure 3.4 shows an

evaluation of 265 saved working points of different experiments that were used for

ion beam irradiations at Beamline 3 since 2011. The mass-over-charge-state ratio

m/q is here plotted over the ratio B2/U (red dots) and a clear linear behavior is

observed as calculated before. Some regularly used ion species are clearly visible,

the examples of Ar+, Ar2+ and O+ are given in the image. For B, the LabView

control value that is entered for setting the sector magnetic field strength is used

here instead of the actual measured magnetic field from the hall probe. The visible

scattering is caused by the hysteresis of the magnet, slight deviations in the beam

path depending on quadrupole magnet settings and the extended aperture size at
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Fig. 3.4: This plot shows an analysis of past settings for ion beam irradiations at Beamline 3.
The red dots represent the mass-over-charge-state ratio m/q plotted over the ratio
B2/U . The used settings clearly show the theoretically predicted proportionality
of m/q to B2/U from equation 3.4 (blue line).

the beamline entrance, allowing an extended range of B values. The observed trend

in Figure 3.4 gives the following relation (blue line):

m

q
= k · B2

U
(3.5)

Using the LabView control parameter for B, U in V and m in amu results in a value

of k ≈ 220. This can be used as a reference for future spectra and should also be very

similar for Beamline 1 due to the mirrored geometry of both beamline’s connection

to the sector magnet.

Beamline After passing through the sector magnet, the ion beam enters the beam-

line. Directly at the beamline entrance, a Faraday Cup (FC) mounted on a pneumati-

cally controlled manipulator is situated [64]. It can be moved into the ion beam’s

path to measure the ion beam current before optimizing it in sample chamber or

recording a spectrum of different ion species or charge states by varying the sector

magnetic field. The ion beam can then be steered and focused into the sample

chamber using several sets of electrostatic deflection plates and two einzel lenses

(see Figure 3.1). Between the two einzel lenses, an aperture ("L1", marked in Figure

3.1) is located where the beam current can also be measured. The current alignment

of the beamline allows the ion beam to directly hit the L1 aperture using only the
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Fig. 3.5: This CAD model shows the structure of the QCM sample holder. The oscillating
quartz is mounted in the bottom part of the holder, the segment above contains
the FC for beam current measurements. The red segments represent the ohmic
sample heating wire.
This image is taken from [56].

sector magnet. As a result, the best practice for steering the ion beam into the

sample chamber has been found to first maximize the ion beam onto the L1 aperture

using the sector magnet and the quadrupole focusing magnets. Typically, currents in

the lower 100 nA order can be achieved for Ar+ and several µA for He+. Using the

first set of deflection plate and the einzel lens, the current on the L1 aperture should

then be minimized (typically to several nA) for the beam to be focused enough to

pass through the aperture. Using the remaining set of deflection plates and the

second einzel lens, the beam current in the sample holder FC can then be optimized.

The focused ion beam is finally scanned across the sample using a set of scanning

plates (1.6 kHz in one direction, 52 Hz in perpendicular direction [65]) to create a

uniform beam profile across the whole QCM sample.

Sample Chamber In the sample chamber, the target holder for a QCM, which is

shown in Figure 3.5 is situated. It contains a FC directly above the QCM to measure

the ion beam current density exactly as it hits the sample. Recently, extensions
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Fig. 3.6: This sketch shows the schematic structure and the components of the sample
chamber. It is centered around the QCM sample holder that is shown in Figure
3.5. From the sample holder, several cables connect to outside of the vacuum
chamber. This includes connectors for the QCM electronics (red), for FC current
measurement as well as electron suppression (blue), for the heating wire (orange)
and for the thermocouple (green). Several other components are connected to the
sample chamber, such as an electron flood gun, a quadrupole mass spectrometer
and a second sputter gun ion source.
Parts of this sketch were adapted from [56].

to the established sample holder design have been made to include an additional

sample slot for measurements with mineral pellets. The sample holder stage can be

moved in all three directions controlled by stepper motors. This allows switching

between the positions of the sample and the FC, which are placed directly above

each other (see Figure 3.5). The motors are further used for automatically recording

a laterally resolved beam profile. This is done before and after each measurement to

check uniformity and stability of the ion beam current density. The sample holder is

also mounted on a rotatable manipulator allowing measurements under angles of

incidence up to about 70° with respect to the surface normal. The sample holder

is further equipped with an ohmic heating wire enabling measurements at higher

temperatures (red in Figure 3.5), and a K-type thermocouple for temperature mea-

surements.

Figure 3.6 gives an overview of the main parts of the sample chamber setup, es-

pecially showing the different connectors to the sample holder. Furthermore, the

sample chamber is also equipped with an electron flood gun for charge neutraliza-

tion on insulating surfaces and a quadrupole mass spectrometer to measure the

desorption of ions previously implanted in the target. Additionally, a second sputter
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gun ion source has recently been installed and attached to the sample chamber

under an angle of 45° in respect to the ion beam, which will be used for performing

dual ion beam irradiations in the future.

The sample chamber is kept at ultra-high vacuum (UHV) conditions of pressures

in the order of 10−10 mbar with an ion getter pump and a Ti sublimation pump.

Similar to the whole vacuum system of the SOPHIE setup, the vacuum pumps are con-

trolled via a programmable logic controller (PLC) that can be accessed over a central

PC. The ion source, quadrupole magnets and sector magnet are controlled with a

LabView program and most of the devices for operating experiments at the beam-

line have been made accessible with python programs, which allows remote access.

This is used, for example, to automate the measurement of ion beam current profiles.

Uppsala University

The IBA experiments with fusion-relevant materials presented in this thesis were

performed at the SIGMA (Set-up for In-situ Growth, Material modification and Analy-

sis) chamber at Uppsala University [66]. This setup has previously been used for the

investigation of in-situ grown photochromic films [67] and is now also applied for

nuclear-fusion-relevant research [68]. Its schematics are shown in Figure 3.7: The

SIGMA chamber allows the combination of in-situ material modification with IBA

methods. For this purpose, it is connected to a 5 MV Pelletron Tandem Accelerator

[69], which provides MeV ions (from the left in Figure 3.7) for the application in

different analysis techniques such as Rutherford Backscattering Spectrometry (RBS),

Elastic Recoil Detection Analysis (ERDA) or Nuclear Reaction Analysis (NRA). In the

chamber, the sample holder is attached to a 5-axes goniometer, allowing movement

in three translational and two rotational directions. Four different detectors (blue

in Figure 3.7) allow IBA experiments: A rotatable Passivated Implanted Planar

Silicon (PIPS) detector in backscattering direction allows RBS or Elastic Backscat-

tering Spectrometry (EBS) measurements [70]. Another PIPS detector in forward

scattering direction is used for ERDA and a Silicon-Drift Detector (SDD) is included

for Particle-Induced X-ray Emission (PIXE) measurements. Furthermore, a High

Purity Ge (HPGe) gamma detector can be positioned outside the viewport for
1H(15N,αγ)12C NRA experiments to determine hydrogen profiles with precise depth

resolution.
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Fig. 3.7: Overview of the SIGMA setup at Uppsala University used for in-situ IBA experiments
[66]. The chamber is connected to a 5 MV Pelletron Tandem Accelerator, providing
an MeV ion beam necessary for IBA (here coming from the left). Using a sputter
gun ion source (marked red in the sketch, (1) in the photo), sputtering and ion
implantation can be performed. Available detectors (marked blue) allow sub-
sequent in-situ analysis with a wide array of establish IBA techniques. These
measurements can also be performed as the sample is heated by the included
electron bombardment heating system and the desorbing gas is measured in a
residual gas analyzer (marked green, (2)). In the chamber, the sample is mounted
on a 5-axes goniometer that can be oriented depending on the required technique
(3). Samples can be transferred into the chamber without ventilation via a load
lock system (4).
The sketch (upper image) was adapted from [66].
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The SIGMA chamber also includes a Prevac IS40 extractor type ion source (red in

Figure 3.7), which allows in-situ sputtering or the implantation of ions in the sample.

Parallel monitoring of the sample’s modification with IBA is possible during ion

irradiation as well as during sample annealing. The goniometer is equipped with

a filament for electron beam heating up to a temperature of about 1000 °C. As the

sample is heated, the outgassing of previously implanted ions can then be monitored

with a Residual Gas Analyzer (RGA) (green in Figure 3.7). At the time when the

experiments presented in this thesis were performed, the used RGA did not allow

mass-sweeping, meaning that only one mass-over-charge-state ratio m/q could be

monitored.

3.1.2 Quartz Crystal Microbalance (QCM)

The main experimental technique for investigating ion-solid interaction in this thesis

is the QCM, which is an established method for measuring ion-induced erosion

in nuclear fusion research [65, 71, 72, 73] or potential sputtering [74, 75, 76].

QCM measurements are based on the mass dependent resonance frequency of an

oscillating quartz and the high achievable precision of measuring this resonance fre-

quency. This method can then be used to perform sputtering measurements on thin

films deposited on top of such an oscillating quartz in real-time and in-situ, while

the whole system is in vacuum. This represents a significant advantage over other

experimental methods of determining sputtering yields: On one hand, it gives more

insights than catching foils or ex-situ microbalance measurements [77, 78]. On the

other hand, it also requires less costly equipment than determining sputtering yields

from, for example, RBS analysis or even Scanning Tunneling Microscope (STM)

measurements [79, 80].

In the following, the general working principles of sputtering experiments with a

QCM are discussed at first. Afterwards, further aspects such as the effect of ion

implantation on a QCM measurement or the QCM temperature dependence are

discussed.
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Measurement Principles for Sputtering Experiments

As mentioned above, the QCM technique is an established tool for sputtering mea-

surements in the Atomic and Plasma Physics Group at IAP, but quartz crystals as

microbalances have been used for several decades before. Its current applications

are based on the formulation by Sauerbrey [81]: By applying an external voltage

via two opposite electrodes, the piezoelectric quartz is excited into a thickness shear

oscillation that creates a standing transversal wave. The resonance frequency fQ is

dependent on the thickness of the quartz and a sufficiently thin layer on top of the

oscillating quartz influences it the same way a thicker quartz of the same mass would

[81]. This then leads to a proportionality relation between changes of the resonance

frequency ΔfQ and changes of the film mass Δm that is sometimes denoted as the

"Sauerbrey equation" [81]:
ΔfQ

fQ
= −Δm

mQ
(3.6)

Here mQ represents the mass of the quartz.

Through the condition of uniform mass change, a QCM is suited for measuring its

average mass change across its active area. For the SC-cut quartzes provided by

KVG Quartz Crystal Technology GmbH that were used in the scope of this thesis,

the lateral sensitivity on the mass change was measured: A radially symmetric

gaussian shape was found in good agreement with theoretical predictions [82, 83].

In accordance with this calculation, the size of the quartz’s circular active area was

determined to have a diameter of 7 mm [65, 82]. Mass changes that occur outside

of the active area do not cause a change of the quartz’s resonance frequency. For

this reason, the ion beam is scanned over the quartz surface during ion irradiation

to cover the whole active area of the quartz. While a more focused ion beam would

cause a more easily resolvable frequency change, the measurement would become

extremely sensitive to beam shape and position.

In a sputtering measurement, the desired quantity is the sputtering yield Y , describ-

ing the number of sputtered atoms per irradiating ion, or alternatively for composite

targets denoted as y describing the mass removal per ion. This mass removal per ion

can be calculated from the mass change Δm(Δt) during an irradiation time Δt and

the number of ions Nions(Δt) hitting the target during the same time (see [84]):

y = − Δm(Δt)

Nions(Δt)
(3.7)
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The mass change can be expressed with equation 3.6 to include the measured

frequency change ΔfQ(Δt):

Δm(Δt) = −mQ

fQ
· ΔfQ(Δt) (3.8)

The number of ions can be expressed with the ion beam current I, the ion charge

state q and the elementary charge e as

Nions(Δt) =

�
I(t)dt

q · e
=

I · Δt

q · e
(3.9)

assuming a temporally constant ion beam current I. As described above, given a

large enough irradiated area, only mass changes on the active area of the quartz’s

oscillation AQ are relevant. Therefore, also only the number of ions hitting the active

area contribute to the measured mass change. The quartz mass mQ = ρQ · dQ · AQ

can then be expressed as the product of quartz density ρQ, thickness dQ and active

area AQ. Similarly the ion beam current I = j · AQ can be written as the product of

ion beam current density j and active area AQ. The ion beam current density j can

be obtained from measurements with the FC that is attached to the sample holder

(see Figure 3.5). By moving the stepper motor-controlled manipulator, where the

sample holder is mounted, a laterally resolved beam profile can be recorded. The

before mentioned relations inserted into equation 3.7 gives the following expression

where the active area AQ crosses out:

y = q · e · 1

j
· ΔfQ(Δt)

Δt

ρQ · dQ

fQ
(3.10)

If the sputtering yield is to be calculated in amu/ion, this leads to the following

expression [84]:

y[amu/ion] = q · 1

j
· ΔfQ(Δt)

Δt

ρQ · dQ · e

fQ · m0� �� �
C

(3.11)

Here m0 denotes the atomic mass unit and the quartz properties and natural con-

stants can be combined into a factor C. For a mono-elemental sample, division by

the target material’s mass number mi gives the sputtering yield Y in atoms/ion [84]:

Y [atoms/ion] =
q

mi
· C

j
· ΔfQ(Δt)

Δt
(3.12)
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Fig. 3.8: These two figures show an example for a QCM measurement during sample
cleaning of a CaSiO3 layer with 2 keV Ar+ ions under 60°. Left: The quartz
frequency fQ is plotted over time Δt and phases where the ion beam was turned
off are marked in grey. After turning on the ion beam, the frequency increases
as surface atoms are sputtered away. Right: The evaluated sputtering yield y
in amu/ion is plotted over fluence φ. The flattening of the frequency curve is
connected to a decrease in the sputtering yield.

Sputtering yields from a QCM measurement can thus be obtained by combining

two measurements of the ion beam current density j and the quartz’s frequency

slope ΔfQ(Δt)/Δt. Measurements with a good time resolution allow connecting

changes of the slope over time to a fluence dependence of the sputtering yield. An

example for such a QCM measurement can be seen in Figure 3.8, which shows a

first cleaning irradiation of a wollastonite (CaSiO3) sample after storage at air under

2 keV Ar+ irradiation at 60°. The left image in Figure 3.8 shows the measurement of

the quartz frequency fQ over time Δt. Before and after the irradiation, the frequency

drift was recorded (marked by the grey areas), which is negligible compared to

the mass-change-induced frequency change in this example. When the ion beam is

turned on, the frequency steeply increases corresponding to a mass decrease. After

a sample is first inserted into vacuum, its top surface is still covered with loosely

bound adsorbates, which explains the large amount of material being sputtered

at the beginning of the irradiation. As the frequency change becomes flatter, the

sputtering yield y decreases. This is shown in the right image of Figure 3.8, where

y is plotted over the fluence φ, which denotes the number of ions that has hit the

sample during the irradiation per area. When the contaminants are mostly sputtered

away, the frequency change and sputtering yield become more stable and an actual

sputtering yield for the irradiation of the sample can be determined.
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Fig. 3.9: This irradiation of a Be-coated QCM sample with 5 keV N2 ions gives an example
of an experiment, where both projectile implantation and sputtering play a role.
Following a small initial increase, the frequency decreases due to a net mass
increase: More weight is gained by implanted N than lost by sputtered Be. After
the sample is saturated at a fluence of about 15 · 1016 N/cm2, sputtering overtakes
as the more important mass-changing process and the frequency starts to increase.
Figure taken from [85].

QCM Measurements of Ion Implantation

The mass dependence of the quartz frequency causes a possible combination of

influences from mass decreases caused by sputtering and mass increase by ion

implantation. This can be hindering in determining sputtering yields as the im-

plantation coefficients are hard to estimate and likely show a significant fluence

dependence. However, measuring both effects at the same time also represents a

chance to get a more complete understanding of relevant ion-solid interactions [85,

86, 87, 88, 89]. Figure 3.9, shows an example for a such a measurement where both

ion implantation and sputtering play an important role [85]. Here a Be-coated quartz

sample is irradiated with 5 keV N2
+ ions to investigate the interaction of seeding gas

ions with fusion wall materials. The resulting frequency behavior is plotted over the

ion fluence. Up until about 15×1016 N/cm2, the frequency steadily decreases, which

corresponds to a net mass increase due to N atoms being implanted into the Be layer.

At some point, the Be within the ion implantation range (up to 20 nm according

to simulations presented in [85]) becomes saturated and stopped N ions quickly

outgas again. After this saturation, the mass decrease by sputtering takes over as the

dominant contribution to the mass change and thus the quartz’s frequency response.

Here a stationary state is reached because there is an equilibrium between implan-

tation of N projectiles and sputtering of previously implanted N. Therefore, only

sputtered Be atoms contribute to the measured net mass decrease. The implantation

probability at the beginning of the irradiation can be estimated by assuming that

the sputtering measured after saturation is the same as before. This is reasonable
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if only a small amount of projectiles are implanted and the surface concentration

of the sample does not change significantly. In a case such as shown in Figure 3.9,

comparison to numerical models such as dynamic SDTrimSP simulations will be

helpful for understanding the implantation and saturation behavior. Additionally,

effects such as ion-induced diffusion might lead to a more complex scenario [86, 90].

QCM Electronics

Currently, QCM measurements are controlled by two different setups (see [74, 89,

91]). The base UHV cabling, feedthroughs and phasebox electronics are the same

for both approaches. The quartz is driven at a given input frequency and the phase

shift of the quartz’s oscillation is obtained by the phasebox electronics, which give a

feedback if the currently driven frequency is above or below the quartz’s resonance.

This is used for controlling the frequency regulation with a feedback voltage VC

returned by the phasebox.

In the approach described by Hayderer et al. [74], an analog oscillator provides the

input signal at the resonance frequency of about 6 MHz and performs the regulation

based on the feedback voltage VC . The frequency is continuously recorded with a

frequency counter, which is then connected to PC via a USB cable. The recording of

the frequency over time is done with a program written in LabView.

Recently, a second approach was established based on using a Tektronix frequency

generator instead of an analogue oscillator [89, 91], which allows more flexibility in

exciting different oscillation modes (see section 3.1.2). Regulation is here performed

by a python script, which uses the VC feedback read by an Analog Digital Con-

verter (ADC) to control the frequency generator’s output. This has the advantage of

unlocking other QCM measurement modes, but was also found to be more unstable

and less responsive due to slower regulation. The quality of the quartz resonance is

also massively dependent on the parameters of the controller, which can also vary

between different setups and phasebox electronics.

The current implementation of the electronics setup allows measurements with

signal drifts as low as 2 mHz/min and a signal noise of as low as 5 mHz [74]. This

corresponds to mass change rates in the order of 10 pg/s that can be resolved [91].

For mineral film samples such as CaSiO3, this means that sputtering of about one
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Fig. 3.10: This plot shows the temperature dependence of the QCM’s fundamental (f1,
green) and third overtone mode (f3, blue). Besides its stable working point at
room temperature, the inset shows a minimum for f1 at around 435 K (corre-
sponding to 162 °C). In contrast, the temperature dependence of f3 shows a
saddle point at 360 K ( 87 °C).
This figure is adapted from [89].

monolayer of material per hour can still be measured.

QCM Temperature Dependence and Dual Mode Compensation

Oscillating quartzes are frequently used sensory devices for many different appli-

cations. Besides being used as a microbalance for measuring mass changes during

ion irradiations, they are also applied as sensors for several other applications,

commonly as biosensors [92]. During measurements of ion-solid interactions, es-

pecially the sensitive temperature dependence of the QCM represents a challenge.

Figure 3.10 shows an example measurement of the temperature dependence of

the quartz’s resonance frequency [89]. The green curve shows the fundamental

frequency mode f1 at a resonance frequency of around 6 MHz. The SC-cut quartzes

are designed to have two stable working points at room temperature ( 20 °C) and

in the frequency-over-temperature minimum at 435 K ( 162 °C), which is shown

in the inset in Figure 3.10. Above the minimum, the frequency increases steeply

with higher temperatures. Between the two working points, a frequency difference

of up to 500 Hz exists, while the increase at higher temperatures is several kHz

compared to the room temperature frequency. In comparison, frequency changes

due to sputtering by ion bombardment are mostly below 1 Hz/min and as described
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Fig. 3.11: Upper image: This figure shows an example of the transient frequency changes
at the beginning and the end of an ion beam irradiation at room temperature.
The measurement was performed with a CaSiO3 sample being irradiated with 3
keV 3He+ ions with an ion flux of 1.31 × 1016 3He/m2/s under normal incidence.
Directly after the irradiation is started, the frequency drops by about 2 Hz and
it takes in total several 100s until a stable frequency increase from sputtering
dominates. When the ion beam is turned off, the opposite happens and the
frequency increases again.
Lower image: The observed transient behavior is different at higher temperatures
as shown by the given example of a measurement with a CaSiO3 sample that
was heated to a temperature of 220 °C with a heating current of 2.5 A. The
sample was irradiated with 2 keV H2

+ ions at an ion flux of 3.39 × 1017 H/m2/s.
The sample temperature is above the minimum in the frequency-temperature
characteristics (see Figure 3.10) and the frequency significantly jumps up when
the ion beam is turned on. The steep increase is also in agreement with the less
stable working point at this temperature.
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Fig. 3.12: This plot shows an analysis of the initial frequency drops at the beginning of
irradiations at room temperature. For 4 keV Ar+ ions hitting a CaSiO3 sample,
measurements were performed at various ion currents showing that the amplitude
of an exponential fit of the frequency drop increases with the ion current. Higher
amplitudes after longer measurement breaks (blue) indicate a small amount of
Ar implantation in the first few minutes of the irradiation.
Figure adapted from [62].

before, the QCM sensitivity to mass-change-related frequency changes is in the range

of mHz/min. Therefore, these measurements are reliant on a stable temperature of

the sample and even then, experiments at temperatures apart from the two stable

working points have proven to be challenging. On top of that, even turning on or

turning off the ion beam irradiation of a QCM sample can lead to changes of the

thermal equilibrium, which affect the measurement. This happens especially for

light ions such as H or He, which cause significantly less sputtering than heavier

ions at the same energy. The upper image in Figure 3.11 shows an example of

the frequency, when a CaSiO3 sample is irradiated with 3 keV 3He+ ions at room

temperature under normal incidence at an ion flux of 1.31 × 1016 3He/m2/s. When

the ion beam is turned on, the frequency drops by about 2 Hz and it takes several

100 s until the slope of frequency increase due to sputtering becomes stable. An

inverted behavior at a similar timescale can be observed after the ion beam is turned

off. Measurements done in the scope of this thesis show that the observed initial

behavior is inverted when the temperature lies above the position of the frequency-

over-temperature minimum at 435 K (see Figure 3.11 showing an irradiation with 2

keV H+
2 at a temperature of 220 °C). It was also found that the transient behavior

shows an exponential form, whose amplitude increases with the ion current, while

its time constant is mostly independent of the ion current [62]. These measurements

strongly indicate that the transient behaviors at the start and end of irradiations
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Fig. 3.13: This plot shows the dependence of the beat frequency fb = 3 · f1 − f3 on
temperature. The dependence of f1 and f3 on fb is obtained from a calibration
measurement. Temperature compensation is then performed by recording fb

during a measurement and subtracting the known f1(fb) or f3(fb) function
respectively.
This figure is adapted from [89].

are caused by ion-beam-induced temperature changes of the sample (see Figure

3.12).

The crystal structure of quartz undergoes a phase change from the α phase present

at lower temperatures to the β phase at 847 K [93]. In theory, conventional

QCM experiments should be possible up to this temperature, but they are not

feasible due to the increasing instability of the fundamental mode f1 (see Figure

3.10). In order to enable measurements at higher temperatures and especially at

varying temperatures, for example during a Thermal Desorption Spectroscopy (TDS)

measurement, Stadlmayr et al. recently implemented a compensation method based

on using two different oscillation modes of the quartz [89, 91]. Such techniques

had been previously applied at lower temperatures (see for example [94] and other

references given in [89]). Besides the fundamental C1 mode at 6 MHz, the third

overtone C3 mode at almost 18 MHz is also excited. The C3 mode has a different

dependence on the temperature (see the blue curve in Figure 3.10), which can be

used to separate frequency changes from temperature changes and those caused by

mass changes. In particular, the beat frequency fb = 3 · f1 − f3 is close to linearly

dependent on temperature (see Figure 3.13). With calibrated functions f1(fb)

or f3(fb), the temperature component can be separated from frequency change

measurements if the frequency fb is also recorded over time. In the setup at IAP,

this is realized by continuously switching between exciting the C1 mode and the C3

mode with the PC-controlled frequency generator at time steps of typically 5 to 10
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seconds [91]. This approach was applied to measure D outgassing from Be samples

during a TDS measurement [89].

Catcher-QCM Setups

The QCM technique is a very well-suited tool for sputtering measurements, but its

applications for direct measurements are limited to thin film targets. For many cases,

the exact phase of the target is not essential if it is not a single-crystal and therefore

affected by ion channeling. Sputtering of polycrystalline targets is stated to be mostly

comparable to sputtering by amorphous targets [24], and many materials amorphize

anyway during long-term ion bombardment [95]. However, for polycrystalline W

targets different behaviors due to linear collision sequences have been reported [96].

Additionally, in a realistic scenario, sputtering will be affected by surface roughness,

which has a strong effect on the sputtering process [97]. In the most extreme cases,

complex surface structures such as W fuzz or granular planetary regolith structures

will be relevant and significant deviations in sputtering behaviors have been reported

[98, 99, 100].

In order to perform sputtering investigations of more complex targets, a catcher-

QCM setup has been developed [101]. Here a catcher-QCM is positioned next to

the target and the mass increase due to sputtered atoms sticking to the quartz’s

surface are measured to deduce the sputtering of the target. The evaluation of

such measurements becomes more challenging as the system is affected by different

angular distributions of sputtered atoms, possibly unknown sticking coefficients and

sputtering of the catcher-QCM surface by reflected ions. However, it removes almost

any restriction on the target form and even the angular distribution of sputtered

atoms can be probed. A linear catcher-setup has successfully been applied at IAP

for reference-measurements with Au-coated samples [101], Fe-coated samples with

oxide layers [84], CaSiO3 films [84] as well as W films and W fuzz samples [100].

Furthermore, experiments with similar catcher setups have been performed for struc-

tured molybdenum surfaces by Li et al. [102] and ice surface by Galli et al. [103].

Recent developments at IAP have focused on upgrading existing catcher-QCM setups

for circular motions around the target both in nuclear fusion and space weathering

research [104, 105]. In doing so, the distance between target and catcher-QCM

stays constant leading to higher signals and easier evaluation of the measurements

as the distribution of sputtered particles can be measured more directly than in the

previous linear setup.
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Fig. 3.14: This plot shows a measurement of the energy dependence of the γ yield of the
nuclear reaction 1H(15N, αγ)12C, on which 15N NRA is based. Its narrow width of
only 1.8 keV makes it a very important tool for high-resolution H depth profiling.
The measured resonance width of the nuclear reaction as shown above is affected
both by the natural resonance width as well as by Doppler broadening (red)
[106].
Image taken from [106].

3.1.3 Ion Beam Analysis for H Isotope Retention

In the scope of this thesis, Ion Beam Analysis (IBA) was not only used as an impor-

tant tool for the composition analysis of used samples (see section 3.1.5), but also

applied for investigating the retention and outgassing behavior of H isotopes in W

samples. For this purpose, W samples were investigated with NRA for depth profiling

implanted 1H and with Foil-ERDA to monitor the development of D concentrations

during a TDS experiment (see chapter 6). The principles of these two IBA methods

are described in the following sections.

15N Nuclear Reaction Analysis (NRA) for Depth Profiling 1H

Nuclear Reaction Analysis (NRA) is a technique that is often used to measure depth-

dependent concentrations with a unique precision [107]. It is based on measuring

the secondary particles of nuclear reactions between the nuclei of the projectile

ion and a target atom. Such nuclear reactions require small distances of closest

approach and are therefore only possible for the analysis of light elements in typical

MV accelerators. Heavier elements require higher energies to overcome the coulom-

bic barrier, which is often not feasible. The cross sections for such nuclear reactions

are usually governed by resonances and thus require a specific projectile energy.
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Fig. 3.15: This sketch shows the principle of a typical ERDA experiment. A multicomponent
sample is irradiated with a primary ion beam, which creates recoils from large-
angle scattering events. The energies of these recoils are measured with a
detector in forward scattering direction. In order to filter specific species as well
as scattered primary ions, an absorber foil is placed in front of the detector so
that only light species can reach the detector.

As the ion loses energy while passing through the target mostly due to electronic

stopping, different primary energies cause the nuclear reactions to be triggered at

different depths. This can be used to extract a depth profile of a specific element by

sweeping the primary beam energy. Here the width of the investigated nuclear reso-

nance primarily determines the limit for the depth resolution of this analysis method.

For 1H, the most common NRA technique uses 15N ions as a primary beam [108]. It

takes advantage of a resonance at the primary energy of 6.385 MeV, where the 15N

combines with a proton to form a 12C nucleus under the emission of an α and a γ

particle. During the NRA measurement, the γ particles are counted with a suitable

detector and count rates allow the determination of the 1H abundance. The 1H(15N,

αγ)12C reaction has an extremely sharp resonance with a width of only 1.8 keV

(see Figure 3.14), which allows precise H depth profiling [106]. As the analysis

of H is difficult or even impossible with other commonly applied IBA techniques,
15N NRA is regularly used as a complementary method to, for example, RBS and

Time-of-Flight Elastic Recoil Detection Analysis (ToF-ERDA) [109].
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Elastic Recoil Detection Analysis (ERDA)

For the in-situ investigation of D retention and outgassing in W samples (see section

6.2), the method of Elastic Recoil Detection Analysis (ERDA) was chosen [110].

Compared to RBS, ERDA is especially well suited for the investigation of light ele-

ments [111]. A detector setup with an absorber foil was used to filter out unwanted

recoil species and scattered primary ions [67, 111]. The principle of such an experi-

ment is sketched in Figure 3.15. The target of interest is irradiated with a primary

beam, which probes the top layer of the sample of several 100 nm to several µm

depending on ion species and energy. An energy-sensitive detector, usually placed

in a forward-scattering geometry, is then used to analyze the recoils created by

the probing beam. The recoil mass can be identified from the measured recoil

energy and the scattering kinematics in the used setup geometry. Both the primary

ions as well as the recoils lose energy to stopping as they move through the solid

and therefore, recoils originating from deeper beneath the surface will have lower

energies. This allows the measurement of depth-resolved concentrations with ERDA

when the stopping of the recoil species in the sample material is known.

In multicomponent targets, the contributions from different elements will cause

overlapping spectra and scattered primary ions are also not distinguishable in the

detector. Therefore, placing an absorber foil with a known thickness of typically a

few µm in front of the detector allows more precise investigation of light recoils

[111]. These light atoms will have higher ranges than the heavier recoils and scat-

tered ions. The foil is chosen so that the recoils of interest can pass through the foil

and reach the detector, while the other particles are stopped. Of course, the energy

and straggling in the absorber foil also have to be considered for the evaluation and

result in a worsened depth resolution. For the particular case of D in W samples, a

3.4 MeV He2+ primary beam and an Al absorber foil with a thickness of 12.9 µm

were used.

3.1.4 Thermal Desorption Spectroscopy (TDS)

TDS, or Temperature-Programmed Desorption (TPD), also represents an essential

technique for investigating the desorption of H isotopes implanted in W samples

(see section 6). It is commonly used in surface science to retrieve information on

binding states of adsorbed or chemisorbed species [113, 114]. Similar information

can be obtained for implanted atoms deeper in the sample, even though further
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Fig. 3.16: This plot shows an example of a TDS measurement with a D-implanted single
crystalline Be sample. During the heating, the RGA signal of m = 4 is recorded,
which corresponds to the release of D2 molecules. Several peaks and sub-peaks
are visible, which correspond to different binding states of the implanted D.
Figure taken from [112].

effects such as diffusion and re-trapping in defects affect the desorption behavior

[115].

A TDS experiment is based on heating up a sample with a typically linear temper-

ature ramp. At the same time, a RGA measures the amount of outgassing species

correlated to the sample’s temperature. The exponential behavior of binding states

to the energy can result in very sharp desorption peaks that allow the determination

of binding energies [112]. An example for such a measurement is shown in Figure

3.16. Even though TDS measurements are regularly used for quantifying the amount

of an implanted species, they mostly give a unique insight into how these atoms are

bound in a sample. In nuclear fusion research, this is especially of interest for the

investigation of the retention of H isotopes in wall materials (e.g. [52]). However, it

is also of interest in planetary science to find out whether implanted ions stay on the

surface of a planetary body [86], or how hydroxyl and water molecules are formed

as a result of the implantation of solar wind ions [116, 117].

3.1.5 Sample Preparation and Analysis

The experiments presented in this thesis were performed with different materials

that are associated with the pyroxene mineral family for space weathering, as well

as with W for nuclear fusion research. This subsection describes the principles of

the most important used sample preparation and analysis techniques. Concrete
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descriptions of the analysis results for the specific samples are given later in chapters

4, 5 and 6.

Pulsed Laser Deposition (PLD)

Pulsed Laser Deposition (PLD) was used as the main process to create thin films

deposited from various mineral samples [118, 119]. PLD is based on a laser heating

of a solid’s near surface region to cause material ablation. The resulting plasma

plume is directed towards a substrate, where emitted atoms form a thin film [120].

The main advantage of this technique is that it enables stoichiometric transfer even

of complex target, which has made it an important tool for investigations with thin

films of various oxides [121, 122]. PLD has also been applied for the deposition of

minerals before: Such thin films were, for example, used to study growth kinetics

[123, 124], or to improve the biocompatibility of medical implants by depositing

wollastonite layers on top of them [125, 126, 127]. Hijazi et al. even used thin films

of the mineral anorthite CaAl2Si2O8 to perform sputtering measurements with a

QCM in experiments similar to those presented in this thesis [43, 44].

The PLD of samples used in this thesis was done by Michael Doppler and Andreas

Nenning at the Institute of Chemical Technologies and Analytics at TU Wien. For this

purpose, a 248 nm KrF excimer laser was used at energies of a few J/cm2/pulse and

a pulse frequency in the low Hz range [128]. These settings allowed the deposition

of films with a thickness of a few 100 nm within one hour deposition time. More

detailed descriptions of deposition parameters are later given in sections 4.2 and

5.2.

X-ray Photoelectron Spectroscopy (XPS)

Analysis of some samples from PLD was performed by X-ray Photoelectron Spec-

troscopy (XPS) to get information about the surface composition, which affects

sputtering yields significantly. XPS is a common tool in surface science experiments,

often used to investigate surface composition in-situ [129, 130]. It is based on

irradiating the sample with X-rays, which causes the emission of inner-shell electrons

from the sample’s atoms via the photoelectric effect [131]. The energies of these

electrons are then measured by, for example, a hemispherical sector analyzer [132].
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Fig. 3.17: This example spectrum shows the RBS analysis of a W film on a Si substrate with
2 MeV He ions, where counts are plotted over energy. The contributions from Si
(left) and W (right) are clearly separated due to the differing energy transfer in
backscattering. The energy width is caused by stopping of He ions in the solid
and allows the determination of the thickness of the W film. For this case, the
experimental spectrum (red) can be well reproduced by a simulation with the
program SimNRA (blue) [133].

The electrons’ energies are characteristic for the binding energies in the sample and

thus allow identification and quantification of the sample’s constituents [132]. Quan-

tification is possible with a precision of sub-percent of atomic concentrations. Due

to the limited range of the emitted electrons, the information is representative for

about the top few nm of the sample [132]. Ex-situ XPS analysis has to be combined

with sputter cleaning of the samples since they have to be transported at air between

deposition and analysis and XPS results are sensitive to surface contaminations.

The XPS measurements of samples used for this thesis were performed by Markus

Sauer at the Analytical Instrumentation Center at TU Wien. Detailed results are

again given later in section 4.2.
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Ion Beam Analysis Methods (RBS, ToF-ERDA)

Mineral films as well as W samples were also investigated using IBA methods, in

particular with RBS and ToF-ERDA. These methods are very well suited for the

analysis of thin films as they allow concurrent measurement of film thickness and

depth-resolved concentrations. By using MeV ions as a primary beam, these methods

are also mostly non-destructive, even though some influences on the samples might

be caused by inducing additional vacancies (see section 6.1).

RBS uses a light primary ion species, for example He+ at a few MeV, and analyzes

the energies of backscattered ions [134]. At these energies, the scattering process

can be well described with the Rutherford cross section:

dσ

dΩ
= (

Z1Z2e2

4E
)2 1

(sin θ/2)4
(3.13)

The differential cross section dσ/dΩ is here given in the center-of-mass frame, Z1

and Z2 denote the atomic numbers of the scattering atoms, e is the elementary

charge, E the ion incident energy and θ the scattering angle. Similar to other IBA

methods, scattering kinematics give information of the target species and energy

loss by stopping determines the depth resolution. Due to the well-known Ruther-

ford cross section, quantitative analysis can be done precisely. It is best suited for

investigating films of heavy materials on light substrates, as such a scenario leads to

well-separated peaks. Figure 3.17 shows an example of such an RBS spectrum from a

2 MeV He analysis of a thin W film on a Si substrate used for H retention experiments

(section 6.1), where detector counts are plotted over energy. Two main contributions

are visible: The section at higher energies originates from scattering from W atoms,

as the large mass difference between He and W prohibits efficient energy transfer.

The left area results from scattering at the Si substrate, while the counts between

result from multiple scattering events in the sample. The Si contribution clearly

shows the 1/E2 behavior from the Rutherford cross section (equation 3.13).

Especially multi-component samples can lead to complex RBS spectra. Therefore,

Time-of-Flight Elastic Recoil Detection Analysis (ToF-ERDA) analysis was also done

for most samples as a complementary method. Contrary to RBS, heavier ions are

used for the primary beam and it is better suited for examining light elements due

to a worse mass resolution for heavy elements. ToF-ERDA is based on the same

principles as described in section 3.1.3. Overlapping energy contributions from
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Fig. 3.18: This image shows the result of a ToF-ERDA analysis of a MgSiO3 film with 36 MeV
I8+ ions. The number of counts (given by the color) are plotted over time-of-flight
(x-axis) and energy (y-axis), which are given as the discrete detector channels.
Counts at higher energies come from recoils originating closer to the surface.
Besides the sample elements, Au as well as Si and O in greater depths from the
substrate are visible. A small amount of H was also found in the analysis.

different elements are avoided by additionally measuring the time of flight of the

recoils on a defined length, which allow the determination of the target’s atomic

mass [135]. This is achieved, for example, by measuring pulses of emitted electrons

as start and stop signal when the recoil passes through thin C foils [135, 136]. In

a plot of energy over time-of-flight, each element contributes one curve, as it can

be seen in the example in Figure 3.18. It shows the analysis of a MgSiO3 film on a

Au-coated Si wafer piece with a 36 MeV I8+ beam. The number of counts is given by

the color and signals at higher energies correspond to locations closer to the surface,

where the recoils have been less affected by stopping. Apart from the contribution of

scattered primary ions, the elements from the sample (Mg, Si, O) and the substrate

(Au as well as Si and O in deeper layers) are clearly visible. The energy-resolved

spectra allow depth-resolved concentration analysis, quantification is given by the

number of counts and the scattering cross section.

IBA of the samples used in the presented experiments were performed by Anna

Niggas and Marcos V. Moro at Uppsala University. The results for specific samples are

detailed in later sections discussing the respective experiments with these samples.
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Atomic Force Microscopy (AFM)

As described before, the surface structure plays an important role for ion-surface

interaction. Varying surface angles, shadowing and redeposition of sputtered mate-

rial are responsible for different sputtering behaviors of rough surfaces. An Atomic

Force Microscope (AFM) is very well suited for characterizing the surface on a nm

scale [137] and it was therefore used for measuring the surface morphologies of

the samples in this thesis. AFM measurements are based on moving a small tip

across the sample and measuring the deformation of the tip cantilever caused by the

interatomic interactions between the surface and the tip [138]. This deformation

measurement is most commonly achieved by monitoring the deflection of a laser

from the cantilever.

The Asylum Research Cypher AFM at IAP has been used for several studies of ion-

induced surface modifications with swift heavy ions [139, 140] and fusion-relevant

D ions [56]. In this thesis, AFM images were also recorded for the samples before

and after irradiation to characterize surface roughness and to investigate its possible

changes.

3.2 Theoretical Methods: Simulations with BCA-Codes

For the simulation of ion-solid interactions, two methods have become established:

Molecular Dynamics (MD) and Binary Collision Approximation (BCA) codes. MD

simulations solve the Newtonian equations for each atom in a given simulation cell

based on interatomic potential [141]. This requires large computing power and

has high demands on the potentials as they should reflect several properties of the

investigated material. MD simulations are applied in different areas of research, but

can also be used for a variety of calculations for the effects that occur when an ion

hits a surface [142]. BCA simulations are somewhat simpler as they approximate

the collision cascade in a solid as a series of random scattering events. Within a

given energy range, this approximation yields accurate results if input parameters

on the investigated material such as the surface binding energy are given. Due to

the lower computing demands for good statistics, BCA simulations have become

a common tool for sputtering research. For the cases studied in this thesis, BCA

simulations were performed to compare experimental sputtering yields to numerical

predictions. At the used ion energies in the range of several 100 eV to several keV,
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Fig. 3.19: This sketch gives an overview of the calculation procedure of programs that are
based on the BCA. Instead of simulating all particle trajectories at the same time,
interatomic collisions after a certain distance are calculated one after another.
For each collision, energy transfer and scattering angles are determined, which is
done for all atoms that take part in the collision cascade. Multi-body interactions
and overlapping of collision cascades are neglected, which works well in an
energy range of several 10 eV up to several 10 keV.
Image taken from [10].

BCA codes are reasonably reliable for calculating sputtering yields, ion ranges and

defect formations. This is, however, restricted to kinetic sputtering, while more

complex effects such as potential sputtering are not included in BCA programs. The

principles of such simulation codes are described in more detail below.

3.2.1 The Binary Collision Approximation (BCA)

As mentioned above, the Binary Collision Approximation (BCA) is the base for sev-

eral established simulation codes of ion-solid interaction. Instead of calculating how

all the atoms in a collision cascade are set into motion at the same time, the collision

cascade is simulated in a step-by-step manner, which is sketched in Figure 3.19. An

ion entering the solid moves a certain random distance depending on its mean free

path length and scatters at a target atom. Scattering angles and energy transfer

are calculated for the binary collision from a given interaction potential, usually a

Coulomb potential with included screening by the electrons such as the KrC potential

[12] or the universal ZBL potential [11, 26]. The ion then continues to move through

the sample and more scattering steps are calculated until its energy falls below a
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given cut-off energy of typically a few eV, where it is considered as stopped. The

same calculation steps are done for the recoils that have been set in motion, where

new recoils are created and also stopped in the target or sputtered from the surface.

These steps are repeated until all trajectories for atoms participating in the collision

cascade are calculated.

The BCA represents a comparatively fast way for simulating ion-solid interaction.

However, one has to be aware of its limitations: Only including binary collisions

results in a lower limit for the ion energy of about 30 eV to give accurate results [22].

For slower ions, collisions with multiple atoms should not be neglected and here

MD simulations are advantageous. The step-wise calculation procedure neglects

an overlapping of different branches of the collision cascades. Furthermore, the

included treatment of electronic stopping as a friction force becomes less valid

at higher energies where it represents the major mechanism of energy loss [22],

which is, for example, relevant for swift heavy ions. At high projectile energies,

therefore, other calculation methods such as the thermal spike model have to be

used to appropriately reproduce experimental findings [143]. Additionally, the

random steps between scattering events restrict the simulation to amorphous targets.

Effects connected to the crystalline structure such as ion channeling [144] or linear

collision sequences [96] are not included in conventional BCA codes, but have to be

specifically implemented [145].

The BCA calculation process reproduces nuclear stopping, but electronic stopping

has to be added artificially. This is usually done by using electronic stopping as a

friction force [22]. Each moving particle loses energy between scattering events

taken either from experimental data or approximations for the electronic stopping

power, such as the Lindhard-Scharff-Schiøtt model or the Oen-Robinson model [146,

147].

Properties of the different elements such as mass or the density have to be included

as external inputs. While most of them are well known, finding suitable values of the

displacement energy or especially the surface binding energy are challenging. These

energies respectively define the threshold necessary for an atom to leave its position

in the bulk or to be sputtered from the surface. The surface binding energy strongly

influences the sputtering yield [24] and is difficult to determine at the same time. It

can be approximated with the heat of sublimation for mono-elemental targets [22],

but for composite targets there still exists a lack of a valid formalism for calculating

46 Chapter 3 Methods



the surface binding energies. In most cases, one therefore has to rely on fitting them

to reproduce experimental results, which is further discussed in section 4.3.

Examples for BCA codes are the two programs SRIM and SDTrimSP [20, 26], which

were both used in the scope of this thesis. While SRIM has become a common tool

for sputtering inputs in planetary science, SDTrimSP and its extensions for 2D and

3D surfaces are more established in nuclear fusion research. Especially for space

weathering-related investigations it was thus an important task to compare both

programs and assess which is better suited for sputtering simulations.

3.2.2 SRIM

The Stopping and Range of Ions in Matter (SRIM) program suite is a very commonly

used tool for calculating different effects of ion-solid interaction [11, 20]. It is pub-

licly available online (http://www.srim.org/) and represents an easy-to-use tool

for calculating ion ranges, stopping and doing BCA simulations. SRIM has regularly

been chosen as the reference for providing sputtering yields in space weathering

research [34, 148, 149], but its accuracy for sputtering has been contested [150,

151]. For the cases investigated in this thesis, it will therefore be further tested how

well SRIM reproduces experimental sputtering yield results.

3.2.3 SDTrimSP

SDTrimSP is a code for BCA simulations, which is currently developed at Max-Planck-

Institute of Plasma Physics (IPP) [26]. It represents a continuation on previous de-

velopments of the TRIM.SP and TRIDYN codes [152, 153, 154] and has focused on

sputtering mechanisms that are relevant for plasma-facing components in a nuclear

fusion reactor. In doing so, several important capabilities have been developed that

open up more possibilities for sputtering simulations. Similar to TRIDYN, it includes

dynamic changes of the target resulting from the ion bombardment. Such target

changes can result from preferential sputtering as well as ion implantation and

diffusion effects [78, 86, 155, 156], which can significantly influence the sputtering

behavior during prolonged irradiation.
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Recent developments of the code have focused on expanding it to allow 2D and

3D geometries for the simulation of rough surfaces [157, 158]. This is realized by

discretizing the simulated target into columns or cubes respectively, which each have

a specific local composition and can be affected by the incident ions individually.

This discretization was found to be a well-suited approximation for a smooth surface

if the grid dimensions are smaller than the dimensions of the collision cascade [158].

These new versions of SDTrimSP so far have been used to investigate the sputtering

of rough Fe and W targets [73, 159], as well as the roughening and W enrichment

of W-containing EUROFER steels [160, 161].

In planetary science, SDTrimSP is less commonly used. Schaible et al. compared

SRIM and SDTrimSP simulation results for oxide surfaces and found better agree-

ment with older experimental data for SDTrimSP [151]. The very good agreement

between experiments and SDTrimSP simulations was also found for the studies

in the scope of this thesis [87, 88, 162], which will be presented in detail in the

following chapters.
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Results: Sputtering of Lunar

and Hermean Analogs by

Solar Wind Ions

4

This chapter describes experimental and theoretical results on the sputtering of

planetary analog samples by solar wind ions. Section 4.2 will first detail the sample

preparation procedures as well as the sample analysis results. Section 4.3 will then

describe the measurements of kinetic sputtering by singly charged ions and how this

process can be simulated with BCA codes. Corresponding results for the potential

sputtering by multiply charged ions are then presented in the following section

4.4, where both experiments and a model for the dynamic behavior of potential

sputtering based on preferential sputtering of O atoms are included. Finally, section

4.5 combines the previously gained insights to calculate the sputtering effects of the

H and He components of the solar wind.

Large parts of this chapter were published before this thesis was written: Some

contents of section 4.2, the H+ and some Ar+ measurements from section 4.3 as

well as some measurements with multiply charged Ar ions from section 4.4 were

published in [162]. Further contents from section 4.2, the He results from section

4.3, experiments and modeling for potential sputtering by He and Ar from section

4.4, as well as the solar wind calculations in section 4.5 were published in [88].

4.1 Introduction

While other ion-induced erosion effects also occur in the solar system, ions from the

solar wind, about 96% H+, 4% He2+ and a minor heavy ion component, represent

the major source of erosion by sputtering on most small planetary bodies. Even

though the solar wind flux of about 1012 ions/m2 at the Moon is small compared to

typical laboratory ion beam fluxes, it significantly contributes to changing planetary
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surfaces over astronomical timescales. Both for the understanding of space weath-

ering as well as for modeling exosphere creation, a precise knowledge on different

sputtering effects is needed. So far, most estimations based on previous experimental

results or simulations are used as sputtering inputs that are not well constrained.

Especially the prominent potential sputtering effect by multiply charged ions so

far has been rarely investigated (see [42, 43, 44, 163, 164]) and requires further

understanding and quantification.

For this purpose, the sputtering by different solar wind ions has been investigated in

detail using the mineral wollastonite CaSiO3 as an analog for the surface of the Moon

and Mercury. Wollastonite is a pyroxenoid that has a similar crystal structure to the

pyroxene mineral family that can be found on both bodies in large abundances [165,

166]. The composition of wollastonite with about 60% O and 20% Si is similarly

found in many other minerals, sputtering yields for wollastonite should therefore

give a good representation for solar wind sputtering on planetary bodies.

4.2 Sample Preparation Parameters and Analysis

Results

The original wollastonite mineral piece for depositions on oscillating quartzes was

provided by Peter Wurz and Klaus Mezger from the University of Bern. In order to

create two smooth parallel facets, the mineral was polished using a wet-grinding

machine. Afterwards, it was heated for three days at 320 °C in an evacuated envi-

ronment under a pressure of 10-2 mbar to deplete the sample of remaining water

from the polishing process. It was then used for the deposition of thin films onto

QCMs with PLD at the Institute of Chemical Analytics and Technologies at TU Wien.

PLD was performed with a 248 nm KrF excimer laser at a pulse frequency of 5 Hz

with 2 J/cm2/pulse. PLD was performed at sample temperatures between 250 °C

and 270 °C at background O2 pressures of 0.04 mbar. The deposition times varied

between 30 minutes and 2 hours.

The best suited sample-analysis procedures for PLD-deposited mineral films have

been developed during recent years. One of the most important quantities is the

sample composition, which will influence the sputtering yields significantly. For first

depositions, the sample composition was checked with XPS showing in general a
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Ca Si O H C
Sample Composition 18.3% 19.6% 59.5% 1.6% 1.0%

Tab. 4.1: An overview of the average elemental concentrations in the wollastonite films
from ToF-ERDA measurements. The composition is very close to the nominal
composition of 20% Ca, 20% Si, 60% O and contamination from H and C were
found to be low.
The data used for the average sample composition shown in this table was
published in [88].
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Fig. 4.1: The different elemental concentrations in a wollastonite film sample from
ToF-ERDA show a very uniform distribution in depth. Depth on the x-axis is
here given corresponding to thin-film units of 1015 at./cm2.
This figure was published in [88].
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Fig. 4.2: This example for an AFM image of a wollastonite film shows a mostly smooth
surface with only a small number of circular particles on top.
This was published in an adapted form in [167].

good agreement with the nominal composition of CaSiO3, but a lower Ca content

than the original material and C contamination was found [162]. This was later

checked with IBA and ToF-ERDA revealed those deviations to be contained within

the close surface region. In deeper layers and averaged over the bulk of the films,

the composition of the wollastonite film samples was determined to be 18.3% Ca,

19.6% Si, 59.5% O [88]. Contamination from H and C makes up between 1% and

2%. The ToF-ERDA analysis results are tabulated in table 4.1 and an example for

the depth-resolved concentration is shown in Figure 4.1, clearly showing no signs of

any significant variations.

IBA measurements also give the possibility of evaluating the sample thickness. RBS

of different samples revealed strongly varying thicknesses between 30 nm and 700

nm [88], which was calculated from RBS results assuming the nominal wollastonite

density of 2.86 g/cm3 [168]. The surface of the different samples was characterized

with AFM measurements and mostly smooth surfaces were found for thinner films.

Figure 4.2 shows an example for such a smooth surface, where only a few round

structures are visible. The distribution of local inclination angles for the same sample

as determined from the AFM measurement is shown in Figure 4.3. For the dominant

low inclination angles below 20°, sputtering yields do not significantly change and

overall, the surface roughness is neglected for later sputtering yield evaluations. For

thicker films, rougher surfaces with more features and larger contributions from

the high inclination angles were found. For these samples, sputtering yields were
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Fig. 4.3: The distribution of local inclination angles for the wollastonite sample depicted in
Figure 4.2 shows mostly angles below 20°.

found to deviate due to surface roughness effects. Additionally, some experiments

with thicker films were affected by apparent electrical charging up effects leading to

massive spikes in the frequency signal that made the recording of sputtering yields

almost impossible. For these reasons, mostly thinner films with smooth surfaces

were used for the experimental investigation of the sputtering of wollastonite that is

presented in the following sections.

The crystallinity of thin film samples was investigated with X-Ray Diffraction (XRD)

(performed by Michael Doppler at the Institute of Chemical Technologies and Ana-

lytics of TU Wien) and under the polarization microscope (performed by Noah Jäggi

at the University of Bern). Both methods showed no signs of the crystallinity of the

original material being preserved and instead amorphous films were observed. This

can most likely be connected to the deposition temperature, which was kept low in

order to prevent possible harm to the quartz substrates.

4.3 Kinetic Sputtering

Sputtering measurements with the QCM technique allow the investigation of several

different ion-solid interactions at the same time, which is a big advantage of this

method. However, it can be challenging even at a stable QCM working point to split
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up the contributions from different sputtering mechanisms or ion implantation to

the measured frequency and thus mass changes. For the irradiations at energies

in the low keV range presented in this thesis, the kinetic sputtering from the ion-

impact-induced collision cascade will always cause significant mass changes of the

samples. It is therefore important to gain an accurate understanding of kinetic

sputtering to deduce the importance of other effects, such as potential sputtering by

multiply charged ions. Kinetic sputtering is also the only sputtering mechanism that

is accurately represented in BCA simulations. The first following section therefore

examines how the kinetic sputtering of silicate materials can be simulated to achieve

a good agreement with experiments. The subsequent sections will then present the

measured sputtering for solar wind relevant ions.

4.3.1 Kinetic Sputtering by Ar+ from Experiment and Modeling

For the purpose of investigating kinetic sputtering of silicate minerals, Ar+ ions were

chosen. Ar is not a major component of the solar wind with a concentration in

the order of 10-6 [163], but it allows measurements with large signals that are not

influenced by chemical effects due to Ar being a noble gas. Sputtering yields for

Ar+ were measured under different angles of incidence α in respect to the surface

normal. The results for energies of 1 keV, 2 keV (taken from [84]) and 4 keV are

compiled in Figure 4.4, with measured values being shown as the red dots. In

comparison to other materials, the observed angular dependence is very pronounced

(compare for example sputtering yield compilations in [22]). Sputtering yields of

around 20 amu/ion increase by up to a factor between 5 and 6 for oblique angles

of incidence. For smaller angles of incidence, this represents a significant deviation

from the angular dependence of cos(α)(−5/3), which results from the Sigmund model

for mono-elemental targets [24]. Similarly, the peak of the angular dependence at

around 70° is found at comparably high angles.

During the experiments with 4 keV Ar+, some signs of Ar implantation during the

irradiations were observed. Similar to the He measurements described later and

discussed in [86], lower yields were observed in the beginning until, before a steady

state at a higher yield is reached when the sample becomes saturated with Ar. For

lower energies, this behavior was not found to play a significant role, which is

in accordance to observations by Wittmaack et al. [169]. In their work, no Ar

implantation in undamaged SiO2 was reported. Retention of Ar of a few % of the

irradiation fluence was observed correlated to ion-induced damage loss and was
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Fig. 4.4: Experimental results (red) and fits (blue) for sputtering yields of wollastonite by
Ar+ irradiation at 1 keV, 2 keV and 4 keV are plotted over the angle of incidence
α in respect to the surface normal. The used fit formula (see equation 4.1) is
described in the text.
The experiments for 2 keV Ar+ were mostly performed in the scope of previous
work [84] and have been published in [162].
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Y0 α0 b c f
1 keV Ar+ 19.14 π/2 1.85 0.75 4.81
2 keV Ar+ 21.06 π/2 1.85 0.75 4.81
4 keV Ar+ 28.48 π/2 1.85 0.75 4.81

Tab. 4.2: This table gives an overview of the used fitting parameters for sputtering yields
of wollastonite samples under Ar+ bombardment, using the fitting formula by
Eckstein and Preuss described in equation 4.1 [16]. For 1 and 4 keV the values of
b, c and f were taken from the 2 keV fit and only Y0 was used as a free parameter.
α0 is always set to π/2 following the suggestion by Eckstein and Preuss to neglect
the effect of surface binding energies on incoming noble gas projectiles [16].

therefore higher for larger energies.

The blue curves in Figure 4.4 represent a fit by the formula proposed by Eckstein

and Preuss [16], which represents an improved version of the original fit formula by

Yamamura and Shindo [25]. This formula can be applied to describe the dependence

of the sputtering yield Y on the angle of incidence α at an energy E and looks as

follows:

Y (E, α) = Y (E, 0)

�
cos

��
α

α0

π

2

�c
�
−f

exp


b


1 − 1

cos
��

α
α0

π
2

�c	




 (4.1)

Y0, c, b and f were used as fitting parameters, α0 was set to π/2 following the

description by Eckstein and Preuss to neglect binding energies to the surface for

noble gas projectiles [16]. However, these binding energies are typically in the low

eV range similar to surface binding energies and are negligible at the keV energies

examined in the present thesis. α0 = π/2 is therefore used for all following fits. As a

result from this approximation, no further energy dependence apart from Y0(E) is

included in equation 4.1. The fit was first calculated for the 2 keV data with all free

parameters. For 1 keV and 4 keV c, b and f were then fixed to the values derived

for the 2 keV data because no experimental values are available that show the exact

position, where the yield peaks. Only Y0 was then used as a free fitting parameter

and these results are compiled in table 4.2. In doing so, a consistent agreement can

be derived for all measured angles at the three energies shown in Figure 4.4, which

strongly supports the validity and consistency of the measurements.

For sputtering simulations, both SDTrimSP and SRIM were tested to simulate ki-

netic sputtering yields. Following the ToF-ERDA measurements that showed good

agreement of the sample’s composition to the original mineral, the nominal CaSiO3
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Fig. 4.5: This plot shows different SRIM modeling results for the sputtering of CaSiO3 by
2 keV Ar irradiation compared to the experimental results (red dots). The mea-
surement is significantly overestimated by a simulation with default parameters
(dashed black line) and even more so when the nominal wollastonite density is
used (full black line). A better agreement can be reached by increasing all surface
binding energy values to 7 eV.

composition of 20% Ca, 20% Si and 60% O was used as an input. This mainly

leaves the surface binding energies as possible free parameters in the simulation.

Due to the inverse proportionality of the sputtering yield on this quantity [24], the

choice of surface binding will have a large effect on the simulation. As mentioned

before, the determination of surface binding energies can be difficult. For mono-

elemental and especially metallic targets, setting the surface binding to the value

of the sublimation enthalpy leads to good results [22]. For composite targets, no

such valid approximations exist. Different formalisms have been suggested [170,

171, 172], but there still exists no universally applicable method to calculate surface

binding energies. The most reliable method is to adapt the input parameters so

that simulation results reproduce experimental data and ideally give a consistent

theoretic description that holds for different irradiation scenarios. The O surface

binding energy UO
B represents the biggest unknown, which is reflected in the fact

that different SDTrimSP versions use different default O surface binding energies.

However, due to the different bonds in a composite material, the surface binding

energies of the other components UCa
B and USi

B can also be expected to change in

comparison to mono-elemental targets [173, 174].
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Fig. 4.6: This plot gives an overview of different SDTrimSP modeling results compared to
the 2 keV Ar+ experiments (red dots). Dashed lines use the default density from
SDTrimSP for the given composition, while the blue full line uses the nominal wol-
lastonite density. Default input values for the surface binding energy overestimate
the experiments (dashed black and green lines). The best agreement is found by
setting UO

B to 6.5 eV and using the setting "isbv=2" that causes SDTrimSP to use
an averaged surface binding energy for all elements. This simulation method also
works very well for 1 keV and 4 keV (see Figure 4.7).
This figure was published in an adapted form in [88].

For SRIM [20], Figure 4.5 shows a comparison between experimental sputtering

yields (red dots) and simulation results with different input parameters. Evidently,

SRIM significantly overestimates sputtering when the default parameters are used

(dashed black line) and even more so when the nominal CaSiO3 density of 2.86

g/cm3 is considered (full black line). A reasonable improvement for agreement with

the total sputtering yield can be achieved, for example, when the surface binding

energy U i
B for every element is increased from their original values between 1.8 and

4.7 eV to 7 eV (blue line). This does not completely reproduce the observed angular

dependence of the sputtering yield, but further improvements might be possible

with tweaking the specific elemental surface binding energies.

A similar comparison of experimental data and different simulations is presented in

Figure 4.6 for SDTrimSP. As mentioned above, the default binding energies for O

vary between program versions. Up to version 5 of SDTrimSP, a value of 2.58 eV

was used as the default for UO
B , representing half the oxygen dissociation enthalpy.

In the recent version 6, UO
B is decreased to 1 eV to fit experimental results for some

oxide targets better [26]. Figure 4.6 compares the measured sputtering yields to
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Fig. 4.7: The best-fitting SDTrimSP simulations for 2 keV Ar+ shown in Figure 4.6 consis-
tently reproduce experimental findings also for the other investigated energies.
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different static SDTrimSP simulations performed with the KrC interaction potential

and as is shown there, both UO
B = 2.58 eV (green dashed line) and UO

B = 1.0 eV

(black dashed line) overestimate experimental values. While older versions were not

too far off, there are also significant changes to the inputs necessary compared to

the newest version 6. The best agreement was found by using UO
B = 6.5 eV as well

as with the nominal CaSiO3 density of 2.86 g/cm3 [88] (full blue line). The latter

was realized by setting the density parameter "dns_0" of SDTrimSP for O to 0.7. The

simulation shown in Figure 4.6 was also performed with the setting "isbv=2", which

causes SDTrimSP to use the same averaged surface binding energies for all species

(5.21 eV, calculated from the elemental surface binding energies weighted with the

respective elemental concentrations in the target). This setting somewhat suppresses

preferential sputtering, but good agreement with the SDTrimSP simulations was also

found for longer irradiations as discussed in the following chapters. For the other Ar

energies, sputtering yields are also consistently reproduced well (see Figure 4.7).

Using the same inputs, even sputtering yields for other projectiles (discussed later in

this thesis) and for other silicate samples have been simulated accurately [86, 87].

Some improvements to the modeling approach will be possible by measuring in-situ

changes of the surface composition during ion bombardment. QCM measurements

only give information on the mass removal per ion and thus the total sputtering

yield. For example, in-situ XPS or Auger Electron Spectroscopy (AES) measurements

could give additional information in this regard. Measuring the energy distribution

of sputtered atoms would also give insights into the surface binding energies, but

this requires a sophisticated experimental setup (see for example [175]). Otherwise,

calculating surface binding energies with MD simulations also represents a promis-

ing approach [173, 176]. This method could be applied for other materials where

suitable interatomic potentials exist and should be tried in the future. Nevertheless,

the above described simulation inputs have now been tested for different sample

materials and projectiles and have become established for simulating the kinetic

sputtering yields of planetary analog samples at IAP.

4.3.2 Sputtering by H+ Ions

With a concentration of about 95%, H+ ions are the most prominent component

in the solar wind. They occur at energies of around 1 keV, but due to their small

mass, they will cause significantly less sputtering than heavier solar wind ions. It is

important to quantify the sputtering yields by protons to compare them to the yields
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Fig. 4.8: This plot shows the angular dependence of the sputtering yield of CaSiO3 irradi-
ated by 2 keV H2

+. Yields are plotted in amu/H and experimental results (red)
are compared to simulations (blue). While the data can be fitted well by the
Eckstein formula (black), the angular dependence is overestimated by SDTrimSP
simulations with adapted surface binding energies (dashed blue line). However,
the agreement is still better than it would be for a SRIM simulation with default
inputs, which is off by a factor of about 3.
This image is adapted from [162].

Y0 α0 b c f
2 keV H2

+ 0.24 π/2 0.62 0.97 2.43

Tab. 4.3: This table shows the fitting parameters (equation 4.1) for measured sputtering
yields of CaSiO3 by 2 keV H2

+ irradiation shown in Figure 4.8.

of other ions. This is essential for the assessment of how much each ion species

contributes to the total space weathering process.

In order to investigate the sputtering by 1 keV protons, CaSiO3 samples were ir-

radiated with 2 keV H2
+ ions. The experiments were performed with molecular

ions due to a larger available ion flux from the ion source compared to atomic H+

ions. At these energies, no molecular effects have been reported at 1 keV/ion [177]

and irradiation with 2 keV H2
+ is regarded as equivalent to two 1 keV H+ ions

hitting the sample at the same time. First experiments with H projectiles showed

an implantation behavior similar to that discussed in [86] for augite: A net mass

increase or lower mass decrease, depending on the angle of incidence, was observed

at the beginning of the irradiation leading to a saturation and a stable mass decrease

(see Figure 4.9 for an example).
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Sputtering yields were obtained from the steady state reached after a fluence of sev-

eral 1021 H/m2, which agrees with reports for forsterite as well as SiO2 and olivine

[178, 179]. The experimental results are presented for different angles of incidence

as the red dots in Figure 4.8. The sputtering yields are given in amu/H to allow

comparison to 1 keV H. The full black line shows the fit based on equation 4.1 and

the resulting fitting parameters are summarized in table 4.3. Observed sputtering

yields are about two orders of magnitude lower than the previously measured Ar

sputtering yields. Additionally, the angular dependence is less significant as is shown

by the lower fitting parameter f compared to the Ar case. Figure 4.8 also includes

simulation results by SDTrimSP with the optimized input parameters discussed in

the previous section (dashed blue line). The less pronounced angular dependence is

here not reproduced by the simulation. The sputtering yields from the calculation

agree very well with the experiment up to an angle of 30°, but then increase faster

and deviate from the measurement data. Nevertheless, the agreement is much better

than it would be for simply using a SRIM simulation with default parameters, which

is included in Figure 4.8 as the dotted blue line. Here the experimental values are

overestimated by a factor of about 3, which agrees with findings for SiO2 and Al2O3

[151]. Interestingly, it was found that the agreement with SRIM simulation could

be improved if the less precise "Detailed Calculation with Full Damage Cascades"

mode is used instead of the recommended "Monolayer Collision Steps / Surface

Sputtering" mode [162]. However, it remains questionable how feasible it is to apply

SRIM in a calculation mode, where a full treatment of sputtering processes is not

included.

Taking a closer look at the implantation effects, Figure 4.9 shows the development

of the mass depletion of the wollastonite sample over fluence in in red. This curve

is taken from an irradiation under 60°, where the sample was first subjected to H

irradiation. At the beginning, the mass depletion is high due to some further cleaning

effects, which might indicate chemical sputtering of some remaining adsorbates after

sample cleaning. Then it becomes lower and increases again to a steady state after

about 2 × 1021 H/m2. The steady state mass depletion is lower than the prediction

of a static SDTrimSP simulation indicated by the dashed black line. With a dynamic

SDTrimSP simulation (dashed blue line), a much better agreement is reached when

implantation of H in the sample is included with a maximum local H concentration

of 30%. Then both the fluence dependence and the absolute values of the mass

depletion from sputtering and implantation reproduce the experimental observa-

tions. In the steady state, implantation of new H ions and sputtering of previously

implanted H compensate each other and the net mass decrease is only caused by
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Fig. 4.10: When dynamic simulations with H implantation up to a concentration of 30% are
performed for different angles of incidence, the agreement between experiment
and simulated steady state values is improved for higher angles of incidence.
However, at lower incidence the simulation predictions for the sputtering yields
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This figure was published in an adapted form in [162].
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sputtered wollastonite. Due to the significant H concentration near the surface, the

sputtering of Ca, Si and O atoms is also suppressed. Therefore, the sputtering yields

are lower than in a case where no implantation occurs. Dynamic simulations with

the same parameters were performed for the whole range of investigated angles and

the steady state sputtering yields (full blue line) are compared to the experimental

steady state sputtering yields in Figure 4.10. The agreement at higher angles is much

improved, but seemingly at the cost of agreement at the lower angles of incidence,

where the simulation is too low.

Previous research on H+ bombardment of SiO2 and olivine revealed an initial OH

formation probability of close to one [179]. OH formation at each O atom would

correspond to a local H concentration for a CaSiO3 target of about 35%. This

is consistent with the 30% H saturation concentration that was used to improve

results with dynamic SDTrimSP simulations. It has to be noted that these apparent

30% of H concentration would represent the maximum capability of H that can be

incorporated in the mineral. Realistic solar wind conditions consist of significantly

lower fluxes and temperatures of up to several hundred °C, which will cause the

desorption of at least a part of previously implanted H [178]. However, as similarly

stated for solar wind He [86], regolith rims closer to saturation conditions might

develop in permanently shadowed regions on the Moon, Mercury or other similar

planetary bodies.

The worsened agreement for normal incidence irradiation after including implan-

tation effects might be caused by variable maximal concentrations due to different

defect densities, where more H might be implanted. Another effect that will play a

role is the stopping of keV protons in the solid. Such protons are fast enough to lose

a substantial amount of their energy to electronic stopping, SRIM suggests a factor

of over 6 dominance of electronic stopping over nuclear stopping, while SDTrimSP

gives a factor of about 3. Uncertainties in the electronic stopping inputs will affect

the ion’s range and how much energy is available in nuclear collisions. Therefore, it

also plays a role for the exact sputtering yield. Stopping in BCA programs is calcu-

lated from tabulated values or from approximations such as the Lindhard-Scharff

model or the Oen-Robinson model for mono-elemental targets. For the SDTrimSP

simulations shown above, an average of the Lindhard-Scharff and the Oen-Robinson

stopping was used (parameter "inel0=3"). For compounds, stopping is by default

calculated by Bragg’s rule, which simply consists of an average of the elemental

stopping powers weighted by the concentrations in the sample. Some compounds,

however, require correction factors and especially for oxides, significant deviations
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Fig. 4.11: This plot shows the angular dependence of sputtering yields by both 4 keV
4He (blue) and 3 keV 3He (red) irradiations. Experimental results (points)
are presented together with SDTrimSP simulations (dashed lines) and SRIM
simulations (dotted lines). For the investigated angles, both He isotopes have
coinciding sputtering yields at solar wind velocity. The experimental observations
are very well supported by SDTrimSP simulations.
This figure was published in an adapted form in [88].

from Bragg’s rule have been reported at low velocities [180]. It has yet to be checked

how this varying stopping affects the exact sputtering yields by H ions.

4.3.3 Irradiations with 4He+ and 3He+ Ions

With a concentration of about 5%, He is the second most abundant element in the

solar wind. Its greater mass and its energy of about 4 keV will cause higher sputter-

ing yields, but more importantly He2+ ions will cause additional potential sputtering

of oxide surfaces (see section 4.4). In order to quantify potential sputtering, first the

kinetic sputtering by He+ ions had to be measured. He2+ measurements require the

use of 3He as a working gas to separate He2+ from H2
+ ions in the sector magnet,

which have the same m/q for 4He2+. For this reason, 3 keV 3He ions at solar wind

velocity were used for irradiations as well as 4 keV 4He to compare their kinetic

sputtering yields as a precursor for 3He2+ measurements.

Similar to H irradiations with wollastonite and He irradiations with augite [86],

initial He irradiation was affected by the implantation of He ions. Saturation was
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Y0 α0 b c f
4 keV 4He+ 1.75 π/2 0.42 0.93 2.59
3 keV 3He+ 1.56 π/2 0.49 0.93 2.70

Tab. 4.4: This table shows fitting parameters (equation 4.1) for the CaSiO3 sputtering
yield’s angular dependence for both 4 keV 4He+ and 3 keV 3He+. In order to
better fit the position of the yield’s peak, the SDTrimSP simulation results were
fitted instead of the measured yields.

reached after a fluence of about 1021 He/m2. For similar experiments of He implan-

tation in the mineral augite, Biber et al. calculated the concentration of implanted

He from QCM measurements by assuming constant sputtering until saturation [86].

The resulting implanted He concentrations agreed well with subsequent TDS mea-

surements, where the desorption of implanted He was investigated. For the present

case of wollastonite, a He concentration of 6% or lower could be calculated.

Figure 4.11 shows the measured steady state sputtering yields (dots) for 4He (blue)

and 3He (red). Very steep angular dependences are observed with an increase

of sputtering by about a factor of 5 at 70° when compared to normal incidence.

Absolute values of the sputtering yields are about one order of magnitude higher

than those for H+ ions and one order of magnitude lower than for Ar+ ions. The

yields by 4 keV 4He and 3 keV 3He ions were found to coincide for the investigated

angle range, showing that 3 keV 3He2+ will behave the same way as 4 keV 4He2+ in

regards to kinetic sputtering.

These experimental observations are also supported by BCA simulations. SRIM

predicts similar sputtering yields for both He isotopes at the same velocity, but again

massively overestimates the yield by about a factor of 2 (dotted lines in Figure

4.11). SDTrimSP with the previously described adapted input parameters, on the

other hand, coincides with most of the measured sputtering yields for both 3 keV
3He+ and 4 keV 4He+ (dashed lines). The absolute values and the steep angular

dependence are both well reproduced. Table 4.4 shows the fitting parameters for 3

keV 3He+ and 4 keV 4He+. Here the SDTrimSP simulation results were fitted to get

a better fit of the peak position of the yield’s angular dependence. This maximum is

actually predicted to be at an oblique incidence angle between 80° and 85°, where

the yield becomes about a factor of 10 higher than under normal incidence. Due to

experimental limitations in the sample holder design, this peak position cannot be

investigated by measurements. Nevertheless, for the available angles the agreement

is very good and the peak position of the yield’s angular dependence was, for exam-
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ple, in agreement with 2 keV Ar measurements presented previously.

Due to the above stated experimental observations of He implantation, dynamic

SDTrimSP simulations were also performed to check whether this would affect

measured sputtering yields. For a maximum He concentration in the sample of

6%, SDTrimSP predicts sputtering yield changes of below 7%. This is in line with

observations from Biber et al., where no significant changes to the total sputtering

yields in the steady state were found for He implantation in augite at concentrations

of 10% [86]. The yield variation of 7% for the wollastonite case are also lower

than the experimental uncertainties. It is therefore feasible to take static SDTrimSP

simulations as a reference for the kinetic sputtering of He ions.

4.4 Potential Sputtering

Due to most planetary minerals being insulating materials, additional sputtering

effects have to be expected for the irradiation with multiply charged ions [7]. The

most abundant multiply charged ion in the solar wind is He2+, but also other ions

such as O, C and Fe will be found with charge states of 5+ or higher. Therefore, a

detailed experimental understanding is required to quantify their contribution to

the total space weathering on bodies such as the Moon or Mercury.

4.4.1 Irradiations with 3He2+ Ions

Potential sputtering measurements to assess the contribution by He2+ ions of the

solar wind were performed with 3He at solar wind velocity. In the sector mag-

net that is used to separate different ion species and charge states, 4He2+ with

mass-over-charge-state ratio m/q = 2 cannot be distinguished from molecular H2
+.

Possible H contamination in the ion source could therefore influence the sputtering

measurements. They would be registered in the current measurement, but hardly

contribute to sputtering because H sputtering yields are about an order of magnitude

lower than He sputtering yields at solar wind energies. This overestimation of the

He ion flux would lead to an underestimation of the sputtering yield by He2+ that

would be difficult to quantify. Thus, 3He was chosen as a working gas because 3He2+

with m/q = 1.5 can be easily distinguished from other ions. The measurements with
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Fig. 4.12: The irradiation of CaSiO3 by 3 keV 3He2+ ions at normal incidence shows a
significant fluence dependence (red line). Compared to the 3He+ yield (dotted
black line), the initial yield is more than three times higher and then decreases
exponentially with the fluence. Steady state yields remain higher than for 3He+.
This figure was published in an adapted form in [88].
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Fig. 4.13: Comparing measured steady state sputtering yields of CaSiO3 by 3 keV 3He+ and
3He2+ irradiation reveals a constant increase of 1 amu/ion for all investigated
angles of incidence.
This figure was published in an adapted form in [88].
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A φ0 y0

3 keV 3He2+ 4.64 amu/ion 1.998 × 1019 ions/m2 2.30 amu/ion
8 keV Ar8+ 54.06 amu/ion 8.52 × 1017 ions/m2 57.76 amu/ion

Tab. 4.5: Fitting parameters for the fluence dependence of the sputtering yield of CaSiO3

under 3 keV 3He2+ and 8 keV Ar8+ irradiation based on equation 4.2.
The data shown in this table was published in [88].

3 keV 3He+ presented in the previous section showed the same sputtering yields as

4 keV 4He+. The potential energy of a 3He2+ ion is also the same as for a 4He2+ ion

and consequently, 3 keV 3He2+ ions will give a good representation of the sputtering

effects of solar wind He.

CaSiO3 samples were irradiated with 3He2+ under angles of incidence between

0 and 60°. In order to minimize the influence of He implantation (described in

the previous section), 3He2+ irradiations were not done with unirradiated samples.

Instead the sample was first irradiated with 3He+ until steady state where the

mass decrease from sputtering becomes constant. Then it can be assumed that the

sample is saturated with He and only the mass changes resulting from sputtering

are recorded. Figure 4.12 shows the fluence dependence for a following 3He2+

irradiation under normal incidence. The first few minutes of the irradiation are

affected by a heating of the QCM sample due to turning on the ion beam (dashed

red line). Then a large sputtering yield is observed in the experiment, which quickly

decreases during the irradiation (full red line). Compared to the sputtering yield

of about 2 amu/ion under 3He+ irradiation, the initial yield is increased by over

a factor of 3 to about 7 amu. This difference of about 5 amu can be attributed to

potential sputtering. In respect to the ion’s potential energy, this corresponds to

γHe ≈ 81.3 ± 20.0 amu/keV. Even though the sputtering yield decreases during the

irradiation, its steady state value is still higher than the sputtering yield by 3He+ ions,

which is represented by the SDTrimSP simulation result (dotted black line) in Figure

4.12. Figure 4.13 compares measured steady state yields for 3He+ (red squares) and
3He2+ (green dots) for different angles of incidence and finds a constant increase

of about 1 amu/ion for all angles. This observation does not indicate a significant

angular dependence of potential sputtering, which represents a large contrast to the

pronounced angular dependence of kinetic sputtering. This indicates sputtering by

energy deposition directly after ion impact, where the varying penetration depths at

different angles do not play a significant role.
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The steady state of the sputtering yield y shown in Figure 4.12 was reached by an

exponential decrease with fluence φ with the following form:

y(φ) = A · e
−

φ

φ0 + y0 (4.2)

A fit with this function is included in Figure 4.12 as the dashed blue line and follows

the experimental results very well. The fitting parameters are shown in table 4.5.

The characteristic fluence for the exponential decrease φ0 = 1.998 × 1019 ions/m2

is found to be very short. After a fluence of 5 × φ0, the total mass decrease of the

sample is calculated as 32 · 1015 amu/cm2. The wollastonite density of 2.86 g/cm3

corresponds to 172 × 1015 amu/cm2/nm. Steady state is therefore reached after only

sputtering the first few monolayers of material.

Similar sputtering dynamics have been observed for previous experiments on the

potential sputtering of oxides [75, 76]. The potential sputtering of these materials

has also been connected to a sputtering of the surface O [27]. It can therefore be

assumed that the observed fluence dependence is caused by a preferential sputtering

of O atoms from the surface and therefore an O depletion. The same fluence de-

pendence as shown in Figure 4.12 could actually be reproduced with used samples

either by prolonged sputtering with 2 keV Ar+ or by subjecting the sample surface

to an O2 ambient pressure of 10-4 - 10-3 mbar for several hours at room temperature

or heated to 200 °C. In doing so, a closer to stoichiometric surface should again be

created by either sputtering away the depleted region or by re-oxidizing the surface.

4.4.2 Irradiations with Arq+ Ions

To get a better understanding of the underlying effects of potential sputtering, ex-

periments were also performed with Ar ions at various energies and charge states.

An example for the fluence dependence of the sputtering yield for 8 keV Ar8+ under

normal incidence is depicted in Figure 4.14, where a similar behavior as for 3He2+

is observed. This could again be reproduced with both sample surface refreshing

methods of Ar+ sputtering and O flooding. For 8 keV, no Ar+ measurements were

possible due to a maximum acceleration voltage of the ion source of 6 kV, but

following the good agreement for other energies, SDTrimSP simulations (dotted

black line) are taken as a reference for kinetic sputtering. Compared to the simulated

kinetic sputtering yield, again a much increased yield at the beginning with a lower

steady state yield is measured (red line). The fluence dependence also follows an
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Fig. 4.14: The fluence dependence of sputtering of CaSiO3 by 8 keV Ar8+ ions (red) shows a
similar behavior as was previously observed for 3He2+. It can again be described
by an exponential decay (dashed blue line) and steady state yields remain
significantly higher than the kinetic sputtering yields (dotted black lines).
This figure was published in an adapted form in [88].
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Fig. 4.15: In the steady state, the angular dependence of the sputtering yield of CaSiO3 by
8 keV Ar8+ ions (red) shows a constant shift to higher values by 22 amu when
compared to kinetic sputtering yields (blue full line).
This figure was published in an adapted form in [88].

4.4 Potential Sputtering 71



0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0

20

40

60

80

100

120

Ar2+

Steady State Yields

Initial Yields

8 keV Arq+ on CaSiO3

Sp
ut

te
ri

ng
 Y

ie
ld

 y
[a

m
u/

io
n]

Potential Energy ! pot [keV]

SDTrimSP

Ar4+

Ar6+

Ar8+

0

1

2

3

4

5

Sp
ut

te
ri

ng
 Y

ie
ld

 y
[a

to
m

s/
io

n]

Fig. 4.16: Initial sputtering yields for different Ar charge states (green) show a different
dependence on the potential energy Epot than the steady state yields (orange).
In particular, the potential sputtering contribution of the initial yields follows a
linear dependence on Epot as signified by the dashed green line.
This figure was published in an adapted form in [88].

exponential decay described by equation 4.2 (blue line), with the fitting parameters

given in table 4.5. Comparison to the 3He2+ experiment reveals a similar relative

increase of the initial yield, but a much shorter fluence required for the steady state.

Compared to kinetic sputtering, the steady state yield is also higher than for the
3He2+ case. After a fluence of five times the decay length φ0, the total mass loss

of the sample was 29 · 1015 amu/cm2, which is almost the same as the 32 · 1015

amu/cm2 for 3He2+. It is therefore a universal observation that the steady state of

potential sputtering is reached after sputtering away a few monolayers, which is in

line with the observations by Hayderer et al. for MgO and Al2O3 [75, 76].

Another result that is similar for 3He2+ and Ar8+ is the angular dependence of

potential sputtering, which becomes evident in Figure 4.15. As indicated by the

dashed blue line, the measured sputtering yields (red squares) are all about 22 amu

higher than the SDTrimSP simulation. This constant increase for all angles was

also observed for 3He2+ (see Figure 4.13), but now for Ar8+, the increase is more

significant.

Initial yields and steady state sputtering yields were measured at the same kinetic

energy of 8 keV for different Ar charge states, with the results being presented in

Figure 4.16. Measured sputtering yields at the beginning of an irradiation (green)
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Fig. 4.17: This plot shows compilation of steady state sputtering yields of CaSiO3 for
different Ar charge states at different energies. Some measurement points for
Ar+ (no potential sputtering) are included as well as the energy dependence of
kinetic sputtering from SDTrimSP simulations (dashed black line).
This figure was published in an adapted form in [162].

as well as in the equilibrium (orange) are plotted over the ion’s potential energy

Epot (values taken from the DREEBIT ionization energy database [181]). The ini-

tial potential sputtering yields are found to be proportional to Epot, as indicated

by the dashed green line, while the steady state yields’ dependence is much less

pronounced. Steady state sputtering yields were also recorded at other energies for

some charge state, a respective compilation of measurement results is presented in

Figure 4.17.

The potential sputtering yield per potential energy (Epot) γAr can be extracted from

yield’s linear dependence on Epot. This gives a value of γAr ≈ 147.4 ± 29.5 amu/keV.

This is close to the 120 amu/keV for Ar and Xe on SiO2 found by Sporn et al. [27].

However, γAr is found to be almost twice as high as the slope γHe from 3He2+ mea-

surements. This observation would disagree with the findings by Hijazi et al. [44],

who reported a universal potential energy scaling for He and Ar ions sputtering

anorthite films. However, their measurements correspond to an even lower slope

with about 51.2 amu/keV. This might hint to a material dependence of the potential

sputtering yield, but could also be an effect of the new differentiation between initial

and steady state sputtering yields in the present work.
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4.4.3 Potential Sputtering Model

Previous literature on the potential sputtering of oxides allow a qualitative explana-

tion of the experimental observations. According to the so-called defect-mediated

theory of potential sputtering, for an oxide sample only O anions are sputtered by

the potential energy [27]. The electron capture causes the formation of localized

electronic defects, self-trapped holes and self-trapped excitons, that promote the

desorption of neutral atoms [182]. This theory has been successful in explaining the

potential sputtering of alkali-halides [7, 183, 184]. Similarly, electron bombardment

of SiO2 was found to only lead to the desorption of O atoms [7, 27].

For the above presented experiments, the defect-mediated theory of potential sput-

tering predicts an increased sputtering of O atoms. This preferential sputtering of O

would cause a depletion of O at the surface until a steady state is reached, where

the effective elemental sputtering yield ratios again correspond to the bulk element

ratios of Ca:Si:O = 1:1:3. Qualitatively, this image aligns with the measurements.

However, a detailed calculation is required to actually check the quantitative agree-

ment and also possibly explain the different steady state levels that were observed

for He and Ar.

A model connecting changes in sputtering yields to changes in the composition of

the top surface layer is applied for this purpose, similar to previously used models for

potential sputtering [44, 163, 164]. It is based around following differential equa-

tions for the elemental surface concentrations CCa, CSi and CO of the wollastonite

elements Ca, Si and O:
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dφ
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1
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−YCa(φ) + Cb

Ca


 �

i = Ca,Si,O

Yi(φ)







dCSi

dφ
=

1

nA


−YSi(φ) + Cb

Si


 �

i = Ca,Si,O

Yi(φ)







dCO

dφ
=

1

nA


−YO(φ) + Cb

O


 �

i = Ca,Si,O

Yi(φ)







(4.3)

The change of the elemental surface concentration over fluence φ, which is denoted

as dCi/dφ, results here from two contributions. On one hand, the concentration Ci

decreases when element i is sputtered with a sputtering yield of Yi (in the units of

atoms/ion). On the other hand, the surface content of element i can be refreshed
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from deeper layers. The rate of this refreshing process is given by the total sputtering

yield, which is the sum over all elemental yields Yi. The probability of an atom of

element i newly reaching the top surface layer is equal to the bulk concentration Cb
i .

This approach restricts composition changes to the uppermost surface layer with

a number of atoms per monolayer nA = 1.763 · 1015 atoms/cm2 for wollastonite.

Including a concentration gradient over depth beneath the surface would require a

more detailed calculation.

For the sputtering yields Yi, kinetic sputtering yields Y kin
i are taken from SDTrimSP

with an included proportionality to the surface concentration Ci:

Y kin
i (φ) = Y SDTrimSP

i
Ci(φ)

Cb
i

(4.4)

Following the assumption based on reports by Sporn et al. [27], stating that the

potential energy only sputters O atoms, an additional potential sputtering is included

for YO:

YCa(φ) = Y kin
Ca (φ)

YSi(φ) = Y kin
Si (φ)

YO(φ) = Y kin
O (φ) + Y pot

O (φ)

(4.5)

Arq+ measurements revealed a linear behavior of the initial sputtering yield on the

potential energy Epot, which is described by the slope γ. Similar to the approach

by Hijazi et al. [44], twice the material’s band gap EB was chosen as a threshold

for potential sputtering to occur. Together with an added proportionality to CO, the

potential sputtering term looks as follows:

Y pot
O (φ) = γ

CO(φ)

Cb
O

(Epot − 2EB) (4.6)

Inserting equations 4.4, 4.5 and 4.6 into equations 4.3 gives a set of coupled

differential equations to solve for CCa, CSi and CO with the additional condition of

CCa + CSi + CO = 1. For comparisons with the measurements, the total sputtering

yield y in amu/ion, is simply calculated by summing up the products of individual

elemental sputtering yields with the respective atomic masses mi:

y(φ) = YCa(φ) · mCa + YSi(φ) · mSi + YO(φ) · mO (4.7)

By taking experimental values for γAr ≈ 147.4 ± 29.5 amu/keV = 9.2 ± 1.8 O/keV

and γHe ≈ 81.3 ± 20.0 amu/keV = 5.1 ± 1.3 O/keV, the initial sputtering yield from
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Fig. 4.18: The potential sputtering model for the steady state yields of He using γHe (dashed
blue line) agrees very well with the measured values (orange). A calculation
with the scaling parameter γAr also gives a good prediction for 3He2+ (dotted
black line), but overestimates the sputtering by 3He+.
This figure was published in an adapted form in [88].

the experiment is inserted as a starting point. It can then be checked if steady state

sputtering yields limφ→∞ y(φ) are correctly reproduced by the model and thus the

assumption that the ions’ potential energy only sputters O atoms can be tested.

Equations 4.3 were numerically solved with Wolfram Mathematica 11.2 for the cases

of 3 keV 3He and 8 keV Ar. Figure 4.18 compiles the results for 3He: Sputtering yields

y are plotted over the potential energy Epot, the initial yield for 3He2+ is shown in

green, steady state yields for both charge states in orange. The dashed blue line

represents a calculation result using γHe, which reproduces the experimental findings

very well. The blue shaded area gives an error estimate for the calculation based

on errors from determining γHe as well as from SDTrimSP simulations for kinetic

sputtering yields (see Figure 4.19, for He a conservative error estimate of 30% was

chosen). As previously discussed, the experimental results show no universal scaling

for potential sputtering. In principle, steady state values could also be reasonably

well reproduced by using the same γAr as for Ar (black dashed line). Steady state

yields for He2+ are only 5% higher than with γHe. The discrepancy of two different

γ values for He and Ar could be caused by a small potential sputtering effect during

the He+ irradiation, causing some O depletion before the He2+ irradiation has even

started. Lower O content at the surface would lead to less potential sputtering.

The calculation with γAr would then, however, predict significantly higher yields for
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Fig. 4.19: This plot shows the ratio of experimental and simulated kinetic sputtering yields
for He+ (left) and Ar+ (right). For the case of He, all simulations agree with
measured sputtering yields within an uncertainty of 30% (light gray area), for Ar
within 20% (dark gray area). These uncertainties are used as a basis for the error
estimates of the potential sputtering model shown in Figures 4.18 and 4.20.
This figure was published in an adapted form in [88].

singly charged He. On the other hand, different γ values for 3 keV 3He and 8 keV Ar

could be an effect of kinetically assisted potential sputtering, which might introduce

an additional dependence on the kinetic energy [75]. For now, not enough data is

available to definitively answer this problem. However, the comparison in Figure

4.18 makes it evident that the preferential sputtering of O due to the ion’s potential

energy gives a good quantitative prediction of the steady state sputtering yields.

Fluences needed to reach this steady state are overestimated by a factor of about 2,

which shows that further improvements to the model are still possible.

In the same way, steady state sputtering yields were calculated for 8 keV Ar and

a comparison to experimental sputtering yields is presented in Figure 4.20. Initial

yields are again depicted in green, while the orange squares represent the steady

state yields from the measurements. The blue dashed line shows the calculation

result for the steady state of 8 keV Ar at different potential energies and the model

again reproduces all experimental values very well. The universal agreement for

both He and Ar experiments is therefore a very strong indication that potential

sputtering drives the O depletion of the surface. With the diminishing of surface O

content, the potential sputtering becomes less significant. This causes the change

of a linear dependence for initial sputtering yields to a less steep dependence in

the steady state. Similar to the He case, the fluence dependence is not completely
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Fig. 4.20: The potential sputtering model (blue) also reproduces the steady state behavior
for all investigated Ar charge states at 8 keV. It clearly shows how the linear
dependence on the potential energy Epot for the initial yields (green) transforms
to a much less pronounced dependence in the stead state (orange).
This figure was published in an adapted form in [88].

reproduced: The model overestimates the fluence until steady state by about a factor

of 5. This is probably connected to concentration changes not being confined to the

uppermost monolayers and an extension of the model here should be tried to find

possible improvements.

In the model, one can also take a look at the predicted extent of O depletion due

to potential sputtering. Figure 4.21 shows a comparison of the steady state O con-

centration CO at different potential energies for He (red) and Ar (blue). A stark

contrast is observed, where CO drops much quicker for He than Ar at the same

potential energy. The reason for this discrepancy can be found in the different

kinetic sputtering yields compared to the potential sputtering. For He2+, initial

sputtering yields were about 4 times higher than for He+ causing a quick depletion

of surface O. For Ar with the same potential energy, the relative contribution of

kinetic sputtering is much higher and represents an efficient way of getting more O

to the surface by efficiently sputtering away surface Ca and Si. Only at Ar8+, the

same dominance of potential sputtering as for He2+ is reached and consequently, a

similar steady state O concentration is reached.

The exact values predicted by the calculation should be tested experimentally to

get more confidence in the oxygen concentrations, but another more important
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conclusion can be derived from Figure 4.21: Especially for the long-term space

weathering behavior kinetic sputtering and potential sputtering do not act indepen-

dently. Instead, the combination of different sputtering effects has to be taken into

account. Initially dominant potential sputtering will quickly deplete the surface of O

and not be effective in the steady state, while a significant kinetic sputtering will

keep the surface O concentration higher, causing more potential sputtering in the

equilibrium.

4.5 Conclusions for Solar Wind Sputtering

The interplay of kinetic and potential sputtering also plays a role for solar wind

sputtering in a realistic ion impact scenario. Both major solar wind ion species, 1 keV

H+ and 4 keV He2+, will significantly contribute to the total solar wind sputtering.

Kinetic sputtering yields by He are about an order of magnitude higher than H

yields, potential sputtering gives an even further increase that will make up a large

part of the lower He fluxes. In order to investigate the expected effects for total

solar wind sputtering in more detail, the fluence dependence of the sputtering of
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This figure was published in an adapted form in [88].
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Fig. 4.23: This figure presents the sputtering yields for the different elements over fluence
from the same solar wind sputtering model of CaSiO3 as shown in Figure 4.22.
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H H, He (KS) H, He (KS and PS)
CCa 0.263 0.262(−0.4%) 0.374(+42%)
CSi 0.219 0.219(±0.0%) 0.314(+43%)
CO 0.518 0.519(+0.2%) 0.312(−40%)
YCa 2.34 · 10−3 2.81 · 10−3(+20%) 4.01 · 10−3(+71%)
YSi 2.34 · 10−3 2.81 · 10−3(+20%) 4.01 · 10−3(+71%)
YO 7.02 · 10−3 8.42 · 10−3(+20%) 1.20 · 10−2(+71%)

Tab. 4.6: This table shows calculated steady state surface concentrations and sputtering
yields of CaSiO3 for a solar wind composition of 96% H+ and 4% He2+. Three
cases are compared: sputtering only by H ions, kinetic sputtering by H and He
("H, He (KS)"), H and He sputtering with included potential sputtering by He2+

("H, He (KS and PS)"). Numbers in brackets describe changes compared to the
proton sputtering case.
This table is taken from [88].

CaSiO3 under irradiation of 96% 1 keV H+ and 4% 4 keV He2+ was calculated with

the model described in the previous section 4.4.3. The calculation was done for

normal incidence, kinetic sputtering yields were taken from SDTrimSP and potential

sputtering for He2+ was included with the γHe parameter.

The resulting effects of this solar wind sputtering to the surface concentrations

of Ca (orange), Si (blue) and O (green) are shown in Figure 4.22. Results from

the complete model (full lines) are compared to a calculation where only kinetic

sputtering from H and He is taken into account (dashed lines). The large influence

of potential sputtering becomes evident, causing a significant depletion of surface

O to about 30% in the steady state. The fluence that is needed to reach this steady

state is in the order of 1022 ions/m2. At the Moon, the flux of precipitating solar wind

ions is about 1012 ions/m2/s and therefore, such a fluence is reached within several

100 years. As previously discussed, some errors can be expected for the fluence

dependence of the model, but the right order of magnitude should be predicted. It

can therefore be estimated that the potential sputtering-related O depletion is in an

equilibrium on most planetary bodies because the surface refreshing rates would

need to be very high to bring enough new material to the surface within this time

span.

Several other studies have performed predictions of the steady state O depletion due

to potential sputtering compared to only proton sputtering. These estimations give a

reduction of the surface O concentration by 22% for the lunar analogue material

KREEP [163], 27% for anorthite [44] and 26% for the JSC-1A lunar regolith simu-
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lant [164]. For the presented calculation, the O concentrations become lower by

about 40% compared to proton sputtering (see Table 4.6), which is in line with the

previous estimates. The presented findings also agree with the other studies about

the O surface content reduction being nearly completely caused by He2+ potential

sputtering.

Figure 4.23 shows the fluence dependence of the elemental sputtering yields. Again,

results with only kinetic sputtering (dashed lines) and kinetic as well as potential

sputtering are presented. The potential sputtering by only 4% He2+ significantly

increases the erosion of the surface. Not only O yields are increased, but Ca and

Si are also sputtered more due to their higher surface concentrations. Compared

to the kinetic sputtering case, the increase is 43% for all steady state sputtering

yields because the ratio of the elemental yields has to be the same as the ratio of

the bulk concentrations. When compared to the case of only proton sputtering,

the increase is even 71% (see Table 4.6). This value again reasonably agrees with

previous estimations for KREEP (52% [163]) and anorthite (46% [44]). The new

differentiation between initial and steady state sputtering yields in this thesis will

play a significant role for the existing discrepancies that are observed to other studies.

The above presented calculation results once again show the need for potential sput-

tering to be taken into account for space weathering research. Not only will surface

concentrations be affected, but the flux of sputtered material into the exosphere will

also be significantly increased for all elements - given an equilibrium state. Further

effects can also be expected by the solar wind minor ions that are heavier and have

higher charge states. These properties could therefore also somewhat compensate

their small abundances, for example, Nénon et al. estimate the contribution to total

sputtering by ions heavier than He to be between 8% and 14% [149].

4.6 Discussion and Outlook

Using wollastonite (CaSiO3) as the main analogue samples for the surfaces of the

Moon and Mercury, a wide range of ion-interaction effects with different ion species

was investigated to assess the interaction of the solar wind with planetary surfaces.
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Sputtering yields were measured with the major solar wind ions as well as for heavier

minor solar wind ions. Detailed experiments were performed under an array of

different angles of incidence, where a steeper angular dependence of the sputtering

yield was found than was previously assumed [99]. This will affect the sputtering of

rough surfaces, where a distribution of local incidence angles always determines the

sputtering yield. Comparison with the commonly used SRIM program show, that

its simulated sputtering yields have to be expected to be off by a factor of 2. Using

the different BCA program SDTrimSP, a set of input parameters was optimized to

consistently reproduce total kinetic sputtering yields of silicate film samples. This

will be helpful for future space weathering models, which still heavily rely on such

simulations.

Potential sputtering of He2+ and multiply charged Ar ions was investigated, showing

the dynamic process of potential sputtering on planetary analogs for the first time.

Modelling efforts support that this transient behavior is driven by a preferential

sputtering of surface O in accordance with the defect mediated theory of potential

sputtering. The amount of O that is depleted from the surface determines the sput-

tering yields in the steady state, which means that kinetic and potential sputtering

cannot be regarded completely separated from each other. For the H and He solar

wind components, the total sputtering increase due to potential sputtering was

calculated to be 43%, showing that He2+ is a very important contribution to space

weathering.

Using the advantages of the QCM system, implantation of ions into planetary analogs

could also be observed. Implantation is of particular interest for solar wind protons,

which are assumed to be a key driver for OH and water cycles on the lunar surface

[185]. Maximum local concentrations of about 30% for H and about 6% for He

were found. For a solar wind irradiation scenario, these values will correspond

to maximum possible concentrations. The complex dynamic of low solar wind

fluxes and varying temperatures will lead to diffusion and desorption of previously

implanted solar wind ions. However, permanently shadowed regions might indeed

have regolith grains with solar wind-saturated rims.

So far, these investigations have been done with thin amorphous films deposited

from minerals of interest for planetary surfaces. The achieved results are conform

with previous investigations, where the possibility of comparison exists. Never-

theless, an important focus for future solar-wind-interaction studies will be the
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use of more realistic pellet targets from pressed mineral powder. Here additional

properties of the lunar and hermean regolith will be better reflected such as the

crystal structure, grain size or porosity and it will be possible to investigate how

these quantities influence the interaction with solar wind ions. Sputtering yield

measurements will be performed with an upgraded catcher setup compared to the

work by Berger et al. [56], so that the advantages of the QCM technique can also

be applied for different samples. Beyond the investigation of sputtering, a further

look should be taken into the implantation of ions in planetary surfaces. While

proton implantation has been an established topic of research for OH and H2O

formation, recent space observations and calculations have also put the spotlight on

the implantation of heavier ions. For example, it has been assumed that traces of

planetary atmospheres will be in bodies like the Moon or Phobos [186, 187, 188].

While signs of O implantation were observed for Phobos analogs (see next chapter),

additional experiments that can directly trace implanted ions in planetary analogs

will give important understanding to the possibilities of regolith as historic records

of ancient planetary atmospheres.
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Results: Sputtering of Phobos

by Martian Atmospheric Ions

5

This chapter describes research on the space weathering of Phobos by planetary

ions from the Martian atmosphere. First a more detailed introduction into this

topic is given in section 5.1, as well as previous research on the expected space

weathering effects for the larger of the two Martian moons. Section 5.2 presents

analysis results for the used samples. Section 5.3 discusses sputtering by atomic O

ions followed by results on molecular O2 ions in section 5.4. Implications for other

molecular ions that might play a role are presented in section 5.5, before the gen-

eral consequences for the space weathering of Phobos are summarized in section 5.6.

Large parts of the work presented in this chapter have been published in [87].

5.1 Introduction

As discussed in the previous chapter, space weathering by ion impact is a current

topic of investigation on the planet Mercury and the Moon for its cause of surface

modification and exosphere formation. However, it also plays a role in the develop-

ment on much smaller bodies, such as the Martian moon Phobos. Phobos only has a

diameter of about 11 km and its irregular shape is more reminiscent of an asteroid

than the moons of other planets (see Figure 5.1). The origins of Phobos and the

other Martian moon Deimos are still unclear, but from observations of their cratered

surfaces have led to the assumption that both bodies are several billion years old

[189]. One theory of their formation is that Phobos and Deimos are asteroids that

were caught in the Martian gravitational field. This theory is supported by Phobos’

spectral features, which were found to be similar to those of D-type asteroids [190,

191]. Another theory assumes the origin of the Martian moons in a collision of

Mars with another body [192], which could have had about a thousandth of the

mass of Mars [193]. Such a scenario would be similar to the favored theory of the

origin for Earth’s Moon on a smaller scale [194]. Recent simulation studies on the
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Fig. 5.1: This image of Phobos from the Mars Reconnaissance orbiter shows its shape and
cratered surface.
Image Credit: NASA / JPL-Caltech / University of Arizona

development of the orbits of Phobos and Deimos indicate that both moons originated

from a common body [195], but much of their history is still unknown.

To further investigate the possible origins of Phobos, knowledge on its composition is

essential. Spacecrafts such as the JAXA’s Martian Moons eXploration (MMX) mission

(launching in the mid-2020s) will provide essential insights by returning a soil

sample from Phobos to Earth [196]. Remote measurements of Phobos mostly probe

its surface, which has been changed by space weathering. Interpretation of these

analyses therefore requires an understanding of the space weathering processes on

Phobos. These processes are also of interest for the MMX mission and its possible

sample pickup locations. Phobos is tidally locked, which leads to the same side

always facing Mars, and this will result in locally very different space weathering

histories [197].

Space weathering of Phobos was modelled by Cipriani et al., who found that sput-

tering by solar wind H+ and He2+ ions mostly dominates over micrometeorite

vaporization [199]. Poppe and Curry later proposed that planetary ions escaping

from the Martian atmosphere also significantly contribute to the sputtering of the

surface of Phobos [200]. Such planetary ions are mostly created by photoionization

in the upper atmosphere layers and subsequently accelerated [201, 202]. These

atmospheric losses primarily affect O, O2 and CO2 [203], due to oxygen being more

abundant in the upper atmosphere of Mars than the otherwise strongly dominant
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Fig. 5.2: This sketch illustrates the space weathering on Phobos, when it moves through
the Martian magnetotail. Due to its proximity to Mars, the planet shadows the
solar wind efficiently from reaching the surface of Phobos. Instead it is sputtered
by O ions escaping from the Martian atmosphere.
This image is adapted from [198], (C) Sterne und Weltraum.

carbon-dioxide [204, 205]. Nénon et al. continued the modeling of sputtering of

Phobos basing their calculations on analysis results of the ion environment around

Phobos from the MAVEN mission [206, 207]. They found that Phobos is indeed

mostly sputtered by solar wind ions on its orbit around Mars. However, when Phobos

passes through the Martian magnetotail, the solar wind is shadowed from reaching

the surface of the moon due to its proximity to Mars of about 6000 km. Additionally,

Phobos’ surface is impinged by a stream of planetary atomic and molecular oxygen

ions with energies up to several 10s of keV [206], with this scenario being sketched

in Figure 5.2. According to modeling by Nénon et al. [206], the sputtering by O ions

massively dominates the sputtering from the shadowed solar wind in the Martian

magnetotail region and this effect mostly concerns the Mars-facing side of Phobos

[197].

For their calculations, Nénon et al. use sputtering yields by O ions for monoatomic

Ni targets [206] or SRIM simulations [197] as inputs due to there being no mea-

surements with relevant analog samples available. For these sputtering inputs, the

authors estimate an error of about a factor of 2 [206]. Additionally, there is no

information available on possible chemical sputtering or O ion implantation. The

sputtering by molecular ions should also be quantified because atomic and molecular

oxygen ions were estimated to contribute a similar amount of sputtering [206].
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Fig. 5.3: This plot shows an example of IBA results for an augite film on a Au-covered
Si waver piece, which was coated in PLD at the same time as a QCM sample.
ToF-ERDA analysis shows a uniform film composition as well as elemental concen-
trations close to the expected values. The transition to the Au interlayer and the Si
substrate are clearly visible, but smeared out due to limits in the depth resolution.

Molecular sputtering effects could also have implications for CO2 ions, which have

been neglected so far due to their low fluxes in the MAVEN measurements.

For this reason, ion irradiation experiments with O+, O2
+, C+ and CO2

+ ions and

thin augite films as analogs for the surface of Phobos were performed [87]. The

results of these investigations are described in the following sections.

5.2 Sample Preparation Parameters and Analysis

Results

For the investigation of space weathering of Phobos by planetary ions, thin films de-

posited on a QCM from the Mg- and Fe-rich pyroxene mineral augite (Ca,Mg,Fe)2Si2O6

were used. The original mineral was cut and polished by R. Miletich-Pawliczek at

the Institute of Mineralogy and Crystallography at the University of Vienna. Film de-

position was done with PLD at the Institute of Chemical Technologies and Analytics

with a 248 nm KrF laser. Pulse frequencies of 5 Hz were chosen as well as a pulse

energy of 1 J/cm2/pulse. The deposition time was 60 minutes and the sample was
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Ca Mg Fe Si O
Augite 1.8 ± 0.1 % 8.9 ± 0.3 % 6.0 ± 0.2 % 20.5 ± 0.5 % 60.3±0.9 %
Phobos 0.1 % 14 % 9 % 11 % 64 %

H C Al Na
Augite 1.4±0.1 % 1.1±0.1 % - -
Phobos - - 1.5 % 0.5 %

Tab. 5.1: This table shows a comparison between the compositions of the augite samples
(average from two films analyzed with ToF-ERDA) and Phobos’ surface. Mg, Fe,
Si and O represent the most significant elements both in the samples as well as in
the estimations for Phobos.
This table is adapted from [87], augite analysis results were reported in [86],
Phobos atomic elemental abundances are taken from [200] based on [199, 208].

kept at a temperature of 300 °C.

IBA of two different augite film samples was done at Uppsala University with RBS

using a 2 MeV He+ beam and ToF-ERDA with a 36 MeV I8+ beam. On the samples,

areal densities of 1100 · 1015 atoms/cm2 and 1270 · 1015 atoms/cm2 were observed,

which correspond to film thicknesses between 120 nm and 139 nm when the density

of the close, well-defined pyroxene end member enstatite (Mg2Si2O6) of 3.3 g/cm3

is assumed [86]. The compositions of the samples were found to be homogeneous

across a large part of the film (see Figure 5.3 for an analysis example) and close

to the nominal pyroxene composition of 20% Si and 60% O content (see Table

5.1). Mg and Fe contributions dominate over Ca and contamination of H (1.4%)

and C (1.1%) was found to be small. Table 5.1 also contains an estimation for the

elemental abundances on the surface of Phobos based on asteroid compositions

[199, 208], which was taken as the input by Poppe and Curry to model the space

weathering of Phobos [200]. Absolute values vary compared to the augite sample,

but the major elements are reflected well, which validates using the thin augite films

as an analog for the surface of Phobos.

AFM images were recorded to assess the surface roughness, where a root mean

square (RMS) roughness of 5.6± 3.5 nm was observed [86]. This is low enough to

mostly neglect the influence of roughness on sputtering [158], which was validated

during Ar and He irradiations of samples from the same deposition batch [86]. An

augite sample was also analyzed in a polarization microscope and an amorphous

structure was observed, similar to the wollastonite samples due to the comparably
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Fig. 5.4: This image shows the fluence dependent QCM measurements during a 2 keV O+

irradiation of augite under normal incidence converted into sputtering yield y in
amu/ion. Experimental results (red full line) are compared to a static SDTrimSP
simulation (black dashed line) as a reference.
This figure was published in [87].

low sample temperature during deposition.

5.3 Sputtering by Atomic Oxygen Ions

5.3.1 Measurement Results

After cleaning the augite sample with 2 keV Ar+ ions under 0° or 60°, the samples

were irradiated with 2 keV O+ ions under normal incidence and a significant fluence

dependence was observed in the QCM signal. Figure 5.4 shows an example for such

a fluence dependence, where the sputtering yield y as derived from the measured

mass change is plotted. The experimental value (red) decreases at first, only to

then increase again and become stable after several 1020 O/m2. A static SDTrimSP

simulation is included in Figure 5.4 (dashed black line), which shows that even

in the steady state the measured value is lower than the simulation. Further O

irradiations did not reveal any other fluence dependent behaviors, but the initial

fluence dependence shown in Figure 5.4 could be reproduced after the target was

sputtered with Ar+ ions.

90 Chapter 5 Results: Sputtering of Phobos by Martian Atmospheric Ions



0 10 20 30 40 50 60
0

10

20

30

40

50

60

70

80

Sp
ut

te
ri

ng
Y

ie
ld

y
[a

m
u/

io
n]

Angle of Incidence !  [°]

SDTrim
SP

O+ on (Ca,Mg,Fe)2Si2O6

2 keV5 keV

SRIM

!

1 keV
0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

Sp
ut

te
ri

ng
Y

ie
ld

y
[a

to
m

s/
io

n]

Fig. 5.5: The angular dependence of the sputtering yield of augite under O+ irradiation
was measured (dots) for 1 keV (green), 2 keV (blue) and 5 keV (orange). For
comparison, simulations with SRIM (dotted lines) and SDTrimSP (dashed lines)
are included.
This figure was published in [87].

From the steady state reached by prolonged O+ irradiation, the sputtering yields

under different angles were recorded. Figure 5.5 compiles the measurement results

for O+ ion irradiation at 1 keV (green), 2 keV (blue) and 5 keV (orange). The

sputtering yields slightly increase with energy and show a pronounced angular

dependence, similar as it was observed for other projectiles on wollastonite (see

chapter 4).

Figure 5.5 also includes simulations with SRIM and SDTrimSP for the different O ion

energies. SRIM simulations with the augite composition from ToF-ERDA (see Table

5.1), shown as the dotted lines massively overestimate the sputtering of augite by

O+ ions for all angles and energies, which agrees with the findings for wollastonite

presented in chapter 4. SDTrimSP with the adapted input parameters and ToF-ERDA

analysis inputs for the composition gives a much better agreement for the sputtering

by O ions, as is shown by the dashed lines. For these simulations, surface binding

energies and densities were adapted following the same procedure that was used

for consistent descriptions of wollastonite sputtering yields (see section 4.3.1), with

the density being approximated by the enstatite density of 3.3 g/cm3 [86]. These

simulation inputs were also applied by Biber et al. for similar augite samples [86],

where the interaction with He ions could be very well simulated. For the O+ ir-

radiations shown in Figure 5.5, SDTrimSP also significantly better reproduces the

measured values compared to SRIM. However, there are still differences visible as
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Averaged difference (absolute) (amu/ion)
1 keV O+ 8.54 ± 2.71
2 keV O+ 6.46 ± 2.49
5 keV O+ 6.70 ± 3.24

Tab. 5.2: The overview of the difference between experimental and simulated results for
the sputtering yields shows that they are similar for all investigated angles and
energies.
This table was adapted from [87].

the measured sputtering yields are consistently lower than the SDTrimSP results

(see Table 5.2). These differences are similar for all angles, even though the larger

absolute errors for the 60° measurements have to be noted.

5.3.2 Discussion

The observed offsets between experimental results and SDTrimSP simulations allow

several possible explanations: Different sputtering effects could play a role for O

irradiations, SDTrimSP might not be as suitable for simulating augite as it is for

wollastonite or implantation of O could be taking place counteracting the mass

changes caused by sputtering.

In order to investigate a general behavior under O irradiation, the sputtering yields

of wollastonite (CaSiO3) were also measured under O+ irradiation. Their angular

dependence is plotted in Figure 5.6 for 2 keV (blue) and 5 keV (orange). SRIM

simulations are included as dotted lines and SDTrimSP simulations are shown as

dashed lines. Contrary to the experiments with augite targets, measurements and

SDTrimSP simulations show a very good agreement for both energies at all angles.

This observation coincides with previously presented findings for wollastonite with

other projectiles (chapter 4). These measurements also show that there are per-se

no indications for a fundamentally different sputtering behavior for O+ projectiles.

When the sputtering yields by 2 keV O+ ions are compared for the two different

materials (see Figure 5.7), it becomes evident that SDTrimSP predicts practically

identical yields. This is caused by the small compositional differences between

wollastonite (CaSiO3) and augite ((Ca,Mg,Fe)2Si2O6). The only outlier in Figure 5.7

are the measurement results for augite.
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Fig. 5.6: Sputtering yields of wollastonite irradiated with 2 keV (blue) and 5 keV (orange)
O+ ions are compared to simulation results. SRIM (dotted line) again overesti-
mates the sputtering, SDTrimSP (dashed lines) with adapted input parameters
reproduces the experimental values (dots) very well in accordance to experiments
with other projectile species.
This figure was published in [87].
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To further check the accuracy of SDTrimSP simulations for augite, additional 2

keV Ar+ irradiations were performed. The sputtering yields at different angles are

presented in Figure 5.8 as the red dots, where they are shown together with wol-

lastonite measurements (blue triangles) and SDTrimSP simulations (dashed lines).

Again, SDTrimSP simulations result in very similar sputtering yields for both targets,

but now this behavior is also in very good agreement with the measured sputtering

yields for both sample materials. In general, the ratio of experimentally observed

sputtering yields and simulation results from SDTrimSP give a consistent agreement

(see Figure 5.9), with the only outlier being again the O+ irradiations of augite.

These measurements can thus not be explained by fundamentally different target

properties such as the surface binding energies or densities. SDTrimSP simulations

with the optimized input parameters should also be valid for simulating the kinetic

sputtering of augite.

These observations indicate a different effect playing a role for the sputtering of

augite by O ions. The most likely explanation is the implantation of O ions in the

sample. As shown for He+ irradiations of augite samples [86], QCM measurements

can show a significantly different behavior at the beginning of an irradiation if

ion implantation occurs. A QCM measurement only allows direct insights on the

mass change of the sample and the mass depletion per ion from sputtering at low

keV energies is in the same order of magnitude as the ion’s mass. For example,

the observed differences in augite experiments and simulations shown in table

5.2 would correspond to an implantation of about 40 to 50% of the impinging O

ions. Implantation could also offer an explanation for the close-to-constant offsets

over different angles of incidence, as a less pronounced angular dependence of the

implantation probability can be expected.

In order to investigate the effect of implantation, dynamic SDTrimSP simulations

were performed for O irradiations of augite. The mass changes of the target were

calculated from the mass depletion by sputtering and the mass increase by implanta-

tion. Figure 5.10 shows the fluence dependence originally depicted in Figure 5.4

in red, but it is now compared to the net mass depletion calculated from such a

dynamic SDTrimSP simulation (blue). In this simulation, the maximum local O

concentration was limited to 67%, similar as for the SDTrimSP simulations of H

irradiation of wollastonite (section 4.3.2). At the beginning of the irradiation, all

O ions get implanted and a net mass increase is predicted. This behavior clearly

contradicts the findings in the experiment indicating the presence of another effect.

However, for fluences higher than 1020 ions/m2 both the fluence dependence and
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Fig. 5.11: For different angles of incidence, the dynamic simulations with included O
implantation (blue) consistently improve the agreement with the measured
values (red) for the sputtering of augite under 2 keV O+ irradiation.
This figure was published in an adapted form in [87].
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the absolute values agree quite well with the experiment. At this fluence, local

saturation occurs as the artificial limit of 67% concentration is reached. As a result,

the amount of implanted O ions decreases and the net mass depletion increases.

The implantation of O ions does, however, not completely go to zero because in

the steady state a dynamic equilibrium is formed, where both implantation and

sputtering still occur. The green line shows the mass depletion contribution from the

same simulation just from sputtering, which is constant. The composition changes

due to preferential sputtering and O implantation are too small to significantly affect

the sputtering behavior. The changes of the mass depletion per ion in the simulation

are thus only caused by the change of implantation behavior. Figure 5.11 depicts

the steady state results from dynamic SDTrimSP simulations with O implantation as

the blue line and the agreement is consistently improved for all angles. This would

mean that the measured sputtering yields appear lower than the actual sputtering

as there always occurs some implantation, which affects the QCM measurement.

While a direct detection of implanted O should also be aimed for in the future, for

example by IBA of implanted 18O, the simulation of implantation gives a consistent

description of otherwise unexplained behavior in the experiment.

Comparison with the wollastonite experiment shows that O ion implantation as

observed for augite is not universal for silicate minerals. The presence of Ca, Si

and O in the sample is not sufficient for O implantation to occur. Mg and Ca can

be expected to act similar as both elements are earth-alkalines. For augite, this

would only leave its Fe content as responsible for O implantation. The additional

O content needed for 67% atomic concentrations would be similar to the Fe in

the sample changing from FeO bonds to Fe2O3 bonds. In a recent publication, the

presence of hematite (Fe2O3) on the Moon was reported [187], which was attributed

to be caused by O ions from an earth wind similar to the O ion precipitation on

Phobos. The authors state that additional reduction processes from solar wind H+

are necessary for the hematite formation to occur. However, Kuhlman et al. showed

that the formation of Fe nanoparticles also occurs under He irradiation and not only

under H irradiation [209]. Similarly, keV O+ ions could also cause the nucleation

of Fe nanoparticles themselves, which could then react to stopped O ions to form

Fe2O3. Such a process could even explain the observed fluence dependence, where

Fe nucleation has to occur first to make O implantation possible. However, this

explanation is contested by the Ar irradiations before the O irradiations. Both ions

have similar ranges and thus similar volumes of interaction and the Fe nanoparticle

formation would therefore already have started before the O irradiations. As stated

5.3 Sputtering by Atomic Oxygen Ions 97



1000 10000
1

10

100

O+

 O2
+

Sp
ut

te
ri

ng
Y

ie
ld

y
[a

m
u/

O
]

Kinetic Energy Ekin [eV/O]

O+, O2
+ on (Ca,Mg,Fe)2Si2O6

0°

60°

Fig. 5.12: The comparison between measured sputtering yields of augite for atomic (blue
triangles) and molecular (red dots) O ions shows a coinciding sputtering behavior
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molecular effects are thus negligible for O ions.
This figure was published in [87].

before, ideally further in-situ analysis could help clear up the occurring processes.

5.4 Sputtering by Molecular Oxygen Ions

In their analysis of Mars Atmosphere and Volatile Evolution (MAVEN) measurements,

Nénon et al. found that the flux of O2
+ ions is similar to the flux of O+ ions [206].

For evaluating sputtering yields by those O2
+ ions, they neglected any molecular

effect and it was assumed that a molecular ion behaves the same as two independent

atomic ions at half the energy. This assumption is reasonable if the molecular ion

immediately dissociates upon impact and was found to be valid for molecular ions in

the low keV range [177]. For slower ions, molecular dissociation might not happen

immediately and for faster ions additional sputtering effects due to overlapping

collision cascades will occur [177, 210, 211, 212]. However, irradiations with

molecular O ions should also be performed for O2 ions on silicate targets to test

whether molecular effects play a role for space weathering processes.

Irradiations of augite with O2
+ ions were performed at kinetic energies of 2 keV

and 4 keV under normal incidence and 60° incidence. The measurement results are

compared to those with O+ ions in Figure 5.12. Both the yields and energies are
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plotted in respect to each O atom in the ion. For all investigated cases, there exists a

good agreement for atomic and molecular O ions showing that an O2 ion behaves

the same as two O ions at the same velocity in the low keV range, which contributes

a significant part to the sputtering on Phobos [206]. These results therefore indicate

that the assumption of negligible molecular effects is also reasonable for the sputter-

ing of Phobos.

5.5 Contributions from other Molecular Ions

Fluxes of other molecular ions hitting the surface of Phobos will be much lower than

for O ions [206]. However, some CO2
+ ions will impinge the surface of Phobos.

Recent new analysis of MAVEN measurements also shows significant atmospheric

escape of ions with a mass between 28 and 31 amu [213], even though only en-

ergies up to 100 eV were analyzed. For the space weathering of Phobos, it is

of interest to check whether any unexpected sputtering effects could occur here

or if their contributions are negligible to the total sputtering of the surface of Phobos.

5.5.1 Measurements with C+ and CO2
+ ions

Measurements of the sputtering yield of augite under the irradiation of C+ and CO2
+

were performed under different angles of incidence. Results for C+ irradiations as a

basis for subsequent experiment with CO2
+ are shown in Figure 5.13. Sputtering

was measured under 0° and 60° for 2 keV (blue) and 5 keV (orange) and is compared

to simulations with SRIM (dotted lines) and SDTrimSP (dashed). The observed

behavior is comparable to the O+ measurements indicating that C+ ions are also

implanted in augite, even though no saturation was observed in the experiments.

In contrast to irradiations with O ions, lower sputtering yields than expected from

SDTrimSP are now also observed when wollastonite is irradiated with C+ ions, as is

shown in Figure 5.14. The experimental values were recorded after initial irradiation

up to a fluence of 1.6 × 1020 C/m2. Almost constant shifts to lower measured mass

depletion in the experiment occur for 2 keV (green) and 5 keV (orange) in compar-

ison to SDTrimSP (dashed lines). For both targets, SRIM once more significantly

overestimates the sputtering yields in accordance with observations for most other

projectiles.
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Fig. 5.13: The angular dependence of the sputtering yields for C+ irradiations of augite
(dots) is compared to SDTrimSP (dashed lines) and SRIM simulations (dotted
lines). Yields are almost identical for 2 keV (orange) and 5 keV (blue). Lower
measured values at normal incidence indicate C implantation as it was similarly
observed for O projectiles.
This figure was published in [87].
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Fig. 5.14: With C+ ions, implantation is also observed for the irradiation of wollastonite.
Experimental values (dots) for 2 keV (green) and 5 keV (orange) are consistently
lower than SDTrimSP simulations (dashed lines).
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Fig. 5.15: For 2 keV CO2
+ irradiations under normal incidence and 60°, the experimental

values (dots) are close to simulated sputtering when molecular effects are disre-
garded (dashed lines). This is calculated by summing up individual SDTrimSP
results for one C and two O atoms at the same velocity as the CO2 ion (corre-
sponding to 545 eV for C and 727 eV for O).
This figure was published in [87].

With the basis of O+ and C+ experiments, augite samples were also irradiated with

2 keV CO2
+ ions under 0° and 60°. QCM measurement results are compared to an

SDTrimSP simulation in Figure 5.15. For the simulation, it was again assumed that

no molecular effects play a role and the three atomic constituents split up upon

impact and keep their velocity. Therefore, the curve represents the sum of sputtering

by a 545 eV C ion and two 727 eV O ions. The achieved agreement with the experi-

ment is reasonable, as can be seen in Figure 5.15. Normal incidence measurements

are again lower, probably due to the implantation that was also observed for O and

C ions. What is more relevant for CO2
+ ions hitting Phobos, is that its sputtering

has not been fundamentally underestimated before. Therefore, the low fluxes of

CO2
+ reaching Phobos will not significantly contribute to the space weathering of

the Martian moon. Instead, it is reasonable to primarily consider O+ and O2
+ ions

for space weathering models.

5.5.2 Simulations of Sputtering by Molecular Ions

As discussed previously, the differences between experiment and SDTrimSP simula-

tion can be attributed to ion implantation effects. Then SDTrimSP simulations give
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Fig. 5.16: This figure shows simulated sputtering yields under normal incidence for C+, O+,
CO+, O2

+ and CO2
+ ions. SDTrimSP simulations (symbols) are included as well

as fits by equation 5.1. The resulting fitting parameters are shown in table 5.3.
This figure was published in [87].

very good representations for the sputtering of silicate targets, even for molecular

ions as no signs of significant molecular effects were found in the low keV range.

To provide possible sputtering inputs for future investigations, sputtering yields for

augite at a wide energy range were simulated for different ions consisting of C and

O atoms. Figure 5.16 show the total sputtering yields in atoms/ion for different

projectiles and different energies at normal incidence, the dots represent SDTrimSP

results. C+ and O+ results are directly derived from the simulations, sputtering

yields by CO+, O2
+ and CO2

+ bombardment are calculated as the sum of the yields

from the atomic constituents at the same impact velocity. The energy dependence

of the sputtering yields shows a typical behavior with a maximum in the low keV

range.

The full lines shown in Figure 5.16 represent fits to the simulated data with a

formula from Eckstein and Preuss [16], which is very well suited for fitting the

energy dependence of kinetic sputtering yields. Following the description in [16],

the fitting formula for the sputtering yield Y dependent on the incident energy E

looks as follows:

Y (E) = qsKrC
n (ε)

�
E

Eth
− 1

�µ

λ +
�

E
Eth

− 1
�µ (5.1)
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q λ µ Eth εL

C+ 1.43484 13.4059 1.45022 22.7426 1.26802 × 10−4

O+ 1.89964 20.3068 1.50222 22.882 7.55614 × 10−5

CO+ 3.32419 69.2758 1.5104 21.2016 4.57931 × 10−5

O2
+ 3.81371 335.877 1.64781 12.0068 3.7848 × 10−5

CO2
+ 5.27316 41.0917 1.4027 39.2853 2.89859 × 10−5

Tab. 5.3: This table shows the derived fitting parameters for describing sputtering yields of
atomic and molecular ions with equation 5.1.
The data in this table was published in [87].

The threshold energy Eth as well as q, µ and λ are fitting parameters. sKrC
n (ε)

represents the nuclear stopping power calculated with the KrC screened interaction

potential and has the following dependence on the reduced energy ε:

sKrC
n (ε) =

0.5 ln (1 + 1.2288ε)

ε + 0.1728
√

ε + 0.008ε0.1504
(5.2)

The reduced energy ε is defined as

ε = E
M2

M1 + M2

aL

Z1Z2e2
= EεL (5.3)

for an ion with mass M1 and atomic number Z1 and a mono-elemental target with

M2 and Z2. Similarly, the Lindhard screening length aL is

aL =

�
9π2

128

�1/3

aB

�
Z

2/3
1 + Z

2/3
2

�
−1/2

(5.4)

with the Bohr radius aB. For composite targets that are of interest for space weather-

ing and also for molecular ions, the restriction to specific projectile and target atomic

properties is not completely applicable. For this reason, the proportionality factor

εL in equation 5.3 describing the ratio ε/E was used as an additional fifth fitting

parameter. In doing so, all simulated sputtering yields from SDTrimSP simulations

could be fitted quite well indicated by the full lines in Figure 5.16. The resulting

parameters for the fitting function are shown for the different projectiles in table

5.3.
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Yields used in [206]
(atoms/ion)

Simulation
(Phobos)

(atoms/ion)
Scaling

Simulation
(augite)

(atoms/ion)
Scaling

1 keV H 0.015 0.015 1.0 0.013 0.888

4 keV He 0.14 0.092 0.657 0.087 0624

Solar wind
sputtering (H + He)

0.01852 0.01717 0.927 0.0154 0.832

16 keV O 1.3 0.642 0.494 0.605 0.465

Ratio of
16 keV O /
solar wind
sputtering

70.2 37.4 0.533 39.3 0.559

Tab. 5.4: This table shows sputtering yields from the different erosion contributions on
Phobos. Values used by Nénon et al. in [206] are shown in the second column,
where the explicitly stated values are shown in italics font. They are compared to
SDTrimSP simulations with Phobos and augite concentrations. Scaling factors are
given in respect to the yields from [206].
This table was in part published in [87].

5.6 Conclusions for the Sputtering of Phobos

5.6.1 Sputtering by Planetary O ions

With the newly measured sputtering yields for the Phobos analog augite, more rep-

resentative information on the erosion yields on Phobos have become available. The

consequences of these new findings on the total space weathering of Phobos should

be evaluated, especially in respect to the ratio of sputtering by O ions to sputtering

by solar wind ions. Previous assumptions on neglecting molecular effects from O2
+

ions and the sputtering by CO2
+ ions are supported by the augite measurements

shown in the previous sections. However, the absolute values of sputtering yields

have to be corrected.

With the assumption of O implantation occurring, all relevant measured yields can

be reproduced by SDTrimSP simulations. For He, this was shown in the work by

Biber et al. [86] and for H, additional measurements were performed, finding a

good agreement with SDTrimSP as well. For their work on the sputtering of Phobos
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[206], Nénon et al. state that they used sputtering yields of 0.015 atoms/ion for

1 keV H, 0.14 atoms/ion for 4 keV He and 1.3 atoms/ion for 16 keV O ions. They

base their inputs on Ni sputtering yields from [214] and use an energy dependence

shown by Poppe and Curry [200]. SDTrimSP simulations using the estimated Phobos

composition (table 5.1) as an input give the following values: 0.015 atoms/ion for 1

keV H, 0.092 atoms/ion for 4 keV He and 0.642 atoms/ion for 16 keV O ions. The

comparison with previously used input parameters shows lower sputtering yields

for He and O ions, as is summarized in table 5.4. With the He/H ratio measured by

MAVEN for the ion fluxes on Phobos of 2.9% [206], the total kinetic sputtering by

solar wind ions is calculated to 0.0172 atoms/ion. This is only by about 8% smaller

than the respective value used by Nénon et al. of 0.0185 atoms/ion (calculated

from the values given in [206]). For the sputtering by O ions, a more significant

correction is necessary because the calculated sputtering yield of 0.642 by 16 keV O

ions is 50.6% smaller than the previous sputtering input of 1.3. The used energy

dependence depicted in [200] fits well to the SDTrimSP energy dependence and

therefore all O sputtering yields can be rescaled by the same value. In total, the ratio

of O sputtering to solar wind sputtering is predicted to be 46.7% or by factor of 1.88

lower than previously assumed (see table 5.4).

The above presented calculations were performed based on the experimental findings

for augite, but simulations were done with the slightly different Phobos composition

(table 5.1) as an input. This composition is of course not well constrained and

it should therefore be tested, how sensitive the achieved results are on different

composition inputs. For this reason, the ratio of O sputtering to solar wind sputtering

was also calculated for the augite composition. The result of a similar reduction by

44.1% or a factor of 1.79 was found, which strongly indicates that the presented

comparison of sputtering by O ions and sputtering by solar wind ions is quite robust.

The individual results of the simulation steps are also included in table 5.4.

Ultimately, sputtering by O ions has been overestimated and Figure 5.17 shows the

effect of the sputter yield rescaling based on the previously presented findings. Here

the ratio of total sputtering by O ions and total sputtering by solar wind (SW) ions

is plotted over the Mars-Solar-Orbital (MSO) longitude, representing one orbit of

Phobos around Mars. Originally, this ratio was calculated by Nénon et al. and their

results are shown as the black dotted line [206]. While solar wind sputtering is

the dominant erosion process over most of the orbit, planetary O ions significantly

dominate in the Martian magnetotail. This is a result from the emission direction of

the planetary ions as well as shadowing of the solar wind [206]. The correction of
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experimental values for the sputtering by O ions is shown as the red line. An
additional estimation for potential sputtering by He2+ ions is included as the
dashed blue line (see section 5.6.2). While the total contribution of the planetary
O decreases, it is still significantly dominant in the Martian tail region around an
MSO longitude of 180°.
This figure was published in [87].
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this ratio based on the presented findings on the sputtering of Phobos is shown as

the full red line. As described above, it is lower by a factor of 1.88, but this does

not affect the general trend of planetary O ions sputtering up to a factor of 10 more

than solar wind ions at MSO longitudes around 180°.

In total, planetary O ions can be calculated to contribute 13% of the total sputtering

of the surface of Phobos, compared to about 23% based on previous assumptions.

These numbers represent the sputtering averaged over the whole surface and does

not take into account the tidal locking of Phobos. The Mars-facing side will be

affected more by the sputtering due to the influx of planetary O ions as discussed

by Nénon et al. [188]. Their analysis based on further spatially resolved MAVEN

ion maps results in the estimation that 49% of sputtering on the Mars-facing hemi-

sphere on Phobos is caused by planetary O ions, while the contribution on the other

hemisphere is only 3%. Ultimately, space weathering is estimated to be accelerated

by a factor of 2 due to the Martian ion precipitation on the Mars-facing side [188].

In combination with possible implantation effects, the space weathering history of

the Mars-facing side of Phobos will be more interesting, which should be taken into

account for future missions to the Martian moon such as the upcoming MMX lander

[188].

5.6.2 Potential Sputtering by He2+ Ions

Another effect that will influence the ratio of sputtering by planetary O ions and

solar wind ions is depicted in Figure 5.17. As discussed in the previous chapter,

the sputtering by multiply charged solar wind ions will be a dynamic process that

even causes an increase of the total sputtering in the steady state. Based on the

wollastonite findings, this increase was calculated to be 43% based on a solar wind

He concentration of 4%. Solar wind He ratios reported by MAVEN measurements are

somewhat lower at about 3% and no extended potential sputtering experiments have

been done for augite. Nevertheless, these results can be used as an approximation

for the potential sputtering effects of the solar wind, as they are also consistent with

other findings for different materials. For this reason, Figure 5.17 also includes the

O/SW ratio with included potential sputtering as the blue line. It leads to a further

decreased dominance of planetary O ions in the magnetotail and in total, O ions

would then cause 10% to the total sputtering of Phobos. Adding potential sputtering

does, however, not change the result that planetary O ions still significantly con-
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tribute to the space weathering of the Mars-facing hemisphere of Phobos.

5.7 Conclusions and Outlook

Using thin films deposited from the Mg- and Fe-rich pyroxene augite as an analog

for the surface of Phobos, sputtering yields under irradiation of O+, O2
+, C+ and

CO2
+ were measured with the QCM technique. Supported by SDTrimSP simulations,

a good agreement could be found as well as strong indications of ion implantation.

Sputtering yields by planetary O ions were found to be smaller than previously

assumed and no signs of molecular effects were observed for O2
+ and CO2

+ ions.

With these better constrained sputtering yields, the total effect of the sputtering of

Phobos by planetary ions could be reassessed and is found to be between 10 and

15%. However, due to the tidal locking of Phobos, the Mars-facing side will be more

affected by this flux of planetary O ions [188], which should be taken into account

for future exploration of the Martian moon.

From an experimental point of view, more detailed investigations of O ion implanta-

tion would be of great interest. Due to planetary minerals already containing a large

amount of O, this requires a specially designed experimental procedure to separate

implanted O from bulk O. For example, in-situ ERDA with the irradiation of 18O

would allow the quantification of implanted projectiles. Such experiments with O

and other possibly escaping atmospheric ions would help in assessing the importance

of ion implantation in the solar system. For moons close to their parent planets such

as Phobos, one could find traces of the history of the planet’s atmosphere buried

within its regolith. Such investigations would be of great relevance for MMX or

other future sample return missions. It will also play a role for other bodies in the

solar system, such as Earth’s Moon, where a similar scenario of an earth wind has

been reported [215]. The resulting flux of O ions is the proposed driver for the

formation of hematite Fe2O3 on the Moon [187]. Additionally, accelerated O ions

are also assumed to play a role in the formation of specific components of Mercury’s

exosphere [216]. Heavy ions from the solar wind will also contribute to sputtering

and the formation of amorphous rims on planetary bodies [149]. All these effects

will require more experimental investigations to better understand the role that also

ions beyond H and He play for space weathering.
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Results: Retention and

Release of Hydrogen

Isotopes in Tungsten

6

The research on the application of in-situ IBA for investigating the retention of H

isotopes in W described in this chapter was performed in the scope of the EURO-

FUSION work package Plasma-Facing Components (WP PFC Subproject 3.1). All

described experiments were performed in cooperation with the Uppsala University

at the SIGMA chamber, which is described in section 3.1.1. Some parts of section 6.2

were compiled in a manuscript [217], but have not yet been published.

6.1 NRA of H-Implanted W Samples

The goal of the measurements presented in this section was to investigate H implan-

tation in W film targets by combining TDS and NRA based on the 1H(15N, αγ)12C

reaction. As described in section 3.1.3, its sharp resonance with a width of 1.8 keV

allows profiling of the 1H content of a sample with precise depth resolution. For a W

target, the stopping of 15N with an energy of 6.385 MeV, where the nuclear reaction

with H atoms is triggered, is given by SRIM as 4.1 keV/nm. Taking into account

Doppler broadening and detector properties, a depth resolution in the low nm range

can be achieved [66]. However, measuring the whole H inventory in the sample over

an extended depth range requires irradiation with several different energies of the
15N primary beam. Additionally, the γ detector at the used setup has to be placed

outside of the vacuum chamber and thus its solid angle is limited. Therefore, the

sample is subjected to a higher fluence of MeV ions than it is otherwise usual for IBA.

This factor was observed to significantly influence how a W film sample behaves

under H implantation and subsequent annealing, which is discussed in the following.
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Fig. 6.1: This plot shows the ToF-ERDA analysis of the thin W films used for investigating
H retention in W with 15N NRA. The W film (black) is clearly visible with a high
purity on top of the Si substrate (green). Significant contamination is only found
in the form of a C- and O-containing layer with a thickness of about 10 nm on top
of the sample.

6.1.1 Sample Preparation and Analysis

For the in-situ measurements of H depth-profiling with 15N NRA and outgassing at

Uppsala University, thin W films were used. These films were sputter-deposited on

Si wafer pieces at IPP in Garching. ToF-ERDA measurements at Uppsala University

showed a film composition of close to 100% W apart from a contaminated surface

layer with a thickness of about 10 nm (see Figure 6.1). The total thickness of the W

layer was found to be 245 nm from RBS measurements (see Figure 3.17 in section

3.1.5), which allows more precise thickness determination than ToF-ERDA. The

surface roughness was investigated with an AFM by Christian Cupak at IAP, finding

a negligible RMS roughness value of 2.4 nm.

6.1.2 Experimental Procedure

After insertion into the SIGMA chamber, the W film sample was cleaned by 5 keV

Ar irradiation at an angle of incidence of 50° for 10 minutes to remove any surface

contamination. The effect of the cleaning was checked with in-situ RBS analysis

in the SIGMA chamber. Subsequently, first 15N NRA experiments were performed,
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using energies around 6.4 MeV and 15N2+ ions. Calibration measurements of the

detector solid angle were done with a Si sample with a pre-defined H concentration

of 18.5% and background gamma signals were regularly recorded throughout the

whole experimental procedure. A first analysis of the W film sample was done before

any H irradiations and no H in the W sample was observed apart from a water

adsorption peak at the surface.

The W film was then irradiated with H ions at 5 keV in two steps to a total fluence

of 5.3 × 1022 H/m2, assuming a H+:H+
2 ratio of 7:93 corresponding to the reported

fraction of dissociation during electron impact ionization of H2 [218]. After H im-

plantation, a TDS measurement was performed up to a temperature of about 330°C.

H profiles were monitored with 15N NRA between the implantation steps, after the

full implantation as well as during and after the sample heating process. Profiles

were recorded by varying the energy of the primary 15N beam and the probed depth

can be calculated with the stopping of 15N in W of 4.1 keV/nm as calculated with

SRIM. Typical measurement times for each spot were between 10 to 20 minutes at

ion beam currents of about 2 nA.

6.1.3 Results

H Profiles

Figure 6.2 gives an overview of the NRA results after both the implantation (blue)

and the subsequent heating (red). The recorded H profiles are compared to the H

ion range distribution (green), corresponding to a ratio of molecular and atomic

ions of 93:7. At an acceleration voltage of 5 kV, the molecular H2
+ ions will have

an energy of 2.5 keV/H and therefore have a lower implantation depth than the 5

keV atomic H+ ions. After the irradiation with 5.3 × 1022 H/m2, the H content of

the sample is clearly visible. Near the surface, a H concentration between 10 and

15% is observed, while deeper layers mostly contain around 5%. H is also found

deeper than the expected ion ranges from SDTrimSP, which shows the diffusion of

H after being implanted. Measurements near the interface between W film and Si

substrate indicate less H in the W film there, but an increased H content at the W-Si

interface. Due to low count rates, the experimental error bars are however too large

to assess this with certainty.
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Fig. 6.2: This plot shows the measured NRA H profiles after the H irradiation with 5.3 ×
1022 H/m2 (blue). The green area represents the range distribution of H ions
from SDTrimSP, accounting for both atomic and molecular contributions. H
concentrations of a few % are found across the whole implantation range and
even in deeper layers. After heating up the sample, H in the near-surface region is
depleted (red), while the H content deeper in the sample is less affected.

After heating the sample up to about 330°C, it becomes depleted of H at depths

between 0 and 100 nm. However at around 150 nm and deeper, there are still H

concentrations of about 5% measured, even though again low counting rates result

in large error bars. Nevertheless, the results strongly indicate that H closer to the

surface is affected differently by the heating than H in deeper layers.

Blister Formation

After the experiments, clear optical changes of the irradiated parts of the sample

surface could be observed, as it is shown in Figure 6.3. The area that was not covered

by the sample holder shows a significant darkening following the H implantation.

Additionally, a black spot can be seen where the 15N ion beam hit the sample during

the NRA measurements. The latter effect is, however, a common occurrence for IBA

in high vacuum due to deposition of carbon from adsorbed carbohydrate molecules

(from pump oil) cracked by the ion beam.
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Fig. 6.3: This photo of the W sample after irradiation shows strong changes in its optical
properties. Both the area that was affected by H implantation as well as the beam
spot of the 15N ion beam are darkened compared to the unirradiated area.

100 µm

0

2.9 µm

Fig. 6.4: This confocal microscopy image shows the edge of the NRA beam spot. The change
from a blister-covered morphology to a smoother surface, where the sample was
irradiated with the 15N ion beam (lower right), is clearly visible.
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Fig. 6.5: A compilation of AFM images of the W film sample after the experiments. The
color bars next to the picture denote the height scales of the respective sample
morphology.
Upper left: The surface of the unirradiated sample. Upper right: On the spot
where the NRA beam hit the sample, no blister formation can be observed. Instead
the surface looks similar to unirradiated W. Lower images: Examples of formed
blister structures on a H-irradiated area.

Further differences in the surface properties become visible, when the sample is

investigated under the confocal microscope. Figure 6.4 shows a picture from the

edge of the 15N ion beam spot, which can be clearly distinguished from the rest of

the sample by its surface morphology. In the 15N beam spot in the lower right part

of the image, a smooth surface is visible, while the surface of the irradiated area

outside of the beam spot is dominated by blisters. Blister diameters range up to

several 10 µm and heights of several 100 nm to a few µm can be observed. This

increased roughness of the H-irradiated area of the sample by blister formation that

is clearly visible in the confocal microscopy image, explains the darkening of the

sample that is visible in Figure 6.3.

The irradiated surface was also investigated with AFM measurements with examples

being compiled in Figure 6.5. The upper left image shows the smooth unirradiated

W surface, which has an RMS roughness value of 2.4 nm and a granular morphology.

The surface of the NRA beam spot after irradiation (upper right image) shows a simi-

lar morphology with a very close RMS roughness of 2.5 nm. During the AFM analysis,
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a second smooth spot without any blisters was found. This spot could be connected

to the ToF-ERDA analysis of the sample before the H irradiations. ToF-ERDA uses

energetic I ions for the analysis, which can be expected to have a similar effect as

the 15N NRA ions. The sample was investigated with ToF-ERDA once more after

the whole campaign, but this did not lead to the removal of any previously formed

blisters. Outside of these spots, the blisters cover the whole sample and smaller

examples could be imaged in the AFM as is shown in the lower images in Figure

6.5. On a small scale, the surface on the blisters show similar granular morphology

as observed for the unirradiated areas. This could be confirmed by an additional

analysis of the top of a blister: After subtracting a polynomial background of second

order, an RMS value of 2.1 nm could be determined for the surface, which is again

close to the value for the unirradiated sample. Overall, this indicates that larger

volumes of the W are moved by the blister formation during H irradiation and that

this effect does not happen directly beneath the surface. Additionally, the significant

differences in surface morphology observed in the microscopy investigations make it

evident that IBA methods such as NRA and ToF-ERDA significantly alter how the W

film sample is affected by H bombardment.

6.1.4 Discussion

H Retention and Depth Profiles

The implantation and retention of H isotopes together with depth profiling has

been extensively investigated before (e.g. [219, 220, 221]). However, there exist

many parameters during these investigations that vary between experiments. Most

importantly, experiments with plasma devices and ion beam experiments have to be

distinguished. Plasma devices apply high ion fluences (1028 /m2 have been achieved

[222]) at low energies (often only several 10 eVs). In contrast, ion beam experiments

apply smaller fluences, but operate under more controlled conditions and at higher

energies, where ion-induced damages play an important role.

In undamaged W, the H solubility is very limited [223], while diffusion activation

energies are also low [224]. Implanted H will therefore be very mobile leading

to low H concentrations in W. In a fusion reactor, this situation will change when

high energy D ions, seeding gas ions or 14.1 MeV neutrons will create damage in

the reactor’s wall material. These damages can act as traps where H is collected

and higher activation energies hinder the diffusion [223]. Therefore, higher H
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Fig. 6.6: The H content retained in the W film sample, determined by linear interpolation of
NRA measurements, is compared to data for D irradiations at 2.5 (open triangle)
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fluence φ are also included as the dashed lines. The obtained amount of retained
H is consistent with these results from Nagata et al.

concentrations can be expected in damaged layers of W as well as an increase of the

H retention.

The total amount of retained H in the above presented measurements was obtained

by linearly interpolating the H concentrations from NRA. NRA profiles were recorded

at two different fluences and the results are shown in Figure 6.6. After the highest

applied fluence of 5.3 × 1022 H/m2, a H content of 6.8 × 1020 H/m2 was obtained,

which represents 1.3% of the incident fluence. D retention under circumstances

where ion-induced damages play a role have, for example, been investigated at

similar energies and fluences by Nagata et al. [225]. Figure 6.6 compares the total

amount of retained D from those investigations at different energies (open black

symbols) to the H content determined from NRA measurements, plotted over fluence

φ. The dashed lines represent fits to the datasets that are proportional to
√

φ, which

show that the H retention from NRA is in principle consistent with previous results.

When it is taken into account that most of the ions are assumed to be 5 keV H2
+ and

H will be less effective at creating damages in W than D, the measured H concentra-

tions are even higher than it would be expected by the data from Nagata et al. [225].

Due to the connection between H retention and damage formation, the depth profile

of implanted H after the full fluence of 5.3 × 1022 H/m2 (blue) is compared to
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Fig. 6.7: The H profile measured after implantation (blue) is compared to SDTrimSP sim-
ulations of the damages created by both H and 15N ions with two different W
displacement energies Ed of 38 and 90 eV. The H profile fits well to the damage
profile calculated for the recommended value of Ed = 90 eV.

simulated damage profiles from SDTrimSP (black dashed lines) in Figure 6.7. For

the simulation of the ion-induced damages both due to the H bombardment and the
15N beam from NRA analysis, two different W displacement energies Ed were used:

The standard value for Ed of W in SDTrimSP is 38 eV, which is close to the reported

minimum displacement energy of a W atom [226]. The generally recommended

displacement energy value is, however, much higher at the average displacement

energy of 90 eV (see for example [227]). This average energy, which is necessary to

remove a W atom from its lattice position, has been used regularly for calculating

displacements per atom (dpa) in W and was found to agree well with molecular

dynamics simulations [228]. Figure 6.7 shows calculated dpa values for both 38 eV

and 90 eV to illustrate the significance of the choice of Ed for the dpa calculation.

The value of Ed strongly affects the number of displacements especially close to the

surface, where most of the interactions between incoming H projectiles and W take

place. Due to the large mass differences between H projectiles and W target atoms,

the maximum energy transfer during an elastic collision is about 2% of the H’s energy,

which is calculated from the energy transfer factor γ = 4 · mH · mW/(mH + mW)2. As

a result, 2.5 and 5 keV H ions can only transfer 54 and 108 eV to a W atom. For the

choice of Ed of 90 eV, therefore only the 5 keV H will be able to cause displacements.

The 2.5 keV H from the dominant H2 part of the beam will not contribute to creating

damages in this case. This varying behavior explains the vast differences for the two

simulations up to the H range of about 60 nm. In the deeper layers, the damages

are then only caused by the 15N beam, which contributes between 0.01 and 0.03
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dpa for the applied fluence, which is almost constant across the whole film.

When comparing both damage profiles to the measured H concentrations at different

depths, they are much better reflected by the simulation with the recommended Ed

value of 90 eV. High H concentrations between 10 and 15%, a value that also agrees

with findings by Nagata et al. [225], are only found near the surface. For depths of

25 nm and larger, mostly constant H concentrations of about 5% are found. This

profile is consistent with the constant damage profile from the 15N ion beam from

SDTrimSP. Density Functional Theory (DFT) calculations have shown that up to

five H atoms can be trapped in one W vacancy [229], which would correspond to

the 0.01 dpa from the 90 eV simulation to store 5% H. This comparison also shows

that the 15N ion beam has a significant influence on the retention of H because it

creates a large number of additional defects. As discussed previously, the retained

H is somewhat high when compared to D retention from Nagata et al. [225]. This

will be dependent on the type of W sample used, but the observed tendency for

the experiments presented here could also be caused by H being trapped in the dis-

placements created during the prolonged 15N NRA measurements. Focusing on the

effects of neutron-induced damages mimicked by W self-implantation, an increasing

H retention for increasing damages in the sample has been observed in multiple

studies [230, 231]. The presented study provides further indication, how increased

H concentrations are connected to displacements caused by MeV ions. Additionally,

the method of 15N NRA should be treated with caution for the investigation of

H retention, especially when low count rates require longer measurement times

already before irradiations.

Where the damage profiles shown in Figure 6.7 do not give an evident explanation,

is the H profile shown in Figure 6.2 that was measured after heating the sample

to 330°C while continuously recording NRA signals. There at 25 and 75 nm, a

depletion of H was observed, while the concentrations in deeper layers were still

around 5%. The continuous exposure to the 15N beam will cause the creation of

additional defects, while others might be annealed due to the increased tempera-

ture. The total 15N ion beam fluence was 2.5 times higher than directly after the H

implantation, which corresponds to the case shown in Figure 6.7. For Ed = 90 eV

this would then lead to 0.03 dpa from the 15N ion beam when annealing of defects

is neglected. This effect alone is too low to sufficiently explain the depletion of H

due to the formation of vacancy loops that would allow easier diffusion. The region

where H is depleted does, however, roughly correspond to the region where 2.5 keV

H ions will deposit their kinetic energy. The simulation with 90 eV will probably
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only represent a lower limit for dpa creation because in some directions, W will be

able to be displaced by those H ions. This increased defect formation by 2.5 keV H

might give the needed explanation for the formation of vacancy loops. However,

more experimental or numerical efforts are needed to understand this, especially

because later measurements on D retention in W show a different behavior where

no preferential depletion of near-surface regions occurs (see section 6.2).

Absence of Blisters in the 15N NRA Beam Spot

Microscopy investigations of the W thin film after the experiments have revealed

another obvious effect of the 15N beam: the whole sample is covered with blisters

apart from the spot where the 15N ion beam hit the sample and the spot where

probably ToF-ERDA analysis with I ions was performed. Instead of a blister-covered

surface, a smooth morphology is found at these spots. The spot of ToF-ERDA analysis

after H implantation did not affect the surface and it is also of interest to investigate

if the 15N NRA beam removed blisters or if their formation was suppressed. The

first case would most likely represent an experimental artifact due to the prolonged

irradiation with 15N. However, the second case of blister suppression, probably due

to additionally induced defects, could give insights into H retention in redeposited

W layers that have been damaged by the continuous neutron flux of a nuclear fusion

reactor.

Blister formation due to the collection of large amounts of H gas is a well-known

phenomenon in plasma-wall interaction studies [232]. For example, Balden et

al. have shown how blister formation can be connected to elastic deformation of

the material, when pockets of initially mobile H gas are formed in cracks or grain

boundaries [233]. For the present case of a W film on a Si substrate, the interface

between the two sections represents the most evident natural defect where the

collection of H might take place. A similar blistering due to D implantation in a

W layer interface has, for example, been observed by Xu et al., who investigated

D implantation in a 10 nm W film deposited on steel [234]. The fact that blisters

are still visible after prolonged heating of the sample to 330°C, suggests a stable

binding site for H gas. It is questionable if the additional energy that is provided

by the NRA beam is enough to thermally remove H from the blisters. As discussed

before, the induced damages by the NRA beam are also too low to provide an easier

escape channel for implanted H through connected defects. Instead, it is more likely

that the formation of blisters filled with H gas is already suppressed due to the
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NRA measurement before H implantation. This would also fit with the observation

for the ToF-ERDA spots, where suppression of blister from the analysis before the

experiments was found, but no removal of blisters after the H implantation.

How H atoms reach the interface is very different depending on whether the H irra-

diation takes place inside or outside the 15N beam spot. This is illustrated in Figure

6.8, where the dpa induced by H and 15N are again plotted for the two displacement

energies Ed of 38 (blue) and 90 eV (red). Two scenarios are compared: The upper

image shows the calculated dpa from SDTrimSP for irradiation outside of the NRA

beam spot. Here, damages are only created by the H irradiation. As a comparison,

the lower image shows the dpa calculation inside the NRA beam spot, where the 15N

ions are responsible for additional displacements. The shaded areas represent the

dpa caused by the NRA beam, which make up a large amount of the total damages

especially further in the bulk of the sample. The black dashed line in both images in

Figure 6.8 shows the distribution of ion ranges for the assumed 93:7 ratio of H2
+

and H+. It can clearly be seen that especially for higher displacement energies, a

significant amount of H will be initially implanted in a depth where no H-induced

damages are created. Outside of the NRA beam spot, this H will be able to diffuse

freely and also reach the interface. However, inside the NRA beam spot, the whole

film is damaged by the dpa from the NRA beam representing additional trapping

sites for H atoms. Using Ed = 90 eV, a total number of NRA-beam-induced vacancies

1.9 × 1020 /m2 is formed by the NRA measurements before the D implantation and

in-between implantation steps. As previously discussed, DFT calculations predict

the possibility of up to five H atoms trapped in a single vacancy, which would give

space for 9.5 × 1020 H/m2. From the measured NRA profiles, a total H retention

of 6.8 × 1020 H/m2 could be deduced and thus a lower value than the maximum

possible trapped H atoms in NRA-induced defects. The measured amount of retained

H is similar to data from Nagata et al. and the observed order of magnitude for

retention of H isotopes is further supported by the work of Haasz et al. [235]

and Ogorodnikova et al. [51]. For fluences of around 5 × 1022 D/m2 at energies

up to the low keV range, they report D amounts in the medium 1020 m2 range as well.

Therefore, it is very plausible that the vacancies, which were induced by the 15N

ions from the NRA beam, trap a large part of the H before it can diffuse into the

interface between W and Si. Outside of the NRA beam spot, the implanted H atoms

are more mobile and diffuse until being trapped in the interface, where they form

the observed gas bubbles. These experiments show once more how defects influence

the behavior of H in a reactor wall material and similar cases as observed here will
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also be relevant for additional defects caused by neutron irradiation.

6.1.5 Conclusions

From the discussions presented above, 15N NRA investigations for profiling H con-

centrations in W evidently have to be treated with caution. This method provides

unrivaled depth resolution compared to other IBA techniques, but this comes with

several drawbacks. A large number of measurements (i.e. a high fluence) are nec-

essary to profile a wider depth interval and the low gamma count rates also make

a significant fluence of 15N ions necessary. For subsequent H implantation, the dis-

placements caused by these ions could be connected to differences in the amount of

retained H and especially where the H is stored. As the NRA beam spot is completely

free of any blistering, 15N NRA cannot be regarded as a non-invasive method in

this case. Instead, IBA methods with lower energies, lighter projectiles and lower

fluence requirements should be favored especially for pre-characterization of the

used samples.

These investigations of course also give further insights into effects that will play

a role for neutron radiation. The 14.1 MeV neutrons that are products in a D-T

fusion reaction will introduce additional defects into the wall materials, which will

also affect H isotope retention. These effects have been investigated mostly with

self-irradiation of MeV W ions [230]. The experiments presented in this thesis

also show that in cases of extreme neutron doses, H isotopes might be completely

prevented from diffusing deeper into the sample. This will lead to higher retention

in more stable trapping sites, but closer to the surface they might be reintroduced

into the plasma more easily as the wall material is eroded. Damages induced by

neutron irradiation will definitely also play a role for the H retention in redeposited

W layers. These layers will be formed during prolonged plasma irradiation leading to

the growth of layers from atoms that were previously sputtered at another location.

The interfaces between these W layers and the respective underlying materials can

be expected to trap large amounts of H isotopes. For example, Xu et al. investigated

such a case and observed significant blistering and W exfoliation [234], which would

be an undesired effect for efficient reactor operation. However, if neutron-induced

damages in the redeposited W layer trap H atoms and reduce or even prevent the

formation of blisters at the interface, these negative effects could be mitigated based

on the above presented observations. As the measurement of the H retention in

redeposited W layers is a part of upcoming EUROFUSION research projects, the role of
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neutron-induced damages should definitely be kept in mind and further investigated.

6.2 ERDA and TDS of D-implanted W Samples

Following the conclusions from the experiments of 15N NRA presented in the pre-

vious section, several challenges have been found for in-situ IBA investigations of

H retention. Most importantly, introducing new damages into the sample affects

how H is implanted and should therefore be minimized. What was additionally

not discussed in detail before, the fixed probing depth of 15N NRA represents a

disadvantage for investigating a sample during a heating process because only a very

limited depth range of the sample can be observed continuously. It would instead be

preferable to measure the H content at an extended depth range without the need

of changing primary ion beam energy.

For this reason, further in-situ IBA measurements were performed by using ERDA

with a 3.4 MeV He primary beam. He ions at this energy introduce fewer dis-

placements than 15N by about a factor of 300 according to SDTrimSP simulations

(Ed = 90 eV). By energy-resolved measurement of the recoils, profiles of H and D up

to depths of 350 nm can be continuously recorded at the same time with a depth

resolution of about 40 nm. The studies presented in the following sections show,

how this method can be applied to monitor the retention and outgassing of different

H contributions in a W foil sample during the heating process of a TDS measurement.

6.2.1 Sample Preparation and Analysis

For the ERDA measurements, bulk targets were chosen to avoid any interface effects

as observed for the thin film targets. The used bulk foils with a thickness of 0.5 mm

were acquired from MaTecK GmbH. The larger piece was cut into multiple smaller

pieces of an area of about 10 × 10 mm2 for individual irradiations. Before inserting

into vacuum, all samples were cleaned with distilled water and isopropyl alcohol

in an ultrasonic bath. The samples were analyzed with ToF-ERDA with a 36 MeV

I8+ beam at Uppsala University, showing the purity of the sample to be better than
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99% in accordance to the nominal purity of 99.9%. AFM measurements by Chris-

tian Cupak at IAP showed an RMS roughness of 7 nm, indicating a mostly flat sample.

6.2.2 Experimental Procedure

W foil samples were irradiated with D ions under an incidence angle of 4° at room

temperature, using an acceleration voltage of 3 kV. Assuming again the ratio of

7% atomic D+ ions and 93% molecular D2
+ ions, irradiation fluences between 1021

and 1022 D/m2 were achieved. After implantation, the samples were heated up to

1400 K, as checked with an optical pyrometer, using both step-wise and continuous

heating ramps. Outgassing of D2 was recorded with the RGA in parallel. ERDA

measurements were not possible during the implantation, but before and during

the sample heating, the D content in the sample was continuously monitored by

probing the sample with the 3.4 MeV He2+ beam under 70°. ERDA with a 12.9

µm Al absorber foil in front of the PIPS detector was recorded at the same time as

PIXE with a 204 µm mylar absorber foil in front of the SDD detector. PIXE was here

mainly used for ion beam current normalization.

6.2.3 Results

A typically observed ERDA profile after implantation of 1.34 × 1022 D/m2 is shown

in Figure 6.9 as the black line. Contributions from both D and H are visible. The H

signal can be attributed to water adsorption on the surface as well as H from residual

water in the ion source being implanted in the sample as well. The red line in Figure

6.9 represents the result of a SimNRA simulation of the spectrum [133], which

shows that the D signal can be separated into a near-surface component (region

A, blue, signal from D in depths up to 45 nm according to SimNRA) and a bulk

component (region B, green). Depth scales for both the D and H signals are included

in Figure 6.9, but it has to be kept in mind that the depth resolution of the measured

spectra are limited due to straggling effects [10]. This broadening of the energy

distribution of primary ions in the sample as well as recoils in the sample and the

absorber foil ultimately restricts the depth resolution of the ERDA measurements.

For the above shown example, 4.5 × 1020 D/m2 are retained in region A, which

corresponds to an average concentration of 12.5% in the W sample, and 1.6 × 1020

D/m2 are retained in region B (0.9%). Within the information depth of about 350
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Fig. 6.9: This plot shows D and H signals from an ERDA measurement after implantation of
1.34 × 1022 D/m2. The black line represents the measured data, the red line gives
a simulated spectrum from SimNRA [133]. The included depth scales show that a
large amount of D is concentrated near the surface in the interaction region of the
incident ions (region A, blue). In the bulk of the sample, the D concentration is
much lower (region B, green).

nm, 74% of the measured D content is found in region A within the top 45 nm of the

sample. In total, a retention of 6.1 × 1020 D/m2 or 4.5% of the irradiation fluence of

1.34 × 1022 D/m2 is observed.

After implantation, the sample was heated up to about 1400 K and Figure 6.10

presents ERDA and TDS results from the same sample as shown in Figure 6.9. Blue

dots and green triangles represent the development of the normalized D content

from ERDA in region A and region B over time. The temperature was steadily

increased from room temperature to 1400 K in a step-wise manner as it is shown

in the inset in Figure 6.10. Bulk D in region B is found to already significantly

decrease when a temperature of about 500 K is reached, while D close to the surface

in region A stays mostly unchanged until a temperature of 650 K. Bulk D is much

quicker depleted, while D from region A shows a steady decrease for increasing

temperatures. At the end of the heating ramp, all D is removed from the sample.

D2 outgassing was also monitored with the RGA and from the measured signal, a

remaining D inventory can be calculated, which is included in Figure 6.10 as the red

line. It clearly follows a similar behavior as the D in region A closer to the surface

and no further outgassing was measured with the RGA after the D in region A had

been depleted. Due to different energy regions, where the respective recoils are
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Fig. 6.10: During a step-wise heating ramp up to 1400 K, the D content in region A (blue)
and region B (green) were measured with ERDA. At the same time, the outgassing
of D2 was measured with the RGA (red), which also allows calculating the
remaining D inventory. Results from the TDS mostly follow the same behavior as
the D stored in region A close to the surface.

recorded, the development of the H signal could also be measured at the same time,

which is represented by the gray points in Figure 6.10. As the sample is heated up,

the H content also decreases in the same manner as the D content in region A and is

completely removed from the sample, when 1400 K are reached.

6.2.4 Discussion

D retention after implantation of 1.34 × 1022 D/m2 was investigated with ERDA and

significantly more D was observed in regions closer to the surface than deeper in the

bulk. As already discussed above, the retention of D in W will strongly be connected

to the damages of the sample. To investigate this relation for the present case of

D retention in a W bulk target, SDTrimSP simulations were again performed with

the W displacement energies Ed of 38 eV and 90 eV. Results of the simulated dpa

are presented in Figure 6.11, together with the ion range of 3 keV D+/D2
+ and

the separation into regions A and B. Damages induced by the 3.4 MeV He beam

before D implantation were calculated to be lower by more than two orders of

magnitude than the damages induced by D ions and are therefore neglected for

this calculation. Evidently the separation of the retained D content into regions A

and B allows some distinguishing between different types of binding sites. Both

126 Chapter 6 Results: Retention and Release of Hydrogen Isotopes in Tung-

sten



0 20 40 60 80
0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

D
is

pl
ac

em
en

ts
pe

r
A

to
m

(d
pa

)

Depth [nm]

dpa (Ed = 38 eV)

dpa 
(Ed = 90 eV)

Ion Range Region A Region B
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the ion range and the displacement of W atoms in the sample is overwhelmingly

restricted to the top 45 nm of region A. D observed in region B will not be directly im-

planted there, but instead reach its place by diffusion. In region B, D atoms will then

be retained in interstitial positions or in pre-existing defects such as grain boundaries.

The SDTrimSP simulation for Ed = 90 eV shown in Figure 6.11 gives a total number

of 9.1×1019 vacancies/m2 as a lower limit for ion-beam-induced damages. Assuming

again that up to five D atoms trapped in each vacancy are possible, this would allow

4.6 × 1020 D/m2 to be trapped in the ion-induced vacancies. This value agrees very

well with the amount of D that was measured in region A with ERDA of 4.5 × 1020

D/m2. This observation is also consistent with the ratio of retained H and calculated

dpa for the W film discussed in section 6.1. There a H concentration of about 5%

was measured in regions where the simulation with Ed = 90 eV predicts 0.01 dpa.

The total observed D retention, which is 4.5% of the nominal irradiation fluence,

furthermore coincides with literature data for similar energies and fluences that

report D retention of a few percent as well (e.g. [225, 236, 237]).

The different binding of D atoms in region A and region B is also reflected in the

ERDA measurements during the annealing of the sample. This can also be seen in
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for one step in the heating ramp. As a comparison with existing investigations,
the TDS spectrum after a 200 eV D irradiation at a fluence of 1022 D/m2 from
Ogorodnikova et al. is included as the black dashed line [51]. At these en-
ergies no ion-induced displacements will be created in W and the D behavior
over temperature agrees well with ERDA measurements in the undamaged bulk
(green).
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Figure 6.12, which shows the experimental data of the ERDA and TDS measure-

ments averaged for each step of the heating ramp and plotted over temperature. The

D from region B is depleted much quicker, which agrees with these D atoms being

bound in less stable positions. Figure 6.12 shows a significant D decrease between

steps 2 and 3, corresponding to a D release between 400 and 500 K. At temperatures

above around 650 K, the D in region B is mostly depleted. This desorption of atoms

that are not trapped in ion-induced defect is consistent with previous experiments

and TDS results for a D irradiation at 200 eV from Ogorodnikova et al. are also

plotted in Figure 6.12 (black dashed line) [51]. At 200 eV, the energy of the D

ions is too low to cause W displacement and this data can therefore be compared

to the decrease of D in the undamaged region B. Ogorodnikova et al. similarly

observed a low-temperature desorption peak at around 450 K that could be modeled

and attributed to trapping in natural defects [51]. They also identified a second

high-temperature peak between 600 and 650 K due to D bubble formation [51].

The large drop in the D content of region B at around 450 K shown in Figure 6.12

follows the behavior reported by Ogorodnikova et al. [51], which indicates that

more D within region B is trapped in natural defects than in bubbles, which would

be released at higher temperatures. In the case presented in Figure 6.12, such

observations would not be possible from the TDS signal alone, as it is dominated

by the desorption from D stored in region A closer to the surface. Only identifying

contributions from different depths in the ERDA measurement allows such insights

from a case, where implantation in ion-induced effects also plays a significant role.

For the D atoms trapped in such ion-induced defects within region A, much higher

temperatures are necessary to cause detrapping and subsequent desorption. D from

region A only seems to be completely removed at the maximum reached heating

temperature of around 1400 K. In comparison, depletion of 3 keV D at fluences of

1022 D/m2, but at irradiation temperatures of around 400 K, was already observed at

lower temperatures between 800 and 900 K by Ogorodnikova et al. [238]. However,

the temperatures necessary to deplete all D are in agreement with Tyburska et al.

and references therein [230], who state that some vacancy clustering defects require

up to 1350 K to be removed.

The TDS signal for the desorption of D2 gives an additional representation of the

total amount of D that is removed from the sample. As its behavior agrees well with

the development of the remaining D in region A, this does not indicate that a signifi-

cant amount of D is retained in the sample beyond the ERDA information depth of

350 nm. However, only desorbed species with a mass of 4 amu were tracked and
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additional D desorption could happen in the form of other molecules. Nevertheless,

future investigations using the in-situ ERDA approach could be optimized with a

lower He ERDA beam energy. Changing this parameter decreases the method’s

information depth, but at the same time a higher depth resolution becomes possible.

This might improve the method beyond simply distinguishing between two regions

of different trapping states, but could actually allow the observation of developing

depth profiles while the sample is heated up.

Nevertheless, even the above presented measurements show how ERDA can give

access to the observation of different D retention and desorption mechanisms that

occur at different depths and would otherwise not be retrievable from only recording

a TDS signal. This method will thus further be improved in the future and applied to

other fusion-relevant materials such as Be to gain more insights into fusion-relevant

retention effects of H isotopes.

6.3 Conclusions and Outlook

In the two previous sections, different experimental approaches of using IBA meth-

ods for the in-situ measurement of the retention and depletion of H isotopes in W

samples were presented.

15N NRA profiling of H has the large advantage of a very precise depth resolution.

However, it was found that the required large beam fluences lead to a significant

amount of additionally induced defects in the sample, which then affects H retention

and possible blister formations. The damaging of the sample will be mitigated by

varying the analysis spots or an improved detector geometry that requires shorter

measurements, but it still seems to represent a general problem for studying H

retention with this technique. While 15N NRA was not found to be very well suitable

for the original purpose of in-situ H retention analysis, some conclusions could be

drawn on how H will be trapped in blisters in the interfaces of redeposited W layers

and how neutron-induced damages could prevent this effect. Further experiments

on H retention in such redeposited W layers will be performed in the scope of the

upcoming EUROFUSION program and the role of pre-existing damages should be

further investigated there.
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In comparison to 15N NRA, results of using ERDA for monitoring the D content

implanted in a W sample during a TDS measurement were much more promising.

The ability to continuously measure a whole depth range at the same time reveals

several different D retention behaviors that cannot be retrieved from recording the

desorbed D alone. Further ERDA+TDS investigations of other systems in the future

will, therefore, lead to more new insights into the complex fuel retention processes

in a nuclear fusion reactor.
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Conclusion and Outlook 7
Within the scope of this thesis, several aspects of ion-solid interaction in the keV

ion range with the background of space weathering and nuclear fusion research

were investigated in both experiment and simulation. For space weathering, mostly

sputtering by a wide array of different ions was examined to get a better understand-

ing of how these ions affect erosion of planetary surfaces. In the area of nuclear

fusion, new investigation methods for in-situ IBA of retained H isotopes were tested

in cooperation with the University of Uppsala. The achieved results in both areas

have already led to significant knowledge gains and represent an important basis for

further research on these topics in the future.

Using the established QCM technique, sputtering of thin mineral films deposited

from PLD was measured extensively. Using primarily wollastonite CaSiO3 as an

analogue for the Lunar and Hermean surfaces, sputtering of the major solar wind

ions H and He as well as the minor multiply charged ions could be quantified much

more precisely than in previous studies. For the kinetic sputtering contribution, sim-

ulation input parameters were found that allow a consistently precise reproduction

of experimental results for singly charged ions. Using the same parameters has also

led to reliable simulations of sputtering for other silicate minerals, so far revealing a

similar sputtering behavior for this class of materials. H and He implantation were

also observed in the experiment, showing how solar wind ions can be retained in

planetary regolith.

For the potential sputtering of He2+ and multiply charged Ar ions, significant in-

creases in sputtering were observed compared to singly charged ions, which scale

linearly with the ion’s potential energy. For both ion species, the measured dynamics

of potential sputtering could be connected to a preferential sputtering of surface

O, which ultimately causes a decrease of the O content in the equilibrium. The

experimental results could be very well reproduced for both He2+ and multiply

charged Ar irradiations by modeling the effect of surface composition changes on

the total sputtering yields. Based on the achieved findings, the contribution of

potential sputtering by solar wind He2+ ions to the total sputtering was estimated to
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be at around 40%, which proves that this effect must not be neglected for the space

weathering of planetary surfaces.

A different background was explored for the measurement of the sputtering of augite

films as an analog for the Martian moon Phobos. Its space weathering by ions from

the Martian atmosphere was investigated by irradiating augite samples with O+,

O2
+, C+ and CO2

+ ions. The experiments showed significant implantation of O ions

in the augite films even in the steady state, which is thought to be connected to the

Fe content of the sample. Molecular O2
+ behave the same as independent atomic

ions in the low keV range, which was also found for CO2
+ ions, when compared to

O+ and C+ ions. Based on these findings, the total space weathering by ion impact

on Phobos could be assessed: While the importance of sputtering by O+ ions might

have been overstated before, the studies in this thesis still support that planetary

O ions are the dominant source for Phobos sputtering in the Martian magnetotail

region. CO2 ions, on the other hand, will most likely be negligible for the space

weathering of the Martian moon. The implantation of O ions and the significant

sputtering asymmetry of the tidally locked Phobos will be of great interest for future

exploration endeavors such as the MMX mission.

Using thin films on a QCM have so far been a well-suited planetary analog for space

weathering investigations, but there are still limits to the regolith properties that

can be achieved with these samples. Especially crystallinity and grain-size effects

cannot be considered and additionally, the applicability of PLD is restricted to some

materials where the band gap is low enough. For this reason, an adapted circular

catcher-QCM setup has been developed for the use of pressed mineral pellet targets

[105, 167]. While being more challenging for the measurement of total sputtering

yields, new insights on the erosion of realistic samples will be possible as well as

on the angular distribution of sputtered particles, which is an important input for

exosphere calculations. These experimental investigations will be accompanied by

new modeling efforts focusing on the simulation of rough and granular regolith-like

structures. The simulations will be achieved by using the 3D version of SDTrimSP

as well as a newly developed ray-tracing code [104], which will allow a further

improved understanding of the sputtering of planetary surfaces.

In the area of plasma-wall interaction research, several studies on the in-situ IBA in-

vestigation of H retention in W were performed. 15N NRA gives precise insights into

the depth distribution of H in W, but prolonged irradiation during analysis proved
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to be very invasive for the actual experiment. Most evidently, blister formation on

a W film sample after H implantation was completely suppressed inside the NRA

analysis spot. This behavior could be connected to the additional damages caused

by the 15N ion beam. These ions create stable trapping sites for implanted H and

prevents them from diffusing to the W film interface, where the blisters are formed.

These observations show how the consistent influx of neutrons in a fusion reactor

could diminish or even prevent the formation of H blisters underneath redeposited

W layers.

In contrast to 15NRA, ERDA proved as a much better alternative for in-situ IBA

investigations. For the first time, the development of the D depth distribution could

be monitored, while the sample was heated up. While the retention and desorption

mechanism that were observed agree with previous findings, ERDA allows much

more nuanced insights into how different H components diffuse and desorb. With a

fine-tuned depth resolution, in-situ ERDA will be a powerful tool for investigating

complex retention mechanisms in systems that have not yet been investigated as

precisely.

Further advances for in-situ IBA can also be expected in the area of sputtering

and material modification research, where a EUROFUSION Enabling Research (ENR)

project has recently been funded for a cooperation between TU Wien and Uppsala

University. Its main focus is investigating the underlying fundamental properties of

ion-solid interaction for fusion-relevant materials, but within the scope of this project

combining QCM and IBA measurements are also planned. These experiments will

allow new insights into the sputtering of composite materials as the surface compo-

sition changes. Such a new setup could, however, also bring new chances for space

weathering research. Sputtering connected to changes of the surface composition

is an effect that is especially relevant for composite materials and this effect could

be very well investigated by performing QCM measurements in combination with

in-situ IBA. Furthermore, in-situ ERDA experiments with planetary analog material

would also allow the detailed quantification and profiling of implanted H, He and O

ions, which has not been done before in this form. It will definitely be interesting to

see, which further insights these new approaches can bring to both space weathering

and nuclear fusion research.
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