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Abstract

This chapter provides an overview of computer vision techniques with applications in urban mobility
and transport systems. Focusing on imagery and Light Detection and Ranging (LiDAR) point clouds
as the main data modalities, the chapter reviews relevant computer vision tasks, including classifi-
cation, segmentation, object detection and tracking. Example applications of these techniques to
data captured by stationary sensors installed in the environment as well as mobile sensors onboard
vehicles will then be discussed.
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5.1 Introduction

The increasing prevalence of surveillance cameras in urban environments in re-
cent years has provided an opportunity to develop new solutions to overcome
challenges in urban mobility and transport systems. Cameras mounted on ve-
hicles also offer the potential to sense the road environment and develop self
driving capabilities which make urban mobility safer and more efficient. In ad-
dition to cameras, LIDAR sensors are becoming a preferred sensor for spatial
perception in autonomous vehicles. These opportunities have led to a surge in
the development of computer vision methods for automated interpretation of im-
agery and LiDAR point clouds with the ultimate aim of improving urban mobility.

This chapter reviews some promising applications of computer vision tech-
niques for improving urban mobility. The focus will be on imagery and LiDAR
point clouds as the more common data modalities for computer vision algorithms.
Further, this chapter will focus on individual mobility, i.e. pedestrians, vehicles
and cyclists. Other modes of mobility, such as freight, air, and maritime mobility,
have received less attention from the computer vision research community, and
are excluded from the present discussion.
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Computer Vision Techniques for Urban Mobility

While this chapter reviews example applications of computer vision techniques
to urban mobility, it is not meant to serve as a classic review of the state of the
art and is by no means exhaustive and comprehensive. Instead, the chapter
aims to identify potential application areas where computer vision techniques
can provide novel solutions to problems in urban mobility and transport systems.
In the following, we first discuss common computer vision tasks for mobility ap-
plications, and then review promising examples of computer vision techniques
applied to imagery and LiDAR point clouds captured by stationary sensors in-
stalled in the environment as well mobile sensors on board vehicles.

5.2 Common Computer Vision Tasks for Mobility Applications

Computer vision includes a wide range of algorithms developed to carry out spe-
cific tasks with the common goal of enabling a computer to understand the world
by analyzing sensor observations in the form of images and point clouds. Com-
mon computer vision tasks for mobility applications include classification, seg-
mentation, object detection, and tracking.

5.2.1 Classification

Classification is the task of assigning one or more category labels that identify
the type of object or objects present in the data. The common approach to the
classification of images and point clouds is supervised machine learning, where
a mapping between the input data and the output category label is learned from
a set of training examples. The category labels can be deterministic (hard labels)
or probabilistic scores (soft labels).

Research on image classification made significant progress after the introduc-
tion of the ImageNet Challenge (Russakovsky et al., 2015) in 2010. The success
of AlexNet (Krizhevsky et al., 2012) in the ImageNet 2012 Challenge led to the
popularity of deep convolutional neural networks (CNNs) for image classifica-
tion. Since then, many different CNN architectures have been proposed, such
as VGG (Simonyan and Zisserman, 2015), GoogLeNet (Inception-v1) (Szegedy
et al., 2015), and ResNet (He et al., 2016), which have achieved outstanding
results on the ImageNet dataset. The classification of point clouds has achieved
less success compared to image classification. State-of-the-art approaches to
point cloud classification are either point-based methods, such as PointNet (Qi
et al., 2017), or voxel-based methods, such as VoxNet (Maturana and Scherer,
2015).
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5.2.2 Segmentation

Segmentation is the task of partitioning the data into segments that represent
objects or parts thereof. A typical segmentation algorithm generates an output
the same size as the input data, where each pixel or point is assigned a segment
ID. If additionally, a category label is also assigned to each pixel or point, then the
process is called semantic segmentation. The task of semantic segmentation is
therefore a combination of segmentation and classification tasks.

Similar to classification, state-of-the-art segmentation and semantic segmen-
tation methods are based on deep neural networks (Liu et al., 2019; Guo et al.,
2020). The majority of these methods are based on supervised machine learn-
ing, where a deep network is trained using manually annotated images or point
clouds available from public datasets.

5.2.3 Object Detection

Object detection is the task of localizing one or more objects of a certain category
in the data. As such, object detection is a combination of classification and
localization tasks. The localization is typically done by computing a bounding
box around the object or a mask representing the object boundaries.

State-of-the-art approaches to object detection in imagery and point clouds
are either based on region proposals or based on single shot classification and
bounding box regression. Region proposal-based methods for object detection
in images include Faster-RCNN (Ren et al., 2015) and Mask RCNN (He et al.,
2017), and single shot methods include SSD (Liu et al., 2016) and the different
versions of YOLO (Redmon et al., 2016). Methods for object detection in point
clouds include PointRCNN (Shi et al., 2019), which is based on region proposals,
and 3DSSD (Yang et al., 2020), which is a single shot method. These methods
have been used for detecting vehicles, cyclists and pedestrians in images and
LiDAR point clouds.

5.2.4 Tracking

In computer vision, tracking is the task of localizing an object in a sequence of
data. Object tracking in a sequence of images or LiDAR scans usually involves
detecting the object in the first image frame or LiDAR scan, and estimating its
location in the subsequent frames or scans. The output of a tracking algorithm is
the trajectory of the object in the sensor coordinate frame, which can be easily
transformed to a trajectory on the ground by georeferencing the camera or the
LiDAR sensor.

Recent methods for object tracking in images based on a convolutional Siamese
network (Bertinetto et al., 2016; Wang et al., 2019) have achieved promising re-
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sults in tracking people and vehicles. The Siamese network has also been ex-
tended for 3D tracking of pedestrians and cyclists in LiDAR data (Zarzar et al.,
2019).

5.3 Computer Vision with Stationary Sensors

Recent advances in computer vision together with the prevalence of surveillance
cameras installed in outdoor and indoor urban environments have made it pos-
sible to develop smart solutions for problems in mobility and urban transport. In
the following pages, we review a few promising examples of such solutions made
possible by computer vision methods. Most of the methods discussed in this sec-
tion are based on imagery, as the use of stationary LiDAR sensors for monitoring
urban environments is not currently common.

5.3.1 Pedestrian Detection and Tracking

Pedestrian detection and tracking using surveillance cameras and LiDAR sen-
sors has been used in various urban mobility applications including pedestrian
traffic management, prevention of overcrowding, origin-destination estimation,
and monitoring intersections and pedestrian crossings. A practical application of
pedestrian tracking in a video footage was shown by Kong et al. (2007) where
the authors demonstrated that the tracking results can be used to proactively
respond to incidents in a railway station. Another practical application of image
based pedestrian tracking in indoor environments was demonstrated by Geor-
goudas et al. (2010) who developed an evacuation guidance system based on
pedestrian tracking to prevent congestion during evacuations. For outdoor envi-
ronments, image-based pedestrian tracking has been used to monitor intersec-
tions and provide useful information to improve the design of pedestrian cross-
ings and adjust the signal timing (Malinovskiy et al., 2008).

A limitation of surveillance cameras for pedestrian tracking is their susceptibil-
ity to low light conditions especially in emergency situations in indoor environ-
ments. Li et al. (2019b) demonstrated the poor performance of color images for
pedestrian origin-destination estimation during an emergency in a dark indoor
environment, and proposed a deep convolutional network to fuse color, infrared
and depth images for origin-destination estimation in emergency scenarios.

While pedestrian tracking using a single camera has been successfully applied
in simple and small indoor and outdoor environments (Acharya et al., 2017), for
large and more complex environments a multi-camera approach is preferred.
Multi-camera pedestrian tracking includes the additional challenge of identity as-
sociation across different camera views. Wu et al. (2020) formulated the ’identify’
association as a graph-cut problem and showed an application of multi-camera
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pedestrian tracking for analyzing the shopping behavior of customers in an indoor
market hall.

Pedestrian detection and tracking in LiDAR data has also received a great
deal of attention in recent years. Compared to cameras, LiDAR sensors are in-
dependent of ambient light and are less susceptible to poor lighting and adverse
weather conditions. Zhao et al. (2018) demonstrated the application of pedes-
trian tracking using a roadside LiDAR sensor to infer the crossing intention of
pedestrians.

Current methods for pedestrian detection and tracking in images and LiDAR
data are successful in less crowded scenes where individual pedestrians are
clearly visible. For crowded scenes, where extracting the complete trajectories
of individual pedestrians may not be feasible, extracting global parameters such
as crowd density, global velocity (Yi et al., 2015), and congestion is more conve-
nient.

5.3.2 Crowd Congestion Classification

Crowd congestion information automatically extracted from surveillance images
in real time provides valuable insights for the management of busy transport hubs
especially during peak commute times. Crowd congestion is usually measured
as the average occupancy area available per person, commonly referred to as
level of service. As such, it can be estimated by detecting and counting the
pedestrians in surveillance images and computing the crowd density (Ryan et al.,
2015). However, in crowded scenes, where pedestrians are partly occluded in
the images, counting, and density estimation will be inaccurate and may lead to
incorrect congestion classification results.

An alternative approach is to directly classify local image regions into differ-
ent congestion classes based on crowd appearance features. Li et al. (2019a)
trained a long short term memory (LSTM) network using manually labelled im-
ages of different crowd densities to classify image patches corresponding to a
grid on the ground and generate a level of service map of a railway platform
(Figure 5.1). The resulting map overlaid on a 3D model of the platform provides
an effective visualization of both spatial and temporal variations of congestion
classes in real time. To avoid the influence of occlusion in a single view, Li et al.
(2020) extended this approach to multiple views by classifying image patches
corresponding to a grid in each camera view and combining the classification re-
sults using an ensemble combination rule. This multi-view approach was shown
to produce a more accurate level of service map than that obtained from each
individual view.
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Figure 5.1: Direct generation of crowd congestion map from surveillance images.

5.3.3 Parking Occupancy Detection

Parking occupancy detection using surveillance cameras provides a low-cost yet
accurate and reliable solution for smart parking systems in crowded cities. The
common approach is to train a binary classifier to classify image regions corre-
sponding to parking spaces as either occupied or vacant. Early works such as
True (2007) used hand crafted features based on the appearance of vehicles and
achieved modest accuracies. But recent advances in feature learning using deep
convolutional networks made it possible to achieve much higher accuracies in ve-
hicle detection and determining the occupancy of parking spaces. Valipour et al.
(2016) trained a deep VGG network using labelled images from PKLot dataset
(De Almeida et al., 2015) and reported an occupancy detection accuracy of 99 %
on a test set from the same dataset. Acharya et al. (2018) investigated the feasi-
bility of transfer learning, where a deep network trained on a public dataset such
as PKLot is applied to images captured in a different parking setting. They tested
this approach using an SVM classifier plugged into a VGG network and reported
an accuracy of 97 % for detecting the occupancy of parking spaces. Chapter
11 provides a tutorial on the transfer learning approach to image-based parking
occupancy detection using a ResNet architecture.

5.3.4 Detection of Anomalous Driving Behaviors

An interesting application of computer vision techniques in urban mobility is au-
tomated detection of anomalous driving behaviors, such as swerving, speeding,
and crossing solid lines, in surveillance images. While methods for detecting
different anomalous behaviors may be different, a common ingredient of these
methods is vehicle detection, tracking and reconstruction of vehicle trajectories.
An early work on image-based analysis of driving behaviors is the work of Song
et al. (2014), who used simple background elimination and feature point ex-
traction to detect and track vehicles in video footages of several roads in Xian,
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Shanghai, and Fuzhou. They used the reconstructed vehicles trajectories to es-
timate the speed and identify various anomalous behaviors such as lane chang-
ing, sudden stopping, and sudden slowing down. Zheng et al. (2019) proposed
a taxonomy of anomalous driving behaviors and developed a vehicle detection
and tracking system based on Mask RCNN (He et al., 2017) to detect speed
anomalies, solid line crossing, and vehicles entering restricted zones such as a
bus lane. They also proposed a web mapping application to visualize anomalous
driving behaviors on different roads as a guide for vulnerable road users such as
cyclists and pedestrians.

5.4 Computer Vision with Mobile Sensors

The widespread interest in autonomous vehicles in recent years has resulted in
the development of computer vision techniques for spatial perception of road en-
vironments using cameras and LiDAR sensors on board vehicles. This section
reviews a few examples of promising applications of computer vision techniques
applied to imagery and point clouds captured by vehicle-borne cameras and Li-
DAR sensors.

5.4.1 Driving Scene Perception

Automated perception and understanding of the driving scene is a critical ca-
pability for the successful operation of fully autonomous vehicles. A first com-
puter vision task for autonomous vehicles is to detect the road boundaries and
lane markings. Many modern vehicles already have the lane detection and lane
keeping capability on well marked roads. The challenge, however, is the detec-
tion of road and lane boundaries on unmarked and weakly marked roads. The
KITTI Road Detection Benchmark (Fritsch et al., 2013) provides an evaluation
and comparison of road detection methods based on images and LiDAR data on
several challenging datasets. When road markings are not clearly visible in the
data, the fusion of images and LiDAR point clouds can provide more reliable de-
tection results. Chen et al. (2019) train a convolutional network to learn and fuse
image and LiDAR features to detect road boundaries, and achieve state of the
art performance on KITTI road detection dataset. Prior knowledge and existing
maps can also be used to support road and lane detection in sensor data. Wang
et al. (2020) take advantage of road information from OpenStreetMaps and com-
bine it with image features in a search-based optimization algorithm to estimate
the correct location of lane boundaries.

Another important computer vision task for autonomous vehicles is the recog-
nition of traffic signs. State of the art deep learning methods for image classi-
fication generally achieve high accuracies in traffic sign recognition in images.
The German traffic sign recognition benchmark (Stallkamp et al., 2012) demon-
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strated that deep convolutional networks can achieve correct classification rates
up to 99.46 % on test images of various traffic signs.

Detection of vehicles, pedestrians and cyclists in the road environment is an-
other important computer vision task for autonomous vehicles. It is a partic-
ularly challenging task due to the dynamic nature of objects which can result
in occlusion and obscure images. The KITTI Vision Benchmark Suite (Geiger
et al., 2012) provides a dataset comprising imagery and LiDAR data of vehi-
cles, pedestrians, and cyclists at three levels of occlusion: fully visible (easy),
partly occluded (moderate), and difficult to see (hard). The results of the bench-
mark show that current methods are generally better at 2D detection than 3D
detection. For example, the current top performing method for 2D detection of
pedestrians achieves an average precision of 90.50 %, 83.06 %, and 78.35 % on
easy, moderate, and hard test samples respectively, whereas the best average
precision for 3D pedestrian detection is only 53.10 %, 45.37 %, and 41.47 % for
easy, moderate, and hard test samples. Also, the detection of vehicles seems
to be an easier task, while the detection of pedestrians and cyclists is a greater
challenge. For example, the current best average precision for 3D car detection
in KITTI Benchmark is 82.33 % on moderate test samples, whereas for 3D detec-
tion of cyclists and pedestrians the best average precision on moderate samples
drops to 71.86 % and 45.35 %, respectively.

Other computer vision tasks related to autonomous driving include the detec-
tion of road incidents and road surface conditions. Levering et al. (2020) pro-
posed a taxonomy of unsigned road incidents and developed a deep learning
model to recognize eight types of road incidents in driver view images, namely
vehicle crash, tree-fall, fire, landslide, collapse, flood, snow, and animal on road.
Pena-Caballero et al. (2020) proposed a system to detect potentially hazardous
road surface conditions such as potholes and cracks using driver view images.
These methods can be used in a crowd-sourcing approach to collect informa-
tion about road conditions and use centralized or decentralized communication
systems to disseminate the information among all road users.

5.4.2 Generation of High-definition Maps of Road Environments

High-definition (HD) maps are highly detailed 3D maps containing the 3D location
of all traffic signs, traffic lights, trees, and every relevant object in the road envi-
ronment. HD maps are considered an essential component of fully autonomous
vehicles. An HD map enables the autonomous vehicle to localize itself accurately
with respect to the road environment and recognize and react to events on the
road, which might not be detected by the sensors on board the vehicle.

While there is currently no standard specifying the format and structure of HD
maps, it is widely accepted that the raw material for the generation of HD maps
are 3D data, such as LiDAR point clouds, with semantic information representing
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Figure 5.2: An example of raw point cloud collected by a mobile LiDAR sensor (left), and
the classified point cloud (right).

the type of objects present in the data. Efficient generation of HD maps requires
automated recognition and classification of various objects in the point cloud.
Figure 5.2 shows an example of raw 3D point cloud acquired by a mobile LiDAR
sensor and the classified point cloud containing semantic information about the
type of objects present in the environment.

Classification methods applied to point clouds of road environments have thus
far been less successful due to the complexity of the objects involved. For exam-
ple, the current top performing approach in the Paris-Lille-3D benchmark (Roy-
nard et al., 2018) achieves a mean intersection over union (loU) score of only
82.7% (Boulch et al., 2020). The most complex objects for classification are
small objects with intra-class variability such as traffic signs, traffic lights, and
light poles. For instance, the highest mean IoU for the recognition of poles in
the the Paris-Lille-3D benchmark at present is 79.7 % (Luo et al., 2020). A fun-
damental problem contributing to the poor performance of classification methods
applied to point clouds, when compared to images, is the scarcity of labelled data
for training. The Paris-Lille-3D dataset, which is one of the largest urban point
cloud datasets, contains 2479 labelled segments across 50 categories (Roynard
et al., 2018), that is an average 50 training samples per category. Other LiDAR
datasets for autonomous driving, such as KITTI (Geiger et al., 2012), nuScenes
(Caesar et al., 2019), and Waymo Open (Sun et al., 2020), have annotations for
fewer object categories. In comparison, the ImageNet Challenge dataset con-
tains roughly 1000 training images in each of 1000 categories (Krizhevsky et al.,
2012). The limited availability of training samples from urban point clouds is
mainly due to the complexity of annotating point clouds as compared to image
labelling.

5.4.3 Vehicle Localization

Estimating the location of the vehicle with respect to a map is a basic require-
ment for autonomous navigation. While the Global Navigation Satellite System
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(GNSS) is the primary technology for vehicle localization, in urban environments
where GNSS signals are not available, e.g. urban canyons and tunnels, com-
puter vision techniques using images and LiDAR data can be used to estimate
the location of the vehicle. Vehicle localization methods based on imagery and
LiDAR point clouds can be divided into two categories: local motion estimation
and global position estimation (Khoshelham and Ramezani, 2017).

In local motion estimation, the position of the vehicle is determined by estimat-
ing its motion with respect to a previously known position. Local motion estima-
tion methods using imagery and LiDAR data are mainly based on visual odome-
try (Ramezani and Khoshelham, 2018; Ramezani et al., 2018) and simultaneous
localization and mapping (SLAM) (Bresson et al., 2017). A major limitation of
visual odometry and SLAM approaches to vehicle localization is the drift of the
estimated trajectory caused by the accumulation of errors in each local motion
estimation step. Overlap detection and loop closing methods, such as Overlap-
Net (Chen et al., 2020), can be used to correct the drift. However, for vehicle
localization correct location estimates are needed in real time and correction of
the trajectory with some delay is not practical.

In global position estimation, the position of the vehicle is estimated directly
in a global reference coordinate frame by matching the images or LiDAR scans
with a georeferenced source of spatial data. Image-based pose regression meth-
ods, such as PoseNet (Kendall et al., 2015), estimate the pose of the camera by
learning a regressor from a set of images with known pose. LiDAR-based meth-
ods, such as L3Net (Lu et al., 2019), learn correspondences between a current
LiDAR scan and a set of pre-existing LiDAR scans of the environment to esti-
mate the position of the vehicle. Other methods detect landmarks, such as road
signs (Ghallabi et al., 2019) and curbs (Wang et al., 2017), in LiDAR data and
match these with a pre-existing map to estimate the location of the vehicle. The
prerequisite for all these approaches is the availability of a set of georeferenced
images, LiDAR scans, or HD maps of the environment.

Computer vision approaches to vehicle localization are generally considered
complementary to GNSS rather than competitive. As such, location estimates
from imagery and LiDAR data are often fused with GNSS measurements when
available. Gao et al. (2015) and lici and Toth (2020) propose methods for the
integration of LiDAR localization methods with GNSS and inertial measurements.

5.5 Concluding Remarks

The potential of computer vision techniques for urban mobility applications has
been demonstrated in many recent works as reviewed in this chapter. However, a
few challenges still remain to be addressed. The first challenge is the practicality
of machine learning approaches in real scenarios. Most of the existing methods
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are based on supervised learning, which requires an off-line training phase and
adequate training examples. But, in many practical applications where a plug
and play solution is needed unsupervised or semi supervised learning models
are preferred. Transfer learning using pre-trained deep networks is a promis-
ing solution for image-based methods. However, at present pre-trained mod-
els for LiDAR data are scarce and have poor transferability. Generative models
and training by synthetic samples are potential approaches to unsupervised and
semi-supervised learning which are worth further exploration.

A related challenge for the application of computer vision to urban mobility
is the geographical diversity and scene adaptation. Most existing methods are
scene-dependent. For example, a machine learning model trained on a dataset
captured in Paris might perform poorly on data captured in Melbourne. Domain
adaptation methods such as sample weighting and distribution alignment, e.g.
using adversarial training, have received little attention so far and are worth fur-
ther investigation.

Robustness to poor lighting and adverse weather conditions is another impor-
tant challenge for computer vision methods. Recent research is paying more
attention to the development of more robust computer vision methods. This is
further promoted by the development of public datasets for autonomous driving
which provide annotated images and LiDAR data captured in rain, snow, and
night time; see e.g. nuScenes (Caesar et al., 2019) and Canadian Adverse Driv-
ing Conditions (CADC) dataset (Pitropov et al., 2020).
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