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1. Introduction

In modern engineering, simulations are an indispensable tool for product design. Many
engineering problems are concerned with mathematical models where a set of param-
eters may characterize its behavior. These parameters include, but are not limited to,
geometric features, boundary conditions or material properties [19]. One application
for simulations is shape optimization. The goal is to find a shape which is optimal with
regards to a certain quantity of interest, e.g. optimizing the shape of an airfoil for drag
reduction or attaining a target pressure distribution [44]. The optimality of a shape is
evaluated by its corresponding value of an objective function. Typically, the shape is
parametrized so that different shapes are obtained by tuning a set of geometry param-
eters. In the course of the optimization process, forward simulations are run with a set
of parameters to yield a corresponding objective function value. The aim is to find a
set of parameters whose corresponding objective function value is optimal [16].

In the course of the optimization process the solution to a large number of parame-
ters is sought after. Because performing high-fidelity simulations for this would be
prohibitively expensive, other methods have been introduced. Therefore, one needs
an efficient and accurate way to produce these solutions. One such method is called
reduced modeling, where the goal is to build a simplified model of the high-fidelity
system, which can be evaluated magnitudes faster than the original simulation [4, 18].
This reduced model has to be built, which involves an initial one-time computational
investment. For this reduced model, there is a trade off between accuracy and evalua-
tion speed [19].

Within reduced order modeling, one can distinguish between model-based and data-
based methods. The former uses the underlying model for building a reduced model
while the latter builds a reduced model solely from data, for example from simulations
of the high-fidelity model [3, 5]. This thesis only discusses the data-driven methods.
Readers interested in model-based methods are referred to [28, 18].

The field of machine learning and big data has had success in modeling many spa-
tiotemporal systems and many different methods have emerged for this use case [13,
11, 24]. In particular, deep learning (DL) methods have been developed to alleviate the
problems arising from classical methods like the Finite Element Method (FEM). One
application is the forward problem, where the solution to a PDE for a set of parameters
is sought after. In classical methods, performing a simulation from scratch is needed
to yield the solution for this set of parameters. Neural networks have been employed
to build and efficiently evaluate such a parameter-to-solution mapping [37].

One of the most widely used reduced order modeling techniques in Computational
Fluid Dynamics (CFD) is the Proper Orthogonal Decomposition (POD) [33]. POD as a
linear model reduction technique belongs to the projection-based methods, where a set
of appropriate basis vectors span an intrinsic solution subspace, which approximates
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the full order model’s most important features. Thus, linearity for this subspace is
assumed. In contrast, deep learning has the capability for nonlinear model reduction
where the solution is embedded in a nonlinear manifold rather than a linear subspace
[42]. The advantages of nonlinear reduction techniques over its linear counterpart lie
in the decreased number of parameters needed and thus a lower storage cost for a
given desired accuracy [8, 6, 26, 22].

This work aims to develop a deep learning architecture which can be used as a reduced
model for fluid flows. In particular, methods for learning the velocity field are investi-
gated. The goal is to study the effectiveness of these methods and the influence of data
preprocessing and network size. In Section 2, the fundamentals of fluid dynamics and
the reduced models with neural networks are presented. Section 3 shows the imple-
mentation details of the neural network and the data preprocessing. In Section 4, the
results of the experiments are discussed. Finally, Section 5 discusses the findings of the
experiments and possible improvements of the network.



Master Thesis 3

2. Fundamentals

2.1. Incompressible flow

The problems considered in this thesis comprise incompressible fluid dynamics. This
means that the density and the viscosity of the fluid are considered constant. In that
case, a fluid’s behaviour may be modeled by the following set of partial differential
equations (PDEs):

∇ · u = 0 (1a)
∂u

∂t
+∇ · (uu) = −∇p

ϱ
+ ν∇2u+ f (1b)

with u being the fluid velocity, t the time, ϱ the fluid density, p the presssure, ν the
kinematic viscosity, and f the body force acting on the fluid [21].

In practice, these equations are solved numerically. Therefore, one relies on discretiza-
tion methods in time and space. In our simulations, we used the Space-Time Finite Ele-
ment Method as the discretization method. The interested reader is referred to [38, 39].

2.2. Reduced model using neural networks

Model reduction with neural networks is typically done in two phases: in the first
phase, the so-called offline phase, a large number of numerical simulations are per-
formed over a set of parameter samples. The aim is to create a dataset with the results
of these simulations. Subsequently, a network is trained to predict the results of the
performed flow simulations. In the second phase, the online phase, the trained net-
work can then be used to predict the results of a new flow simulation with, e.g., given
input values which were not in the training data. This prediction by evaluating the
network is typically magnitudes faster than performing a simulation from scratch and
should yield similar results [43].

An artificial neural network is a chain of functions applied to an input vector x. One
of the most prominent examples of a neural network is a fully-connected feedforward
network, where an input vector x is passed through a chain of functions f (l) with l =

1, . . . , L one after the other to yield an output ỹ:

ỹ = f (L) ◦ f (L−1) ◦ · · · ◦ f (1) (x), (2)
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where L as the number of "layers" is called the network’s depth1. In particular, the
functions f (i) for i = 1, . . . , L consist of a linear mapping and a subsequent application
of a nonlinear function. Let h0 = x denote the input of the neural network. In a fully-
connected feedforward network, for k > 0, hk is the output of the k-th hidden layer,
which is computed:

hk = ϕ bk +W khk−1 , (3)

where hk−1 ∈ Rdk−1 and hk ∈ Rdk are called hidden layers, ϕ is called the activation
function, a nonlinear function which is applied element-wise, bk ∈ Rdk the bias vector
and W k ∈ Rdk×dk−1 the weight matrix. The dimension of a hidden layer hk is called
the width of the layer and the values of bk and W k the network parameters θ. Thus,
the output of the network ỹ = hL can be written as the output of the L-th hidden layer
[14, 42].

Neural networks are used to approximate a function which maps a set of input vectors
x to corresponding output vectors y. The goal is to find optimal network parameters
θ such that the function is most closely approximated. This is done my minimizing
an objective function J(θ) which penalizes any deviation from the network’s output to
the ground truth output. [14].

Using a method called backpropagation, the gradient of the objective function with
respect to the network parameters (weights and biases) can be efficiently calculated. It
makes use of the chain rule of differentiation by computing the gradient starting from
the last layer and successively moving backwards to the first layer [42]. The interested
reader is referred to [17].

The optimization of the network’s parameters with regards to the objective function
J(θ) is called training and usually gradient-based optimization algorithms are applied
where backpropagation is used to calculate this gradient. In practice, a method called
Adam is often used [27, 37, 26]. The interested reader is referred to [23].

In practice, the ReLU-function is a common choice for the activation function [11, 24,
27]. The function is ReLU(x) = max{0, x}. Its strengths lie in its simplicity, effec-
tiveness and computational speed, which stems from the fact that there is no need to
compute exponentials or divisions. [14, 31]

One of the most appealing properties of deep neural networks is that they are universal
approximators: they can approximate any finite-dimensional function up to arbitrary
accuracy [20, 34, 36].

Autodecoder Here, we describe the autodecoder network proposed in [27].

1Although there is no unified definition of a network’s depth [42], for simplicity’s sake, we
define depth as the number of layers.
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The autodecoder is a fully connected feedforward neural network used for generative
modeling. In the paper, a neural network is trained to learn signed distance functions2

(SDFs) of a family of similar 3D-shapes (e.g. cars). The desired outcome is a model
which can embed common properties of a set of shapes in a low dimensional latent
space, where a specific shape is encoded as a latent vector z in this low dimensional
space. Specifically, a function fθ should be learned which takes a latent code zi corre-
sponding to some shape i and in addition a queried 3D location x and approximates
the shape’s SDF:

fθ(zi,x) ≈ SDF i(x) (4)

The network is trained by trying to minimize a cost function consisting of a sum of re-
construction errors and a regularization term for the latent codes. This yields a single
model which is capable of representing multiple shapes in a low-dimensional sub-
space. Thus, this property can be used for reduced modeling. Furthermore, the net-
work is resolution independent, because any arbitrary query location x can be used as
an input to the network.

Because the latent codes zi and the network parameters θ are arguments of the cost
function, the network parameters and the latent vector can be optimized during train-
ing by using backpropagation. Thus, this network does not require a dedicated net-
work to embed the high-dimensional data into a low-dimensional latent space.

2The signed distance function is used for implicitly describing a watertight surface. For a
given spatial point, the signed distance function yields the distance to the nearest surface.
If the point lies inside the surface, it yields a negative value and if it lies outside, it has a
positive value.
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3. Implementation

3.1. Data generation

To generate data, we performed two-dimensional stationary and instationary fluid
flow simulations governed by the incompressible Navier-Stokes equations (Equation 1).
We used the space-time method as the time-discretization method. After the simula-
tions were run, the data was taken by extracting the values from the lower time level.

The simulations were performed using XNS, an in-house CFD code developed by the
Chair for Computational Analysis of Technical Systems of the RWTH Aachen Univer-
sity.

The meshes were generated using an in-house mesh generator. For each geometry
parametrization , we meshed from scratch in order to keep the reduced model inde-
pendent of the triangulation.

3.1.1. Skewed lid driven cavity (SLDC)

This fluid flow is based on the single lid driven cavity (LDC) flow. It consists of a fluid
in a rectangular container where the fluid at the top wall moves with constant velocity
in positive x-direction. The velocity at the other boundaries are zero [25].

The skewed lid driven cavity flow (SLDC) [7, 9] is a variant of the standard LDC flow
where the geometry is slanted to form a parallelogram.

For the generation of the dataset, we run 1323 simulations, each of which is charac-
terized by two geometry and one flow parameters. The chosen parameter values are
displayed in Table 3. The density of 1 kg/m3 and the constant velocity magnitude of 1
m/s at the top wall is the same for all simulations. The boundary conditions are dis-
played in Figure 3. We start with zero velocity and pressure everywhere but at the top
boundary. Each simulation was run for 500 timesteps with a timestep size of 0.1 s to
achieve a quasi-stationary flow.

For the flow parametrization we change the viscosity ν3. For the domain, we take a
[0, 1] × [0, 1] square domain and change its width and inclination with two geometry
parameters d1 and d2 (see Figure 1). The number of nodes is between 4704 and 7966
and the number of elements between 4892 and 8224.

Case with periodic boundary conditions In this case, we apply a periodic velocity
boundary condition on the top wall. This results in a more dynamic behavior of the

3The viscosities were not equidistantly sampled. If we define the Reynolds number as Re =
u·L
ν with u = 1 as the velocity at the top boundary and L = 1 − d2 as the length of the top

boundary, the sampled Reynolds numbers are [200, 400, 800, 1000, 1200, 1500, 2000].
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fluid. We denote this case as skewed lid driven cavity flow with periodic excitation
(SLDCPE). We simulated for 10 s which corresponds to 2 full cycles of this excitation.

The dataset consists of the results of 637 simulations. We keep the fluid properties den-
sity and viscosity the same for all configurations: ϱ = 1 kg/m3 and ν = 2.5·10−3 Ns/m2.
The boundary conditions are the same as the previous case with the sole exception of
the velocity at the top boundary, where we prescribe a dynamic boundary condition of

u(t) = utop · 1− cos
2πt

5
. (5)

The amplitude utop of the periodic excitation is parametrized with values shown in
Table 4.

For the geometry parametrization (see Figure 2) we again start with a [0, 1] × [0, 1]-
square domain and change the incline angle α whose values are shown in Table 4. For
the mesh, the number of nodes ranges from 8074 to 8312 and the number of elements
from 7420 to 7664.

Parameter Unit Sample values

ν Ns/m2 0.0003 to 0.005
d1 m -1.0 to 1.0 in increments of 0.1
d2 m 0.0 to 0.4 in increments of 0.05

Table 3: Parameter values for stationary SLDC simulations.

Parameter Unit Sample values

α ◦ -45 to 45 in increments of 1
utop m/s {0.5, 0.7, 1.0, 1.2, 1.5, 2.0, 3.0}

Table 4: Parameter values for SLDCPE simulations.

3.1.2. Karman vortex street

The Karman vortex street is a case where fluid flows past a cylinder inducing periodic
vortex shedding downstream of the cylinder [2].

We performed 726 simulations for 50 seconds with a timestep size of 0.05 s. The end
time is chosen so that all parameter configurations exhibit periodic vortex shedding.
For all configurations of this case, we kept a constant dynamic viscosity of 0.02 Ns/m2.
The domain and the boundary conditions for our simulations are displayed in Figure 4.
The prescribed boundary conditions are an inlet velocity uin and zero velocity at the
cylinder. The initial conditions are zero velocity and pressure everywhere but the inelt
velocity at the left boundary.
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x

y

d1 d2

1

1

Figure 1: Geometry parametrization of the skewed lid driven cavity. The domain is
obtained by taking a [0, 1] × [0, 1]-square domain, shifting the top wall by d1
in positive x-direction and the right wall by d2 in negative x-direction.

For flow parametrization, we changed the inlet velocity uin and the fluid density ϱ. For
geometry parametrization we changed the cylinder radius r. The sampled parameter
values are displayed in Table 5.

The number of nodes ranges from 12960 to 13526 and the number of elements from
12737 to 13305. We have a rectangular box (see Figure 4) around the cylinder where
the triangulation of the mesh is finer than outside of it. For the data extraction we only
used the values in that box, consisting of 5030 to 5364 nodes, and ignored the other
ones.

Parameter Unit Sample values

uin m/s 1.0 to 2.0 in increments of 0.1
ϱ kg/m3 2.0 to 4.0 in increments of 0.2
r m 0.25 to 0.5 in increments of 0.05

Table 5: Parameter values for von-Karman vortex street simulations.

3.2. Data preprocessing

Min-max-normalization This method is used to scale the values of each feature in
the dataset to a range of [-1,1]. For an arbitrary feature φ, firstly, we search for the
maximum φmax and minimum value φmin in the whole dataset. Finally, a data entry φi

is scaled as follows:

φ̂i =
φi − φmin

φmax − φmin

· 2− 1, (6)
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x

y

1

1

α

Figure 2: Geometry parametrization of the skewed lid driven cavity with periodic ex-
citation

u ̸= 0, v = 0

u = 0p = 0

u = 0

u = 0

Figure 3: Skewed lid driven boundary conditions

where φ̂i is the normalized value of φi.

Min-max normalization allows gradient-based optimization methods a better conver-
gence rate [1].

Here, we apply min-max-normalization to all input- and output variables.

Unitsphere normalization This method is used in [27]. Here, we try to preserve the
proportions of the data to each other the same while still scaling to a range of [−1, 1].
Suppose the data has m features and n samples. Firstly, mean-centering is applied to
to each of the features. For an arbitrary dataset entry φi (for i = 1, . . . , n), we denote
the mean-centered value as φ∗

i . Then, each of the n samples is treated as a coordinate in
Rm. In those n samples, we search for the highest Euclidean distance to the origin dmax.
Finally, scaling is applied such that all of those coordinates lie within the unitsphere in
Rm which yields the final value:
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10 m

6 m
r2 m

u ̸= 0,
v = 0

Refinement
box

x

y

4.8 m

2.7 m

3 m

Figure 4: Karman vortex street setup. All but the radius of the cylinder (grey) are to
scale. The triangulation inside the refinement box is finer than outside of it.
This box is a rectangular domain spanning [−0.8, 4.0]× [−1.3, 1.4].

φ̂i =
φ∗
i

dmax

. (7)

For our experiments, we apply min-max-normalization on the input variables xref ,
yref , and t. For the output variables u and v, we apply unitsphere-normalization on
a configuration per configuration basis such that each parameter configuration has its
own scaling.

3.3. Network architecture and training

We closely followed the network setup of [27] to predict two-dimensional flow fields.
An overview of the adapted network is shown in Figure 5. The input is a latent code
and input variables which are the x- and y-coordinates in a reference domain and a
given time t. For a stationary flow, we only pass the latent code and the reference coor-
dinates into the network. Since we are only interested in predicting the flow velocities,
the output is a 2-dimensional vector consisting of u and v: the fluid velocities in x- and
y-direction respectively. In particular, we want to learn the following mapping:

fθ : [zi, xref , yref , t] → oi, (8)

where zi is a latent vector representing a fluid flow which is determined by a param-
eter configuration i and oi the output of the network. For our implementation, it is
important to note that the latent code size must be smaller than the network width
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because the latent code and the input variables are injected into the fourth layer and
the number of values must not exceed the network width. In all our experiments the
number of hidden layers is 8. All the layers consist of a fully-connected layer and a
ReLU-activation function. However, we replace the ReLU-activation function at the
last layer with a tanh-activation function so that negative values are possible for the
output.

The loss function consists of the prediction error and a regularization term for the latent
codes:

L =

Ntrain

i=0

1

Nsamples,i

Nsamples,i

j=0

∥fθ (zi, xref , yref , t)− oorig,j∥L1 + λ∥zi∥L2

 , (9)

where Ntrain is the number of flow field configurations, Nsamples,i the number of train-
ing samples of configuration i, oorig the vector of original values and λ a regularization
constant.

Latent code
Input variables

Fully connected layer
Hidden layer + ReLU activation

tanh activation
Output variables

in
pu

t

l(1) l(2) l(3) l(4) l(5) l(6) l(7) l(8)

ou
tp

ut

Figure 5: Visualization of autodecoder network architecture. The latent code and the
input variables are injected into layer l(4) and concatenated with the output
of layer l(3). Note that the output of layer l(3) has less values than that of most
other layers so that the network has the same width in every layer.

Similarly to [27], we apply dropout [35] with a dropout probability of 0.2 and weight
normalization [32] at all hidden layers. For the optimization of network parameters
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and the latent vector, we use the Adam optimizer [23] with a stepwise-decreasing
learning rate similar to [27]: after every 250 epochs, the learning rate was halved. We
have separate initial values of the learning rate: 0.0005 for optimizing the network pa-
rameters and 0.001 for the optimization of the latent code. Every training was run for
2000 epochs. The latent code regularization parameter λ in Equation 9 for all trainings
is 0.0001.

For detailed information about the network architecture and training, the reader is
referred to [27].

3.4. Data inference

In order to obtain field values, a concatenated vector of a latent code z, coordinates
xref , yref of a point in the reference domain and a given time t, which needs to be
normalized, has to be passed through the trained network. Because the output is nor-
malized, the values have to be scaled back by reversing the preprocessing step. Note
that the output of the network is in the range [−1, 1]. Therefore, the predicted velocities
are bounded by the minimum and maximum value found in the training dataset.

Coordinate mapping from reference to physical domain For all three fluid flow
cases, the mappings from the reference to the physical domain can be described by a
known function which is determined by a set of geometry parameters. The mappings
are shown in Table 6.

Case xref → xphys yref → yphys

SLDC xref+1

2
· (1− d2) +

yref+1

2
· d1 yref+1

2

SLDCPE xref+1

2
+

yref+1

2
· tan(α) yref+1

2

Karman −0.8 + 4.8 · xref+1

2
−1.3 + 2.7 · yref+1

2

Table 6: Coordinate mapping from reference to physical domain for all three cases.

In order to predict the flow field for a set of parameters which are not in the training
dataset, a suitable latent code has to be generated. This can be done by latent space
interpolation: the values of the resulting latent code are obtained by performing in-
terpolation of the latent codes obtained from the training where their corresponding
parameter values are used as the variables. If the parameter space is bigger than 1,
then multivariate interpolation has to be applied. Here, we apply linear multivariate
interpolation. This is done by triangulating the parameter samples in parameter space
and performing interpolation within the respective triangulation element.
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4. Results

4.1. Test case evaluation

Here, the reduced models are applied to the three test cases described in subsection 3.1.

To quantify the accuracy of the reduced models, we adopted the metric from [10],
which is defined as:

εrel (φ) =
1

Ntrain

Ntrain

i=1




Nt

k=1

∥φk(µi)− φ̃k(µi)∥22
Nt

k=1

∥φk(µi)∥22


 . (10)

where Ntrain denotes the number of parameter configurations which were simulated,
Nt the number of timesteps, φk is the solution vector of variable φ at timestep tk for
k = 1, . . . , Nt, µi the parameter configuration vector for case i and φ̃ is the predicted
solution vector from the autoencoder.

For the stationary SLDC case, we introduce the following error metric:

εRMSE,mean(φ) =
1

Ntrain

Ntrain

i=1




Nnodes,i

j

φj(µi)− φ̃j(µi)
2

2

Nnodes,i



 , (11)

where Ntrain is the number of parameter configurations, Nnodes,i is the number of nodes
for parameter configuration i, φ a fluid flow variable or a vector of those parameters
(e.g. [u, v], where the vectors u and v are stacked horizontally), φj(µi) the value of
variable(s) φ at node j for configuration i, µi the parameter configuration vector for
configuration i and φ̃j

i the value obtained from the reduced model.

These measures are used to determine the mean accuracy of a reduced model for a
whole dataset of simulation results. Both are based on a relative error. We chose these
metrics because different dimensions of the solution vectors and also zero values in the
solution vectors are allowed.

Here, the effects of the normalization method, the network width and the size of the
latent code are investigated. For each of the three cases, we trained networks with the
same training setups but with different values of the aforementioned network param-
eters. For the stationary SLDC case, we trained smaller networks than the ones of the
transient cases, because the stationary case has less training samples simply due to the
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fact that time is an additional input dimension for instationary cases. Additionally, the
latent code sizes and the network widths are powers of 2.

Figure 6: Relative errors of cases. nw denotes the network width. min-max and unit-
sphere denote the different normalization methods.

The relative errors (Equation 11, Equation 10) of the absolute velocity for all trained
networks and cases are displayed in Figure 6.

The effects of the latent code size on the accuracy depend on the fluid flow case. For
the cases SLDC and SLDCPE, increasing the latent code size leads to a smaller error
for the most part. In the Karman vortex street case however, the increased latent code
size attributes to a larger error, especially for networks with greater width. This may
be due to the latent injection, where the layer at which the latent code and the input is
injected has less incoming full connections than the other layers (see Figure 5). When
the latent code is bigger, then the number of incoming full connections is less. The
error becoming bigger with greater latent code sizes thus indicates that having more
full connections between layers has a greater ability to capture this type of flow.

The type of data normalization also shows different results. While the min-max-nor-
malization in the SLDC case generally performs better, the unitsphere-normalization
is more accurate in the transient cases. Especially in the Karman case, the effects on
accuracy are more pronounced: the errors of the min-max-normalized data is approxi-
mately double the ones of the unitsphere-normalized data for almost all training con-
figurations.

In all cases, an increase in network width leads to a smaller error. This can be at-
tributed to a wider network having more parameters and hence being able to model
more complex behaviour.

4.1.1. Common occurring errors

One of the factors most contributing to the error is the failure to correctly predict flow
structures like the vortex shedding in the Karman vortex street case or the vortex in the
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SLDCPE case. To demonstrate this, we are concentrating on a representative example:
the Karman vortex street case with uin = 1.6, ϱ = 1.6, r = 0.45.

Effects of network width For this, we compare the network widths of 256 and 512
for unitsphere-normalization and a latent code size of 32.

Figure 7: Karman vortex case: error evolution of network widths 256 and 512 (latent
code size 32, unitsphere-normalization, case with u = 1.6, ϱ = 2.2, r = 0.45)

Figure 7 displays how the errors of the velocities evolve with time. One noticeable
large error occurs at the first timestep, where the initial values are mainly zero. The
initial snapshot and the corresponding field predictions and errors are displayed in
Figure 8.

The plot also demonstrates that the network with width 256 exhibits larger errors than
the one with the larger network width. Both networks show a large increase in error
at some time step, where the network with the lower width exhibits this spike at an
earlier timestep.

The effects of choosing different network widths are displayed in Figure 9 and Fig-
ure 10: both networks capture the motion of vortex shedding while the network with
width 256 exhibits larger errors, which mainly stem from the inaccuracies of the pre-
dicted vortex shedding. This can be seen in Figure 9 in the absolute error. In Figure 10,
the network with width 256 fails to capture the vortex shedding motion and instead
outputs a stationary flow. On the other hand, the network with width 512 can still
capture the motion of the vortex shedding.

The effects of the latent size and the data normalization type for this parameter config-
uration are discussed in subsection A.2.

SLDCPE case In subsection A.1, the effects of the network width on the predictions’
accuracy of the vortex in the SLDCPE case is presented.
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Figure 8: Karman vortex case: velocity prediction and absolute error of network widths
256 and 512, first timestep (latent code size 32, unitsphere-normalization, case
with u = 1.6, ϱ = 2.2, r = 0.45)

4.2. Latent space exploration

4.2.1. Data interpolation

To visualize the latent space, which for all our experiments has more than 3 dimen-
sions, we are applying t-distributed Stochastic Neighbor Embedding (t-SNE) [40], a
nonlinear unsupervised reduction method used for visualization of high-dimensional
data. It attempts to embed high-dimensional data into a lower dimension while pre-
serving the global structure of the data. Interested readers may be referred to [40, 41,
12]. Here, the method is applied to the latent code space to display patterns of the data
on a 2D-embedded space. Values of a parameter are marked with different colors to
better display the separability.

SLDCPE case Figure 11 displays the application of t-SNE to the 64-dimensional la-
tent vectors obtained for the training of the network with width 512 where the col-
orization groups the parameters for the flow field together. For both parameters, the
separation between the values is clearly visible.

Karman vortex street For the Karman vortex street, we are comparing the network
with the lowest error (latent code size of 32 (see 12a) and network width 512) with
the network with the same width but with latent code size 256 (see 12b). The latter
shows a clear grouping of the parameters’ values and a clear structure, especially for
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Figure 9: Karman vortex case: velocity prediction and absolute error of network widths
256 and 512, timestep 750 (latent code size 32, unitsphere-normalization, case
with u = 1.6, ϱ = 2.2, r = 0.45)

the velocity and the radius, is noticeable. The network with width 32 on the other hand
still shows some separability of the clusters but especially for the density, the clusters
cannot be easily distinguished.

4.2.2. Solution inference on unseen parameter configurations

SLDCPE case Inference is tested on a square domain (α = 0◦) and the time step
t = 9.0 s for the following top boundary velocities: utop ∈ {0.6, 0.8, 1.3, 1.6, 2.2, 2.6}.
These velocity values are not in the training data set and hence interpolation has to be
applied. The time step is chosen so that the vortex in the flow is fully developed. The
network width is 512 and the latent code size is 256.

Figure 13 shows the inferred field values of the min-max-normalization method. We
omitted displaying the inferred velocity field of the unitsphere-normalized data, be-
cause there is little to no visible difference.

For the parameter samples used in Figure 13, we compare the effects of the data nor-
malization on the accuracy of the velocity at the top boundary. The comparison of
relative errors is displayed in Figure 14. The ground truth is computed using Equa-
tion 5 where the values at the left and right boundary are omitted because they are
zero.

For both data normalization methods, the velocity profile is captured. Regarding the
relative error, the unitsphere-normalized data exhibited approximately the same rela-
tive errors across all six cases. The min-max-normalized data on the other hand shows
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Figure 10: Karman vortex case: velocity prediction and absolute error of net-
work widths 256 and 512, last timestep (latent code size 32, unitsphere-
normalization, case with u = 1.6, ϱ = 2, r = 0.45)

Figure 11: SLDCPE case: t-SNE plot of latent codes of network with width 512 and
latent code size 64 trained on min-max-normalized data. The case’s param-
eters are color-coded.

different error behaviour for the cases. While the relative errors of utop = 2.2 and es-
pecially 0.6 are noticeably higher than the other ones, the other cases, especially for
utop ∈ {1.3, 1.6} are noticeably lower than the rest.

Karman vortex street To test the inference capabilities, we test for a density ϱ = 2.3,
which is not in the training parameter samples, a radius r = 0.45, which is taken from
the training parameter samples, and input velocities uin of [1.5, 1.52, 1.54, 1.56, 1.58, 1.6],
where all but the first and last velocity value are not in the training parameter samples.
The corresponding latent codes are obtained by performing interpolation. Again, we
choose the network with the lowest relative error: network width 512 and latent code
size 32.
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(a) Latent code size 32

(b) Latent code size 256

Figure 12: Karman vortex case: t-SNE plots of latent codes of network with width 512
and different latent code sizes trained on min-max-normalized data. The
latent codes are color-coded for different values of the parameters.

Figure 15 shows the errors of the inferred velocities in x-direction where the inlet ve-
locity uin is changed. For an error comparison, we compare the error with the results
shown in Figure 7 because they share the same radius r, a similar density ϱ and the in-
put velocity of uin = 1.6 appear in both. When comparing the errors of the velocity u,
the ones from the inferred parameter configurations are approximately one magnitude
higher than the one from the training dataset.

Figure 16 shows the inferred velocities at the last timestep. In all cases, the vortex
shedding behavior is reproduced.
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Figure 13: SLDCPE case: inferred velocity contour plots of min-max-normalization (la-
tent code size 256, network width 512, cases with α = 0◦ and t = 9.0 s)

Figure 14: SLDCPE case: relative errors of inferred velocities at the top boundary of
both data normalization methods (network with latent code size 256, width
512, cases with α = 0◦ and t = 9.0s)
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Figure 15: Karman vortex street case: errors of inferred velocity (latent code size 32,
network width 512, min-max-normalization, cases with ϱ = 2.3, r = 0.45)

Figure 16: Karman vortex street case: inferred velocity contour plots of min-max-
normalization at last timestep (latent code size 32, network width 512, cases
with ϱ = 2.3, r = 0.45)
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5. Conclusion

In this work, the application of feedforward neural networks for building reduced
models of fluid flows was studied. A particular focus was put on the effects of flow
and geometry parametrization on the accuracy of velocity prediction. The results of
the numerical experiments show that the type of data normalization and the network
width have the largest impact on the the prediction errors of the autodecoder. The
type of data normalization shows different results: while the min-max-normalization
performs better in the stationary LDC-case, the unitsphere-normalization displayed
a lower error on the SLDCPE-case and the Karman vortex street-case. Especially in
the Karman vortex street-case, unitsphere-normalization performs considerably better.
Despite the lower error, it poses a challenge in practice: for unseen parameter config-
uration, not only does the interpolation have to be performed for the latent codes, it
also has to be performed for the scaling values, which are different for each parameter
configuration run. This may lead to scaling errors.

Increasing the latent code size also showed different results. While in the LDC- and the
SLDCPE-case increasing the latent code size mainly decreases the error, the Karman
vortex-case showed a contrary behaviour, where it mainly led to greater errors. In all
cases, the data normalization method and the network width had a greater impact on
the accuracy than the latent size.

In all cases, the autodecoder was able to represent the main flow features (e.g. vortex
shedding), albeit with varying accuracy. The main errors in the simulations come from
inaccuracies or even failures of predicting the geometry of the main flow structures
(e.g. the vortex in the SLDCPE-case and the vortex shedding in the Karman vortex
street), especially the outline of those vortices, contributed a substantial amount to the
error measure.

Furthermore, we presented a way of the autoencoder network to yield solutions to
unseen parameters. This feature can then be used for applications of reduced models,
e.g. shape optimization.

Since the output dimension of the network can arbitrarily be expanded, it is also pos-
sible to predict the pressure. Especially in the absence of pressure singularities, this
network should be applicable. Furthermore, one can expand the output dimensions
to additionally predict the geometry, which might change in time. This could be used
to learn the flow field in fluid-structure interactions (see [15] for example) where the
fluid domain moves with time. Another possible extension is changing the input di-
mensions, where parameters like the input velocity for e.g. the Karman-vortex-street
are an additional input.

Finally, one has the option to include physical laws by modifying the objective function
such that any deviation from the physical law is penalized, similar to [29, 30].
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A. Appendix

A.1. SLDCPE case: effects of network width

In the following we present results for the case of α = −30◦ and utop = 3. For this we
look at the effects of the network widths using the min-max-normalization and a latent
code size of 64.

Figure 17 shows the L2-error evolution of the velocities. The network with a lower
width exhibits higher errors due less network parameters being available and thus the
network loses some ability to predict more complex interactions.

Figure 17: SLDCPE case: L2 velocity error evolution of network widths 256 and 512
(latent code size 64, min-max-normalization, case with α = −30◦ and utop =

3)

Figure 18 shows the flow field at the first peak. The network with width of 256 has a
lower velocity at the top than the one with a width of 512. Furthermore, there is also
a visual distinction between the networks’ outputs and the ground truth: the vortex in
the predictions for the wider network is captured whereas the network with the lower
width mainly exhibits errors in the outline of the swirl. However, both display an error
in the right upper corner where the velocity is discontinuous.

A.2. Karman case: effects of normalization method and latent
code size

Here the case with uin = 1.6, ϱ = 2.2, r = 0.45 is investigated.

Figure 19 and Figure 20 display the velocity error evolution over time. In the former,
we compare latent code sizes 32 and 128 for a min-max-normalized dataset with net-
work width 512 and in the latter we compare the normalization methods for a network
with width 512 and latent code size 32.
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Figure 18: SLDCPE case: velocity prediction and absolute error of network widths 256
and 512 (min-max-normalization, latent code size 64, case with α = −30◦

and utop = 3)

In both figures, the networks cannot sufficiently predict the shedding behaviour and
show a big error increase. Both figures support the observations in Figure 6 in that the
unitsphere-normalization and the smaller latent code sizes lead to smaller prediction
errors.

Figure 19: Karman vortex case: error evolution of latent codes sizes 32 and 128 (net-
work width 512, min-max-normalization, case with uin = 1.6, ϱ = 2.2,
r = 0.45)
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Figure 20: Karman vortex case: error evolution of min-max- and unitsphere-
normalization, denoted as normalized and unitsphere respectively in the leg-
end (latent code size 32, network width 512, case with uin = 1.6, ϱ = 2.2,
r = 0.45)
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