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Abstract 
 

BaNi2As2 is metallic compound, susceptible to density-wave formation. 
Previous studies on BaNi2As2 have revealed the existence of two types of periodic 
lattice distortion above and below the tetragonal to triclinic structural phase 
transition (T = 137 K), suggesting Charge-density-wave (CDW) order to compete 
with superconductivity. In order to study the density-wave formation and 
determine its origin, we have applied within the framework of this thesis, several 
experimental methods on high-quality BaNi2As2 single crystals. 

 
First, Laue diffraction was used to determine the crystal structure and to 

orient the BaNi2As2 single crystals. Next, transport measurements of resistivity 
were undertaken to carefully characterize the samples and investigate the 
compound’s behaviour at low temperatures, while being exposed to external 
magnetic field. Those measurements have confirmed the presence of the phase 
transition (from tetragonal to triclinic phase) at around 137 K upon cooling. 
Finally, on highest quality samples, time-resolved femtosecond optical 
spectroscopy was applied. Aim was to reveal the existence of collective CDW 
amplitude modes and to study their origin. The evolution of these modes through 
the structural phase transition implies the CDW order in the triclinic phase 
smoothly evolves from the unidirectional CDW in the tetragonal phase and 
suggests that the CDW order drives the structural phase transition.  
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Chapter 1 
1. Introduction  
 
Over the past fifty years, the ability to grow a wide range of crystalline materials 
and numerous experimental improvements have enabled the research of 
fundamental physical principles in well-defined and well-controlled environments 
with unprecedent precision. One intriguing avenue of research has been focused 
on the effects of reduced dimensionality of an electron gas, experiencing an 
external periodic potential. These effects have been explored through 
investigations of quasi-one (Q-1D) and quasi-two-dimensional (Q-2D) metallic 
materials and have been additionally advanced by several important theoretical 
predictions.  
 

Amongst the most important theoretical advances in this field were the 
predictions made by Peierls [1], Fröhlich [2] and Kohn [3]. Peierls asserted that a 
metallic one-dimensional atomic chain would be susceptible to a periodic lattice-
distortion creating a modulation in the electron-density along the chain known as 
the charge-density-wave (CDW) order [1]. Around the same time, Fröhlich 
established that the density-wave is a coherent superposition of electron-hole 
pairs, and he furthermore outlined the changes in a crystal‘s band structure due 
to the formation of a density-wave [2]. Kohn contributed to the field by outlining 
the effects a density-wave would have on the lattice dynamics in a one-
dimensional system. Importantly, this work highlighted the susceptibility of 
metallic systems with large electronic anisotropies to a phase where either the 
charge or spin density is modulated along the crystal lattice [3]. 
 

The breakthrough came with the synthesis of inorganic quasi-one and quasi-two-
dimensional materials which allowed controlled investigations of electronic 
correlations in these materials. Experimental research has revealed much. Perhaps 
the most famous discovery is the high temperature superconductivity in the 
cuprates [4]. This research has also led to the confirmation of theoretically 
predicted phases such as the spin-density-wave and charge-density-wave states.  
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Much of the current work in this field has focused on the relationship between 
the density-wave states and the superconductivity observed in some of these 
materials [5]. 

Hence, the aim of this thesis is to contribute to the understanding of the CDW 
order in a Q-2D metallic material. The CDW is an important concept in 
condensed matter physics, germane to several macroscopic quantum phenomena 
such as high-temperature superconductivity, colossal magnetoresistance, 
ferrimagnetism and ferromagnetism, which arise from a delicate balance between 
different interactions among electrons, phonons and spins [6]. The study of the 
interplay among these various degrees of freedom in strongly coupled electron-
lattice systems is thus crucial to their understanding and for optimizing their 
properties. Finally, CDW materials with their inherent modulation of electron 
density and the associated periodic lattice distortion, represent the ideal set of 
systems for the study of highly cooperative phenomena [7].   

One such material is Barium Nickel Arsenide, further referred to as BaNi2As2. It 

is a Q2-D non-magnetic analogue of BaFe2As2, the parent compound of the 
archetype ferropnictide high-temperature superconductor [8]. Recent diffraction 
studies on BaNi2As2 demonstrated the existence of two types of periodic lattice 
distortions: one above and one below the tetragonal to triclinic phase transition 
(T = 137 K) upon warming, suggesting a potential CDW order phase transition 
[9]. CDW materials, such as BaNi2As2, with their inherent modulation of the 
electron density and associated periodic lattice distortion, represent ideal model 
systems for a careful study of such highly cooperative phenomena [10].  

Within the framework of this thesis, the time-resolved femtosecond optical 
spectroscopy has been applied to demonstrate the existence of collective CDW 
amplitude modes, uncover their origin, and understand their evolution in single 
crystals of BaNi2As2. Ultrafast spectroscopy allows to study the carrier dynamics 
and coupling strengths between electrons and other degrees of freedom in solids. 
In general, numerous materials are investigated with time-resolved spectroscopy, 
ranging from well understood systems, such as metals and semiconductors, to 
advanced materials with complex low temperature orders, like high-temperature 
superconductors and ferromagnets [11]. 
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Chapter 2 
2. Charge density waves  
 

2.1 Brief overview 
 
The CDW order is a periodic modulation of the charge-carrier density. It is a 
Fermi-surface-driven phenomenon, frequently accompanied by the lattice 
instability and a periodic lattice distortion (PLD). Below the transition, the 
electron subsystem opens a gap, lowering the energy for the occupied states. Due 
to electron-phonon interaction, this energy gain is greater than the energy loss 
due to lattice deformation [20]. 
 
The concept of the CDW permeates much of the condensed matter physics and 
chemistry, and have their origin rooted in the instability of a one-dimensional 
(1D) system described by Peierls [1]. The extension of this concept to higher 
dimensional problems has led to the concept of Fermi surface nesting (FSN), 
which defines the wave vector (qCDW) of the CDW and the corresponding lattice 
distortion. The principal idea is that the qCDW connects segments of the Fermi 
contours, resulting in the effective screening for phonons. The latter induces the 
Kohn anomaly in the phonon dispersion near qCDW [3], with a dramatical 
softening of phonon modes. Consequently, this drives the phase transition and a 
change of the lattice symmetry below the transition temperature, TCDW [24]. While 
CDWs also occur in materials with two- or three-dimensional band structures, 
they are predominantly a one-dimensional phenomenon [25], since the reduced 
dimensionality of the system enhances divergent behaviours. 
 

In Chapter 2, the concepts fundamental to the understanding of CDW will be 
presented; the key aspects of Peierls’ model, which include the Fermi surface 
nesting in the electronic structure, a sharp peak in Lindhard function, the Kohn 
anomaly in phonon spectra, a structural transition in a crystal lattice, and the metal 
to insulator transition.  
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2.2 The effect of lattice distortion  
 
Let us consider a special case of 1D metal with lattice constant a at the 
temperature of 0 K. We assume that the system consists of N periodically 
arranged atoms, forming a linear chain along the x direction. Consequently, the 
size of the system is L = Na [19]. 
 

 
Figure 2.1: 1D chain of atoms with nearest neighbour distance (NND) of a [18]. 

 
Due to periodicity of the lattice potential in which electrons move, the energy gap 
in the single-electron spectrum appears at the Brillouin zone boundary (k = ± ), 
being fixed at this reciprocal lattice points. As well known, there are 2N states in 
the first Brillouin zone (|k| ≤  )[19]. The factor 2 amounts for the two possible 
spin configurations of the electrons.  
 

When there are 2N electrons in the system, the band is filled up to the Brillouin 
zone. Consequently, at such a filling material is an insulator or semiconductor, 
depending on how large the gaps between fully occupied and empty bands are. 
On the other hand, when, for example, each of the atoms involve one electron in 
the band, the band is half-filled – and the material should behave as a metal [19]. 
 

 
 

Figure 2.2: Energy band for the system with two electrons per atom. All states are 
occupied up to the Brillouin zone (insulator) [18]. 
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Figure 2.3: Energy band for the system with one electron per atom. All states are 
occupied for|k|<kF =   (kF = Fermi wave number) inside of the Brillouin zone 

(metal) [18]. 
 
 
However, if the lattice is subjected to an external force and distorted with a period 
of λ = kF = , the atomic displacements act as a new periodic potential. This 
involves a new Brillouin zone at ±kF and opens an energy gap at k = kF = ±  in 
the dispersion relation E(k) [19]. 
 
 

 
Figure 2.4: Change of NND from a to 2a due the lattice distortion [18]. 
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.Figure 2.5: Energy band after the lattice distortion for the system with one electron 

per atom. The energy gap opens now at k = kF =  [18]. 
 
 

2.3 The Peierls transition  
 
In his attempt to explain the electronic properties of bismuth, Peierls pointed out 
that 1D metals are unstable at low temperatures [21]. An opening of a bandgap at 
the Fermi energy EF at kF, which lowers the electronic energy of the crystal, 
accompanies the lattice distortion with the periodicity of . In other words, a 

new Brillouin zone at ±kF, is formed in response to the new crystal structure. All 
the states, which are raised by this change, are empty, whereas all the states, which 
are lowered by this change, are occupied. In a perfect 1D metallic crystal these 
changes result in a completely gapped Fermi-surface and a metal to insulator 
transition at TC [21]. For 1D systems, the energy cost of distortion is always lower 
than gain in the electronic energy, which makes 1D materials inherently unstable 
to the transition in the case of commensurable new structures [20]. 

Figure 2.6(a) illustrates an atomic model of such a 1D chain with one electron per 
atomic site above TC, while Figure 2.6(c) shows the corresponding free electron 
band structure. In this 1D case, the only zero energy transition between electrons 
is from kF to −kF (or vice versa).  
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In the half-filled cases, the Fermi points are at kF = ±   and are connected by a 
wave vector q = 2kF. Figure 2.6(b) illustrates an atomic model of such restructured 
chain below TC while Figure 2.6(d) shows the corresponding electronic band 
structure in the new zone [25]. 
 

 
Figure 2.6: Chain of atoms with respective energy band gaps before (a) and after (b) a 
PLD in a hypothetical 1D metal. (c) and (d) illustrate the band structure for the chains 

presented in (a) and (b), respectively [25]. 
 

Temperature dependence 

In a metal, the electron density is highly uniform, and the equilibrium positions 
of the ions usually form a perfectly periodic lattice. Due to Peierls physics, when 
temperature is lowered, the Fermi surface of a metal may become unstable below 
a transition’s critical temperature TC.  

Depending on the system and types of interaction, this Fermi surface instability 
leads to redistributions of the charge carrier density and forms a periodic spatial 
modulation. This modulation of the electron density is called a charge density 
wave (shorter CDW), a phrase first discussed by Fröhlich in 1950‘s. By coupling 
to the lattice, it changes the ion potential in the lattice so that the ions move to 
new equilibrium positions. Static CDW is always accompanied with a periodic 
lattice distortion [25]. 
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2.4 Kohn anomaly & Fermi surface nesting   
 
 

In 1959, Walter Kohn pointed out that lowering the energy of the system and a 
reconstruction of the crystal lattice, result in a simultaneous softening of phonons 
(vibrational modes of the lattice) [24]. Consequence of phonon softening is the 
renormalization of the phonon mode χ0(q), with a wave number close to 2kF, 
referred to as the Kohn anomaly [28]. Namely, this renormalization causes a 
suppression of the effective elastic constant and the energy of the phonon 
decreases. The origin of the renormalization is the interaction with the electron 
subsystem.  
 

The phonon renormalization is strongly temperature-dependent, with the phonon 
energy decreasing to zero when the temperature approaches Tc. This frozen 
phonon at Tc leads to a second-order phase transition into the CDW state [25]. 
Above the temperature of the transition, the thermal fluctuations too strong for 
this static deformation set in.  

Fig. 2.7 shows the ideal phonon dispersion for this 1D chain at different 
temperatures. In theoretical modelling, below TCDW, the phonon energy at q = 
2kF becomes imaginary, meaning there is a new lattice structure. Above TCDW, 
there is a sharp dip (Kohn anomaly) in the phonon dispersion but no static 
reconstruction [24]. 

 

Figure 2.7: Kohn anomaly in the acoustic phonon branch as a function of 
temperature [24]. 
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The extension of this concept to the systems with reduced dimensionality has led 
to the concept of Fermi surface nesting (FSN), which determines the wave vector 
(qCDW) of the CDW and the corresponding lattice distortion [24]. The Fermi 
surface nesting occurs when there are two parallel parts of the Fermi surface, such 
that a single q-vector can connect many points on these two parts, as presented  
schematically in Fig. 2.8. The “ideal” 1D metals have perfect nesting conditions 
since the Fermi surface consists of two planes at k = ±kF. In higher dimensions, 
for a free-electron-like single-band metal with nearly circular or spherical Fermi 
surface no nesting is expected to occur. However, the nesting is still possible in 
systems with stronger interactions or quasi 1D bands [23]. 
  

 
 

Figure 2.8: Fermi surface nesting in system with different effective dimensionality 
[22]. 

 
 

2.5 Mean field theory of Peierls  
 

To describe the Peierls transition one must consider the interaction between 
electrons and the lattice. Neglecting the electron-electron interactions the 
electron-lattice system can be described by the Fröhlich Hamiltonian H [21], given 
by 
 

H = Hel +Hph +Hel−ph.                                                              (2.1) 
 

where Hel is the Hamiltonian of the electron system, Hph the Hamiltonian of the 
lattice vibrations and Hel−ph the Hamiltonian of interaction between the electron 
and phonon system. The Hamiltonian describing the electron subsystem involves 
free electrons and it is given by [21] 
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                                           (2.2) 
 

where ak+ and ak are electron creation and annihilation operators, respectively,  
and εk = 2ħ2k2/2m is the electron dispersion in the long-wave limit. Electrons are 
regarded as spinless, as it is taken that spin degrees of freedom do not affect the 
transition. The part of the Hamiltonian that describes the collective motions of 
the lattice ions Hph is given by [21] 
 

                             (2.3) 
 

where Pq is the momentum of a vibrating ions, M is the mass of an individual ion, 
Qq are normal phonon coordinates and ωq are frequencies of the normal modes. 
Rewritten in the Hamiltonian in the formalism of second quantization, the 
phonon part of the Hamiltonian reads [21] 
 

                               (2.4) 
where bq+ and bq are creation and annihilation operators for phonon excitations, 
characterised by wave vector q. 
 

For interaction between phonons and electrons it is assumed that the ionic 
potential at any point depends only on the distance from the centre of the atom. 
Marking the equilibrium lattice positions as R and the displacements with u, in the 
formalism of the second quantization, this interaction part of the Hamiltonian 
may be expressed as follows [21] 
 

                  (2.5) 
 

where Vk-k’  is Fourier component of atomic potential V(r) and |k>=1/Ö 𝐿 𝑒 . 
If the displacements are small, the exponential term can be expanded as 
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                     (2.6) 
 

where the displacement of ion is given in terms of Fourier transforms. Clearly, 
the interaction Hamiltonian has two parts. The first part includes the equilibrium 
ion positions and it is responsible for the transformation of free electron spectrum 
into the band structure. The interaction term that describes phonons, i.e., 
vibrations around equilibrium positions, may be rewritten as [21] 
 

          (2.7) 
where the electron-phonon coupling constant is 
 

                                       (2.8) 
 

Now, by collecting all the terms, one can construct the Fröhlich Hamiltonian [21] 
 

          (2.9) 
 

If a transition to a distorted state occurs, the lattice will be distorted. This 
distortion correspond to the static, non-zero expectation value of <bq> = <bq+>. 
It is not obvious which value of q will lead to a transition. From linear response 
theory for 1D gas, one can predict that the critical value is q = 2kF. In particular, 
we can define a complex order parameter below the transition as [21] 
 

                                 (2.10) 
 

where Δ and f are both real. The displacement of atoms, corresponding to the 
static deformation, is then given by [21] 
 



 
 

 
 

12 

              (2.11) 
 

In the ordered phase, the electron part of the Hamiltonian can be diagonalized by 
substituting phonon operators with their expected values and using linear 
dispersion relation for behaviour of electron band near εF. Finally, using order 
parameter as defined in Eq. 2.10, Fröhlich Hamiltonian H in the presence of the 
static lattice distortion may be rewritten as [21] 
 

(2.12) 
 

2.6 Lindhard response function 

To desribe the formation of the CDW, a model of free electron gas is often 
employed. The response of an electron gas to an external perturbation is 
described by the Lindhard response function χ0(q). This response is closely related 
to the excitation of the electron system. In 1D, the real part of χ0(q) has a divergent 
behaviour, characterized by the singularity at q = 2kF, as shown in Fig. 2.9. Since 
the lattice polarization is proportional to the electron response function,  which 
means the 1D electron gas coupled to the lattice is unstable [25]. 

The basic idea of CDW in two- or three-dimensions is that CDWs can occur in 
systems with Fermi surface nesting since the electronic system looks Q-1D along 
the direction where nesting occurs. A more complex treatment involves 
calculation of the Lindhard response function with a particular  Q-1D electron 
dispersion, which describes the rearrangement of charge density in response to a 
perturbation. That is, the zero-energy (static) value of the Lindhard response 
function χ0(q) is used to determine whether the electron response can drive a 
CDW phase transition. If so, there should be a syngularity in the imaginary part 
of the response function Im[χ0(q)] at the Fermi surface nesting vector as well as 
in the real part Re[χ0(q)] since the real part defines the stability of the system. This 
is a common way of demonstrating that CDWs are more certain to occur in 1D, 
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but less energetically favourable in 2D or 3D systems, unless the Fermi surface 
has a stronger 1D character [24]. 

An electronic system with density given by ρ(r), when subjected to an external 
potential ψ(r), will experience a redistribution of its electrons creating a change in 
the electron density. The distribution of the electrons  
 

                                      (2.13) 
 

is dependent on the external potential and the coupling of this potential to the 
electron gas χ(r). The response function in the static limit can be described by the 
Lindhard function of the form 

                                   (2.14) 
 

where fk is the Fermi-Dirac distribution and ε is the dispersion relation for the 
electron gas. Both k and q are wave-vectors. In 1D system, this function diverges 
when the following condition is satisfied 
 

                                   (2.15) 
 

where μ is the chemical potential. Due to differences between 3D and 1D systems, 
the Lindhard response is drastically different for these cases. The changes in the 
Lindhard function are made clear when it is displayed graphically at T = 0 [19]. 

 

 
 

Figure 2.9: The Lindhard response function of ideal 1D, 2D (circle) and 3D (sphere) 
gas. [24] 
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In the 1D case the Lindhard function diverges at a wave vector q = 2kF, whereas 
the 3D function only the first derivative is divergent. This can be explained by 
considering the topology of the respective Fermi-surfaces in 1D and 2D, as 
shown in Fig. 2.7. 
 

The CDW ground state develops in low dimensional metals because of the 
electron-phonon interaction. It is characterized by a 2Δ gap in the single-particle 
excitation spectrum and by a collective mode formed by electron-hole pairs 
involving the wave vector q = 2kF. The atomic position of a linear chain 
associated with the collective mode is modulated as  
 

ρ(x) = ρ0 + ρ1 cos(2kFx + ϕ)                                      (2.16) 
 
where δ0 is the electron density in the absence of modulation - above TCDW, δ1 is 
the magnitude of the density-wave, 2kf is the wave-vector of the modulation and 
f describes the phase of the modulation [19]. 
 
An energy gap opening at EF  near the Fermi level. The amplitude of this gap is 
given by 
 

                                          (2.17) 
 

where λ is dimensionless electron-phonon coupling constant. As seen in Fig. 2.8, 
the electron dispersion relation changes if a periodic potential is introduced [19]. 
The divergence of the Lindhard function results in a sinusoidal modulated 
solution of the Eq. 2.13, defining the modulation of the electron density at  T = 
0 as well, 
 

                        (2.18) 

 
In addition to being dependent on q, the Lindhard response function is, due to 
the presence of the Fermi function in Eq. 2.14, also dependent on temperature. 
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When the nesting condition is satisfied (q = 2kF) the temperature dependence 
takes the form 
 

                                  (2.19) 
 

where ε0 can be approximated to the Fermi-energy and kB is the Boltzmann 
constant. This introduces the concept of a transition temperature TCDW for which 
the value of χ(q,T) becomes large enough to result in a periodic solution to Eq. 
2.18 [19]. 
 
 
 

2.7 Classification of the charge density waves  
 

2.7.1 Types of orderings 

As expected, the origin of charge density waves is strongly related to the 
dimensionality. There are at least three types of CDWs [25]. Type I CDWs are 
quasi-1D systems with their origin in the Peierls’ instability, where the lattice 
distortion is a consequence of the lowering of electronic energy. The best example 
may be linear chain compounds [25]. Type II CDWs are driven by the electron 
phonon coupling but not by the Fermi surface nesting. Here the electronic and 
lattice instabilities are intimately tied to each other, and there is a phonon mode 
at qCDW, decreasing to zero at the transition temperature TCDW. Formation of this 
type of CDW does not drive metal to insulator transition. Typical example of type 
II is quasi-2D layered material NbSe2 [25]. Type III CDWs are systems with the 
charge modulation without indication of the Fermi surface nesting or electron-
phonon coupling as the driving force. The best example of type III CDWs may 
be the cuprates which exhibit charge ordering phenomena. The electronic 
correlations are expected to play a significant role in the type III systems [25]. 
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2.7.2 Coupling of electrons to the crystal lattice 
 
CDW ground state can be also distinguished in respect to the coupling to the 
underlying lattice in three different types: commensurate, incommensurate and 
discommensurate. 

The commensurate state is usually referred to as a “locked-in” state, where the 
periodicity of crystal lattice and CDW can be expressed by an integer number, 
such as a 2-fold or 3-fold supercell [29]. That is, CDW is commensurate, only if 
the wave vector describing the CDW is a rational number times one of the vectors 
which forms the reciprocal lattice crystal. In practice, the denominator of that 
rational number is small and independent of temperature [20].  

If the ratio of lattice periodictiy and CDW periodicity is an irational number then 
the CDW is incommensurate, meaning that periodictiy of CDW can not be 
matched with the lattice. The incommensurate CDW state may not actually 
correspond to the lowest possible energy state. Hence the CDW may undergo a 
further distortion that makes it “twice commensurate”. Here, the CDW 
wavevector is an integral fraction of the underlying lattice. Therefore, there can 
be two phase changes associated with a CDW formation: the normal-to-
incommensurate transition (usually second order) and the incommensurate-to-
commensurate transition (first order) [20]. 

Besides the states mentioned above, in the 1976 McMillan [30] introduced the 
concept of discommensurations, which are narrow out-of-phase regions between 
large in-phase (commensurate) regions. In this concept, the incommensurate-to-
commensurate transition is viewed as a defect “melting” transition or 
discommensuration. In this state the supercell is composed of commensurate 
domains separated by phase slips of small incommensurate sections [29]. 
The coupling of electrons to the lattice can therefore be either commensurate 
(Fig. 2.10(A)), incommensurate (Fig. 2.10(B)), or discommensurate (Fig. 2.10(C)) 
- all of which lead to the formation of a supercell, where the atoms are displaced 
from their ideal positions in the crystal structure. Observing these modulations 
allows the crystallographic characterization of CDWs [29]. 
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Figure 2.10. Illustration of a CDW in a (a) commensurate, (b) Incommensurate and 
(c) Discommensurate supercell [29]. 

 
 
 

2.8 Materials exhibiting charge density waves 
 

2.8.1 CDW in Q-1D materials 

A prime example of quasi-1D materials are molybdenum oxides A0.3MoO3  (called 
blue bronzes due to their shiny blue appearance), where A is a monovalent metal 
such as K, Rb, or Tl. They are well known for their interesting electronic 
properties arising from the 1D chain structures. Due to availability of large single 
crystals, blue bronze is the most intensively studied quasi-1D CDW material [31]. 

The first blue bronze in which CDW transition was found is K0.3MoO3, which 
crystallizes in a monoclinic unit cell at room temperature [32]. These materials 
also form long chains, composed of clusters of MoO6 octahedra, separated with 
alkali ions. Common property of these compounds is their high (structural and) 
electronic band anisotropy. 
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There is strong overlap of d orbitals along the chain direction, while the chains 
are separated by K (and thus no considerable overlap) in perpendicular direction. 
This structure yields a highly anisotropic electronic response. Resistivity is 
smallest along the chain-direction whilst along the d-direction it is an order(s) of 
magnitude larger. Crystal structure of K0.3MoO3 is shown in Fig. 2.11 [32]. 

 

Figure 2.11: (a) Crystal structure of K0.3MoO3 at room temperature. (b) Cross section 
of the infinite chains with the a–c plane. (c) The Brillouin zone of K0.3MoO3 for the 

simple monoclinic structure [32]. 
 

These Q-1D crystals offer a well-defined system to explore the density-wave 
phase as well as to study its interaction with other phases, e.g., superconductivity. 
Based on research on this and similar compounds, qualitative features of the 
CDW phase such as the periodic-lattice-distortion, the electronic band-gap, band-
backfolding, metal-to-insulator transition, and anomalies in heat-capacity 
measurements have been well documented for quasi-1D systems.  
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2.8.2 CDW in Q-2D materials 

Layered compounds can often be considered as Q-2D and thus the theoretical 
approach differs from the 1D model. Nesting is often imperfect, and the Fermi-
surface is only partially gapped in the CDW phase. Therefore, the density-wave 
transitions in these materials are in general less likely than in the Q-1D case.  

Generally, it requires a strong electron phonon coupling to overcome the 
reduction in χ(q,T) caused by imperfect nesting at the Fermi surface. The 
transition-metal dichalcogenides are often used as an example of 2D CDW 
materials. These materials consist of chalcogen-metal-chalcogen layers bound 
together by weak van der Waals forces [34]. 

One extensively studied and instructive example of the dichalcogenides is 1T-
TaS2 [5]. In addition to several CDW phases which are driven by electron-phonon 
interactions, it enters a Mott-insulator state, governed by electron-electron 
interactions (see Fig. 2.12). In a wider context 1T-TaS2 highlights, that 
electronically anisotropic materials which are susceptible to electronic instabilities 
can be used to study fundamental physical interactions [5]. 

 

Figure 2.12: Temperature dependence of resistivity in 1T-TaS2 reveals a series of 
subsequent phases. The high-temperature incommensurate-CDW phase (ICCDW), 

the nearly-commensurate-CDW phase (NCCDW) and the commensurate-CDW 
phase are indicated. In the ICCDW phase, 1T-TaS2 is a metal and with the onset of 

the CCDW state it behaves as a Mott-insulator [5]. 
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2.9 Instructive experimental methods and results  

The formation of charge-density-waves within crystals leads to a number of 
experimentally observable effects. A number of experimental techniques can be 
used to characterize the material properties associated with a CDW. Here, some 
of them will be briefly discussed to provide a general overview of the experimental 
field [25].  
 

2.9.1 Structure - real space  

The direct measurement of the spatial charge modulation can be performed by 
scanning tunnelling microscopy (STM). The current flowing through the tip of 
the STM is proportional to density of states at a set bias voltage, thus enabling to 
direct visualisation of the waves [35]. The collected data can be used to determine 
the nesting vector, the wavelength of the charge modulation as well as the 
electronic transition temperature [43]. It also allows to simultaneously establish 
the energy-gap associated with the CDW formation.  

 

 

Figure 2.13: STM image of TTF-TcnQ showing (a) the normal state at 63 K and (b) 
the CDW state at 36,5 K [36]. 
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2.9.2 Structure - reciprocal space  

Variety of methods such as electron [38], X-ray [39], and neutron diffraction [40] 
might be used to determine the CDW superstructure through their sensitivity to 
the associated atomic displacement. Analysis of the diffraction patterns below 
TCDW allows the determination of the nesting vector q = 2kf of the density-wave. 
Since these techniques allow large regions of reciprocal space to be quickly 
mapped out, they are useful in determining kf .  

To precisely measure the local displacement of atoms, X-ray spectroscopy can be 
used. Signs of CDW in each material can in that case be seen in “superstructure“- 
smaller Bragg peaks away from the nuclear Bragg peaks which appear at the TCDW 
(Fig. 2.14)  
 

 
Figure 2.14: Superlattice Bragg peaks (smaller black circles) around a lattice Bragg 

peak (big black circle) in the SmTe3 compound. [42]. 

These are a few examples of experiments used to identify and characterize the 
charge density waves. It should be noted that the CDW order affects the lattice, 
the electrons, as well as the Fermi surface. Thus, it has signatures in a wide variety 
of physical properties.  
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2.9.3 Electronic structure  

Angle resolved photoemission spectroscopy enables the measurements of the 
electronic bend structure from where the CDW‘s energy gap and its temperature 
dependence can be determined. Moreover, from the measured the band structure 
and the Fermi contour the electronic susceptibility can be calculated [44]. Such 
complementary measurements reveal whether the CDW is driven by Fermi 
surface nesting or something else. Band-backfolding below TCDW at the newly 
formed Brillouin zone boundaries can also be observed in ARPES measurements 
[37].  

 

Figure 2.15: ARPES intensity mapping at EF of TTF-TcnQ at 60 K, showing a clear 
quasi 1D Fermi surface from which nesting vector is determined [37] 

 

2.9.4 Experimental tools used 
 
In this thesis, we focused on research of CDW phenomenon with two 
experimental methods: First, the BaNi2As2 samples were characterised through 
resistivity measurements using the Physical Property Measurement System 
(PPMS). The goal of these measurements was to check for the behaviour of the 
material at low temperatures while being exposed to outer magnetic field. Then, 
the time-resolved optical-spectroscopy was employed to characterize the charge 
correlations in BaNi2As2, determine the cause of the observed periodic lattice 
distortion at low temperatures as well as to confirm and study the evolution of 
potential CDW collective modes. The application of these methods and results of 
their measurements are presented in Chapter 4. and Chapter 5. 
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Chapter 3 
3. Barium nickel arsenide  
 

3.1 About the compound 
 

Barium nickel arsenide, BaNi2As2, is a non-magnetic structural homologue of the 
high temperature superconductor BaFe2As2 in which all the Fe cations are 
replaced by Ni. Since Fe and Ni are ambient temperature ferromagnets and many 
Fe and Ni compounds show magnetism, it is plausible to expect that Ni can fill 
in the role of Fe in these compounds [8]. 
 

Compared with the FeAs-based compounds, the NiAs-based systems were much 
less studied. Although the Ni-pnictide superconductors share the same structure 
type as Fe pnictides, the superconducting transition temperatures are much lower, 
and never exceed 5 K, even upon doping [12]. Nevertheless, a first-order 
structural phase transition at Ts = 137 K, and a superconducting transition at  
Tc = 0.7 K is found for BaNi2As2 compound. To date, no evidence for magnetic 
transition was reported [15]. 

 

The band structure of BaNi2As2 is similar to that of of BaFe2As2, except for the 
Fermi level, which is shifted up due to the higher valence electron count in Ni2+. 
Hence, with a larger Fermi surface and higher carrier density, BaNi2As2 has 
remarkably different electronic properties than BaFe2As2. This suggests that the 
mechanism of superconductivity in (a dopped) BaNi2As2 is different from the Fe-
based compounds [8]. The diffraction studies on BaNi2As2 demonstrated the 
existence of two types of periodic lattice distortions above and below the 
tetragonal to triclinic phase transition, suggesting charge-density-wave (CDW) 
order to compete with superconductivity [14]. 
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3.2 Crystal structure   
 
Recently, the crystal structure of BaNi2As2  was determined, and the structural 
phase transition from a high-temperature tetragonal phase to a low-temperature 
triclinic phase was established [15]. Based on the bond length examination, it was 
found that the As-As distance along the c axis increases at the transition from 
3.553 Å to 3.584 Å, while within a-b plane, the Ni ions change from a square 
lattice to zigzag chains, where short Ni-Ni bonds (2.8 Å) are separated by longer 
Ni-Ni distances (3.1 Å). The bonding is of a complex anisotropic character [10]. 
BaNi2As2 crystallizes in the tetragonal structure - space group I4/mmm and 
undergoes a structural distortion below approximately 135K. Theoretical work 
has also suggested that the zigzag chain structure in the triclinic distortion is 
driven by orbital ordering, explaining the lack of magnetic order [14]. 
 

 
 

Figure 3.1: Crystal structure showing the triclinic unit cell (gray dashed 
lines) and basis vectors (black arrows) [14]. 

 
 

 
 

Table 3.1: Structure parameters and transition temperatures of BaNi2As2. 
Tetragonal lattice parameters are measured at room temperature and triclinic 

parameters at 50 K [8]. 
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Fig. 3.2 illustrates the evolution of the structure observed by selected tetragonal 
and triclinic Bragg reflections in the H-K plane, at various temperatures. (H, K, 
L)tet and (H, K, L)tri are used to denote reciprocal space locations in tetragonal and 
triclinic units. In that case they are (0, 0, 14)tet and (0, 0, 7)tri, respectively. Refined 
lattice parameters are given in Table 3.1. As the sample is cooled, the intensity of 
the (0, 0, 14)tet reflection decreases abruptly at Ttri = 136K. The (0, 0, 7)tri peak 
appears, and its intensity grows rapidly below a narrow temperature range where 
the two peaks coexist. This observation supports previous claims that this 
transition is weakly first order [26].  
 

 

 
 

Figure 3.2: Evolution of the tetragonal to triclinic phase transition at given 
temperatures [8]. 
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3.3 Key electronic properties 
 

3.3.1 Band structure  
 
 

The band structure of BaNi2As2 is similar to that of BaFe2As2 and shows a 
pseudogap between a manifold of six heavy d electron bands, and four lighter d 
bands (six d electrons per Ni). Unlike BaFe2As2, BaNi2As2 contains two more 
valence electrons. This causes the Fermi level to shift higher up from the 
pseudogap to the bands with higher dispersion E(k), but lower density of states 
as a result of increased electron concentration. Hence, BaNi2As2 has a large multi-
sheet three-dimensional Fermi surface (Fig. 3.4), in contrast to the small surfaces 
in the Fe-based superconductors [8]. 
 

 
 

Figure 3.3: Calculated local-density approximation Fermi surface of BaNi2As2, without 
spin polarization [8]. 

 
 
Theoretical calculations show that BaNi2As2 phases adopt remarkably different 
electronic structure compared to BaFe2As2 owing to higher valence electron count 
in Ni than in Fe. The phonon spectrum and the strength of the electron-phonon 
coupling are consistent with a classification of this material as a conventional 
phonon-mediated superconductor, with a very small average electron-phonon 
coupling constant λep = 0.16–0.24 [8]. 
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3.3.2 Conductivity 
 
 

BaNi2As2 exhibits a first-order structural transition at 130 K. Understanding this 
structural transition is a crucial step toward understanding the electronic 
properties of the material. Previous studies [8,10] revealed that BaNi2As2 is a good 
metal with high plasma frequency. By lowering the temperature across the 
transition, part of the spectral weight from conducting electrons is removed and 
shifted to high energies. The phase transition leads to a small reduction of 
conducting carriers. This reduction is caused by the removal of the states from 
the some of the Fermi surfaces, predominantly from the As-As bonding and Ni-
As antibonding [10]. 
 

 

Figure 3.4: Reflectance curves up to 25000 cm−1 (~ 3 eV) at different temperatures. 
Upper inset shows the crystal structure. Lower inset shows the T-dependent dc 

resistivity [10]. 
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3.3.3 Superconductivity & CDW  
 
 

BaNi2As2 displays superconductivity below Tc ≈ 0.65 K with no magnetic order 
reported down to the lowest temperatures [15]. Recent X-ray diffraction 
studies suggested two distinct charge-density-wave (CDW) orders, above and 
below TS respectively [8]. What is particularly striking, is the observed six-fold 
enhancement of  Tc and a giant phonon softening in phosphorus doped 
BaNi2As2 at the doping levels where the structural transition is completely 
suppressed [16]. The observed correlation between the enhancement of  
superconductivity and the increase in nematic fluctuations, may suggest a 
charge-driven electronic nematicity in BaNi2As2 [17]. However, until now, 
optical studies  showed no signatures of  the CDW-induced optical gap [10,13]. 

 

3.4 Growth method 
 
A series of high-quality platelet-like single crystals of BaNi2As2 with typical 
dimensions of 2×2×0.5 mm3 have been grown with self-flux method by  
Dr. Amir-Abas Haghighirad at KIT [16]. The self-flux growth is conceptually 
similar to the growth from an aqueous solution, but in such a case the solution 
contains only the crystal constituents, albeit with a different composition than 
that of the resultant crystal [15]. 
 
The self-flux growth was chosen for several reasons: 

- The material melts incongruently 
- The vapour pressure of arsenic is high at the required growth temperatures 

and is kept low during the flux growth. 
- Stable secondary phases are prevented. 

For the growth process, a slow cooling rate of 1 K/h was used. Different cycles 
of cooling and reheating protocols were followed to re-dissolve small crystallites 
which form in the initial state of cooling across the solidification temperature. For 
crystals of larger dimension, the linear growth rate should be always kept below 
the maximum stable value. In this way, it is possible to grow high-quality single 
crystals of BaNi2As2 [15]. 
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The sample crystals are brittle, gray and shiny. Contact with air or moisture causes 
their decomposition. To prevent the decomposition, the crystals were stored in 
vacuum and were appropriately protected from the atmosphere when performing 
measurements.  
 

 

 
 

Figure 3.5: Single crystalline samples of BaNi2As2. 
 
  
 

 
 

Figure 3.6: Magnification of a BaNi2As2 single crystal used for electronic transport 
measurements. 
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Chapter 4 
4. Material characterization of BaNi2As2 
 

4.1 Brief overview  

Once the chemical composition of BaNi2As2 had been confirmed, the physical 
properties were further characterized. Since many of the ordering phenomena in 
condensed matter physics were discovered using the electronic transport 
measurements, DC resistivity measurements were performed to characterize the 
metal to insulator transition, and to verify the transition temperature [68]. In a 
new material, the first indication of a CDW usually comes from an anomaly in 
resistivity, specifically, in a form of kinks or sudden increase of resistivity [67]. 
The temperature dependent resistivity measurements often give the first 
indication, that material is susceptible to the CDW formation. In some cases, the 
phase transition can also be confirmed by measuring the magnetic susceptibility 
or heat capacity across the CDW-transition.  

Within the framework of this thesis, the single crystals of BaNi2As2 were oriented 
using Laue diffraction method, and subsequently the planar resistivity 
measurements (in the a-b crystallographic plane) were performed to establish the 
transition associated with the CDW transition. Furthermore, magnetic field of 9 T 
was applied to verify the influence of such field on the transition temperature. 
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4.2 Crystallography of BaNi2As2 
 

4.2.1 Laue Diffraction 
 
Laue diffraction is used for the determination of the orientation of a crystal when 
the lattice symmetry is known, and it consists of detecting spots that originates 
form the Laue diffraction pattern [68]. 
 

Laue diffraction pattern, first detected by Max von Laue, corresponds to a regular 
array of spots that can be recorded, e.g., by a photographic emulsion, which 
results from X-rays scattered by certain groups of parallel atomic planes within 
a crystal. When a crystal is exposed to a multi-wave beam of X-rays, certain 
wavelengths might be scattered in-phase from a group of atomic planes, so that 
intense spots are observed on a film. These spots are centred around the central 
image of the direct beam, which passes through undeviated [68]. 
 
The diffraction pattern can be explained by the “von Laue condition”, which 
establishes the relationship that exists between the occurrence of constructive 
interference and the distance of the atoms within a crystal. The condition is 
expressed by the formula [68]: 

d * ΔK = 2πm                                          (4.1) 

where d is the inter-atomic distance and  ΔK is the difference between the incident and the 
diffracted wave vector. This condition can be expressed by introducing the concept 
of reciprocal lattice vectors G [68]:  

 ΔK = G                                            (4.2) 
 
Expressed in this way, the Laue condition implies that in an elastic collision, the 
momentum transferred to a crystalline lattice is equal to a vector of the reciprocal 
lattice. The spots present in a Laue diffractogram correspond to the reflections 
(constructive interferences) produced by a set of crystallographic planes. The 
Laue image is therefore a direct representation of the reciprocal lattice, where each 
spot corresponds to a point of the reciprocal lattice, which in turn correspond to 
a set of crystallographic planes. This method requires the use a polychromatic 
beam to simultaneously satisfy the von Laue condition for a number of families 
of planes.  
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Polychromatic beam is a beam, which contains a wide range of wavelengths that 
potentially satisfy the conditions of constructive interference [68]. Laue 
diffraction can be performed in two configurations: Transmission or Back-
reflection, as presented in Fig. 4.1. 
 

 

Figure 4.1: Single crystal Laue diffraction in (a) Transmission and (b) Back-reflection 
configuration [68]. 

 
The image obtained is linked to the structure of the crystal lattice and its symmetry 
properties. The spots, arranged along the ellipses, show the intersection of the 
diffraction cones with the plane of the photographic plate [68].  
 
 
 

4.2.2 Experimental setup & Measurement procedure 
 
Laue diffraction Back-reflection technique was used to determine the 
crystallographic orientation of BaNi2As2. Here the sample is placed on a 
goniometer in a well-collimated beam of X-rays, with the 2D detector positioned 
between the crystal and the X-ray source. The X-rays are diffracted by each set of 
lattice planes with a wavelength that obeys the Bragg’s law, and the diffraction 
pattern is registered by the detector. The schematic of the technique is shown in 
Fig. 4.2. Furthermore, the experimental setup of a Laue diffractometer with its 
components, used to determine the structure of BaNi2As2 crystal lattice, is 
presented in Fig. 4.3. 
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Figure 4.2: Laue diffraction in Back-reflection configuration, where X-ray beam passes 
through the 2D detector, being reflected from the crystalline sample afterwards [45]. 

 
 

 
 

Figure 4.3: Experimental setup of a Laue diffractometer with its components. 
 
 
 



 
 

 
 

34 

1 – CCD X-ray detector with the X-ray source behind it 

2 – Detector adjustable holder 

3 – Pin for the sample alignment  

4 – Goniometer stage 

5 – Y-Z stage 

6 – Goniometer 

7 – Optical rail 

8 – Alignment camera 

9 – Beam stop  
 

After the BaNi2As2 sample was mounted on a holder and placed in the X-ray 
beam, the single-crystal x-ray diffraction data were collected for 5 minutes to 
obtain a high-resolution image of the diffraction pattern.   
 

4.2.3 Results 
 
Figures 4.4 and 4.5 show the Laue diffraction pattern and the sample for which 
the pattern was recorded, respectively. The edges of the sample are oriented along 
the main crystallographic axes a and b, which are equal in the tetragonal symmetry 
of BaNi2As2 crystal at room temperature. The surface corresponds to the surface 
of the BaNi2As2 planes (see Fig. 4.5).  
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Figure 4.4: Laue Diffractogram of a BaNi2As2 crystal. The orientation of the 
crystallographic axes corresponds to the sample orientation shown in Fig. 4.5.  

 
 
 

 
 

Figure 4.5 BaNi2As2 single crystal under the microscope. 
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4.3 Resistivity of BaNi2As2 
 

4.3.1 Four-point measurement method 
 

The four-probe method, also known as the Kelvin technique, is a primary 
technique for measuring resistance. It consists of four co-linear electrical contacts 
as shown in Fig. 4.6. 

 
 

Figure 4.6: Illustration of a four-probe method. Blue colour depicts the measured 
sample [56]. 

 
 

Here, four metallic probe pins are attached to the surface of the specimen. While 
the current is applied on the outer two probes (1 and 4), the resultant voltage drop 
is measured between the inner two probes (2 and 3). In a specific case, when the 
probes centred on a very wide (lateral dimension d >>s ) and very thin (thickness 
t << s) sample, the resistivity Rs can then be calculated using the equation [56] 
 𝑅𝑠 =  � ����(�) �                                                  (4.3) 
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4.3.2 Sample preparation  

One of the most important aspects of the electronic transport measurement is the 
preparation of the electrical contacts on the sample. Good contacts should have 
a very small resistance ( <1 Ohm), which minimise spurious effects, which can 
arise from a large capacitance. 

Before contacts are attached, it is important to be attentive to the sample’s 
geometry, which plays an important role in very anisotropic compounds, affecting 
importantly the accuracy of the resistivity estimation as well as the overall 
behaviour of the measured curves. Ideally, the sample should be a long rectangular 
cuboid with infinitesimally small contacts being placed at its ends. The smaller the 
contacts are in comparison to the sample‘s dimensions, the higher accuracy can 
be achieved. Also, the thickness of the sample should be constant along its length. 

The contacts were made by attaching golden wires (with diameters of 20 μm) 
directly on the sample surface, using silver paint DuPont 4929. The gold wires 
were first immersed in the paint, then placed on the sample. As the solvent dries, 
the liquid paint forms a solid paste, adhering the wire to the sample.  
 

 

Figure 4.7: BaNi2As2 with attached contacts using silver paste technique. 
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Finally, contacted sample is attached onto the sample holder, the so called 
“interchangeable sample puck” (see Fig. 4.8), using GE varnish and cigarette 
paper, which can then be installed into the experimental setup. 
 
 

 
 

Figure 4.8: Contacted sample attached on the sample puck, prepared for resistivity 
measurements. Layer of a cigarette paper is right below it, glued on the puck with GE 

varnish to electrically isolate the sample from the puck.  
 
 

4.3.3 Experimental setup & Measurement procedure  

Resistivity measurements were performed using the Physical Properties 
Measurement System (PPMS) by Quantum Designs. The PPMS is an automated 
low-temperature and magnet system for the measurement of material properties 
like specific heat, magnetic AC and DC susceptibility and both electrical and 
thermal transport properties. In the ordinary set-up, temperature is controlled 
down to 1.8 K by pumping liquid 4He into a sample pot. By precisely balancing 
the cooling power of the liquid helium, with the heat being supplied through a 
resistor, the PPMS can stabilize temperatures from 1.8 K to 320 K with 0.01 K 
accuracy.  
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Figure 4.9: Breakdown of a PPMS sample chamber [60]. 

 
 
The base unit of the PPMS consists of a cryostat (see Fig. 4.11) with a 
superconducting magnet. The different measurement options can be employed 
by the use of different measurement inserts or sample holders (see Fig. 4.10.). 

 

 
 

Figure 4.10: Different kinds of PPMS utility inserts [60]. 
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Finally, the resistivity of BaNi2As2 was measured between the temperatures of 2 
K and 285 K for both heating and cooling, at a rate of 1 K/min. The data were 
collected in the absence of magnetic field and in the field of 8 T. 
 

 
 
Figure 4.11: PPMS consisting of a cryostat (black dewar left) and a controller (right). 
 
 
 

4.3.4 Results & Analysis 
 
In this section, a few selected datasets will be presented, namely: resistivity 
measurement without magnetic field, resistivity measurement under the magnetic 
field of 8 T as well as the comparisons of heating and cooling processes under 
both configurations. 
 

Fig. 4.12 presents the resistivity of BaNi2As2 upon heating (red) and cooling (blue) 
in the temperature range from 2 K to 285 K, without the magnetic field. 
As expected, resistivity rises with temperature upon heating and falls upon 
cooling, throughout measurement, with a characteristic feature around 137 K. 
Here, resistivity experiences a short, but sharp and yet significant drop (while 
heating) and rise (while cooling).  
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This anomaly is a sign of a first order structural transition of a BaNi2As2, where 
the crystal lattice changes symmetry from tetragonal (above ~130 K) to triclinic 
(below ~130 K). This finding in our measurement is in a good agreement with 
findings reported in literature [7,11] and is also a good indicator of the potential 
formation of the CDW order [67].  
 
 

 
 

Figure 4.12: In-plane resistivity of BaNi2As2 measured without magnetic field. The 
inset demonstrates the thermal hysteresis at the transition. 

 
 

Fig. 4.13 presents the resistivity of BaNi2As2 upon heating (red) and cooling (blue) 
between 2 K and 285 K, with the magnetic field of 8T. As it can be seen from the 
data, there is no apparent difference between the measurements with and without 
the magnetic field. Such observation indicates that BaNi2As2 is indeed a non-
magnetic material [8]. First order structural transition again appears at ~130 K, 
just as in the data set collected without the magnetic field. In both cases, the 
thermal hysteresis is approximately Δ5 K. This observation is again in a good 
agreement with the findings reported in literature [7,11]. 
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Figure 4.13: In-plane resistivity of BaNi2As2 measured with magnetic field. The inset 
demonstrates the thermal hysteresis at the transition. 

 
 
Figures 4.14 and 4.15 compare the measurements performed in the presence and 
absence of the external magnetic field. The comparison was made for the data 
collected upon heating and cooling, respectively. This analysis shows that 
resistivity does not change significantly upon application of magnetic field. In 
particular, magnetic field does not shift the structural transition temperature. This 
additionally supports the non-magnetic character of BaNi2As2. 
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Figure 4.14: Comparison of in-plane resistivity of BaNi2As2 measured with and 
without magnetic field upon heating. The inset shows that the transition temperature 

while heating does not change as a function of field. 
 
 

 
 

Figure 4.15: Comparison of in-plane resistivity of BaNi2As2 measured with and 
without magnetic field upon cooling. The inset shows that the transition temperature 

while cooling does not change as a function of field. 
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An important outcome from the resistivity measurements is a demonstration of 
the sharpness of the transition, which indicates that the sample is of a good quality 
and identification of a phase transition at around 137 K. This temperature is thus 
a good starting point to investigate the difference in character between the high-
temperature and low temperature state [67], where  the CDW state should be 
sought in the temperature range between 2 K and 150 K. 

Although electronic transport measurements are extremely useful in providing the 
estimate for TCDW, they do not confirm the formation of a CDW state. For 
example, such measurements cannot distinguish between charge and spin-density 
waves. Confirmation of the presence of a CDW order requires the observation of 
the periodic-lattice-distortion, observation of the energy-gap associated with the 
creation of a new Brillouin-zone, or direct observation of the charge modulation. 
Therefore, the BaNi2As2 was additionally investigated with time-resolved optical 
spectroscopy method, to gain further insights in the formation of the CDW states. 
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Chapter 5 
5. Time-resolved optical spectroscopy of BaNi2As2 
 

5.1 Brief overview 
 
To verify that CDW collective modes are indeed the cause of the observed 
periodic lattice distortion at low temperatures in BaNi2As2, a careful study of these 
collective modes is required [9, 45, 46]. Method of femtosecond time-resolved 
optical spectroscopy, so called “pump-probe” optical spectroscopy has been 
applied for that purpose. With this method it is possible to observe interactions 
by abruptly perturbing the electronic distribution while keeping track of energy 
relaxation pathways and coupling strengths among the different subsystems [47]. 
Moreover, it has been demonstrated that pump-probe spectroscopy is particularly 
sensitive to low-energy q ≈ 0 Raman-active collective modes in systems exhibiting 
CDW order [48]. The method offers spectral resolution up to 0.1 cm-1, access to 
modes at frequencies down to the 100 GHz (3 cm-1) and is suitable for 
investigation of inhomogeneous samples [49]. By analysing frequency spectrum 
of transient reflectivity and combining the information obtained from the 
temperature (T) and excitation fluence (F) dependence we were able to extract 
information about of density wave dynamics. By that we gained novel insights 
into the nature of the ground states [50]. 
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5.2 Pump-probe optical spectroscopy 
 

5.2.1 Basic principles  
 
Numerous processes in nature, such as molecular vibrations, phonon 
absorption/emission and scattering phenomena, occur on a very fast time scale 
of the order of picosecond. To accurately measure ultrafast processes, the 
uncertainty in timing must be smaller than the time scale of the process, requiring 
temporal resolution of the order of 50 – 100 femtoseconds (10-15 s). One of the 
techniques that provides such time resolution is the pump-probe optical 
spectroscopy [11]. In this technique, an ultra-short laser pulse train is split in two; 
a pump beam, which is used to excite the sample, generating a non-equilibrium 
state, and a probe beam, which is usually weaker than the pump beam and is used 
to monitor the pump-induced changes in the optical properties (such as 
reflectivity or transmittivity) of the sample [52]. 
 
 

 
 

Figure 5.1: Typical pump-probe experimental set-up with main components [53]. 
 
At the first stage in performing the pump-probe measurements a beam splitter is 
used in order to divide a laser beam into the pump beam and the probe beam 
(Fig. 5.1). Pulses of both beams reach the sample through different optical paths 
and are thus delayed with respect to each other; the delay between the pulses can 
be varied by varying the optical path of one of the beams.  
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As the pump - probe spectroscopy is a tool to study dynamical processes, the 
physical system must be perturbed from an equilibrium state. This is 
accomplished through the pump pulse. The probe pulse records the optical 
properties state at a time-delay 𝑑τ given  by [11], 

 
                                                 𝑑τ = 𝑑𝑋 * 𝑐                                            (5.1) 

 

where dX is the (optical) path length difference between the pump and probe 
pulses and c is the speed of light. This is achieved by inserting a delay line into its 
path. The delay line consists of a precise motorized translation stage, with optical 
mirrors (retroreflector) mounted on it. The probe beam is measured with a 
detector after it has interacted with the sample (see Fig. 5.1) [11]. 
 

By such an approach one can study the time evolution of reflectivity and 
transmission, thereby obtaining the information of time evolution of the complex 
refractive index [53]. Using non-linear optical processes, the approach can be 
extended to a broad spectral range, with pump and/or probe sources ranging 
from THz to UV [71]. The pump pulse can be tuned in many ways including 
photon energy, intensity, polarization and the pulse duration in order to excite the 
sample. 
 
 

5.2.2 Details of the used experimental set-up 
 

A commercial Ti:Sapphire amplifier with repetition rate of 300 kHz, producing 
50 fs laser pulses at λ = 800 nm (photon energy of 1.55 eV) was used as a source 
of both pump and probe pulse beams. The beams were impinging on the sample 
at near normal incidence, and were cross-polarized, in order to reduce the noise. 
The induced changes of an in-plane reflectivity R were recorded utilizing a fast-
scan technique, enabling high signal-to-noise level [48]. The essential components 
of the experimental pump-probe setup are schematically outlined in Fig. 5.2. 
 

The laser beam is first collimated in a telescope and is split in two (pump and 
probe) beams in a polarizing beam splitter (PBS). forming both pump and the 
probe beams, perpendicular to each other.  
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Figure 5.2: Schematic of the experimental optical pump-probe set-up. 
 
 

 

 
 

Figure 5.3: Experimental optical pump-probe setup in the lab. 
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The pump beam passes through the electro-optic modulator (EOM). The 
principle of operation of the EOM is that by applying electrical field to the EOM 
crystal, the induced birefringence causes rotation of the light polarization. In 
combination with a polarizer, the EOM is set to modulate the light beam by 
blocking every second optical pulse [64]. To achieve that, the timing of the EOM 
must be synchronised with the pulsed laser. This is achieved by the dedicated 
pulse generator triggered by laser output. 
  
Next, the pump beam travels through the half-wave plate, marked with λ/2, 
followed by a polarizer. The half-wave plate rotates the polarisation and with that 
regulates the amount of the transmitted light through the polarizer. Thereby the 
pump fluence on the sample is adjusted. Power of the pump beam can further be 
varied by neutral density filters, before it is finally focused on a sample.  

 

Meanwhile the probe beam goes through a setting of polarized beam splitters and 
half-wave plates, whose function is to provide a sequence of probe and reference 
beams for differential detection (details can be found in literature [72]). After that, 
the probe beam is directed into the combination of fast shaker (see section 5.2.3) 
and a mechanical delay stage used to control the time delay between the pump 
and the probe. 
 

The mechanical delay stage is realised by a computer controlled linear stage on 
which a retroreflector (or combination of two mirrors) is mounted, where probe 
beam’s optical path can be optionally prolonged to enable time delays in access 
on one nanosecond. An example of it is shown on the Fig. 5.4. 
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Figure 5.4: The delay stage. 
 

 

 
 

Figure 5.5: Shaker (blue box) as a part of the optical set-up.  
 
 
 



 
 

 
 

51 

Fast shaker (APE Scan Delay 150) is a mechanical vibrator that involves piston 
motion along one axis (see Fig. 5.5). A small retroreflector is mounted on the 
drive arm of a mechanical vibrator (therefore also known as shaker), which is 
powered by a signal generator. Generally, the amplitude of motion depends on 
both the frequency at which the shaker is driven, and the load mounted on the 
end of the drive arm. The APE Scan Delay 150 is normally operating at 10 Hz, 
providing up to 150 ps time delay (or 300 ps, in case of double pass configuration). 
 
 

 
 

Figure 5.6: BaNi2As2 sample mounted on the mechanical holder, inside of a cryostat. 
 
Following the different optical paths, the pump and the probe beams are finally 
focused on the same area of the sample. The spot size of the pump/probe beam 
in the focus was roughly 80/50 μm. It is of significant importance that probe 
beam falls completely within the area of the pump. In order to accomplish spatial 
alignment, a microscope was used to visually align the spots, and achieve best 
spatial overlap. 
 

The sample was placed in the cryostat, which was mounted on an x-y-z translation 
stage to allow movements of the sample in different directions and by that, to 
probe different spots on the sample surface (Fig. 5.6). The pump and the probe 
beams are reflected from the sample’s surface. The change in the reflectivity of 
the probe ΔR/R is measured with a photodetector (Fig. 5.7). 
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Figure 5.7: BaNi2As2 sample inside of a cryostat (left). After scattering on the sample, 
the beam is reflected to the photodetector (top). 

 
 

5.2.3 Fast-scan 
 
During the measurements, the so-called fast-scan technique has been utilized. 
Here, the time-delay between the pump and the probe pulse is controlled by a 
fast-scan shaker (APE Scan Delay 150). In terms of signal/noise ratio this method 
is preferred over the conventional lock-in technique using a combination of a 
modulator and lock-in amplifier. General femtosecond pump-probe spectroscopy 
technique uses lock-in method to measure the optical properties of samples. 
However, this method is susceptible to slow drifts of the laser. Fast signal 
averaging using the fast scan, in combination with pump-modulation, provided 
by the EOM, has been proven as a best combination using the high-repetition 
rate laser amplifier [72]. Hence, the use of a fast-scanning system drastically 
improves the signal-to-noise ratio [65]. 
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Figure 5.8: Typical frequency dependent laser amplitude fluctuations [65]. 
 

In our experiment, the differential detection scheme (the signal from the beam 
reflected from the sample's surface is subtracted from the reference beam) and 
averaging on the oscilloscope have been used to achieve high signal-to-noise ratio. 
The shaker operated at a frequency of 10 Hz with maximum displacement 
corresponding to the time delay of 100 ps.  
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5.3 Sample preparation & Measurement procedure  

Single crystals of BaNi2As2 with typical dimensions 2×2×0.5 mm3 were grown by 
self-flux method as described in Chapter 3.4. Prior to the measurement, the 
samples were mechanically freed from the flux and cleaved with a scotch tape 
along the ab-plane. This procedure of removing the surface layer is required since 
the compound oxidizes in air. Afterwards, samples were glued on the cupper 
holder with General Electric Varnish (GE Varnish), to achieve better thermal 
conductivity at low temperatures. Finally, they were mounted on an optical 
cryostat, where they were kept in the vacuum during measurements.  

 

 
 

Figure 5.9: Sample of BaNi2As2 (grey) glued onto the metallic holder with GE 
Varnish.  
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5.4 Results & Analysis  

During the pump-probe optical spectroscopy measurements of BaNi2As2 the 
temperature- and fluence was varied and photoinduced reflectivity was recorded. 
The fluence of the pump beam was varied between 0.1 and 4 mJ/cm2 while the 
probe fluence was about 30 μJ/cm2. Finally, the measured data has been analysed 
by use of OriginLab software. 

 

Figure 5.10 shows the T-dependence of photoinduced transient reflectivity 
R/R(t), recorded upon heating the sample from 10 K to 146 K at a constant 
fluence of F = 0.4 mJ/cm2. Here, clear oscillatory response is observed up to 146 
K with a strong decrease above this temperature [69]. 
 

 

Figure 5.10: In-plane reflectivity traces of BaNi2As2 crystal between 10 and 146 K, 
measured upon heating.  The measurements performed at constant fluence F = 0.4 

mJ/cm2 [69]. 
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To analyse the T-dependence of the oscillatory and the overdamped components, 
the signal has to be decomposed as shown in Figure 5.11 for the data collected at 
10 K. The overdamped components can be fitted by formula [55] 

           (5.12) 

where H(σ, t) presents the Heaviside step function with an effective rise time σ. 
The terms in brackets represent two processes. First is the fast-decaying process 
(of the order 1ps) with amplitude A1, rise time τ1 and the modulation offset B, 
while the second process is taking place on a 10-picosecond timescale with an 
amplitude A2 and rise time τ2, as shown on Fig. 5.11 [69]. 

 

Figure 5.11: Decomposition of the reflectivity ΔR/R at 10 K into overdamped (grey) 
and oscillatory (blue) components. Inset shows the individual overdamped 

components (blue and green line) together with the sum of both (red line) [69]. 
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Fig. 5.12(a) and Fig. 5.12(b) shows the T-dependence of the Fast Fourier 
Transformation (FFT) of the residual signal after subtracting the best fits with 
Eq. (5.12) from the original transient reflectivity. The corresponding FFT spectra 
of the 10 K residual signal (blue curve in Fig. 5.11) is shown by the black line in 
Fig. 5.12(a). Several modes are clearly resolved at low temperatures, but all of 
them are vanishing above 146 K. Especially interesting are the modes, seen in the 
peaks of transient FFT at 1.57 and 2.05 THz [69]. The high frequency modes 
around 6 THz are weak and stronger damped, as observed from their reduced 
amplitude 

 

Figure 5.12: (a) The temperature dependence of FFT, demonstrating the presence of 
several modes at low temperatures (denoted by vertical dotted white lines).                  

(b) Frequency dependent FFT spectra at selected temperatures [69]. 

 

Figure 5.13(a) presents the T- dependence of amplitudes A1, A2, and B, fitted with 
the Eq. (5.12). In CDW systems, the fast decay process (A1,τ1) has been attributed 
to an overdamped collective response of the CDW condensate [48, 61], while the 
slower process (A2,τ2) seems to be responsible for incoherently excited collective 
modes [61]. As both are related to the CDW order, their amplitudes should reflect 
these two processes. Here, structural phase transition temperature TS and lock-in 
transition temperature Tl  are denoted by the vertical dashed and dotted lines. The 
evolution of timescales τ1 and τ2 is shown in Figure 5.13(b).  
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In the commensurate CDW phase up to 110 K, the two timescales show similar 
dependence as in the prototype quasi-1D CDWs [48, 61], with τ1 increasing while 
τ2 decreasing with temperature [48, 61]. As τ1 was shown to be inversely 
proportional to the CDW strength [48, 61], its T dependence is consistent with 
the observed softening of the oscillatory modes. Near Tl , τ1 is reduced and 
remains nearly constant up to 146 K, similarly to frequencies and linewidths of 
the oscillatory modes. On the other hand, τ2 displays an increase for T ≥ Tl , 
although with the increasing temperature signals start to faint [69]. 

 

Figure 5.13: Temperature dependence of amplitudes (a) and relaxation times (b) of the 
electronic response, obtained by fitting the reflectivity transients using Eq. 5.12 [69]. 

Finally, fluence dependent study at constant temperature of 10 K was performed. 
Figure 5.14(a) shows no significant saturation of the overdamped response up to 
the highest fluence. Notably, saturation is commonly observed in fully gaped 
CDW systems, even at lower fluence. Such a saturation is commonly attributed 
to the photoinduced collapse of the CDW gap if the excess electronic energy 
exceeds the condensation energy [50]. Therefore, the absence of such a saturation 
in BaNi2As2 suggests that photoexcited carriers can effectively transfer their 
energy to the lattice just as in the high-temperature metallic phase [27] and thus 
imply absence of the CDW induced gap [13].  
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Nevertheless, the fact that amplitude signals show a strong T-dependence, 
provides strong evidence for the existence of the coupled electronic order. 
Especially the fluence dependence of τ1(F) implies a continuous suppression of 
the underlying electronic order with increasing fluence, providing further support 
to the connection of the fast-decaying component with an overdamped mode, 
which in turn describes the recovery of the electronic part [48, 61]. Furthermore, 
the relaxation timescale τ1 and the collective modes, are affected by the increasing 
excitation density, such as in the prototype CDW systems [50]. Moreover, the 
data in Fig. 5.14(a) clearly shows the sub-linear fluence dependence of the 
oscillatory modes. The most prominent are the strong fluence dependency of τ1 
and softening of the 1.57 THz modes, shown in panels (b) and (c) of Fig. 5.4, 
respectively. Both display similar behaviour to that observed in archetypical CDW 
system K0.3MoO3 [50].  

 

Figure 5.14: (a)Reflectivity transients normalized to excitation fluence in mJ/cm2 at 10 
K. (b) The extracted relaxation timescale τ1  vs F at 10 K. F = 1 mJ/cm2 corresponds 
to the absorbed energy density of about 50 J/cm3. (c) Excitation density dependence 
of the frequencies of 1.57 THz (black) and 2.05 THz (red) modes at 10K [69]. 
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The results presented above clearly demonstrate the existence of CDW collective 
modes in BaNi2As2. The extracted T-dependences of the amplitudes (A1, A2) and 
relaxation rates (τ1,τ2) provide further insights to the relation of CDWs and the 
structural phase transition. While the XRD data [9, 46] show two distinct 
modulations in the tetragonal and triclinic phases, the collective modes show no 
discontinuities at TS. This suggests that commensurate CDW evolves from the 
incommensurate CDW by gaining additional periodicity along the c-axis. The 
sequence of phase transitions suggests a CDW driven nematicity in BaNi2As2 
which may also be linked to the structural phase transition. The temperature and 
fluence dependence of the overdamped response imply the non-existence of an 
associated charge gap. As far as the microscopic origin of the charge instability 
driving the CDW order in BaNi2As2 is concerned, recent photoemission data [33] 
suggest the band reconstruction to be consistent with the proposed orbital 
selective Peierls instability [51]. Such a scenario is also supported by the finding 
of Ni-Ni dimers [46]. 
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Chapter 6 
6. Conclusion 
 

The aim of this thesis was to identify of the signature of collective CDW 
amplitude modes and understand their evolution as a function of temperature 
(across the structural phase transition) and fluence in a BaNi2As2 metallic crystal. 
 

First, Laue diffraction method was used to characterize and determine the 
orientation of the BaNi2As2 crystal in order to further measure the planar 
resistance. Material properties of BaNi2As2 were investigated with resistivity 
measurements at low temperatures and magnetic field, to characterize the sample 
quality by examining the CDW phase transitions. Indeed, the transition 
temperature of our samples is around ≈137 K, which corresponds to the 
transition temperatures reported in the literature. Moreover, the transition of our 
samples is sharp indicating that our samples are high-quality single crystals.  
 

Time-resolved femtosecond optical spectroscopy was a prime experimental 
method of our choice, which enabled us to study formation of the CDW by 
following the response of a system on a perturbation in a controlled environment. 
The parameters we varied during measurements were the sample temperature and 
the excitation fluence of the laser beam in our optical pump-probe spectroscopy 
set-up. From the measured reflectivity as a function of both parameters, we were 
able to extract temperature dependences of the amplitudes of two collective 
modes (A1, A2) and their relaxation rates (τ1,τ2). From there we have concluded 
that the fast decay process (A1,τ1) can be attributed to an overdamped collective 
response of the CDW condensate, while the slower process (A2,τ2) is responsible 
for incoherently excited collective modes. Since, from the temperature 
dependence of the measured reflectivity, they are both related to the CDW order, 
we have clearly demonstrated the existence of CDW collective modes and 
revealed that they continuously evolve from commensurate to incommensurate 
CDW states across the phase transition. It is important to mention that all the 
conclusions in this thesis are in good agreement with previous studies of this 
material. 
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Many phenomena taking place in BaNi2As2 crystalline material remain to be 
uncovered or investigated in greater details. Among those is a possible competing 
between CDW order with superconductivity. In this view, future studies on 
systematic doping and pressure dependency of different physical observables 
(e.g., transport or pulse-probe induced change in reflectivity) may provide 
valuable additional clues to the underlying microscopic interactions. 
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