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I

Abstract

Power semiconductors are integral components in a wide range of applications. As relia-

bility requirements increase due to size reduction and new application fields e.g., in renew-

able power generation, new methods for predicting fatigue damage in such devices become

increasingly important. Among the numerous failure modes that may occur in power semi-

conductors, this thesis addresses the issues of thermo-mechanical induced degradation of

the copper power metallization and through-film crack formation due to cyclic overload

pulses. To address this issue, an existing continuum damage mechanics based physical

lifetime modeling framework is applied, further enhanced and calibrated.

In the existing framework, the local fatigue life is split into two stages, namely damage onset

and damage evolution, which are described by their respective fatigue laws and parameters.

In order to calibrate these parameters, a meaningful comparison between experimental

and simulated results must be established. For this purpose, in addition to an adequate

representation of the experimental loading conditions, methodologies must be developed to

quantify and compare the fatigue damage observed in experiments with those predicted in

simulations.

In a first approach binarized images of fatigue cracks visible on the surface of thermo-

mechanically loaded test devices are used to define a fatigue crack density. This fatigue crack

density is used in conjunction with corresponding simulations to calibrate the parameters

related to damage onset. The influence of locally different maximum temperatures and

mechanical stress concentrators is studied. Furthermore, the experimental results reveal
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that distinct fatigue cracks also form away from stress concentrators, which is not yet well

represented by the original simulation framework.

To address this finding, a concept is presented that introduces information about the mi-

crostructure into the original framework while keeping the effort for modeling and meshing

within reasonable bounds. To better represent experimental results, information about the

microstructure in the form of the misorientation angles at triple junctions is introduced as

a parameter describing the local susceptibility to void nucleation. The influence of this pa-

rameter on the development of fatigue cracks is studied and discussed. In order to calibrate

the enhanced fatigue modeling framework, a second comparison method is presented that

matches the density of distinct fatigue cracks as seen in cross-sectional scanning electron

microscope images with their simulated representations. Using this comparison method, a

parameter study provides a well-fitting set of parameters for the fatigue laws employed.

Finally, the calibrated framework is applied to larger structures featuring more realistic

boundary conditions. The results are promising, regarding the positions of the predicted

fatigue cracks and the associated load cycle numbers. While further research for a broader

range of loading conditions is needed to verify the feasibility of the framework, the work

presented here is an important step in the development of a physical lifetime model for

power semiconductor devices.
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Kurzfassung

Leistungshalbleiter sind integrale Bestandteile in einer Vielzahl von Geräten und Bauteilen.

Da die Anforderungen an die Zuverlässigkeit von Leistungshalbleitern aufgrund sinkender

Bauteilgrößen und neuer Anwendungsbereiche, z. B. in der erneuerbaren Energieerzeugung,

steigen, werden neue Methoden zur Vorhersage von Ermüdungsschäden immer wichtiger.

Unter den zahlreichen Versagensarten, die in Leistungshalbleitern auftreten können, befasst

sich diese Arbeit mit der thermomechanisch induzierten Rissbildung in einer Kupfermetal-

lisierungsschicht aufgrund zyklischer Überlastungsimpulse. Um dieses Problem numerisch

beschreiben zu können, wird ein bestehendes, auf Kontinuums-Schädigungsmechanik ba-

sierendes physikalisches Lebensdauermodell angewandt, verbessert und kalibriert.

Im diesem Lebensdauermodell wird die lokale Ermüdungslebensdauer in zwei Phasen un-

terteilt, und zwar in jene der Initiierung und in jene der Ausbreitung der Schädigung. Beide

Phasen werden durch ihre jeweiligen Ermüdungsgesetze und Parameter beschrieben. Um

diese Parameter zu kalibrieren, muss ein aussagekräftiger Vergleich zwischen experimentel-

len und simulierten Ergebnissen hergestellt werden. Dafür müssen, neben einer adäquaten

Darstellung der experimentellen Belastungsbedingungen, auch Methoden entwickelt wer-

den, um die in Experimenten beobachteten Ermüdungsschäden zu quantifizieren, und um

diese mit den in Simulationen vorhergesagten Ergebnissen vergleichen zu können.

In einem ersten Ansatz werden Binärbilder von Ermüdungsrissen, sichtbar auf der Ober-

fläche von thermomechanisch belasteten Prüfbauteilen, zur Bestimmung einer Ermüdungs-

rissdichte verwendet. Diese Ermüdungsrissdichte wird in Verbindung mit entsprechenden

Simulationen herangezogen, um die Parameter des Modells zur Initierung zu kalibrieren.
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Außerdem wird der Einfluss von lokal unterschiedlichen Maximaltemperaturen und mecha-

nischen Spannungskonzentratoren wird untersucht. Die experimentellen Ergebnisse zeigen,

dass sich ausgeprägte Ermüdungsrisse auch abseits von Spannungskonzentratoren bilden,

was durch das ursprüngliche physikalische Lebensdauermodell nicht wiedergegeben werden

kann.

Um dieses Problem zu beheben, wird ein Konzept vorgestellt, das Informationen über die

Mikrostruktur in das ursprüngliche Modell einführt und gleichzeitig den Simulationsauf-

wand in einem vertretbaren Rahmen hält. Hierbei wird die Orientierung der Korngrenzen an

den Triplepunkten verwendet, um einen Parameter zu definieren, der die lokale Anfälligkeit

für Porenbildung beschreibt. Der Einfluss dieses Parameters auf die vorhergesagte Entste-

hung von Ermüdungsrissen wird untersucht und diskutiert.

Um diesen verbesserten Ansatz zu kalibrieren, wird eine zweite Vergleichsmethode vor-

gestellt, mit welcher die Anzahl der in Querschnittsbildern detektierten Ermüdungsrisse,

mit Simulationsergebnissen verglichen wird. Unter Verwendung dieser Methode liefert eine

Parameterstudie einen passenden Satz von Parametern für das verwendete Lebensdauer-

modell.

Schließlich wird das kalibrierte Modell auf größere Strukturen mit realistischeren Randbe-

dingungen angewandt. Die Ergebnisse sind vielversprechend, was die Positionen der vor-

hergesagten Ermüdungsrisse und die damit verbundenen Lastwechselzahlen betrifft Obwohl

weitere Untersuchungen für einen breiteren Bereich von Belastungsbedingungen erforderlich

sind, um die Anwendbarkeit des hier präsentierten Ansatzes zu überprüfen, ist dieser ein

wichtiger Schritt in der Entwicklung eines umfassenden physikalischen Lebensdauermodells

für Leistungshalbleiterbauelemente.



V

Notations

Abbreviations

2D . . . Two–Dimensional

3D . . . Three–Dimensional

Al . . . Aluminum

APC . . . Active Power Cycling

APDL . . . ANSYS Parametric Design Language

CDM . . . Continuum Damage Mechanics

CTE . . . Coefficient of Thermal Expansion

Cu . . . Copper

DMOS . . . Double–diffused Metal–Oxide–Semiconductor

DMOSFET . . . Double–diffused Metal–Oxide–Semiconductor Field–Effect Transistor

DUT . . . Device Under Test

EBSD . . . Electron Backscatter Diffraction

ELM . . . Empirical Lifetime Model

FEM . . . Finite Element Method

FIB . . . Focused Ion Beam Technique

FIP . . . Fatigue Indicator Parameter

FS . . . Fatemi–Socie

HCF . . . High Cycle Fatigue

IGBT . . . Insulated–Gate Bipolar Transistors

KAI . . . Kompetenzzentrum Automobil- und Industrieelektronik GmbH

LCF . . . Low Cycle Fatigue

PLM . . . Physics-of-failure Lifetime Model

MCC . . . Minimum Circumscribed Circle

MDM . . . Maximum Damage Method

MOSFET . . . Metal–Oxide–Semiconductor Field–Effect Transistor



VI NOTATIONS

MSE . . . Mean Squared Error

SEM . . . Scanning Electron Microscope

Si . . . Silicon

SiO2 . . . Silicon Dioxide

SiN . . . Silicon Nitride

SWT . . . Smith–Watson–Topper

TMF . . . Thermo–Mechanical Fatigue

Symbols of recurring Latin Letters

aφ . . . constant of the function describing the susceptibility of damage due

to misorientation angles

bγ . . . shear fatigue strength exponent

bφ . . . constant of the function describing the susceptibility of damage due

to misorientation angles

c . . . specific heat capacity

cγ . . . shear fatigue ductility exponent

c∗γ . . . calibrated shear fatigue ductility exponent

C1 . . . plasticity parameter for the Chaboche kinematic hardening model

dexpsurf . . . experimental surface damage variable

dsimsurf . . . simulated surface damage variable

DE . . . damage evolution variable

Dmean = Dsim
mean mean damage evolution variable of a cross-section

DO . . . damage onset variable

Dexp
surf . . . normalized experimental surface damage variable

Dsim
surf . . . normalized simulated surface damage variable

D̄ = D̄sim . . . mean of multiple Dsim
mean variables

D̄exp . . . mean experimental cross-section damage variable

D̄exp
cl . . . mean experimental crack-length per area

D̄exp
msh . . . D̄exp variable after mesh size adjustment

D̄exp
skl . . . D̄exp variable after skeletonization

D̄sim
cl . . . mean simulated crack-length per area

D̄sim
skl . . . D̄sim variable after skeletonization

ed,skel . . . number of elements which are counted as damaged after the skeletonization

E, Ei . . . Young’s moduli



NOTATIONS VII

�E, �Ei . . . Young’s moduli of the damaged material

g . . . least square error estimate

G, Gij . . . shear moduli

l . . . characteristic element length

n . . . number of data points for MSE

ni . . . number of cycles in a load block i

N . . . load cycle number

NE . . . number of cycles in the damage evolution stage

NF . . . total fatigue life (number of cycles to fatigue failure)

NN . . . total number of cycles for local material failure

NO . . . number of cycles until damage onset

N exp . . . load cycle number at which damage in an experimental cross-section image is evaluated

P (t)Poly . . . power introduced into the polysilicon

q̇V (t) . . . volumetric heat generation rate

r . . . shape value of the function describing the susceptibility of damage due to misorientation angles

s . . . parameter describing the susceptibility of the material to the formation of voids

sφ . . . s parameter based on misorientation angle

stp . . . s parameter of triple junction

selem . . . s parameter of element

px . . . pixels in an experimental cross-section image

pxd . . . pixels classified as damaged in an experimental cross-section image

t . . . time

Texp . . . experimentally measured temperature at the temperature sensor

TB . . . base temperature during poly-heater experiments

Tbottom . . . boundary temperature at bottom nodes

TP . . . peak temperature during poly-heater experiments

Tsim . . . simulated temperature at the temperature sensor

VPoly . . . volume of the polysilicon

∆w . . . inelastic strain energy density

∆wmod . . . modified inelastic strain energy density accounting for the hydrostatic pressure

∆W . . . strain energy of all elements during one cycle

δWi,i−1 . . . dissipated strain energy between two consecutive LCs

xi . . . position of the experimental data points in the surface analysis



VIII NOTATIONS

Symbols of recurring Greek Letters

α . . . coefficient used to adjust the inelastic strain energy

γ′f . . . shear fatigue ductility coefficient

γ∗f . . . calibrated shear fatigue ductility coefficient

γ1 . . . plasticity parameter for the Chaboche material model

∆γmax . . . maximum shear strain amplitude

ε . . . total strain tensor

κ1, κ2 . . . material parameters of the modified damage evolution law

κ . . . material property in the FS criterion

λ . . . thermal conductivity

µGauss . . . Gauss mean or expectation of the distribution

ν, νij . . . Poisson’s ratios

ρ . . . density

σGauss . . . Gauss standard deviation

σmax
H . . . maximum hydrostatic pressure

σmax
n . . . maximum normal stress acting on the plane of ∆γmax

σY . . . yield stress in the FS fatigue law

σY,chab . . . yield stress in the Chaboche model

σ . . . Cauchy stress tensor

τ ′f . . . shear fatigue strength coefficient

φ . . . misorientation angle



1

Chapter 1

Introduction

1.1 Motivation

The topic of energy efficiency and sustainable energy consumption is gaining more and more

importance in today’s world, where the effects of climate change are omnipresent. While a

switch to renewable energy sources and an overall reduction of CO2 emissions is inevitable

and also recognized in modern society and governmental policies, a decrease of carbon

footprint through the use of more energy-efficient systems is often overlooked [78]. Power

semiconductors, responsible for controlling, converting, and conditioning energy, play an

important role in improving energy efficiency [11, 49, 92, 97]. Power semiconductors can be

found in most electronic devices [41], with some studies estimating that more than 70% of

electricity is processed through power semiconductor devices [102]. Given the trend towards

smart grid solutions, this number is expected to increase and the power semiconductor

market is expected to grow further [56, 65].

With such high demand across a wide range of applications, it is obvious that the reliability

of power semiconductor devices is a topic of great relevance [23, 101], with standardized

tests having been established for common silicon (Si) device technologies over the past

decades [57]. Nevertheless, requirements for reliability increase due to multiple reasons.

For example, the use of power semiconductor devices in the field of regenerative power
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generation (wind turbines and photovoltaic systems) places new and higher demands on

the devices employed [4, 13, 58]. Furthermore, newer generations of power semiconductors

are designed to operate at higher power densities, which places additional stress onto the

devices.

The causes which can lead to reliability issues are manifold and range from Thermo-

Mechanical Fatigue (TMF) [107], humidity-induced failure [53], to cosmic ray failures [109].

From all reliability issues, TMF is reported to be the most critical one [23]. The main cause

for TMF is power dissipation during overload pulses, which lead to high temperatures in the

devices. Due to different coefficients of thermal expansion (CTE) of the employed materials,

this leads to high thermal stresses and strains.

The most common method for experimentally quantifying TMF and determining the life-

time of power semiconductor devices are Active Power Cycling (APC) tests [30, 31, 40,

57, 88]. During these tests, a current is passed through the devices that mimics realistic

stress states. In [57], three main failure mechanisms caused by TMF and observed in APC

tests are distinguished: (i) Bond wire degradation, (ii) reconstruction or degradation of the

metallization layer, and (iii) solder fatigue. Additionally, fatigue delamination between the

various layers of the semiconductor devices is observed, e.g. [32, 42, 60, 62, 79, 87, 99, 100].

While for insulated–gate bipolar transistors (IGBT) the predominant failure modes are al-

ready well studied, the failure modes of metal–oxide–semiconductor field–effect transistors

(MOSFET) devices and double-diffused MOSFET (DMOSFET) are analyzed in fewer pub-

lications [21]. In IGBT devices solder joint fatigue and bond wire degradation are most

reported in the literature [9, 38, 54, 55, 107, 108] whereas for DMOSFET devices, degra-

dation and fatigue crack propagation in the source metallization layer is one of the most

important reliability issues to be addressed [63]. A schematic representation of a DMOS-

FET device is shown in Figure 1.1 together with a Scanning Electron Microscope (SEM)

image depicting fatigue cracks in the metallization layer.

Most commonly the reliability of power semiconductors is quantified and described by

the means of Coffin-Manson law type lifetime predictions based on APC experiment and
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statistics. A wide range of similar modeling approaches of this type have been proposed,

all relating temperature swings and average device temperatures to the number of cycles

to failure [30, 54]. The individual modeling approaches differ in the number of additional

influencing factors included. Such Empirical Lifetime Models (ELMs) have been a sufficient

way to predict the lifetime of products for a long time, but due to the aforementioned

increasing demands on power semiconductors, new ways to describe and predict the fatigue

life are sought after. The main problem of the most commonly used ELMs is that they do

not differentiate between the different failure modes. While there are some ELMs calibrated

and designed to give cycle to failure numbers for specific failure modes [39, 85], the need

to reliably predict the progression of these failure modes has led to the development of

so-called Physics-of-failure Lifetime Models (PLM). In contrast to ELMs which are based

on experiments and statistics, PLMs aim to simulate the failure number within a numerical

Figure 1.1: Schematic representation of the different parts of a power semiconductor de-
vice and SEM image highlighting fatigue damage in the Cu metallization
layer. (Taken and modified from [47, 93])
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framework based on constitutive laws and the stress and strain response due to the thermal

loading. However, these models are also not entirely independent of experimental results as

the parameters of such models need to be calibrated based on experimental results. There

are significant challenges associated with these types of models, such as the complex nature

of the fatigue failure modes, the accurate material characterization necessary for all layers

of the devices, and the non-standardized calibration of material parameters. Nevertheless,

well-formulated and calibrated PLMs give additional insights into the fatigue behavior and

allow predictions for different loading scenarios and boundary conditions.

This work focuses on PLMs for simulating the formation and propagation of fatigue cracks

in the copper-source metallization layer of DMOSFET devices. The Copper (Cu) metal-

lization layer acts not only as an electrical connection but also as a heat sink [10, 69]. Its

heat dissipation capabilities are important to prevent that repeated power pulses lead to

thermal runaway and subsequent overheating of the Si chip [80]. Material degradation and

crack formation in the Cu metallization can impede the heat conductivity of the material.

Especially, through-film cracks can act as free-edges for the initiation of delamination [28]

between the metallization and the underlying layers. This in turn can lead to the forma-

tion of hot-spot areas in the Si, causing device failure [17, 18, 76]. A PLM which reliably

predicts weak spots and the number of cycles until through-film cracks appear can help in

the design of more reliable products and save costs in the process.

1.2 State of the art

Since the general field of reliability analyses of power semiconductors is too extensive to

be covered here, this section focuses on relevant studies regarding the analysis of fatigue

damage in the Cu metallization layer of DMOSFET devices. A number of PhD theses

have been published as more or less direct precursors to this thesis. In [46] nonlinear

elector-thermal analyses of semiconductor devices have been conducted focusing on mate-

rial characterization, where a good agreement between experimental and numerical results

has been achieved. Further electro-thermal simulations of test devices have been conducted
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in [22, 44], including comparison with experimental results obtained by infrared tomog-

raphy. The simulation aspect of this work concentrates on homogenization concepts and

the modeling of non-matching grid interfaces. It has been shown that these modeling ap-

proaches have the potential to overcome multiscale complexity restrictions. In [16] the

focus has been on electro-thermal simulation concepts. Among other results, this work also

highlights how cracks in the metallization layer cause the formation of hot spots. Further

numerical studies (as well as experimental ones) have been conducted in [75], including

the modeling of fatigue degradation of the solder layer. Extensive experimental analyses of

thermo-mechanical Cu film fatigue are presented in [10], with emphasis on the influence of

inorganic residues.

Important experimental analysis of Cu metallization layers have been published in [1, 2,

66, 67, 70, 90, 98]. Therein, so-called poly-heater device studies are presented, focusing

mostly on the formation of fatigue damage in the bulk material of the copper metallization

layer. The main features of poly-heater devices are the name giving poly-silicon resistor

layers which are used to perform fast in situ heating. In [50] such studies are additionally

accompanied by numerical simulations to verify experimentally measured temperatures.

Additional studies of micron-sized Cu structures have been published in [82, 105, 106]. Here,

mechanical studies of thin-film Cu structures are performed in the low cycle fatigue (LCF)

and high cycle fatigue (HCF) regime and the resulting loss of material integrity is described

and discussed. Due to the fact that Aluminum (AL) metallization layers exhibit similar

aging and degradation behavior to Cu metallization layers, it is important to reference

studies such as [20, 77, 81]. Only a few physical lifetime analyses of Cu metallization layers

have been published, many of them being preceding studies to this work [33, 34, 47, 48, 91,

93–96].

Here, the two theses [47, 93] should be highlighted, which form the cornerstones of the

present work. In [47] various Continuum Damage Mechanics (CDM) based Fatigue Indica-

tor Parameters (FIP) have been reviewed and applied to a submodel of a DMOS device,

showing that cracks initiate at the position of mechanical stress concentrators. Addition-

ally, a fatigue delamination propagation modeling method utilizing a cohesive zone modeling
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approach has been discussed. Both approaches show good agreement with experimentally

observed crack nucleation sites. In [93] the fatigue indicator parameters have been utilized

to model fatigue onset and fatigue damage evolution in the bulk metallization. Further-

more, the cohesive zone modeling approach has been reworked to be able to be calibrated

and model inter film delamination.

For [47, 93] a comparison with TMF experiments and a calibration of the required material

parameters has been out of scope. Moreover, the initiation of fatigue damage modeled by the

approach presented in [93] is strongly dependent on mechanical stress concentrators while

experiments also show fatigue cracks that form in the absence of such stress concentrators.

1.3 Scope of the present work

The overall goal of the present work is to model fatigue damage in the Cu metallization

layer within the framework of the Finite Element Method (FEM). For this purpose, the

existing frameworks presented in [47, 93] are being utilized and extended. Methodologies

are developed for comparing the results of numerical analyses with those of experimental

ones. Based on such comparisons, the parameters of the fatigue modeling framework are

calibrated. To achieve these objectives, several aspects have to be considered, which make

modeling fatigue damage in semiconductors a challenging task.

• Inhomogeneous temperature fields: Fatigue damage in power semiconductor

devices is the result of complex electro-thermo-mechanical interactions. The general

influence of the temperature on the fatigue damage has been researched quite well

but the influence of locally different temperatures in one device is a relatively novel

topic [91]. To model the occurring thermal gradients, it is necessary to adequately

represent the thermal loading conditions.

• Comparison with experiments: For the calibration of physical fatigue damage

models, standardized experimental procedures are used in most cases, which allow

the fatigue crack propagation to be observed in situ. In the case of metallization
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degradation, neither standardized experimental testing procedures are available, nor is

the fatigue damage onset and evolution inside the metallization layer easily observable.

• Influence of the microstructure and device size: The fatigue damage in the

metallization layer is similar in scale to the grain size of the Cu, which implies that

the microstructure plays a role in the fatigue life. This must be reflected to some

extent by the modeling approach. However, computational requirements should be

reasonable, since a modeling approach is desired that can also be used in simulations

of larger structures.

1.4 Outline of the thesis

Chapter 2 provides a brief overview of the fatigue damage modeling framework developed

in [47, 93].

In Chapter 3 the modeling approach presented in Chapter 2 is extended to model fatigue

damage under transient thermal loading conditions. A study of a cluster of multiple DMOS

cell-like structures is presented, which highlights the influence of lateral thermal gradients.

Chapter 4 focuses on the formation of fatigue damage visible on the surface of poly-heater

test devices and its numerical prediction. A strategy for calibrating material parameters

of the numerical fatigue approach using experimental results from TMF experiments is

presented here and predictions about fatigue damage in a second device are made.

Chapter 5 presents a novel concept of introducing information of the microstructural de-

scriptors into the fatigue modeling framework. The misorientation angles at the position

of triple junctions are used to define weak spots in the bulk material. In addition, a pre-

liminary parameter study is being conducted.

In Chapter 6 results of the extended fatigue modeling framework introduced in Chapter 5 are

compared to experimental results obtained by poly-heater power cycling. For this purpose,

the amount of fatigue damage visible in cross-sections is quantified in terms of crack length

per area. The results are used for calibrating parameters of the fatigue modeling framework.
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Finally, in Chapter 7 the results are summarized and a brief outlook into possible future

work is given.
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Chapter 2

Theoretical Background

2.1 Introduction

This chapter provides a brief overview of the Continuum Damage Mechanics (CDM) based

bulk fatigue damage modeling framework developed in [93] which is a succession to the Fa-

tigue Indicator Parameter (FIP) studies presented in [47]. For a more detailed explanation

of the framework, please refer to [93].

The goal of the present work is to predict fatigue damage in metallization layers of power

semiconductor devices. In modern applications, these layers are usually made of fine-grained

Cu and have a thickness of several micrometers. The main causes for the formation of

fatigue cracks in these layers are stresses and strains due to thermal heat up during repeated

overload pulses and the different coefficients of thermal expansion of the Cu metallization

and the underlying layers. This type of loading leads to complex multiaxial stress and strain

conditions, which pose a significant challenge for the physical prediction of fatigue damage

in metallization layers. While uniaxial lifetime-models work in cases where the principle

axes of stresses and strains are consistent in their orientation throughout the whole fatigue

life, it is assumed that the multiaxiality of the stress and strain states introduced by TMF

loading conditions is too pronounced to make usage of such models. Various multiaxial

fatigue models have been proposed in the literature [12, 25, 89] to account for such loading
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conditions, whereby it depends on the material response which model is suitable for a

specific load case.

In general, repeated cyclic loading can result in a pure elastic response, linear elastic shake-

down, stabilized plastic cycling, or plastic ratcheting. The loading scenario of overload

pulses is characterized by very high temperatures during very short time periods. The

temperatures are high enough to induce thermal stresses that cause plastic deformation

in the metallization layer, but the time periods are too short for significant plastic creep.

Therefore, the material response is characterized by stabilized plastic cycles which evolve

as fatigue damage progresses. This material response is characteristic for LCF [8].

The well-accepted theory of Brown [12] states that in case of complex LCF loading situa-

tions, it is advantageous to split the local fatigue life into two stages. Stage I is the part

of the fatigue life, characterized by void accumulation at grain boundaries and the nucle-

ation of microcracks. The driving forces are shear strains acting at critical crystal planes.

These microcracks or voids are too small to cause measurable degradation of the material

on structural level. During Stage II the microcracks and voids begin to grow significantly

and coalesce into larger macrocracks that eventually compromise the local integrity of the

material. These two stages of local fatigue life can be summarized as the fatigue crack

initiation.

The two stages of fatigue life are also reflected in the CDM based fatigue modeling frame-

work presented in [93]. To address the two stages, phenomenological fatigue damage criteria

are used. To capture Stage I, subsequently called damage onset, a Fatemi–Socie (FS) criti-

cal plane criterion is employed. The evolution of damage during Stage II is captured using

a standard damage evolution law based on the inelastic strain energy density as a driving

force.

Damage onset and damage evolution are evaluated locally for each material point of interest,

where the lifetime of each material point can be described as

NN = NO +NE (2.1)
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with NN being the total number of load cycles until local material failure occurs, NO the

number of cycles until damage onset i.e. a microcrack of a certain size has nucleated, and

NE is the number of load cycles for damage evolution until the material is fully damaged.

2.2 Damage onset

Fatemi-Socie critical plane criterion

The FS critical plane criterion is employed to describe damage onset. This criterion is used

because its formulation is based on the shear strain amplitude, which is considered to be

the driving force for Stage I fatigue cracking [12]. The FS FIP [26] for a given fatigue life

is originally expressed as

∆γmax

2

�
1 + κ

σmax
n

σY

�
= constant (2.2)

where ∆γmax is the maximum shear strain amplitude and σmax
n is the maximum normal

stress on the ∆γmax plane. The material properties σY and κ are the yield stress of

the material and a material property describing the influence of the normal stress on the

fatigue damage, respectively. The critical plane is defined here as the plane experiencing

the maximum shear strain amplitude.

Commonly, the FS fatigue criterion is formulated in the traditional strain-life equation

format [25]

∆γmax

2

�
1 + κ

σmax
n

σY

�
=

τ ′f
G
(2NF)

bγ� �� �
HCF

+ γ′f(2NF)
cγ� �� �

LCF

(2.3)

with a Basquin’s equation term for HCF and a Coffin-Manson term for LFC on the right

side. The parameter G is the shear modulus, τ ′f and bγ denotes the fatigue strength co-

efficient and exponent, respectively and γ′f and cγ are the fatigue ductility coefficient and

exponent, respectively. Generally, NF describes the number of cycles until a certain ”fail-

ure” criterion is reached. Because in the given framework the FS criterion is used to describe
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the number of cycles for damage onset, NF is replaced by NO which describes the number

of cycles until microcracks grow to a certain size and damage evolution sets in.

Since variable amplitude loading and also possible load direction changes are to be expected

in case of power semiconductor TMF, the critical plane is not defined to be the plane

experiencing the maximum shear strain amplitude ∆γmax. Instead, it is defined as the

plane experiencing the highest FIP value as proposed in [7] as the Maximum Damage

Method (MDM). It reads

�
∆γ

2

�
1 + κ

σmax
n

σY

�
� �� �

FIP

�
max

=
τ ′f
G
(2NO)

bγ� �� �
HCF

+ γ′f(2NO)
cγ� �� �

LCF

. (2.4)

The scope of the framework is in the range of LCF with large plastic deformations, therefore

the HCF-Basquin part of the equation (2.4) is neglected and only the LCF-Coffin-Manson

part is used subsequently. Although the cycle number for damage onset, NO, can be

calculated directly with this simplification, it is not a straightforward task. The critical

plane is not known a priori and has to be determined from all planes considered, which is

a computationally intensive task. The mathematical procedure of identifying the critical

plane is described in detail in [47, 93] and only a brief summary of the procedure is given

here.

From the infinite number of possible critical planes, a finite number of planes j are consid-

ered as possible critical planes. These planes are oriented in an icosahedral discretization

of a hemisphere. For each of them the individual maximal FIP is calculated. In this case,

the FS criterion reads as

max
j

��
∆γ

2

�
1 + κ

σmax
n

σY

��
j


= γ′f(2 · (j)(NO))

cγ , (2.5)

whereas j indicates the considered plane. Since the loading is in general non-proportional,

∆γ can not be calculated directly, and has to be obtained solving a non-trivial optimization

problem. In the implementation of the framework in [93] the Minimum Circumscribed Circle

(MCC) method is utilized as proposed in [73].
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If the loading conditions changes during APC, Equation (2.5) has to be used together with

a damage accumulation rule to determine the critical plane. In the following, a linear

Palmgrem-Miner damage accumulation [64, 72] rule is employed given as

(j)DO =

m�
i=1

ni

(j)(NO)i
, (2.6)

where j indicates again the considered plane and i the sequence of m load blocks. (j)(NO)i

is calculated from Equation (2.5) and corresponds to the number of cycles until fatigue

damage onset for load block i and the considered plane j. The number of load cycles of

each individual load block is denoted by ni. The resulting damage variable (j)DO describes

the damage onset status of each individual plane. When

max
j

�
(j)DO

�
= 1 , (2.7)

is reached, the critical plane is identified being the one first reaching this criterion, and the

damage onset criterion is fulfilled.

2.3 Damage evolution

After the damage onset criterion is fulfilled and the damage onset variable DO has reached 1

in the critical plane, damage evolution starts. Damage evolution is defined to be the growth

and coalescence of microcracks that lead to a loss of local material integrity. To model this

part of the fatigue life, an energy-based fatigue criterion is used in the modeling framework

proposed in [93]. Such criteria have been shown to provide a reasonable prediction damage

evolution for TMF problems [24, 29, 36, 104].

The basis for such an approach is the specific inelastic strain energy dissipated in one

stabilized cycle [27], which is calculated as

∆w =

�
1 cycle

σ : ε̇ dt , (2.8)
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where σ is the stress tensor, ε̇ the rate of the strain tensor and t is the total time of one

cycle.

Modifications for ∆w have been proposed in the literature [59, 74] to account for different

factors which can have an impact on the fatigue life, e.g. corrections for mean stress effects.

The framework proposed in [93] utilizes the modification introduced in [3] which accounts

for the hydrostatic pressure, reading

∆wmod = ∆w + ασmax
H , (2.9)

with α being a material property which has to be obtained from experiments and σmax
H

being the maximum hydrostatic pressure. The damage evolution is defined by a damage

variable DE calculated with a standard damage evolution law as used in commercial FEM

software. Based on the work of [14, 52] the damage evolution law is formulated as

dDE

dN
=

κ1
l
(∆wmod)

κ2 . (2.10)

where l is the characteristic element length and κ1 and κ2 are material parameters. The

damage evolution variable DE can then be obtained by integration of Equation (2.10) as

DE =

N�
NO

κ1
l
(∆wmod)

κ2dN . (2.11)

The number of cycles from the beginning of damage evolution (DO = 1, DE = 0) until a

predicted loss of material integrity (DO = 1, DE = 1) is NE. In CDM the meaning of the

damage variable DE is a reduction of material integrity, while the physical meaning is the

growth of microcracks. There are many approaches how the damage variable influences

the effective material properties. Theoretically, anisotropic damage modeling would be

favorable in combination with the critical plane obtained during the damage onset as the

orientation of the anisotropy can be based on the orientation of the critical plane. Further

details on anisotropic damage modeling and preliminary numerical studies are presented in
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[93] following [68]. Due to the a priori unknown orientation of the critical planes, such an

approach cannot be easily implemented.

In this work a in [93] stated simplified isotropic damage model is utilized in which the

effective elastic engineering parameter reads

�E = (1−DE)
2E, (2.12)

with other material parameters such as thermal conductivity, density and the yield stress

of the material being reduced equivalently. The Poisson’s ratio, the CTE and the heat

capacity are not impeded by the progressing damage.

2.3.1 Numerical implementation

The fatigue modeling approach has been implemented in the framework of Ansys APDL

v20.2. The fatigue simulation is performed using element stress and strain values calculated

as the average of the nodal values. This means the smallest damaged entities are whole

elements for which the material degradation is realized as a change of material cards. The

fatigue simulation is based on stabilized plastic cycles. The stabilized cycles are identified

by monitoring two consecutive cycles and calculating the change in dissipated inelastic

strain energy density as

δWi,i−1 =
∆Wi −∆Wi−1

∆Wi−1
(2.13)

with ∆Wi and ∆Wi−1 being the dissipated inelastic strain energy density of all elements

considered in the fatigue framework during the two consecutive cycles (i − 1) and (i),

respectively. If δWi,i−1 is lower or equal to a threshold value of 1%, a stabilized cycle is

assumed and the fatigue simulation is initialized for all respective elements.

Although only LCF is considered in the simulation framework, it must be expected that

several thousand cycles have to be simulated to model TMF in power semiconductors. This

makes a cycle-by-cycle simulation not feasible, therefore a cycle jump technique has been
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implemented in [93]. The cycle jump approach is based on the one described in [15] and

explained more in detail in [93].
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Chapter 3

Transient Thermo-mechanical Bulk

Fatigue

3.1 Introduction

While the in Chapter 2 presented approach has been applied to mechanical fatigue problems

[94] and to simplified submodels of thermo-mechanical loaded DMOSFET cells [95], it has

not yet been tested together with non-uniform thermal loads. Such non-uniform thermal

loads can lead to lateral thermal gradients within the device, which influence the fatigue

behavior [91].

In this chapter, the existing framework is extended towards transient thermal loading con-

ditions. The transient thermal and mechanical fields are treated in a sequentially coupled

analysis that allows to be capture the effects of developing fatigue damage on the thermal

fields. This enables the investigation of clusters of multiple DMOS cell-like features with

lateral thermal gradients. Shielding effects and the influence of non-trivial thermal bound-

ary conditions on the formation and propagation of fatigue cracks are investigated in such

arrangements. This chapter is based on Hoffmann et al. 2020 [33].
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3.2 Transient thermal loading

The CDM framework as presented in Chapter 2 allows to model fatigue damage under

cyclic thermo-mechanical loading, where the thermal loads have to be specified by a set of

predefined temperature fields. In order to be able to model the complex thermal loading

conditions occurring in semiconductors, the framework has to be extended. Since time-

dependent material behavior such as viscoplasticity is not considered in the current state

and only one-sided coupling from the thermal to the mechanical fields is assumed, weak

thermo-mechanical coupling is employed, as presented in Figure 3.1. The transient thermal

analysis is conducted based on the material properties, the geometry, the given power pulse,

and the boundary conditions. The spatial temperature fields are obtained for any time

point in the load history. These temperature fields are subsequently used as temperature

boundary conditions in the mechanical analysis, which is performed quasi-statically for each

given time step of the transient analysis. Based on the mechanical analysis, the fatigue

damage calculation can be conducted as explained in Chapter 2.

With this extension, it is possible to apply thermal boundary conditions that more re-

alistically represent the thermal loading of a power semiconductor device. Heat can be

Start geometry,
boundary conditions

Material properties,

Transient thermal
analysis

Nodal temperatures

Stabilized 
cycle?

Damage calculation
Stop

criteria Stop
Yes YesNo

No

analysis

Figure 3.1: Simplified representation of the simulation procedure featuring the transient
thermal loading conditions.
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introduced into the system with a time-dependent power density equal to the thermal en-

ergy dissipation in the chip during APC. It is emphasized, that this also allows to capture

the influence of propagating fatigue cracks on the temperature fields in a more realistic man-

ner. With each increase in fatigue damage, the previously calculated temperature fields are

outdated and the transient thermal analysis has to be redone under consideration of the

evolving fatigue damage. With the updated temperature fields, a new mechanical analysis

is conducted and the search for a stabilized cycle starts again.

3.3 Application

As representative examples, arrangements of DMOS cell-like features (see Figure 3.2) are

used to show the capabilities of the framework. The complicated geometry of the DMOS

cells is simplified since the goal of the studies presented in this chapter is not to predict the

behavior of actual devices but to study the influence of theoretical lateral thermal gradients.

A two-dimensional (2D) generic geometry is chosen for the FEM simulation, see Figure 3.2.

Eight DMOS cell-like features consisting of a Cu metallization layer and an Si substrate,

subsequently called segments, are modeled. A part of the Si substrate acts as an active

Figure 3.2: Schematic representation of the DMOS cell-like features (a). The volumetric
heat generation rate q̇V (t) in the power layer during one active cycle and the
nodal temperature at the interface of the undamaged model (b).
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Table 3.1: Dimensions of the model given in µm

a b c d e f g h r1 r2

21.7 3.2 5.1 5 30 12.8 3.8 1.9 1 1

Table 3.2: Estimated fatigue properties for Cu

κ γ′f cγ α κ1 κ2

1 0.75 −0.45 0.0006 1.9 10−6mm
cycle (MPa)κ2 0.45

power layer that introduces thermal energy into the system. The dimensions are given in

Table 3.1. A mesh consisting of isoparametric, linear interpolated, fully integrated, four

noded, plane strain elements is used for discretization. The element size (edge length) is

around 0.9 µm in the metallization layer and generally coarser in the Si substrate. It has

to be mentioned that the mesh in the Cu layer is not regular, which means that there are

small differences between the meshes of the individual segments. Material data for Si and

Cu is taken from [94] and [47], and is summarized in Appendix A. The material properties

of Si are given in Tables A.1 and A.2 and represent the material properties of a standard

(100) silicon wafer which has the principle axes aligned with the crystal direction [100],

[010], and [001]. For the given model, it is assumed that these axes are in turn aligned with

the model axes x1−x2−x3, see Figure 3.2. For the Cu metallization layer, the temperature

independent elastic and thermal properties are defined in Table A.3. The plastic behavior is

described using a temperature dependent Chaboche model. The corresponding parameters

are listed in Table A.4. The whole model is assumed to be stress-free at room temperature,

i.e. at T = 293K, which is also the reference temperature for the CTEs. The required

input parameters for the CDM fatigue framework have been determined in [95], based on

micro cantilever experiments (see [105]). The properties are summarized in Table 3.2.

To highlight the capabilities of the modeling approach, different cluster configurations are

presented, see Figure 3.3. These configurations do not represent the actual geometry and

loading conditions of a semiconductor device, but are merely numerical test cases. All

configurations have the same mechanical symmetry boundary conditions, which restrict
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Figure 3.3: FEM models of DMOS cell-like features to study the influence lateral tem-
perature differences (a-c) and locally accelerated fatigue damage onset (d) on
the growth of fatigue cracks.

the displacement in the x1-direction at the left and the right side, respectively. At the

bottom nodes, the displacement in the x2-direction is restricted. The thermal boundary

conditions consist of a fixed temperature of T = 359.65K at the bottom nodes, no heat

transfer through the top, left, and right model boundary nodes and a volumetric heat

generation rate, q̇V (t), that introduces thermal energy into the power layer.

The model depicted in Figure 3.3 (a) represents the standard configuration, with heat

generation in all eight segments. The volumetric heat generation rate, q̇V (t), and the corre-

sponding temperature result at the interface of Cu and Si in the middle of a representative

segment (Figure 3.3(a)) are shown in Figure 3.2 (b). In the configuration depicted in Fig-

ure 3.3 (b)) a small lateral temperature difference between the segments is introduced by

deactivating the heating beneath the rightmost half cell (i.e. beneath a full DMOS cell

due to symmetry boundary conditions). A much stronger lateral temperature difference is

introduced in the third load case, shown in Figure 3.3 (c), by deactivating the power layer

beneath two cells. The last configuration, depicted in Figure 3.3 (d), focuses on a different

aspect. While the thermal and mechanical boundary conditions are the same as the ones in

the standard configuration shown in Figure 3.3 (a), the fatigue behavior of the two center
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segments is modified. For these segments, fatigue damage onset is accelerated by 20%, i.e.

a lower number of cycles NO is necessary to initiate damage evolution.

3.4 Simulation results

The results of the different cluster configurations are presented and compared with respect

to the fatigue cracks that emerge. In this chapter, fatigue cracks are defined as connected re-

gions of elements where the damage evolution has led to a complete loss of material integrity

and the local fatigue failure cycle number NN = NO+NE has been reached. It is important

to note that the used fatigue parameters have been obtained from experiments considering

pure mechanical loading. Hence, the presented cycle numbers are rather qualitative in their

character but allow for a direct comparison between the individual configurations.

3.4.1 Standard configuration

In the standard configuration, the thermo-mechanical load on each segment is the same.

The only difference between the cells is the unstructured FEM mesh. At first, this leads

to almost the same spatial FIP distribution for each of the eight segments, as can be seen

in Figure 3.4. In this figure, and in all subsequent figures, dark blue indicates a high local

FIP and light blue a low one. Since the FIP is directly related to damage onset, it can be

Figure 3.4: Distribution of FIP prior to the occurrence of fatigue cracks. Dark blue values
indicate a high FIP, light blue values a low one.
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expected that fatigue cracks emerge at locations with high FIP, in this case at the radii of

the Si humps.

At which of the eight humps the first fatigue crack forms depends on the unstructured

mesh. After 80 555 cycles, the first element in segment 4 has reached the local fatigue crack

initiation cycle number NN. The position is indicated in Figure 3.5 (a). After 84 651 cycles

small fatigue cracks have emerged in all 8 segments. Up to about cycle number 106 160, all

8 individual fatigue cracks propagate at roughly the same speed, mostly growing upwards

but also slightly downwards along the Cu-Si interface. Figure 3.5 (a) illustrates the fatigue

crack pattern at this early stage. In this and in all following plots, the white areas are

regions where the elements are completely damaged (DE = 1) and therefore a fatigue crack

has formed. The coloring in the remaining part of the metallization layer again represents

0.8 1 1.2 1.4
10 5

0

50

100 1
2
3
4

0.8 1 1.2 1.4
10 5

0

50

100 5
6
7
8

Figure 3.5: Fatigue damage characteristics of eight generic DMOS cell segments with
lateral homogeneous thermal loading. Figure (a) shows the fatigue macro
cracks and FIP values at cycle number 106 160. Dark blue values indicate a
high FIP, light blue values a low one. Figure (b) shows fatigue macro cracks
and FIP values at cycle number 136 620. In Figure (c) illustrates the evolution
of the fatigue cracks in the different segments.
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the FIP. At this stage, the FIP fields are already unevenly distributed between the eight

segments. In segments 2, 3, 5, 7, and 8 regions of low FIP can be seen directly above the tip

of the fatigue crack. In contrast, the highest FIP values are reached in segment 4. Figure

3.5 (b) shows the simulation results at cycle 136 620. At this stage, one dominant fatigue

crack has formed in segment 4. As already predictable from Figure 3.5 (a), the fatigue

cracks in segments 2, 3, and 5 have not grown much further since they are shielded by the

dominant crack. This behavior can also be seen in Figure 3.5 (c) which shows plots of the

number of failed elements per segment over the cycle number. With the emergence of the

dominant macro fatigue crack in segment 4, the fatigue crack growth in all other segments

slows down and stops almost completely in segments 3 and 5.

3.4.2 Configuration with a small lateral temperature gradient

Next, the results of configuration 3.3 (b) are presented. A relatively small lateral temper-

ature gradient is introduced by deactivating the heating beneath only one-half segment.

This reduces the total thermal energy introduced by 6.25%. The distribution of the FIP

prior to the occurrence of fatigue cracks is depicted in Figure 3.6. The influence of the

modified temperature field is visible, in particular when comparing it with Figure 3.4. How

this lateral thermal gradient affects the emerging fatigue cracks is presented in Figure 3.7.

The first fatigue crack emerges at 105 220 cycles at the hump in segment 4, similar to the

standard configuration. Figure 3.7(a) shows how the fatigue cracks have developed after

Figure 3.6: Distribution of FIP prior to the occurrence of fatigue cracks. Dark blue values
indicate a high FIP, light blue values a low one.
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132 350 cycles. The cracks in the segments 1-6 have all reached a relatively similar size,

whereas the fatigue cracks in segments 7 and 8 are much smaller. This can also be seen

in Figure 3.7 (c), which illustrates that the fatigue cracks in segments 7 and 8 initiate at

higher cycle numbers than the fatigue cracks in the other segments.

Figure 3.7 (b) depicts the model at a later stage in the simulation, namely after 165 890 cycles.

Again, a dominant fatigue crack has formed in segment 4, shielding the neighboring seg-

ments. Interestingly, the fatigue cracks of segments 7 and 8 have reached a length similar

then those of the other non-dominant cracks.

It can be summarized, that deactivating the heating beneath one-half segment (i.e. one

DMOS cell) influences the fatigue crack formation not enough to drastically change the
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Figure 3.7: Fatigue damage characteristics of eight generic DMOS cell segments with a
small lateral temperature gradient induced by deactivating the power layer
beneath one-half cell. Figure (a) shows the fatigue macro cracks and FIP
values at cycle number 132 350. Dark blue values indicate a high FIP, light
blue values a low one. Figure (b) shows fatigue macro cracks and FIP values
at cycle number 165 890. In Figure (c) the evolution of the fatigue cracks in
the different segments can be seen.
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forming crack patterns. Nevertheless, the reduction of the total thermal energy by 6.25%

increases the number of cycles needed to reach a similar crack pattern by roughly 25%,

when comparing Figures 3.5 (c) and 3.7 (c).

3.4.3 Configuration with a strong lateral temperature gradient

To get a better understanding of the effects of a stronger lateral temperature gradient, the

number of segments without heating is increased from a half segment to two segments, see

Figure 3.3 (c). This reduces the total amount of thermal energy introduced by 25% with

respect to the standard configuration. While in the previously presented configurations the

position of the first fully damaged element is largely dependent on the unstructured mesh,

in this configuration the thermal differences between the segments become dominant. This

leads to the first fatigue crack initiating in segment 1 at cycle number 199 280.

This number is significantly higher as the two previously observed cycle numbers for fatigue

crack initiation, and it also takes much longer until the first larger fatigue cracks have

formed. In Figure 3.8 (a) the damage state at cycle number 265 820 is presented. While this

cycle number is more than double as high as the one of Figure 3.7 (a) very little progression

of the fatigue cracks can be observed. The first two segments show small fatigue cracks

and also the first elements are completely damaged in segments 3-6. No fatigue crack has

formed yet in segment 7 and 8. Even at cycle number 353 120, as depicted in Figure 3.8

(b), no significant fatigue cracks can be seen in these two segments. A dominant crack has

emerged in segment 2. This is interesting regarding two aspects. First, it shows that the

lateral temperature gradient is now strong enough to force the dominant crack away from

the mesh favored position in previously presented simulations. Secondly, it does not form in

segment 1 which shows the first fatigue crack and also has the highest temperature. This can

be explained by the boundary conditions. The mechanical symmetry boundary conditions

at the left border of the first segment imply that also in the imaginative neighboring segment

a symmetric crack occurs. Therefore, the crack growth in segment 1 is slowed down because

it is shielded by itself through the symmetry assumption.
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Figure 3.8: Fatigue damage characteristics of eight generic DMOS cell segments with a
strong lateral temperature gradient induced by deactivating the power layer
beneath two cells. Figure (a) shows the fatigue macro cracks and FIP values
at cycle number 265 820. Dark blue values indicate a high FIP, light blue
values a low one. Figure (b) shows fatigue macro cracks and FIP values at
cycle number 353 120. In Figure (c) the evolution of the fatigue cracks in the
different segments can be seen.

The plots in Figure 3.8 (c) illustrate all of the explained effects in more detail. The fatigue

crack initiation in segment 1 can be seen as well as the formation of the dominant crack in

segment 2 and the minimal crack growth in segments 5-8.

Figure 3.9 illustrates the influence of fatigue cracks on the developing temperature fields.

It is clearly visible that the fatigue cracks have a strong influence on the temperature fields.

Locally, the crack in segment 2 restricts the thermal flow from the left to the right side,

see in Figure 3.9(b). Globally, the evolving fatigue damage seems to have two effects on

the overall behavior. The highest temperature occurs later in the cycle and higher overall

temperatures are reached.
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3.4.4 Configuration with regions of faster damage onset

The last results presented in this work illustrate a different aspect of propagating fatigue

cracks. The main question addressed here is how faster growing cracks affect their sur-

roundings. Therefore, the fatigue damage onset in the two center segments is sped up by

20%. Otherwise the model is equivalent to the standard configuration in Figure 3.3 (a). As

a result, the first fatigue cracks appear simultaneously at cycle number 70 654 in segments

4 and 5. In Figure 3.10 (a) it can be seen that at cycle 97 278 the fatigue cracks in the two

center segments have grown substantially, whereas in the remaining segments little to no

fatigue cracks have formed. The faster crack growth in the two center segments continues,

with both growing at a similar pace without interfering too much with each other. The

crack pattern after 108 540 cycles is depicted in Figure 3.10 (b). At this cycle number, the

fatigue crack in segment 4 has grown into segment 5. The lower FIP values for the crack

originating in segment 5 indicate that it is about to stop.

Figure 3.9: Temperature plots of the arrangement with a strong lateral temperature gra-
dient. The temperature field of the undamaged model at the time of the
maximum temperature (t = 0.136ms), is depicted in (a). Figure (b) shows
the temperature field of the model after 353 120 cycles at the time of the max-
imum temperature (t = 0.144ms).
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The influence of dominant cracks on their surrounding is illustrated in Figure 3.11 The

black and the grey solid lines give the total number of failed elements over cycle number of

segment 1 and 8 of the standard configuration (Section 3.4.1) and the current simulation,

respectively. Both segments are far away from the dominant cracks. It can be seen that the

fatigue cracks evolve similarly for both configurations. Contrary to this result, the dashed

lines, which depict the overall number of failed elements in segments 3 and 6, the segments

in the vicinity of the dominant cracks, differ strongly for both simulations. Looking back

at Figure 3.5 (a), it is evident that at the given maximum cycle number of Plot 3.11, no

dominant fatigue crack has formed and therefore no distinct shielding has taken place.

As a result, the two black lines are almost identical. However, the forced fatigue cracks
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Figure 3.10: Fatigue damage characteristics of eight generic DMOS cell segments with
accelerated fatigue damage onset in segments 4 and 5. Figure (a) shows
the fatigue macro cracks and FIP values at cycle number 97 278. Dark blue
values indicate a high FIP, light blue values a low one. Figure (b) shows
fatigue macro cracks and FIP values at cycle number 108 540. In Figure
(c) it can be seen that the evolution of the fatigue cracks in the different
segments.
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Figure 3.11: FEM models of DMOS cell-like features to study the influence of lateral
temperature differences (a-c) and locally accelerated fatigue damage onset
(d) on the growth of fatigue cracks.

in segment 4 and 5 (Figure 3.10 (b)), have a strong shielding effect on the neighboring

segments and reduces the fatigue crack growth significantly in these segments.

3.5 Summary

The bulk fatigue framework proposed in [93, 94] is extended towards the application of

sequentially coupled transient thermo-mechanical loading conditions.

Different configurations of eight DMOS cell-like structures are simulated utilizing a bulk

fatigue framework under transient thermo-mechanical loading conditions. In such arrange-

ments, the influence of non-uniform temperature fields on the fatigue damage initiation and

on the fatigue crack propagation is studied.

A configuration that has no thermal difference between the individual cells is used as the

reference solution. In this case, numerical perturbations introduced by the unstructured

mesh determine the position where a dominant crack forms. Small lateral thermal gradients

do not influence the fatigue behavior enough to change the position of the dominant crack,

however, they significantly decrease the crack growth rate. For a substantially stronger

lateral temperature gradient the dominant crack emerges in regions of higher temperature.
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Furthermore, it is demonstrated that dominant fatigue cracks lead to shielding effects, i.e.

significantly slow down the fatigue crack growth in their vicinity.





33

Chapter 4

Prediction of Surface Damage

4.1 Introduction

This chapter focuses on the formation of fatigue cracks visible on the surface of Cu met-

allization layers deposited on top of the active device area and the Si substrate. The goal

is to assess the material parameters related to TMF damage in Cu metallization layers by

using thermo-mechanically cycled test chips [66, 67] in conjunction with the fatigue damage

framework presented in Chapter 2. First, the capability of a FS FIP to qualitatively predict

the characteristic damage ”distribution” on the surface of the test chips is illustrated. In a

second step, a strategy is developed that enables a quantitative comparison of experimen-

tally and numerically obtained results. This quantitative comparison is used to calibrate

the parameters of a Coffin-Manson fatigue law to achieve an optimal fit of the predicted

damage to the experimental results. Finally, the predictive capabilities of the calibrated

framework are presented employing test chips subjected to other thermo-mechanical load-

ing conditions than the test chips used for calibration. This chapter is based on Hoffmann

et al. 2022 [34].
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Figure 4.1: Schematic half cross-section of the two DUT layouts A and B, respectively.

4.2 Experimental analysis

In this section, the devices under test (DUT) and the experimental setup are presented. The

experiments have been carried out by Sebastian Moser [66, 67] at the Kompetenzzentrum

Automobil- und Industrieelektronik GmbH (KAI) and the damage detection algorithm

discussed in Section 4.4 has been implemented by Corinna Kofler also at KAI.

4.2.1 Devices under test

The DUTs used for this work are microelectronic test chips with active heating specifically

designed for TMF experiments. Their heating system is based on Joule heating of the

integrated high-ohmic polycrystalline silicon (polysilicon) layer by applying electrical power.

Due to the polysilicon heating layer, the whole devices are referred to as poly-heaters.

Two different poly-heater layouts (A and B) are used for this work. Figure 4.1 shows

schematic half cross-sections of both designs. The poly-heaters consist of a Si substrate

with thickness hSi = 120 µm, a 20 µm thick Cu metallization layer with lateral dimensions

of 700 µm×490 µm, and a grain size significantly smaller than these dimensions, and various

comparatively thin interlayers responsible for the functionality. One of those layers is the

electrically isolated polysilicon layer (hp = 300 nm), which is responsible for active heating.
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In the lateral direction, the size of the polysilicon varies between the two poly-heater layouts.

In layout B the polysilicon is spread beneath the whole Cu layer with a lateral length of

720 µm. In contrast, in layout A, the polysilicon has a gap of 50 µm in the middle of the

device (see Figure 4.1), which causes inhomogeneous heating across the poly-heater. Also

part of the interlayers is a likewise electrically isolated structured Aluminum (Al) layer

which is utilized as resistance temperature sensor in both poly-heater layouts.

Apart from the gap of the polysilicon layer, there is a second major design feature, differ-

entiating layout A from layout B. In layout A, additional dielectric layers impede the heat

flow between the polysilicon layer and the Cu metallization layer at the central 225 µm (see

Figure 4.1).

As the Cu is deposited with a constant thickness, the approximate 1.5 µm high step of the

additional dielectric layers translates to the Cu surface, which can be seen in Figure 4.1 true

to scale. A second smaller step occurs at the end of the polysilicon layer near the center

of the poly-heater. The shape of these surface irregularities is determined from a surface

analysis of the DUT using confocal microscopy.

4.2.2 Experimental procedure

In order to thermo-mechanically load the DUTs by application of repetitive heat pulses

the experimental setup described in [66] is used. For both poly-heater layouts, two DUTs

are experimentally analyzed. The experimental analyses of the DUTs is done in a vacuum

environment (∼ 10−5mbar). First, the DUTs are heated to a stable base temperature

TB = 100 ◦C by applying a DC voltage to their polysilicon heating layer. Subsequently, a

total number of 5000 pulses, characterized by a temperature rise from TB to TP = 450 ◦C in

200 µs, are applied. The number of 5000 pulses is chosen because preliminary experiments

have shown that at this stage the crack growth on the surface is saturated. Between each

pulse, a pause of 1 s is introduced to give the DUT time to cool down to TB. Key data of the

power pulses used in the experiments are presented in Figure 4.2. Figure 4.2a depicts the

voltage applied to the polysilicon layer and Figure 4.2b the corresponding dissipated power.
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Figure 4.2: Characterization of the pulses applied to the DUT: (a) voltage applied to the
polysilicon, (b) dissipated power, and (c) resulting temperature profile.

The DC voltage for base temperature heating and the pulse voltage are both set in a way

that the above-mentioned target temperatures are achieved regardless of the layout of the

respective DUT, as shown in Figure 4.2c. The base temperature heating is characterized by

DC voltages of 3.2 V and 3.4 V (corresponding to powers of 0.57 W and 0.59 W), whereas the

pulses are characterized by rectangular shaped voltages of 55.2 V and 58.3 V for the DUT

layouts A and B, respectively. Although a constant voltage is applied to the polysilicon

during the pulses, the resulting dissipated power is characterized by a declining profile (see

Figure 4.2b). This is explained by the fact that during the pulses the temperature and

correspondingly also the temperature-dependent resistance of the polysilicon increases by

a significant amount, which in turn results in a power dissipation that is decreasing over

time.
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(a) 0 heat pulses (b) 5000 heat pulses

Figure 4.3: SEM image of the Cu metallization of a DUT of layout A before (a) and after
(b) the experiment consisting of an application of 5000 heat pulses (TB =
100 ◦C → TP = 450 ◦C → TB = 100 ◦C) .

4.2.3 Damage detection by means of surface imagery

SEM images are acquired before and after the individual experiments with a resolution of

0.2941 µm/pixel. Representatively, Figure 4.3 depicts one of the two DUTs of layout A at

the pristine, undamaged state and after 5000 cycles, respectively. It clearly shows that the

repetitive pulsing is driving degradation processes in the Cu metallization, leading to the

formation of visible surface microcrack patterns. In the outmost ∼ 30 µm of the Cu plate

significantly less surface microcracks are observed (cf. Figure 4.3b). This observation is

attributed to edge effects, which can be explained by shear lag theory. Confining to the cen-

tral part of the Cu plate, a lateral gradient in the amount of visible microcracks is expected

as a result of the layout of the type A DUT see Section 4.2.1. However, examining Figure

4.3b by eye does not allow making a conclusive statement about the lateral distribution of

the degradation. For this purpose, a quantitative approach for characterizing the degree of

damage across the metallization layer based on SEM images has been developed at KAI by

Corrina Kofler.

This approach consists of a series of steps that are conducted in a consistent manner for

all of the experimental results. First, the images are cropped as is shown in the left image
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Figure 4.4: The left side of this figure shows a SEM image of the poly-heater after 5000
cycles, with the frame marking the cut-off area for further evaluation. At the
upper right a binarized image is shown and at the bottom right the corre-
sponding pattern of the experimental fatigue damage across the x1-direction
is presented.

of Figure 4.4. This step is done using the open source image software ImageJ (Public

Domain [84]). All subsequent steps are conducted using MATLAB R2020b (MathWorks

Inc., Natick, MA, USA). The cropped images are binarized using a global threshold obtained

by Otsu’s method. Within the binarized images, all pixels that are above the threshold are

attributed to microcracks. This allows to quantify the amount of damage over the x-axis

(see lower right corner of Figure 4.4). Here, for each column of the binarized image, all pixels

attributed to microcracks are summed up and plotted against the x-position of the column.

Presenting the data in this way makes it less dependent on individual surface cracks and,

consequently, on local features of the microstructure such as grain boundaries. Instead, the

data represents a quantitative description of the damage distribution introduced by lateral

temperature gradients. These pixel sums are subsequently denoted as experimental fatigue

damage.
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4.3 Numerical prediction of fatigue damage

Both poly-heater layouts are simulated numerically with the FEM software ANSYS Me-

chanical APDL 19.2 (ANSYS Inc., Canonsburg, PA,USA).

To keep the simulation effort within reasonable limits, the three-dimensional (3D) poly-

heater structures are simplified to 2D models of one half of the poly-heaters. This sim-

plification is justified because even in 3D simulations, plane strain conditions would be

present in large areas of the poly-heaters, due to their geometry and the applied loading

conditions. This is in accordance with the experimental data, where the registered damage

is also summed up over the depth and analyzed independently of the z-direction. The ge-

ometry of the models is shown in the cross-sections in Figure 4.1. The depicted Cu surface

topology irregularities are included in the simulations. Small device features, such as tem-

perature sensors that do not extend over the whole lateral depth (x3-direction) of the DUTs

are disregarded since their influence is expected to be negligible. The whole geometry is

meshed using isoparametric, four node, linear interpolated, and fully integrated elements.

An element edge length of around 0.33 µm is used for the Cu metallization layer and the

interlayers, while the Si substrate is meshed much coarser. The employed constitutive laws

and material properties are given in Appendix A. It should be noted that the constitutive

law for the copper metallization describes the homogenized (effective) response of poly-

crystalline copper. The influence of microstructural descriptors such as the grain size is

reflected to some extent in the material parameters.

Based on the approach presented in Chapter 3 the numerical analysis is divided into mul-

tiple parts as depicted in Figure 4.5. For analyzing the thermo-mechanical response due to

a power pulse, a transient thermo-mechanical loading procedure is used. A weak coupling

between the thermal fields and the mechanical fields is applied. The transient thermal anal-

ysis is conducted based on the material properties, the geometry, the given power pulse (see

Section 4.2), and the boundary conditions. This analysis results in the nodal temperatures

at all time increments used to resolve the power pulse and the cooling phase. Subsequently,

these temperature fields are used as a temperature boundary condition for the mechanical
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Figure 4.5: Simplified representation of the steps necessary to obtain the FIP.

simulation. The elasto-plastic mechanical analysis is conducted quasi-statically and under

plane strain assumptions for each time increment given by the transient thermal analysis

for one pulse cycle. For the fatigue simulation, it is necessary to repeat the mechanical

analysis until a stabilized plastic cycle is found. From the latter the FIP is calculated and

compared to the experimental results. In contrast to Chapter 3 the simulation is ended

after the first FIP calculation as the damage evolution is not considered in this chapter.

4.3.1 Transient thermal analysis

The thermal boundary conditions are chosen such that the simulation and modeling effort

are kept within reasonable limits, while still capturing the important aspects of the exper-

iments. Heat is introduced into the system by the volumetric heat generation rate, q̇V (t),

in the active polysilicon layer. The heating rate q̇V (t) is based on the available electrical

loading data of the experiments. It is defined by

q̇(t) =
P (t)Poly
VPoly

(4.1)

with P (t)Poly being the time-dependent power introduced into the polysilicon and VPoly the

volume of the polysilicon, as explained in Section 4.2.2. One thermal load cycle starts at

t = 0 µs, captures the full loading pulse until t = 200 µs, and also includes the subsequent
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Figure 4.6: The pulse energy introduced in the polysilicon layer together with the exper-
imental temperature response T exp measured at the temperature sensor and
the simulated temperature T sim at the approximate position of the tempera-
ture sensor.

cooling-off phase until t = 1 s, when a steady state temperature field is reached. Since the

test chamber is in a vacuum environment, there is no heat convection into the surround-

ing of the DUT. Heat radiation is neglected, since its role is expected to be insignificant.

Consequently, the thermal energy introduced by the polysilicon layer is only dissipated by

the mounting of the DUT in the sense of a heat sink. In order to model this heat sink,

temperature boundary conditions are applied at the bottom nodes of the silicon substrate

using a fixed temperature Tbottom = 97.5 ◦C. The temperature Tbottom is determined in a

preliminary analysis so that the simulated base temperature at the position of the temper-

ature sensor is in good agreement with the experimentally measured base temperature of

100 ◦C. With Tbottom = 97.5 ◦C the whole temperature response measured at the temper-

ature sensor can be well predicted by the simulations, as exemplified for the type A DUT

in Figure 4.6. The simulated maximum temperature is with 452 ◦C only insignificantly

larger than the 450 ◦C measured in the experiments. For all simulations as well as for all

experiments the maximum temperature occurs at the end of the power pulse at t = 200 µs.

Figure 4.7 shows the simulated nodal temperature field of the layout A poly-heater model

at the end of the power pulse. The lateral thermal gradient, which is caused by the non-

continuous polysilicon layer and the additional dielectric layers, is clearly visible.
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Figure 4.7: Nodal temperature field in a part of the Cu metallization layer and in the
whole model of the poly-heater at the timestep with the maximum tempera-
ture (t = 200 µs).

4.3.2 Mechanical analysis and calculation of the FIP

The mechanical boundary conditions consist of symmetry boundary conditions at the right

side and constrained displacements in the y-direction at the bottom nodes. This is a

simplification, but since the substrate is relatively thick compared to the rest of the poly-

heater, the influence on the fatigue calculations is expected to be negligible.

The model is loaded incrementally with the previously determined nodal temperatures.

The nodal temperatures introduce mechanical stresses and strains due to the different

coefficients of thermal expansion of the individual materials. Due to these stresses plastic

deformation occurs in the Cu metallization layer.

The mechanical analysis is repeated until a stabilized plastic cycle is found, i.e. the change

in dissipated inelastic energy in the Cu metallization from one cycle to the next is less than

1% of the dissipated inelastic energy, see Equation 2.13. Subsequently, fatigue damage can

be predicted based on Chapter 2. In contrast to [93] and Chapter 3, the goal is not to

model the propagation of individual fatigue cracks. Instead, the predictive capabilities of
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Figure 4.8: Picture showing the FIP normalized to the maximum in the Cu
metallization layer.

the FS fatigue initiation criterion in the context of spatially varying thermo-mechanical

loading conditions are studied and the results are compared with those of corresponding

experiments.

With Equation (2.5) the FIP is calculated for every element in the Cu metallization layer

for layout A (top) and layout B (Bottom). Figure 4.8 shows the FIP normalized to its

maximum value within the largest part of the metallization layer. In this figure two major

aspects of the FIP distribution are visible. On the one hand, the overall distribution of

the FIP is driven by the temperature distribution (compare Figure 4.7). High maximum

temperatures lead to high FIP values. And on the other hand, even relatively small and

inconspicuous geometric features, such as the ramp at the beginning of the additional

dielectric layers seem to have a large impact on the local FIP distribution. As a result of

both aspects, the FIP distribution in layout A varies drastically in lateral direction, while

layout B it is defined by relatively constant values in the middle with a decrease of the FIP

towards the edge. In the subsequent comparison with the experimental data, only the FIP

values of the surface elements are used.
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4.4 Parameter calibration and predictive capabilities

4.4.1 Qualitative comparison between experimental and numerical re-

sults

As mentioned in Section 4.2 two experiments for each poly-heater layout are conducted.

The damage detected after 5000 Cycles is summarized in Figure 4.9. Due to the symmetric

layout of the poly-heaters, both halves (Figure 4.1) of each individual layout show a similar

fatigue behavior. The fluctuations in the registered damage values of the individual halves

are a consequence of local features of the particular microstructures under observation. In

order to highlight the main characteristics of the experimentally observed fatigue damage

of the individual layouts, a mean value is calculated over the available four halves, as is

shown in Figure 4.9(a) and (b) for both layouts, respectively. This reduces the influence

of individual cracks and allows a better comparison of simulations and experiments. These

mean values show distinct patterns for both layouts. For layout A (Figure 4.9(a)) this

pattern is characterized by a sharp rise of fatigue damage from the edge of the poly-heater

(−350 µm) to a maximum at around −250 µm. Approximately at the beginning of the

additional dielectric layers (≈ −120 µm) there is a sharp increase and subsequent decrease

in fatigue damage, followed by a region with less damage. In the middle of the poly-

heater there is another region of higher damage. In case of layout B (Figure 4.9(b)), the

pattern is characterized by a steep incline from the edge of the poly-heater to a plateau-like

experimental fatigue damage towards the center of the DUT. This is the consequence of

a large region with equally high maximum temperatures within layout B. For both device

types, moving mean values (boxcar filter) over neighboring 250 pixel columns in x-direction

are computed. The results are shown in Figure 4.9(c) and Figure 4.9(d), respectively.

The FIP values of the surface elements obtained by the FEM simulations are presented in

Figure 4.10.

While the FIP value is just an indication where fatigue damage is more likely to form and

the plots are not directly comparable to the experimental ones in this form, a qualitative
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Figure 4.9: Combination of the damage patters of the four individual halves available for
the layout A(a) and the layout B(b), respectively. Figure (c) and Figure (d)
show the moving mean values for the poly-heater layouts A and B, respec-
tively.

agreement between Figures 4.9 and 4.10 can already be seen. This is particularly true for

layout A.
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Figure 4.10: Simulated FIP result for layout A(a) and layout B(b), respectively for the
elements at the surface.

4.4.2 Parameter calibration of the Coffin-Manson law

With the FIP presented in Equation 2.4 and the FS fatigue criterion written in the LCF

formulation as

�
∆γ

2

�
1 + κ

σmax
n

σY

��
max� �� �

FIP

= γ′f(2NN)
cγ (4.2)

it is now possible to calibrate γ′f and cγ based on the available experimental results. Usually,

these parameters are calibrated using standardized experiments that have distinct failure

criteria and therefore also distinct failure cycle numbers NN for given load cases. For TMF

there exists no established failure criterion, which makes the application of a common

calibration process impossible.

However, the experimental result of layout A can be considered as a correlation between

different local loading conditions and a probability of visible microcracks. This means that

instead of different separate experiments with distinct failure cycle numbers, the spatially

varying experimental fatigue damage of layout A can be used for calibration.
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To allow quantitative comparison, the result of the experiments are normalized as

Dexp
surf(x) =

dexpsurf(x)

max(movemean(dexpsurf(x)))
(4.3)

with dexpsurf(x) being the mean of the experimental damage over the four available halves as

presented in Figure 4.9 (a,b), movemean() is the moving mean value over the neighboring

250 pixels, and Dexp
surf(x) is the normalized experimental damage. A moving mean value is

necessary since a normalization based on one of the peak values is not meaningful, whereas

the value of 250 pixels has the desired effect without smoothing the overall result too much.

The position where the maximum of the moving mean values occurs is subsequently called x̂.

The result of the simulation can be presented in a similar way as the normalized simulation

damage value

Dsim
surf(x) =

min(movemean(NN))

NN
=

min(movemean(FIP(x)(1/cγ)))

FIP(x)(1/cγ)
(4.4)

derived from Equation (4.2). The minimum value is used for the normalization, since the

lowest cycle number is equivalent to the highest damage probability. Again, a moving mean

value is used to circumvent a normalization against local peak values. The two normalized

damage values Dsim
surf and Dexp

surf can be used in the next step to calibrate the fatigue strength

exponent, cγ , of the Coffin-Manson relation based on the distinct damage pattern of layout

A.

While the fatigue strength coefficient γ′f has no influence on Dsim
surf , cγ influences the shape

of Dsim
surf . This influence is presented in Figure 4.11(a). The normalized simulation damage

value is computed for various values of cγ which are in the range of values reported in the

literature. The Mean Squared Error (MSE)

g =
1

n

n�
i=1

(Dexp
surf(xi)−Dsim

surf(xi, cγ))
2 (4.5)

is used to find the value of cγ for which Dsim
surf gives the best fit to the experimental results,

where xi denotes the positions of the experimental data points. The relation between the
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Figure 4.11: Influence of the cγ parameter on the shape of the normalized simulation
damage value Dsim (a) and the relation between the error estimate g and
the fatigue strength exponent cγ (b).

error estimate g and the fatigue strength exponent cγ is presented in Figure 4.11 (b). It

can be seen that the smallest mean squared error is achieved with c∗γ = −0.352, which is

therefore accepted as calibrated value of cγ .

A comparison between the simulated damage value Dsim
surf using c∗γ and the experimental

damage value Dexp
surf is presented in Figure 4.12 for layout A. This figure also includes the

normalized temperature of the surface elements at the end of the power pulse. The shape of

the experimental and the simulated curve shows a steep increase from the edge of the poly-

heater until a plateau-like damage level is reached at around −280 µm. The reason for the

steep increase are the edge effects explained by the aforementioned shear lag theory. The

plateau is the region where these edge effects have abated and the highest Cu temperatures

occur.

With a decrease in temperature, the damage value also starts decreasing at around −200 µm

until a striking peak of damage followed by a minimum occurs. The peak as well as the

minimum can be seen in the simulation as well as in the experimental results. These peaks

and minima occur in this form in the four half poly-heater parts at almost the same position
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Figure 4.12: Comparison between the experimental results of layout A, the corresponding
calibrated fatigue simulation, and the surface temperature at the end of the
heating pulse.

(refer Figure to 4.9 (a)), therefore an accumulation by chance is ruled out. In accompanying

simulations, the Cu surface is assumed as flat without distinct surface features. The general

form with the two plateaus is predicted, but the distinct peaks and minima can not be

captured. Therefore, they can be considered as a consequence of the topology of the Cu

surface.

The concave part of the small step shown in Figure 4.1 increases the experimentally detected

and numerically predicted surface damage, whereas the convex part reduces the formation

of cracks in its direct vicinity. Also, the local maximum close to the middle of the poly-

heater can be explained by the surface topology. As mentioned in Section 4.2.1 there is a

second, even smaller change in Cu height, caused by the underlying end of the polysilicon

layer at this position. Even though this step is around 300 nm it still causes a perturbation

effect strong enough to be seen in the experiments as well as in the simulation.
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The parameter γ∗f can now be calibrated by evaluating Equation (4.2) at position x̂ of

layout A with the experimental cycle number N = 5000

γ∗f =
FIP(x̂)

(2 · 5000)c∗γ (4.6)

leading to a calibrated fatigue strength coefficient γ∗f = 0.139. This means that both Coffin-

Manson law parameters are calibrated such that Dsim
surf(x̂) = Dexp

surf(x̂) for NN = 5000 for the

type A DUT. It has to be kept in mind, that x̂ is not the position of the maximum damage

caused by the topological feature, but the one corresponding to the maximum of the moving

mean. Furthermore, it should be noted that the calibration is done for copper with specific

microstructural descriptors. For copper with different microstructural descriptors, different

values for γ∗f and c∗γ may apply.

4.4.3 Predictive capabilities

Using the two calibrated fatigue parameters, γ∗f and c∗γ , together with the FIP values for

layout B as shown in Figure 4.10 (b) the number of cycles NN,B(x) required until the same

experimental fatigue damage is reached as measured at position x̂ after 5000 cycles in layout

can be predicted.

Subsequently, the normalized simulation damage value is calculated according to Equation

(4.4) as

Dsim
surf,B(x) = 5000/NN,B(x) . (4.7)

The experimental fatigue damage values of layout B are normalized similarly to Equation

(4.3) using the known damage state at x̂ of layout A as

Dexp
surf,B = dexpsurf,B/movemean(dexpsurf,A(x))|x=x̂ . (4.8)

A comparison between experimental and simulated results is given in Figure 4.13, also
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Figure 4.13: Comparison between the experimental results of experiments with layout B
and the corresponding fatigue simulation calibrated with the result of layout
A.

showing the moving mean of the experiments. The simulation predicts damage very similar

to the moving mean of the experimental results, with the maximum damage being slightly

higher than at position x̂ in layout A. Although, the predicted increase in damage near the

edge is not as steep as seen in the experiments, the overall prediction provides a satisfactory

result, showing the capabilities of the framework.
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4.5 Summary

Thermo-mechanically induced fatigue damage in a Cu metallization layer is analyzed nu-

merically and experimentally using specific test devices. Experimentally, the devices are

exposed to clearly defined loading conditions, which highlight the influence of the tempera-

ture distribution. SEM images of the degraded Cu surface are post-processed and analyzed

to quantify the induced fatigue damage in terms of a damage density. Numerically, the

devices are modeled by means of the FEM. Loading conditions resembling the experimen-

tal ones are applied to the models and the response is calculated in the form of transient

thermo-mechanical analyses.

A FS FIP is calculated and the results at the surface of the Cu metallization layer are com-

pared to experimentally obtained surface damage values. The results of a device featuring

a lateral thermal gradient are used to calibrate the fatigue strength parameters of a Coffin-

Manson law. With this calibration, an exceptional fit between experimental and simulated

damage values can be achieved. The strong effects of seemingly small topological features of

the Cu surface can be seen in the experiments and are reproduced by the simulation. Apart

from these local effects, the damage is significantly higher in regions that experience higher

temperatures. In a second step, the framework with the calibrated fatigue parameters is

used to predict damage in a similar device without the distinct lateral thermal gradient.

The predicted results show good agreement with the experimental ones.
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Chapter 5

Enriched Bulk Fatigue Modeling

Approach

5.1 Introduction and motivation

An important aspect of the lifetime analyses of Cu metallization layers is the number of

overload pulses they can withstand until a crack has formed, which extends from the Cu

surface of the metallization layer to the Cu-Si interface. Such so-called through-film cracks

can be precursor to delamination and subsequent thermal runaway. In the initial proposal

of the bulk fatigue framework [93], it has been assumed that the majority of the noteworthy

cracks initiate due to stress concentrations caused by the device geometry, as is also shown

by the example of the DMOS-cell like structures in Chapter 3. However, experimental

studies such as the one presented in Chapter 4 indicate that cracks also occur in absence

of macroscopic stress concentrators. While the initiation of fatigue damage in absence

of macroscopic stress concentrators is a topic of ongoing research, it is known that the

microstructure plays a significant role [61, 83, 86, 103]. Figure 5.1 shows part of a cross-

section of the type A poly-heater presented in Figure 4.1 after accelerated fatigue loading.

One can see through-film cracks that are far away from any stress concentrator and also

smaller cracks that did not start at the Cu-Si interface or at the Cu surface.
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Applying the CDM fatigue framework as presented in Chapter 2 to model fatigue damage

in test specimens such as type A and B poly-heaters, results in large regions of an uniformly

high fatigue damage variable, DE. Distinct fatigue cracks would only be predicted at the

location of geometric stress concentrators, e.g. the step in polyheater design A (refer FIP

values in Figure 4.8). While detecting regions that are highly prone to fatigue damage is

sufficient for the surface damage studies presented in Chapter 4, it is necessary that the

framework is able to predict through-film cracks if lifetime predictions are to be made for

real components.

In this chapter, an extension of the original framework is proposed to allow the inclusion

of information regarding the microstructure. This shall enable to simulate the initiation of

fatigue cracks in the bulk metallization without stress concentrators and subsequently shall

allow prediction of through-film cracks after the inevitable calibration. The fundamental

concepts of the original framework in terms of usability and computation time are not

affected by this extension.

5.2 Nomenclature fatigue damage and fatigue cracks

First, the terminology used in this and the following chapters is defined. It is important

to clearly distinguish different stages of fatigue damage and the length scale of occurrence.

As there is no universally accepted terminology, it should be noted that the nomenclature

Figure 5.1: Cross-section of the Cu metallization of a layout B poly-heater after 5000
loading cycles. Courtesy of KAI.
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used here may deviate from other publications. The smallest forms of fatigue phenomena

considered in this work are microvoids and microcracks. In the analyzed images, this term

is used to describe all forms of fatigue phenomena that are too small to be seen in the

conventional cross-section SEM images, but that are known to occur based on the theory of

fatigue crack initiation[8]. Within the simulation framework, this refers to the damage onset

part of the fatigue life which does not lead to any material degradation. With an increasing

number of load cycles, these microvoids can grow and coalesce to form macrovoids which

can be seen in the cross-section SEM images as small pores in the material, see Figure

5.2. In the simulations, the term macrovoid is used to describe one or two connected finite

elements in which damage evolution is initiated (DO = 1). If such macrovoids continue

to grow in size and coalesce, they from fatigue cracks. Examples of small fatigue cracks

are shown for both, experiment and simulation, in Figure 5.2. In the SEM image cross-

sections, the fatigue cracks are often not entirely continuous as they are only 2D images of

3D structures within a cross-sectional view. It has to be expected that such disconnections

appear only in the visible plane and that the fatigue crack is connected out of plane. Fatigue

cracks that reach from the surface of the Cu metallization to the Cu-Si interface are denoted

Figure 5.2: Figure of experimental and simulated cross-sections. Designations for fatigue
phenomena of different sizes are given.
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as through-film cracks. Examples of through-film cracks are highlighted in the simulated

and experimental cross-section. All forms of macrovoids and fatigue cracks combined are

denoted as fatigue damage.

5.3 Initial studies

Initially, studies have been conducted in which randomly distributed, fully damaged finite

elements of the bulk material act as local stress concentrators. While resulting in distinct

fatigue cracks this approach is disregarded since it would correspond to initially visible

macrovoids in the pristine metallization layer. This is not backed by experiments. Instead,

the microstructure promotes a faster formation of initial voids at certain positions during

the loading cycles. To model this behavior, a spatially varying variable s(x⃗) is proposed

which influences the damage initiation. This variable is introduced to Equation (2.5) as

FIP = s(x⃗) · γ′f(2NO)
cγ (5.1)

and describes the susceptibility of the material to the formation of voids dependent on the

spatial location x⃗. In the following, s(x⃗) is defined individually for every element at the

beginning of the simulation with s = 1 being the default value. Values in the range of [0; 1[

correspond to a lower number of cycles until damage onset occurs and values larger as 1

correspond to a higher number of cycles until damage onset occurs.

Using this approach, initial studies are conducted to test the effect of different probabil-

ity distributions of s(x⃗) and to see if such an approach generally results in fatigue cracks

that are comparable to experimental evidence. Furthermore, it is investigated whether

a microstructural property such as the number of grains or triple junctions per area can

be used to define a probability distribution of s that adequately represents the microvoid

formation. Three probability distributions are presented in the following, (i) a random

distribution based on the triple junction density, (ii) a Gauss distribution, and (iii) a con-

tinuous uniform distribution of the values of s.
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All fatigue simulations are conducted using a plane strain Cu (20 µm layer thickness) on

Si (15 µm layer thickness) bi-layer model as shown schematically in Figure 5.3. In lateral

direction the model extends over 90 µm. The model is meshed regularly using isoparametric,

four-node, linear interpolated, and fully integrated elements with a characteristic element

length of 0.33 µm. Only the central 60 µm of the Cu layer are considered to be enriched using

s(x⃗), which means that on both sides, the elements within the outermost 15 µm have a fixed

value of s equal 1. This is done to avoid any edge effects. The material properties are given

in Tables A.1 to A.4, Appendix A. The bi-layer is loaded homogeneously with heating pulses

of 100 ◦C → 400 ◦C → 100 ◦C similar to those used in Chapter 4. As mechanical boundary

conditions, the lateral displacements are restricted at the left and the right boundary and

all displacement is restricted at the bottom nodes. For this demonstrative studies, the same

fatigue parameters are applied as being used in [95], see Table 3.2.

For the given boundary conditions and prior to the occurrence of material degradation,

the FIP (compare Equation (2.2)) has the same value for all elements of the Cu layer.

However, since the parameter s is introduced, the initiation of the damage evolution is no

longer solely dependent on the FIP, as elements with a lower value of s show an initiation

of damage at lower cycle numbers.

Figure 5.3: Model dimensions and boundary conditions of the initial studies.
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Triple junction density

In this case, for 0, 91% of the elements, the value of s is set to 0.1, while all other elements

have a value of s = 1.0. The prevalence is based on an estimation of the number of triple

junctions per µm2 in a representative cross-section. The obtained random distribution of s

is schematically presented in the left of Figure 5.4. The distribution of the damage onset

variable DO after the initial cycle jump is shown for the Cu layer in the top right of Figure

5.4. It can be seen that the damage onset variable DO reflects the positions where the

values of s are set to 0.1.

Consequently, at these locations macrovoids begin to form, and damage evolution leads to

local material degradation. This, in turn, acts a local stress concentrator and leads to an

accumulation of damage at these locations and finally to the formation of fatigue cracks.

In the bottom of Figure 5.4 the damage evolution variable DE is depicted for the Cu layer

after a significantly higher number of load cycles. At this state, large fatigue cracks have

formed that can be interpreted as through-film cracks. Quite a number of elements that

have been assigned a low value of s do not lead to the formation of fatigue cracks, which

can be attributed to shielding effects of nearby cracks, as discussed in Chapter 3.

Figure 5.4: Triple junction density approach. The left figure represents a schematic distri-
bution of s based on the triple junctions density. The top right picture depicts
the distribution of the damage onset variable DO in the Cu layer after the
initial cycle jump, whereas the bottom right picture shows the distribution of
the damage evolution variable DE after through-film cracks have formed.
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Gauss distribution

In this model, the values of s of all elements are defined by a Gaussian random distribution

with the expectation of the distribution being µGauss = 1.0 and the standard deviation

being σGauss = 0.3. This means most of the elements have a value of s close to 1.0, but

the extreme values can be significantly larger or smaller than 1.0. Negative values are

multiplied by −1. A schematic representation of this approach is shown on the left side of

Figure 5.5. In contrast to the selected values of the triple junction density approach much

lower values of s occur, and cracks begin to form at lower cycle numbers. With the first

elements reaching DO = 1, many other elements have values of the damage onset variable

DO that are significantly higher than their surroundings, while not yet having reached

damage evolution. This is indicated by the darker shades of blue in the top right of Figure

5.5. While the Gauss distribution implies that most of the elements have a similar value

of DO as the not enriched section of the Cu layer, it can also be seen that a few elements

which have a notable smaller value of DO, caused by their value of s being significantly

larger than 1.

The resulting fatigue crack patterns differ from those of the previously discussed triple

junction density approach. While distinct cracks that shield their surroundings form again,

Figure 5.5: Gauss distribution approach. The left figure represents a schematic Gaussian
distribution of s. The distribution of the damage onset variable DO in the Cu
layer after the first cycle jump is depicted in the upper right figure, whereas
the bottom right figure shows the damage evolution variableDE after through-
film cracks have formed.
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a higher number of smaller fatigue cracks and macrovoids are visible at the end of the

simulation.

Continuous uniform distribution

The last s distribution tested in the initial studies is a continuous uniform distribution.

Here, all elements are assigned a random value of s, ranging from 0.1 to 1.5, with all values

having the same probability. Compared to the other two approaches, this results in more

relatively low values of s and thus more damaged elements at lower cycle numbers, as can

be seen in Figure 5.6. The resulting fatigue cracks are less pronounced and frayed and a lot

of secondary damage in the form of macrovoids is visible. Still, through-film cracks form,

but the overall result is less comparable to the experimental cross-section (ref Figure 5.1)

than the previous two results.

Summary of the initial studies

Overall, it can be summarized that the triple junction density and the Gauss distribution

approaches show promising results in terms of visual comparison with experimental obser-

vations. However, to be able to proceed with the calibration of the framework, an approach

Figure 5.6: The left figure represents a schematic continuous uniform distribution of the
parameter s, describing the susceptibility of the material to the formation of
voids. The distribution of the damage onset variable DO in the Cu layer after
the first cycle jump is depicted in the upper right figure, whereas the bottom
right figure shows the damage evolution variable DE after through-film cracks
have formed.
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that is physically motivated and flexible enough to allow calibration is necessary. The triple

junction density approach is loosely based on microstructural properties, but a more precise

representation would be favorable that also leaves room for calibration of s. The Gauss

distribution has more parameters to allow calibration but it lacks any physical motivation.

Therefore, the triple junction density approach is extended in a way that allows to better

account for the microstructure while still leaving room for calibration.

5.4 Enrichment based on grain misorientation angles

As written in the introduction to this chapter, it is known that the initial voids that later

grow into fatigue cracks tend to form at specific locations in the microstructure. Research

by the industry partner shows that, for the given Cu metallization, most voids form at

grain boundaries, especially at triple junctions [43]. This is illustrated by Figure 5.7. In

this figure SEM images obtained by electropolishing [67] after 300 loading cycles (a) and

after 750 loading cycles (b) (TB = 100 ◦C → TP = 400 ◦C → TB) are shown. In Figure

5.7 (a) it can be seen that a few voids have already formed, with most of them located at

the position of grain triple junctions. Figure (b) shows that after additional 450 loading

Figure 5.7: E-polished SEM images of thermo-mechanically stressed Cu metallization lay-
ers after 300 (a) and 700 (b) load cycles. Taken from [43].
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cycles more voids have formed and that some voids already started to increase in size and

to coalescence into fatigue cracks along grain boundaries.

To account for these findings, the triple junction density enrichment approach is modified to

a distribution of s that is based on the grain microstructure. Consequently, two questions

have to be answered. First, on which microstructural descriptors should the quantitative

distribution of s be based and second, how should s be spatially distributed. For the quan-

titative distribution of s the grain misorientation angles at the position of triple junctions

are chosen as the material feature to model the materials’ susceptibility to void formation.

With currently available information on void nucleation, this approach is considered to be

a viable compromise between applicability and accuracy. One way of defining a spatial dis-

tribution of the values of s is to specify s for each element individually and independently

based on an overall statistical occurrence of triple junctions. However, the spatial distri-

bution component of the grain structure is considered to be too important to be entirely

disregarded. Therefore, the information of triple-junction positions and misorientation an-

gles is introduced in the form of actual triple junction distributions obtained from Electron

Backscatter Diffraction (EBSD) images.

An exemplary distribution of triple junctions extracted from EBSD images is shown in

Figure 5.8 (a). In the enriched framework, such a distribution is superimposed on the FEM

mesh. The advantage of using real EBSD images as a basis for the enrichment approach

is that the information about grain size and grain boundaries is implicitly included in the

simulations, with the mesh being completely independent of the grain structure. An impor-

tant aspect of this work is to relate the information of the triple junctions shown in Figure

5.8 (a) to the values of s used in the simulations. Accompanying studies [43] conducted

by the industry partner have shown that some grain boundaries are more susceptible to

voiding than others. Initial voids form especially at triple junctions with at least one mis-

orientation angle of approximately 35◦, whereas fewer voids form at significantly lower or

higher misorientation angles [86]. The occurrences of the specific misorientation angles of

the triple junctions shown in Figure 5.8 (a) are presented in Figure 5.8 (b). It can be seen

that the majority of grain boundary misorientation angles are in the range [30◦, 40◦].
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Figure 5.8: Depiction of a representative spatial distribution of triple junctions (a) and
histogram (bin size=1◦) associated misorientation angle (b) for the given Cu
metallization layer.

Based on this information, s is defined corresponding to the misorientation angles between

an upper threshold misorientation angle value of 55◦ and a lower one of 15◦. It is subse-

quently denoted as sφ and piecewise defined as

sφ(φ) =

������
r

φ+ aφ
+ bφ 15◦ ≤ φ ≤ 35◦

−r

φ+ aφ
+ bφ 35◦ < φ ≤ 55◦

(5.2)

with a shape parameter r that needs to be determined from experiments and the misorien-

tation angle φ. The constants aφ, and bφ, dependent directly on r, the minimum value of

sφ at φ = 35◦, and the previously explained assumption of sφ(φ ≥ 55 ∨ φ ≤ 15) = 1. In

Figure 5.9(a) the resulting distribution of sφ for the grain structure shown in Figure 5.8 is

given for an assumed minimum value of sφ = 0.25 and various values of r. Since three grain

boundaries congregate at each triple junction which all have an individual value of si=1,2,3
φ
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Figure 5.9: Figure (a) shows sφ of the misorientation angle of Figure 5.8 (b) for various
values of the shape parameter r. Figure (b) shows the susceptibility to void
formation of individual finite elements selem based on the triple junction dis-
tribution of Figure 5.8 (a) using a mesh size of 0.33 µm and r value equal
0.5.

but only one scalar value per junction can be used within Equation (5.1), the stp parameter

of each triple junction is defined to be stp = min(siφ). It has to be emphasized that the

shape of the function sφ(φ) should be understood as a first approach on how a correlation

between misorientation angle and susceptibility to void formation can be described within

a CDM fatigue damage framework. Further studies could help to improve this function

such that it reflects the actual physical mechanisms.

Each triple junction is located within an element in the FEM model, where the number of

triple junctions within the elements depends on the characteristic element size. The values

of s associated with a specific finite element are defined on the basis of the values of stp.

If there are multiple triple junctions within an element, selem is defined to be the smallest

value of stp, otherwise selem = stp. The characteristic element size should be chosen within

reasonable bounds. The lower bound is determined by requirements on the computing time.

The upper bound should be chosen in a way that individual triple junctions, that are prone

to voiding, are not overrepresented, i.e., that they do not influence a disproportionately large
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area. Figure 5.9 (b) is a schematic representation of how the triple junction distribution of

Figure 5.8 (a) translates to the distribution of selem when a mesh size of 0.33 µm is used.

Each pixel represents one element. White elements represent s = 1, darker values represent

lower values of s.

5.5 Parameter study

The enrichment approach based on misorientation angles is applied to a simplified FEM

model of a Cu metallization on a Si substrate similar to the one used for the initial studies.

The plane strain model consists of a Cu metallization layer (hCu = 20 µm) as is shown

in Figure 5.10. The enriched area of the Cu layer is 40 µm wide with 15 µm of Cu with

a consistent value of selem = 1 on both sides. To better represent the loading conditions

that occur in corresponding test chips, a full Si thickness (hSi = 120 µm) is modeled. The

boundary conditions are enhanced by including a slider boundary condition on the right

Figure 5.10: Model dimensions and boundary conditions. A schematic representation of
the selem-value is given for the enriched area.
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side of the model. This boundary condition consists of multi-nodal kinematic constraints.

In the given case, all nodes on the right side of the model have to stay on a straight line

between the top node of the Cu metallization and the bottom node of the Si substrate.

This allows the entire model to expand in the x1-direction, while the expansion in the Cu

metallization is restrained by the less expanding Si substrate. The remaining boundary

conditions, the element types, the material properties, and the heating pulses are the same

as for the initial studies (Section 5.3). The fatigue parameters of the FS damage initiation

law are taken from the surface studies presented in Chapter 4 (γ′f = 0.1389, cγ = −0.3521).

To illustrate the capabilities of the approach, two-parameter studies are presented. The

first parameter that is being varied is r introduced in Equation (5.2) defining the shape of

the distribution of s. Varying its values as shown in Figure 5.9 (a) makes the initiation

of fatigue damage more or less sensitive on the chosen minimum misorientation angle. In

case of high values (r > 10) fatigue damage is expected to initiate at many triple junctions

more or less simultaneously. Less fatigue damage initiation is expected for smaller values

of r. In this chapter results for r =0.5, 1, 10, and 100 are presented.

The second parameter that is varied is κ1 from the damage evolution law (cf. Equation

(2.10)). This parameter effects how fast the material degrades after damage onset. As an

example, results for κ1 = 1 × 10−7, 5 × 10−7, and 1 × 10−6 are presented. The second

parameter of the damage evolution law, κ2, is set to be 0.45 and αmax
H (cf. Equation (2.9))

is set to 0.006 as stated in [93]. The parameter smin in Equation (5.2) is set to a fixed value

of 0.25.

The simulation results are presented in two different ways. Firstly, the evolving fatigue dam-

age is depicted in terms of conventional contour plots, as shown in Section 5.3. This gives

a rough estimate of whether the resulting damage patterns correspond to those observed

in actual experimental cross-sections. However, it is not optimal in terms of quantitative
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comparability with experimental results. Secondly, the mean fatigue damage for a specific

load cycle are calculated as

Dmean(N) =
1

n

n�
i=1

D
(i)
E (N) (5.3)

with n being the number of elements in the enriched area and D
(i)
E (N) the damage evolution

variable of element (i) after N cycles.

The results are highly dependent on the particular realization of the triple junction distri-

bution used for the simulation. To mitigate this dependency, multiple simulations based on

different triple junction distributions are conducted for each set of κ1 and r. From these

individual simulations, a mean damage D̄ over all simulations is calculated as

D̄(N) =
1

m

m�
j=1

D(j)
mean(N) , (5.4)

with m being the number of triple junction distributions utilized for the given set of param-

eters. In the following discussions, the term fatigue damage is used synonymously with D̄

unless otherwise stated. Simulations based on six individual EBSD images and are presented

in Figure 5.11 for r = 1, κ1 =5×10−7. The simulations experience convergence issues after

through-film cracks occur. Therefore, some of the simulations stop before reaching 5000

cycles. These aborted simulations are disregarded for the calculation of D̄(N) according to

Equation 5.4.

The curves D
(j)
mean(N) obtained for the different triple junction distributions have similar

shapes which are characterized by three phases. Around 160 cycles, the first elements reach

damage onset (DO=1). The number of load cycles to reach this point is strongly dependent

on smin, in the sense that a lower value would shift this point to lower cycle numbers.

Afterwards damage evolution starts leading to an almost linear increase of fatigue damage

lasting until N ≈ 2300. This initial phase is succeeded by a phase of more pronounced

fatigue damage growth which ends around cycle number N ≈ 3500. The last phase is

defined by a slow deceleration of fatigue damage increase per cycle.
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In Figure 5.12 the result of the parameter study for the shape parameter r is presented in

form of the mean damage variables D̄(N), when κ1 = 5×10−7 for all simulations. Although

fatigue damage starts at almost the same cycle number (smin = const) for all values of r,

higher values of r result in a much faster increase of D̄. All of the curves eventually level out

to an almost constant value. For higher values of r the value of D̄ at which the curves level
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Figure 5.11: This figure shows the D̄ against no. of cycle plots of six simulations based
on different EBSD images and the corresponding mean value (r = 1, κ1
=5 × 10−7). In this case, four out of the six individual simulation did not
abort and are therefore used to calculated D̄.

0 1000 2000 3000 4000 5000
No. of Cycles, N [-]

0

0.05

0.1

0.15

0.2

7 D

r =0.5
r =1
r =10
r =100

Figure 5.12: This Figure depicts mean D̄ values for different values of r.
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out is higher and it is reached at lower cycle numbers. These effects can be comprehended

referring to Figure 5.9 (a). Higher values of r imply a flatter shape of the sφ curve, which in

turn means that more elements have relative low values of s and therefore initiate damage

evolution at lower cycle numbers. The leveling out can be explained by the shielding effects

of the long fatigue cracks, which prevent further fatigue crack growth.

These results are further highlighted when looking at the fatigue cracks developing during

the simulations as shown in Figure 5.13. In this figure, greyscale contour plots of DE in the

enriched region of the model are given at different cycle numbers but for the same triple

junction distribution, respectively. Black areas are undamaged with DE = 0, whereas white

areas indicate completely damaged elements (DE = 1). For r = 0.5 and r = 1 much less

elements reach a completely damaged state, especially during the first 2000 cycles. The

Figure 5.13: Respective images of the enveloping fatigue damage for different values of r.
For the given triple junction distribution the simulation for r = 10 did not
reach 5000 cycles.
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damage patterns are dominated by distinct cracks, with less secondary damage in the form

of macrovoids and smaller fatigue cracks. In case of r ≥ 10 more smaller fatigue cracks

can be seen. Moreover, the Cu layer seems to be completely damaged at 3000 cycles, with

very little additional damage forming afterwards (which confirms to Figure 5.12). Certain

aspects of the damage patterns form independently of the value of r, such as the large crack

on the left side of the model. This is to be expected since all presented results are based

on the same triple junction distribution.

Figure 5.14 shows the second parameter study in which κ1 is varied while r is kept constant

at r = 1. The variation of κ1 influences the growth of fatigue damage directly. Lower

values of κ1 mean that it takes longer for an element that has reached damage onset to

become fully damaged at DE = 1. This also means that less shielding effects occur at low

cycle numbers, which in turn lead to more damage. The curve of the largest value of κ1

initially experiences the highest increase of damage while also leveling out the fastest. The

other two curves with lower values of κ1 show initially lower values of D̄ but at higher cycle

numbers higher values of D̄ are reached for the curve for κ1 = 5 × 10−7 surpassing the D̄

level of κ1 = 1× 10−6. The curve for κ1 = 1× 10−7 does not even level out during the 5000
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Figure 5.14: This Figure depicts mean D̄ values for different values of κ1 with a constant
value of r = 1.
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cycles. It can be expected that much higher D̄ values would be reached if the simulation

was continued to higher cycle numbers (i.e. a higher crack density at saturation).

The corresponding contour plots are given in Figure 5.15. It can be seen that in the case of

the κ1 = 1×10−7, large fatigue cracks have not yet formed at 5000 cycles. In the case of the

larger values of κ1, distinct fatigue cracks have already emerged at 3000 cycles, including

a through-film crack being visible for κ1 = 1 × 10−6. In general, it can be concluded that

larger values of κ1 lead to a faster formation of distinct fatigue cracks, which in turn leads

to a more pronounced shielding of smaller non-dominant cracks. Therefore, less secondary

damage in the form of macrovoids and small fatigue cracks can be observed for higher values

of κ1.

Figure 5.15: Respective images of the enveloping fatigue damage for different values of
κ1 with constant value of r = 1.
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The last result presented in this chapter is the estimation of the first occurrence of a

through-film crack for the individual simulations in terms of cycle numbers. One illustrative

example of such a through-film crack is the central fatigue crack shown in Figure 5.15 for

κ1 = 1 × 10−6 and r = 1 at 3000 cycles. In order to compare the corresponding cycle

numbers of the individual simulations, they are summarized as boxplots in Figure 5.16.

Figure (a) shows the number of load cycles at which through-film cracks occur for the

study on the variation of the shape parameter r. It can be seen that lower values of r lead

to higher cycle numbers at which a through-film crack occurs. It is noteworthy that the

difference between the median values obtained for r = 10 and r = 100 is relative small,

while r = 100 leads to much larger scattering than obtained for r = 10. Figure 5.16 (b)

depicts the results for the parameter study on κ1 omitting the results of κ1 = 1 × 10−7,

since in that case no through-film cracks have formed during the first 5000 cycles. It is

emphasized once again that it takes more loading cycles for simulations utilizing smaller

values of κ1 values to form through-film cracks than for ones with high values of κ1 as is

already indicated in Figure 5.15.
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Figure 5.16: Box plot of the cycle numbers of the first appearing through-film cracks
during the r value study (a) and the κ1 study (b)
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5.6 Summary

An enrichment approach is presented that allows to incorporate governing information

about grain microstructure into an established CDM based fatigue model while keeping the

modeling effort in reasonable limits. Previous studies [43] have shown that in micrometer-

scale semiconductor devices, the grain structure can determine at which position macrovoids

form during thermo-mechanical cyclic loading, which subsequently lead to the formation of

fatigue cracks. The presented approach is based on an enrichment by introducing a local pa-

rameter that describes the susceptibility to void formation at a particular material pointand

consequently the onset of fatigue damage. In difference to the original approach, the en-

riched formulation is capable of modeling distinct fatigue cracks in absence of geometry

induced stress concentrators.

Initial studies utilizing stochastically distributed values of the susceptibility parameter,

provide insights into how such an approach influences the fatigue damage predicted using a

simplified model of a metallization on an Si substrate. Based on this results, a formulation

using information of actual grain microstructures is considered a better approach in terms

of physical motivation and also calibration capabilities. The misorientation angles at the

position of triple-junctions are chosen to be the microstructural descriptors that are related

to the susceptibility of fatigue damage and are consequently the basis for the enrichment.

The models are enriched utilizing actual triple-junction distributions taken from EBSD

images.

Two parameter studies are presented, highlighting the capabilities of the enrichment ap-

proach. The first parameter affects the susceptibility of triple junctions to the formation of

voids in terms of their sensitivity to specific grain boundary misorientation angles. Varying

this parameter has great influence on the amount of secondary damage that forms during

the fatigue simulations. The second parameter affects the damage evolution and thus the

number of cycles it takes for microcracks to grow into macrocracks and how fast macroc-

racks subsequently form through-film cracks. Results of these studies are presented in the

form of mean damage variables and fatigue crack contour plots. The parameter studies in-
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dicate great calibration possibilities, and the contour plots are comparable to experimental

images even at this early stage. The results are further utilized in the next chapter, which

focuses on comparison to experimental results and the calibration of the framework.
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Chapter 6

Parameter Estimation for the

Enriched Bulk Fatigue Modeling

Approach

6.1 Introduction

In Chapter 5, an approach is presented that allows to take information about the mi-

crostructure into account when simulating fatigue damage. It is demonstrated how the

rate at which fatigue damage emerges and the amount and size of fatigue cracks can be

influenced and controlled within simulation by applying this approach. A first comparison

of simulation results with SEM images of a cross-section of an experimentally tested DUT

is promising, yet a quantitative comparison and calibration to experimental results is in-

evitable if one wants to make a conclusive statement about the capabilities of the proposed

approach. In this context, it needs to be kept in mind that the main interest is to predict

the load cycle number when first through-film cracks form.

As a continuation of the previous chapter, this chapter discusses how simulated and exper-

imental results of fatigue analyses can be compared in a meaningful way. The main goal

is to estimate the parameters of the fatigue damage evolution law introduced in Chapter
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2 and the parameters associated with the enrichment approach presented in Chapter 5.

Several approaches for performing this comparison are presented and discussed, with the

most suitable comparison approach being used in a parameter fitting study. In addition, the

framework with the parameters estimated for the damage evolution law and the enrichment

approach is applied to a large FEM model of an experimental test device.

6.2 Available experimental data

The experimental results presented in Chapter 4 are not suitable for this case, since only

the surface is inspected and no statements regarding through-film cracks can be made.

Therefore, additional experimental analyses focusing on the evolution of fatigue cracks

inside the metallization layer are conducted by the industrial partner KAI. These analyses

are done utilizing layout-B poly-heaters shown in Figure 4.1 with the loading conditions

described in Chapter 4. Cross-sections are analyzed providing information on the formation

of fatigue damage within the Cu metallization. The cross-sections are obtained by the

Focused Ion Beam (FIB) technique and subsequent SEM image analysis. Since it is not

possible to continue the cyclic temperature loading of the poly-heater after cross-sections

have been prepared, multiple experiments are performed and analyzed after different cycle

numbers.

Three experiments are conducted for each considered load cycle number, with two cross-

sections being analyzed for each experiment. The respective cycle numbers are: N exp =

[200, 1000, 1750, 2500, 3750, 5000]. To quantify the visible fatigue damage in the cross-

sections, it is necessary to binarize the images. Similar to the approach discussed in Section

4, Otsu’s method is used to divide the images into damaged and undamaged regions. An

exemplary comparison between the original SEM cross-section image and the binarized

result is given in Figure 6.1. White areas mark macrovoids and fatigue cracks. In the

binarized image, cracks of various sizes as well as macrovoids are well visible. All of these

binarized images are cropped to focus on the central area of the layout-B poly-heater, where
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a relatively uniform distribution of fatigue damage occurs (cf. Figure 4.13) and to avoid

the regions where edge effects influence the formation of fatigue cracks.

The visible damage within the respective images is summarized into one damage variable

similar to Equation (5.3). Instead of elements, this equation evaluates the pixels of the

images, with the undamaged ones having a value of 0 and the damaged ones having a value

of 1. Subsequently, the 6 images available for each cycle number are summarized similar to

Equation (5.4) as

D̄exp(N exp) =
1

6

6�
i=1

pxid(N
exp)

pxi(N exp)
, (6.1)

to obtain an experimental mean damage variable D̄exp. Here, pxid is the number of pixels

which are classified as damaged in cross-section i (out of six) evaluated at the load cycle

number N exp. The number of all pixels, damaged and undamaged, in the corresponding

cross-section is denoted as pxi.

The results of are presented in Figure 6.2 as percentage of damaged pixels for the corre-

sponding load cycles. Here, the solid line represents D̄exp, while the vertical bars indicate

the minimum and the maximum values of pxid/px
i obtained from the images of the individ-

ual cross-sections. The large scattering in the measured fatigue damage is to be expected

because many steps are involved in the processing of the cross-section and the subsequent

Figure 6.1: Cross-section SEM image of a layout B poly-heater after 5000 cycles (top) and
the corresponding binarized image highlighting the fatigue cracks (bottom).
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image analysis, which can lead to post-processing adulterations, e.g. remnants of the FIB

process. The results show that the fatigue damage increases steadily, with the most signif-

icant increase being between 1750 and 2500 cycles.

6.3 Post-processing and comparison

The next step is to compare the experimental results with the simulation. It is important

to keep in mind which values are being compared and to assess whether such a comparison

is meaningful. One of the simulations presented in Chapter 5 (κ1 = 5 × 10−7, r = 1) is

used as reference result for the post-processing steps. Initially, D̄exp (Eqn. 6.1) evaluated

for the experiments and D̄sim (Eqn. 5.4) resulting from the simulations are compared and

shown in Figure 6.3. The fatigue damage as seen in simulations and experiments is in the

same range. Especially, during the first 2000 load cycles, the extent of fatigue damage

is remarkably similar. At higher load cycle numbers, the two curves diverge. However,

this first comparison between experimental and simulated results should be interpreted

with caution. One significant aspect in this context is the characteristic element length,
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Figure 6.2: Percentage of the pixels identified as damaged over the respective load cycle
numbers. The solid line shows the mean values from the different cross-
sectional SEM images, at the respective cycles numbers. The vertical bars
indicate the corresponding minimum and maximum values.
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hereafter called mesh size, of the simulation in comparison to the pixel resolution of the

SEM images. For the simulations, a mesh size of 0.33 µm is used. A smaller mesh size

raises problems in terms of numerical stability and computing time. In the case of the SEM

images, the length of one pixel is equal to 0.033 µm. In the simulations, the mesh size is

the minimum crack width, while much finer cracks can occur and are also detected in the

experiments. Figure 6.4 shows a comparison between a contour plot of a simulation and a

section of one of the SEM images. The relatively similar shape of the through-film cracks

seen in this figure for both results is purely coincidental and it must be emphasized that

the simulation does not aim to replicate the exact fatigue crack patterns as seen in the

experimental cross-sections.

The objective of the simulation is merely to be comparable in terms of the amount of visible

fatigue damage and the shape of the fatigue cracks at the respective cycle numbers. For

example, the overall length of fatigue cracks should be reproduced. In the case of Figure

6.4 the overall fatigue crack pattern of the simulation appears to be a good representation

of the damage visible in the binarized SEM image, but the fatigue cracks in the experi-

mental analysis are much finer which can not be reproduced by the simulation. To address
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Figure 6.3: Mean fatigue crack value D̄ from the experiments and an exemplary simula-
tion.
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these differences in representation, several approaches are being explored to provide better

comparability between simulation and experiment.

6.3.1 Comparison of pixel size to mesh size

Since it is not feasible to reduce the mesh size of the simulation to the image resolution of

the experiments for computational time and numerical stability reasons, it is possible to do

the opposite and reduce the resolution in the experimental post-processing to match the

simulations. The idea is to deliberately use an interpolation method that favors damaged

pixels to widen the cracks and to obtain the same minimum crack width in the experiments

as obtained in the simulations. Therefore, a second grid with the mesh size of the simulation

is laid on top of the original one. The pixels of the second mesh are counted as damaged if a

certain threshold of damaged subpixels of the original mesh is reached. This is schematically

presented in Figure 6.5 for a threshold of 30% of damaged subpixels. The larger cracks are

straightened and partly widened, while smaller macrovoids are neglected.

Figure 6.4: Comparison between experimental (top) and simulated (bottom) crack pat-
terns after 5000 loading cycles.
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With a threshold of 30%, this approach is applied to the experimental images, resulting in

fatigue cracks that have the same minimum width as the simulated ones. From the images

adjusted in this way, a mean value similar to Equation (5.4) can be calculated, denoted as

D̄exp
msh(N). Figure 6.6 depicts D̄exp

msh(N) and D̄sim(N) as a function of load cycle numbers.

Especially at the later stage, the two curves are now much closer together than in the initial

comparison in Figure 6.3. With the enlarged pixel size, a larger portion of the image is

registered as being damaged.

Figure 6.5: Schematic representation of the artificial coarsening of the experimental re-
sults.
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Figure 6.6: Comparison of the artificial coarsened experimental and the simulated fatigue
damage values over 5000 load cycles.
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While this approach partially leads to a better comparability between experiments and

simulations, it also has weaknesses. Firstly, it includes an additional parameter that has to

be defined. This is the threshold of damaged subpixels in the original resolution, at which

the new larger pixel is counted as being damaged. For Figure 6.6 this value is used to be

30% but other values could also be chosen, influencing the results. Secondly, through this

process fatigue damage information is lost as smaller macrovoids might be removed.

6.3.2 Skeletonization

The most important characteristic of the here studied fatigue cracks is their length, since

most cracks form vertically and through-film cracks are the main focus of interest. There-

fore, another approach for comparing simulated and experimentally determined results is

to compare the length of all fatigue cracks detected. Estimating the length of all cracks in

such an experimental cross-section or simulation is not a straightforward task. Path length

estimations are often used in the field of medical image processing [6, 45] utilizing classic

pathfinding algorithms, such as Dijkstra’s algorithm [19]. In these studies, it is important

that the length of the object in question is measured as accurately as possible.

This is not the case for the approach presented here, as the goal is to calibrate fatigue

material parameters of bulk material. Therefore, the aim is to find a characteristic value

representing the overall damage state of the material and that is comparable to the exper-

imentally obtained results. Consequently, the length of the individual fatigue cracks is of

less importance. A simple approach that can be used as an initial estimate is to skeletonize

the original images and to calculate a preliminary overall crack length parameter based on

these images.

Skeletonization reduces all detected fatigue cracks to one pixel or element wide structures,

while keeping essential characteristics. The algorithm implemented in MATLAB and uti-

lized in this work is based on [51] and is given in Appendix B. A schematic depiction of

this process is given in Figure 6.7. The two pixels/element wide crack in the left image

is reduced to a one pixel/element wide crack on the right side, with diagonal cracks only
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being connected at the edges. This process can be applied to the experimental results as

well as to the simulation results. Since this approach is limited to binary images, the re-

sults of the simulations must first be converted to the appropriate format. The conducted

simulations are based on a regular quadratic mesh, which makes this conversion relatively

straightforward. The value of the damage variable associated with damage evolution DE of

every element can be translated to a gray scale entry in an image matrix, which can subse-

quently be binarized and skeletonized. The elements are binarized in such a manner that

all elements that have reached the damage onset criterion DO = 1, DE = 0 are evaluated

as fully damaged.

An exemplary image showing the influence of the skeletonization on the results of the

simulation is shown in Figure 6.8. The relative broad fatigue cracks are reduced to a single

line of elements, while general characteristics of the fatigue cracks are kept intact. Smaller

macrovoids are not removed by this approach.

From the skeletonized data, a damage density can be calculated for both the experimental

and the simulated results, providing an estimate of the crack length per area. This is

done in an equivalent way for simulation and experiment. First, the number of pixels and

elements which are registered as damaged are multiplied with the characteristic element or

Figure 6.7: Schematic representation of the skeletonization process.
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pixel length, respectively. To relate these values to the corresponding area, the results are

divided by the area of the respective image or simulation section.

Taking the mean value over the six available simulations based on different triple junction

distributions (cf. Equation (5.4)) this reads as

D̄sim
skl (N) =

1

6

6�
i=1

eid,skel(N) · le
ei(N) · l2e

, (6.2)

with ed,skel being the number of elements which are counted as damaged after skeletoniza-

tion. The overall number of elements is denoted as e, i describes the respective triple

junction distribution, and le the element length of the quadratic elements.

The corresponding value for the experiments is given as

D̄exp
skl (N) =

1

6

6�
i=1

pxid,skel(N
exp) · lpx

pxi(N exp) · l2px
, (6.3)

with pxd,skel(N
exp) with the number of pixels which are classified as damaged after the

skeletonization. The superscript i describes the respective cross-sections taken at load

cycle number N exp with the overall number of pixels pxi. To obtain a value representing a

Figure 6.8: Skeletonization of a simulated crack pattern: a) original result, b) skeletonized
result.
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crack length per area, a corresponding length value lpx must be introduced. This value is

given by the experimental setup as the length that one pixel represents at the given distance

of the camera setup.

Figure 6.9 shows the comparison between the experimentally obtained results and the results

obtained by the simulations. During the first 2500 loading cycles the agreement is already

astonishingly good, however, for higher cycle numbers, the simulations overestimate the

fatigue crack length per area.

While it would be possible to calibrate the framework utilizing this comparison method, one

aspect is not yet optimally solved. Diagonal cracks are underrepresented since diagonally

connecting pixels are also only multiplied with the length of the edges of one pixel/element,

and not the diagonal length. Therefore, the approach is further extended to better represent

the actual length of the cracks.

6.3.3 Crack-length estimation

For a better representation of diagonal fatigue cracks, a simple weighing of the individual

pixels of the skeletonized results is performed. Since the goal is to adjust for diagonal cracks,
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Figure 6.9: Comparison of the skeletonized experimental and simulated fatigue damage
values over 5000 load cycles.
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this weighting is based on the four diagonally adjacent pixels and elements, respectively.

Three cases are distinguished, as shown in Figure 6.10. The assumed crack path is indicated

by the dashed line. In case (a) there are no diagonally adjacent damaged pixels, therefore

the weighing of the central pixel is 1. In case (b) there is one diagonally connected pixel,

resulting in a weighing factor of 0.5 +
√
2/2 ≈ 1.2. In the case of two or more diagonally

adjacent damaged pixels (c) a diagonal crack is assumed and a weighing factor of
√
2 ≈ 1.4

is used. Branching is not specifically addressed in this approach because its influence on

the total length of the fatigue cracks is assumed to be negligible.

The approach is illustrated in a larger schematic example in Figure 6.11. On the left side, the

original image is shown. On the right side, the skeletonized image with the corresponding

Figure 6.10: The three cases are differentiated to better represent diagonal fatigue cracks.

Figure 6.11: Schematic representation of the fatigue crack length assumption approach.
The dashed lines represent the assumed fatigue crack path.
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weighing factors is presented. Summing up the weighted values of the skeletonized results

and multiplying them with the corresponding characteristic pixel/element length gives a

good estimate of the length of the observed fatigue cracks. As described previously, these

values are referred to the corresponding areas and are averaged over the individual simu-

lations and experiments, respectively. For the simulations and experiments, the measures

describing the crack-length per area are denoted as D̄sim
cl (N) and D̄exp

cl (N), respectively.

Figure 6.12 depicts D̄sim
cl (N) and D̄exp

cl (N) against the number of load cycles. The curves

look similar to those of the skeletonization approach, but the overall crack-length per µm2

is around 10% higher for both experiments and simulations due to the consideration of

the diagonal cracks in both experiment and simulation. Overall, this approach provides

good comparability between experiments and simulations. It results in a comprehensible

value, and it is fast to compute without needing any manual engagement. Therefore, this

approach is utilized in the following for the parameter estimation.
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Figure 6.12: Comparison of the experimental and simulated fatigue crack-length per area
values over 5000 load cycles.
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Table 6.1: Estimated fatigue properties of copper

κ γ′f cγ α κ1 κ2 smin r

1 0.1389 −0.3521 0.0006 varied 0.45 0.25 varied

6.4 Parameter estimation

A parameter study is presented that focuses on finding a good estimate for the two pa-

rameters κ1 (cf. Equation (2.10)) and r (cf. Equation (5.2)). This study is a continuation

of the parameter study presented in Chapter 5 with a more in depth parameter variation.

The geometry, material properties, and boundary conditions used are the same used in the

simulations presented in Section 5.5. The parameters of the damage onset law are taken

from Chapter 4. The parameters necessary to model fatigue damage evolution are the same

as used in Chapter 5. All parameters are briefly summarized in Table 6.1. The choice of

smin is motivated by studies of the industrial partner, which focus on the first occurrence of

voids [43]. The value smin is chosen in a way that the appearance of the first experimentally

measured macrovoids coincides with the first occurrence of DE = 1, i.e. the first occurrence

of a fully damaged element, in the simulations.

The results of nine combinations for the three values of r, 1, 0.75, and 0.5 and the three

values of κ1, 4× 10−7, 6× 10−7, and 8× 10−7 are presented here in terms of the simulated

crack-length D̄sim
cl (N) . The shape parameter r affects the void nucleation behavior at

the triple junctions, with smaller values corresponding to less voiding. The parameter κ1

influences the damage evolution, i.e., the growth from microvoids up to the formation of

macrovoids and the subsequent formation of fatigue cracks.

The results of the simulations are presented in Figure 6.13 together with the experimental

results. Each of the three plots shows the results for a constant value of r and three different

values of κ1. It can be seen that lower values of r lead to less detected crack-length per

area during the earlier stages of the simulated fatigue life. For r = 1 and r = 0.75, all

three curves fit the experimental results well during the first 2000 cycles. In contrast,

r = 0.5 results in significantly less damage than experimentally detected. Nevertheless, an
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Figure 6.13: Results of the parameter estimation simulations showing the fatigue crack-
length per area. The first Figure shows the results for r = 1, the second for
r = 0.75, and the third for r = 0.5.
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accelerated crack growth rate between 2000 and 4000 cycles leads to a final value of D̄sim
cl

at 5000 cycles, which is very similar to those obtained with r = 1 or r = 0.75, respectively.

As mentioned before, larger values of κ1 lead to a faster formation of macrovoids and

subsequent fatigue cracks. This leads to an earlier onset of shielding effects, resulting in

higher values of D̄sim
cl (N) at about 2500 cycles, but in lower ones at 5000 cycles.

6.4.1 Mean squared error

Overall, the results are very promising, with some of the parameter combinations are in

good accordance with the experimental results. To find the pair of r and κ1 that provides

the best match with the experimental results, a MSE approach is applied. The MSE value

is calculated at the six data points of the experiment as

g =
1

6

6�
i=1

(D̄exp
cl (Ni)− D̄sim

cl (Ni))
2 . (6.4)

The results are given in Table 6.2. The combination r = 0.75 and κ1 = 8 × 10−7 results

in the best fit between simulation and experiment, and is referred to as the estimated

parameter set. In Figure 6.13, it can be seen that for this combination, the simulation

results agree very closely with the experimental results for the first four data points and

r κ1 g

1 4× 10−7 7.08× 10−4

6× 10−7 2.37× 10−4

8× 10−7 1.98× 10−4

0.75 4× 10−7 5.31× 10−4

6× 10−7 1.23× 10−4

8× 10−7 0.53× 10−4

0.5 4× 10−7 7.23× 10−4

6× 10−7 4.36× 10−4

8× 10−7 4.60× 10−4

Table 6.2: The MSE values of experimental and simulated crack-length per area values.
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only start deviating marginally from the experimental curve afterward. Two slightly worse

but still good fits are: r = 0.75, κ1 = 6× 10−7 and r = 1, κ1 = 8× 10−7.

6.4.2 Fatigue crack patterns

Figure 6.14 shows results of simulated and experimentally observed fatigue cracks for cycle

numbers 1000, 1750, and 5000, respectively. For each cycle number, part of an experimen-

tally obtained cross-section is presented at the top. These experimental cross-sections are

compared to results of simulations at the respective cycle numbers. The simulated results

are based on three different EBSD triple junction distributions, all using the best fitting

parameters r = 0.75 and κ1 = 8×10−7. Neither the experimental nor the simulated results

are skeletonized.

The experimental results at 1000 cycles show many large voids and also some emerging

fatigue macrocracks. In the simulations, relative similar damage patterns can be seen,

with fatigue damage emerging at the most critical triple junctions. While larger fatigue

cracks have not formed up to this point, some of the initially small macro cracks are

already connected. After 1750 cycles, significantly larger fatigue cracks have formed in

the experiments and also in the simulations. In both cases, no through-film crack can be

observed. Within the experiments, the visible fatigue cracks are arranged predominately in

vertical direction. The simulated fatigue cracks are slightly more diagonally aligned. This

can be attributed to the FS fatigue criterion used for describing damage initiation, as it is

based on the shear-strain amplitude (c.f. Equation 2.3). The images at 5000 load cycles

are characterized by through-film cracks in the experiments and the simulations. For the

experiments, one has to consider the 3D extension of the cracks, which are reduced to a 2D

representation. This means that some of the fatigue cracks that appear to be unconnected

in the cross-section are most likely linked out-of-plane. In all three simulations, a through-

film crack has formed. In the left and the center simulation, a dominant crack and a few

relatively small cracks are predicted. In the right image, two fatigue cracks have formed

that are comparable in size.
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Figure 6.14: Result of the best fitting parameter simulations and corresponding exper-
iments showing the developing fatigue crack patterns at three load cycle
numbers. The simulations are based on three different EBSD triple junction
distributions and the parameters r = 0.75 and κ1 = 8× 10−7.
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Noteworthy is the previously discussed crack width discrepancy between experiments and

simulations, which can be attributed to the coarse mesh size of the simulations. Leaving

that aside, the simulated results are in good agreement with the experimental ones.

6.4.3 Through-film crack cycle numbers

As a final result of the parameter study, the number of cycles until the first appearance of

a through-film crack is presented for each of the parameter sets. The number is determined

the same way as in Chapter 5, utilizing a pathfinding algorithm. The obtained load cycle

numbers are presented in Figure 6.15. The general trend shows that lower values of the

shape parameter r lead to a higher number of load cycles until a through-film crack has

formed. This trend is visible in Figure 6.13, where the shift to higher cycle numbers indicates

a later overall formation of fatigue damage. Lower values of κ1 also lead to higher load

cycle numbers. Comparing these results to results presented in Figure 6.13, it can be seen

that after through-films cracks have formed, the increase in additional crack-length slows

down. Once again, this shows the shielding effects of long fatigue cracks.

Figure 6.15: Cycle numbers until the first through-film crack has formed of the enrichment
calibration study.
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6.5 Application

An important requirement in the development of the enriched bulk fatigue damage model is

its applicability to larger structures. To demonstrate the concept, the modeling approach

is used to simulate fatigue damage in the poly-heater model of layout A as presented

in Chapter 4. This DUT is of particular interest because of its spatially inhomogeneous

temperature fields, which strongly influence the formation of fatigue damage.

The same model is used in terms of material properties, geometry, and boundary conditions

as in Chapter 4. The fatigue and enrichment parameters are those with the best fit found

in Section 6.4.1. For the enrichment, the same EBSD maps as for the parameter estimation

studies are used by combining the 20 x 40 µm slices vertically side by side. As an example,

two triple junction distributions with different sequences of 20 x 40 µm slices are created and

used for two enriched CDM modeling simulations (I and II).

Instead of terminating the simulation after calculating the initial FIP, as done in Chapter

4, a modeling sequence is performed as schematically shown in Figure 6.16. This modeling

Start geometry,
boundary conditions

Material properties,
Transient thermal

analysis

Nodal temperaturesStabilized 
cycle?

Damage calculation
Stop

criteria Stop

Yes

Yes

No

No

analysis

Figure 6.16: Simplified representation of the simulation procedure featuring the enriched
bulk fatigue model.
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cycle is similar to the one discussed in Chapter 3 but the nodal temperatures are not

recalculated after fatigue damage has emerged. This is because the structure of the poly-

heater, in combination with fatigue cracks that completely block heat conduction in the 2D

representation, can lead to thermal isolation in some parts of the Cu metallization layer.

The simulations are run until a significant amount of fatigue cracks has accumulated and

through-film cracks are observed. The resulting fatigue damage patterns are shown in

Figure 6.17 and are compared to a SEM image of a corresponding experimental cross-

section taken after 5000 cycles. The experimental procedure is as described in Section

4.2. At this cycle number, many fatigue cracks have formed. In the zone where high

Figure 6.17: Resulting fatigue cracks in the layout A poly-heater as seen in the experimen-
tal analysis (top) and the two simulations featuring different triple junction
distributions (bottom). Simulation I is depicted after 1456 cycles, simulation
II after 1634 cycles.
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temperatures occur, see Figure 4.7 in Chapter 4, more fatigue cracks are observed. Further

experimental results are discussed more extensively in Chapter 4. It is noteworthy that one

fatigue crack has emerged at the position of the surface irregularities caused by the 1.5 µm

step in the copper metallization, as predicted in Chapter 4.

For simulation I, the fatigue damage after 1456 cycles is depicted. One large and dominant

fatigue crack has formed at a central position in the region where the highest temperatures

occur (cf. Figure 4.7) and many smaller fatigue cracks can be seen at different positions

in the metallization layer. A fatigue crack has initiated at the Cu surface irregularity.

Less fatigue damage has formed in the colder regions of the metallization layer, close to

the center and the edges of the poly-heater, respectively. For simulation II (featuring a

different triple junction distribution) the visible fatigue damage after 1634 cycles is shown.

More fatigue cracks have formed than in simulation I. Two through-film cracks are visible

in the region of high temperature, and again fatigue cracks can be seen at the position of

the concave part of the small step in the surface topology. Another large fatigue crack has

formed near the center of the poly-heater.

This example shows that the approach can be applied to larger 2D structures, since fatigue

cracks form at the expected positions and since the corresponding cycle numbers are in a

reasonable range. Overall, a good qualitative representation of the experiments is provided

by the simulations.

6.6 Summary

The results presented in this chapter show that the calibration of a fatigue modeling frame-

work based on experimental cross-sections is possible. Nevertheless, some limitations and

open points have to be discussed.

The first point concerns how the susceptibility of the material to the formation of voids (s-

value) is defined by introducing an additional parameter s into the framework. As explained

in Chapter 5, the parameter is based on the misorientation angle at the position of triple
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junctions. This is motivated by the current state of knowledge regarding the formation of

microvoids in Cu metallizations. Further investigations might indicate a different critical

microstructural descriptors or suggest a generally different relation between misorientation

angle φ and s as described in Equation 5.2.

While the combination of parameters presented in this chapter results in a very good fit

for the available experimental result, other combinations might provide better results for

a broader range of applications. Different maximum temperatures or generally different

load pulse types might result in different sets of fatigue parameters, or would even require

temperature-dependent ones. This also leads to the next limitation, which is the relatively

limited amount of experimental data. Further experimental studies would allow the param-

eters to be adjusted for different loading scenarios. However, it must also be pointed out

that such experimental analyses are extremely resource and time-consuming.

The last limitation which has to be mentioned is the currently solely 2D application of the

enrichment approach. In reality, fatigue cracks have a complex 3D shape in such devices.

And it must be assumed that the formation of microvoids is also related to the properties of

the 3D microstructure. Since the experimental images used for comparison and calibration

are also only 2D representations and the main goal is an estimation of through-film cracks,

the approach indicates potential as an initial assessment tool.

The studies presented in this chapter provide a way to compare fatigue cracks as seen in

experimental cross-sections with simulated fatigue cracks from corresponding 2D thermo-

mechanical simulations. It is demonstrated that by adjusting only two parameters, a very

good fit between experiment and simulation can be achieved. Using the obtained set of

parameters to model the formation of fatigue cracks within a larger test device also yields

promising results.
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Chapter 7

Conclusion

Power semiconductors are one of the cornerstones of modern technology and are used in

almost every state-of-the-art electronic device. With decreasing component sizes and in-

creasing reliability requirements, it is becoming more and more important that failure

mechanisms are well understood and predictable. This has prompted the development of

physical lifetime models, that are intended to represent the actual physical mechanisms be-

hind device failure. The development and application of such models is a challenging task.

In addition to their complex formulation, the necessary parameter calibration requires ap-

propriate experimental data, which is difficult to obtain in the case of semiconductor device

length scales.

The present work focuses on the application, calibration, and enhancement of the continuum

damage mechanics based physical lifetime model developed in [47, 93]. This model intends

to predict the formation of fatigue cracks in the copper metallization layer of Double–

diffused Metal–Oxide–Semiconductor devices. The main cause for the formation of these

types of fatigue cracks is thermo-mechanical loading due to repeated electrical overload

pulses introducing high amounts of thermal energy.

In the original continuum damage mechanics based physical lifetime modeling framework,

the local fatigue life of the material is split into two stages. In Stage I, a multiaxial Fatemi-

Socie fatigue criterion is used to represent void accumulation and microcrack nucleation.
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Stage II is based on an energy-based fatigue criterion and describes the growth and coales-

cence of microcracks until the formation of macroscopic fatigue cracks. The local influence

of the growing microcrack is represented by a reduction of the local material integrity. To-

gether with a cycle jump technique and implemented within the framework of the finite

element method, this approach is capable of modeling the evolution of fatigue cracks in

homogenized metallization layers. The calibration of the material parameters of the mod-

eling framework associated with Stages I and II requires (i) a realistic representation of

the actual thermo-mechanical loading conditions in actual devices and (ii) the ability to

compare the experimental data with simulation results in a reproducible manner.

In order to correctly represent the thermo-mechanical loading conditions being present

within semiconductors, the original framework was first incorporated into a transient thermo-

mechanical simulation strategy. To show the capabilities of the simulation strategy, multiple

simplified DMOS cells are subjected to different loading conditions featuring thermal gra-

dients and cells with accelerated damage initiation. It is shown that thermal gradients

affect the formation of fatigue damage in a sense that higher temperatures correlate with a

faster formation of fatigue damage and consequently a faster emergence of fatigue cracks.

Furthermore, fatigue cracks slow down the crack growth of other fatigue cracks in their

vicinity.

Initial comparisons between thermo-mechanical experiments and simulations are made by

relating the fatigue damage visible on the surface of the copper metallization of test devices

to numerical results presented in the form of a Fatemi-Socie fatigue indication parame-

ter. Based on this comparison, it is possible to calibrate the material parameters of the

Coffin-Manson relation type fatigue law applied in Stage I of the physical lifetime modeling

framework. The study highlights again the influence of lateral thermal gradients and also

emphasizes that the formation of fatigue damage is strongly accelerated by irregularities

on the copper surface. Furthermore, it becomes apparent that fatigue cracks also form

away from mechanical stress concentrators and initiate at microstructural features of the

metallization layer, such as triple junctions. This influence of the microstructure on the
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formation of fatigue damage cannot be considered within the original formulation of the

physical lifetime model.

To account for the influence of microstructural properties on the emergence of fatigue

damage, an enrichment approach is proposed. Within this approach, a spatially varying

parameter describing the susceptibility of the material to the initiation of fatigue damage

is introduced. Various studies testing the influence of such a parameter on the formation

of macroscopic fatigue cracks are conducted. Eventually, the parameter is based on the

misorientation angles at the position of triple junctions. Parameter studies are conducted

and presented, which indicate promising comparative possibilities with experimental results

and good calibration capabilities.

Finally, a methodology is presented which enables a meaningful comparison between exper-

imental results and numerical ones obtained using the enrichment approach. The experi-

mental results are obtained from cross-sections of test devices experiencing no significant

lateral thermal gradients. For comparing experimental and simulated results, the approx-

imate crack-length per area is calculated for both instances. Based on this comparison

method, the numerical approach is calibrated by a variation of parameters. A well-fitting

combination of parameters can be found which represents the experimental formation of

fatigue damage well.

The results presented here demonstrate the possibilities of the enrichment approach and its

capability as a physical lifetime model for power semiconductors devices. Further research

and experimental results are needed to validate the promising results and extend the scope

of the approach.
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Appendix A

Material Properties

The assumed temperature independent elastic material properties of cubic anisotropic Si

are presented in Table A.1. It represents the material properties of a standard (100) Si

wafer with the principal axes being aligned with the crystal directions [100], [010] and

[001]. Further material properties of Si are assumed to be isotropic and can be found in

Table A.2.

The temperature independent thermo-elastic and thermo-physical properties of the copper

metallization taken from [47] are given in Table A.3. A temperature dependent formulation

of a Chaboche model based on [105] is used to describe the plastic response of Cu (refer to

Table A.4).

To calculate the FIP (Equation (4.2)) the two material parameters κ and σY are required.

These values are taken from [95] as κ = 1.0 and σY = 125MPa. A temperature depended

definition of σY based on σY,chab would go beyond the scope of this work.

Table A.1: Elastic engineering moduli of Si [35]

E1 = E2 = E3 ν12 = ν23 = ν31 G12 = G23 = G31

GPa - GPa

130 0.28 79.6
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Table A.2: Thermo physical properties of Si [5, 71], with the reference temperature for
the CTE being 293 ◦C

Temperature CTE ρ λ c

K 10−6K−1 kg
m3

W
mK

J
kgK

325 2.76 2360 71 730.80

400 3.21 2360 61 782.52

475 3.52 2360 53 816.32

550 3.72 2360 47 837.38

625 3.88 2360 42 854.16

700 3.99 2360 38 867.17

Table A.3: Temperature independent thermo-elastic and thermo-physical properties of
polycrystalline Cu

E ν CTE ρ λ c

GPa - 10−6K−1 kg
m3

W
mK

J
kgK

100 0.35 16.7 8960 385 385

The material properties of the interlayers are taken from [44] and [47]. The reference

temperature for the CTE of all materials is assumed to be 20 ◦C.

Table A.4: Temperature dependent plastic parameters of Cu

Temperature σY,chab C1 γ1

K MPa MPa -

163 157 2000 9.0

293 142 1800 8.5

398 130 1600 8.0

473 107 1400 7.5

673 79 1200 7.0
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Table A.5: Material properties of the interlayers

E ν CTE ρ λ c

GPa 10−6K−1 kg
m3

W
mK

J
kgK

SiN 305 0.262 2.60 3190 260 761

SiO2 72 0.17 8.10 2180 1.38 750

barrier 260 0.26 4.5 19250 163 134

metal-1 Al 70 0.35 24.0 2700 210 900
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Appendix B

Skeletonization

The skeletonization algorithm utilized in this work is one of the two included in MATLAB

based on [51]. In the following the description of the algorithm is reproduced one to one

from the MATLAB manual [37]. It consists of two subiterations that together form one

iteration of the thinning algorithm:

1. In the first subiteration: delete pixel p if and only if G1, G2, and G3 are all satisfied.

2. In the second subiteration: delete pixel p if and only if G1, G2, and G3
′ are all satisfied.

Condition G1:

XH(p) = 1 (B.1)

where

XH(p) =

4�
i=1

bi (B.2)

bi =

����
1, if x2i−1 and (x2i = 1orx2i+1 = 1)

0, otherwise

(B.3)
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x1, x2, ..., x8 are the values of the eight neighbors of p, starting with the east neighbor and

number in counter-clockwise order.

Condition G2:

2 ≤ min{n1(p), n2(p)} ≤ 3 (B.4)

where

n1(p) =
4�

k=1

x2k−1 ∨ x2k (B.5)

n2(p) =
4�

k=1

x2k ∨ x2k+1 (B.6)

Condition G3:

(x2 ∨ x3 ∨ x̄8) ∧ x1 = 0 (B.7)

Condition G3
′:

(x6 ∨ x7 ∨ x̄4) ∧ x5 = 0 (B.8)

In the given case the iterations are repeated until no changes are made during one step.
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[70] M. Nelhiebel, R. Illing, T. Detzel, S. Wöhlert, B. Auer, S. Lanzerstorfer, M. Rogalli,

W. Robl, S. Decker, J. Fugger, and M. Ladurner. Effective and reliable heat man-

agement for power devices exposed to cyclic short overload pulses. Microelectronics

Reliability , 53(9-11):1745–1749, 2013.

[71] Y. Okada and Y. Tokumaru. Precise determination of lattice parameter and thermal

expansion coefficient of silicon between 300 and 1500 K. Journal of Applied Physics,

56(2):314–320, 1984.

[72] A. Palmgren. Die Lebensdauer von Kugellagern. Zeitschrift des Vereines Deutscher

Ingenieure, 68(14):339–341, 1924.

[73] I. Papadopoulos. A comparative study of multiaxial high-cycle fatigue criteria for

metals. International Journal of Fatigue, 19(3):219–235, 1997.

[74] J. Park. Evaluation of an energy-based approach and a critical plane approach for pre-

dicting constant amplitude multiaxial fatigue life. International Journal of Fatigue,

22(1):23–39, 2000.

[75] T. M. A. Pelisset. Degradation analysis of thin die-attach layer under cyclic thermal

load in microelectronics packaging. PhD thesis, Montanuniversität Leoben, 2015.

[76] M. Pfost, C. Boianceanu, H. Lohmeyer, and M. Stecher. Electrothermal simulation

of self-heating in DMOS transistors up to thermal runaway. IEEE Transactions on

Electron Devices , 60(2):699–707, 2013.

[77] S. Pietranico, S. Lefebvre, S. Pommier, M. B. Bouaroudj, and S. Bontemps. A study

of the effect of degradation of the aluminium metallization layer in the case of power

semiconductor devices. Microelectronics Reliability , 51(9-11):1824–1829, 2011.
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