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## Kurzfassung

Diese Doktorarbeit beschäftigt sich, ausgehend von stochastischen Interaktionsmodellen, mit der rigorosen Herleitung spezieller nicht-linearer partieller Differentialgleichungen.
Die verwendeten Methoden stützen sich auf das mathematische Konzept der sogenannten ,mean-field limits‘, ein Konzept, das sich nicht nur auf dem Gebiet der reinen Mathematik, sondern auch in der fächerübergreifenden Forschung in den Bereichen Populationsdynamik, Physik, Neurowissenschaften, Deep Learning und Wirtschaftsforschung steigender Beliebtheit erfreut.
Die Grundidee dieser speziellen Partikel-Grenzwerte liegt darin, dass unter bestimmten Voraussetzungen das Partikelsystem trotz Interaktionen zwischen den Partikeln im Grenzwert (Anzahl der Partikel strebt gegen Unendlich) durch eine Dichtefunktion approximiert werden kann, die wiederum als Lösung einer partiellen Differentialgleichung aufgefasst werden kann. Diese Eigenschaft wird in der Fachliteratur auch ,propagation of chaos‘ genannt. In der vorliegenden Arbeit werden nur sogenannte „diffusive Partikelsysteme" betrachtet, welche im Grenzwert zu partiellen Differentialgleichungen mit positiver Diffusionskonstante führen. Speziell werden in dieser Doktorarbeit Interaktionssysteme betrachtet (auch „moderate Interaktionssysteme" genannt), bei denen der Interaktionskern mit der Anzahl der Partikel skaliert. Im Gegensatz zu klassischen Mean-field-Modellen (auch „schwache Mean-field-Modelle" genannt), führt das moderate Regime zu lokalen partiellen Differentialgleichungen.
Die Arbeit gliedert sich in drei Teile: Im ersten Teil der Doktorarbeit wird - ausgehend von einem moderaten stochastischen Teilchenmodell - eine verallgemeinerte Version des sogenannten SKT-Systems hergeleitet, welches ein Mehr-Spezies-Modell mit Kreuzdiffusionsstruktur in der Populationsdynamik darstellt. Ebenso enthält auch der folgende zweite Teil der Arbeit eine rigorose Herleitung einer fraktionellen Poröse-Mediums-Gleichung mit moderat interagierenden Partikeln. Aufgrund der verwendeten Techniken im moderaten Regime enthalten diese beiden ersten Teile der Arbeit auch Abschätzungen von nicht-lokalen Approximationsmodellen der eben genannten lokalen partiellen Differentialgleichungen. Der dritte Teil der vorliegenden Doktorarbeit enthält eine neue mathematische Technik, um ausgehend von diffusiven Partikeln unter dem Einfluss von Aggregation - ein bedingtes Konvergenzresultat in $L^{2}$-Norm herzuleiten. Dieses Resultat kann als erster Schritt zu einem Fluktuations-Resultat im Kontext von aggregierenden Mean-field-Partikelsystemen gesehen werden.


#### Abstract

This thesis is concerned with the derivation of certain types of nonlinear partial differential equations from stochastic interacting particle systems. The underlying methods are within the framework of mean-field limits, a well-known mathematical concept which has become an emerging tool of interdisciplinary research due to the increasing number of applications in population dynamics, physics, neuroscience, deep learning and others. The basic idea of these types of particle limits is to show that even though the particles are interacting with each other - under certain conditions - in the large particle limit, the system can be approximated by a density function which solves a partial differential equation: This is also called 'propagation of chaos'. Throughout this thesis, the case of diffusive particle systems is considered leading to partial differential equations with positive diffusion parameters. Special focus in this work is put on moderately interacting particle systems, a technique where the interaction kernel of the particle system scales with the number of particles. In contrast to the classical mean-field limit, which is also called weak mean-field limit, the moderate regime leads to local partial differential equations. The thesis is split into three parts: In the first part, a rigorous derivation of a generalised version of the so-called SKT-system - a multi-species model from population dynamics from moderately interacting particles is shown. In the second part, the method of moderately interacting particles is used to derive a porous media equation with fractional diffusion. Due to technical issues which occur in the moderate regime, rigorous estimates of non-local approximations of the particular partial differential equations are shown in those two chapters, as well. The third part of this work shows a new technique for proving a conditional quantitative $L^{2}$-convergence result for diffusive particles under the effect of aggregation, which can be seen as a step towards the proof of fluctuations around the mean-field limit in the setting of aggregating particles.
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It is one of the fundamental aims in science to understand the effect of particles or parts merging together to one quantity, like birds forming a swarm or gas particles forming an entity. Aristotele once said "the whole is greater than the sum of its parts"2, which raises questions like

- which properties of the individual parts are inherited by the whole and
- which properties can be only observed if we look at the whole quantity.

In applied mathematics, we speak of microscopic levels if we are talking about the individual parts (that later form one quantity) and macroscopic levels if we are looking at the whole quantity.
Usually, in applications coming from natural sciences and economy - this thesis will only consider such applications - the macroscopic level can be described by a density function, which, roughly speaking, indicates in which areas there are more particles and in which areas there are less. Since time is an essential part of most processes arising in science, it is crucial for understanding the macroscopic level to (mathematically) describe its evolution in time, i.e. how it changes in time - for instance where is the swarm of birds moving to or will the gas be equally distributed in a room after we wait a certain amount of time.
In fact, amongst others we are interested whether we can describe the time evolution of the density function of the particles by a partial differential equation which then allows us to simulate and study properties of the macroscopic level. In the words of the famous physicist Paul Dirac (1902-1984), who said "I consider that I understand an equation when I can predict the properties of its solutions, without actually solving it" ${ }^{\prime 3}$, although in most cases we lack a concrete formula of the solution, we can describe it by its properties. Additionally, in modern times numerical simulations of solutions of partial differential equations have become an essential part of applied mathematical research. This shows an advantage of studying - from a mathematical but also from an applied point of view - the connection between microscopic (particle) levels and its corresponding macroscopic equation since particle systems arising from physics often consider a large number of particles ( $N \sim 10^{20}$ ).

[^1]Hence, the numerical simulations of the microscopic level are often too costly (in terms of computation time) and therefore - due to efficient numerical schemes for partial differential equations - the macroscopic equations play an important role for simulations. Additionally, because of the high complexity, interesting questions like long-term clustering of particles are difficult to answer if we only consider the microscopic dynamics.
Certainly, there are different mathematical approaches used to motivate or rigorously prove connections between microscopic particle systems and macroscopic equations. In this thesis, so-called mean-field limits and the associated concept of propagation of chaos is used in order to rigorously show connections between certain particle systems and partial differential equations. In recent years, mean-field limits have become a growing field of mathematical research. The reason lies in the fact that those particle limits can be used in a broad variety of applications, like swarm modelling [18], deep learning [106], neuroscience [2], evolutionary biology [23] and economy [98], to name a few. The particles can for instance represent molecules, neurons, bacteria, plants or humans. Caused by this broad variety of applications, the topic has also become an emerging tool for modern interdisciplinary research.
The origin lies in the late 19th century, where Boltzmann already proposed that the particle dynamics of a large class of particle systems can be captured by one macroscopic partial differential equation (PDE), see [7]. Heuristically, this means that (for the considered cases) for large systems the particles behave like 'one' and become independent in the limit; see Section 1.1 for a mathematical definition of this intuition. In 1900, at the International Congress of Mathematicians, David Hilbert (1862-1943) famously addressed this question in his sixth problem, where he claimed that providing an axiomatic mathematical framework for Boltzmann's considerations should be one of the goals in modern mathematics, [57], [85]. However, caused by a lack of suitable mathematical techniques at that time, like important results in probability theory, it took more than fifty years until Mark Kac [66] made significant progress in this matter by mathematically formalising the notion of chaos for the Boltzmann equation, see Section 1.1.1 for details.
Despite the lack of a mathematical framework at that time, Boltzmann's idea to consider particle systems which become 'independent' if the number of particles becomes large, still forms the core motivation of mean-field limits, where the limiting macroscopic equation (represented by a non-linear PDE) of a large system of interacting particles is studied. The microscopic particle system is described by a large system of (stochastic) ordinary differential equations. The interaction between one particle with all other particles is incorporated into the system by using a weighted sum over all interactions - a mean value which motivates the name mean-field limit. Since the particle system in mean-field theory is usually represented by a stochastic system of interacting particles and the macroscopic dynamics are represented by deterministic partial differential equations, which model the typical particle (since the particles behave like 'one' in the limit), the topic of mean-field limits lies on the border between two mathematical disciplines: Stochastics and Partial Differential Equations (PDEs). The challenge is to take advantage of different techniques from those two mathematical fields despite those two disciplines often times having different notations and aims. As a matter of fact, the techniques used in this thesis will cover both disciplines, however, they strongly rely on analytical techniques like uniform estimates of solutions of (non-local and local) non-linear partial differential equations, which are crucial
especially for the results in Chapter 2 and 3. In Chapter 4, a (more technical) result is shown by proving a connection between two different notions of convergence of particle systems for a diffusion model with aggregation. However, even if at the first glimpse it looks like a purely probabilistic result, the new technique used there is inspired by estimates from classical PDE theory.

### 1.1 Notion of chaos

There are different notions of chaos and hence propagation of chaos, the standard one being derived by the framework given by Mark Kac in [66]. Originally, the notion of chaos in [66] was considered to be suitable for the kinetic Boltzmann theory, however, the lecture notes of H.P. McKean [82] addressed ten years later that Kac's concept of chaos and propagation of chaos can also be used in the framework of a broad class of (nonlinear) diffusion models of the form

$$
\begin{equation*}
\partial_{t} u=\frac{1}{2} \sum_{i, j=1}^{d} \frac{\partial^{2}}{\partial_{x_{i}} \partial_{x_{j}}}\left[a_{i j}(u) u\right]-\sum_{i=1}^{d} \frac{\partial}{\partial_{x_{i}}}\left[b_{i}(u) u\right] \quad \text { on }(0, \infty) \times \mathbb{R}^{d}, \tag{1.1}
\end{equation*}
$$

where the diffusion coefficients $a_{i j}(u)$ as well as the drift coefficients $b_{i}(u)$ depend (in a nonlinear and nonlocal way via an integral formulation) on the solution $u$ and on the spatial variable $x$. The precise form of the diffusion and drift coefficients $a_{i j}$ and $b_{i}$ will be discussed in Section 1.2, where we will illustrate some ideas given in [82] for a simple example. Before we discuss this toy example, in the following part of the thesis, we introduce the general concept of chaos and propagation of chaos which form the core idea and motivation of mean-field limits.

### 1.1.1 Kac: The introduction of a mathematical framework

The scope of the present thesis lies in the derivation of non-linear partial differential equations with diffusion (and aggregation) phenomena arising from physics and biology from stochastic particle systems and not in kinetic theory. However, since the concept of those particle derivations and mean-field limits strongly relies on the concept of the so-called Boltzmann property which was first introduced by Kac in [66], in this section we present a short summary of the seminal work [66], which is not only an important work for kinetic theory but for particle derivations of partial differential equations in general. This section is based on [66] and the recent articles [56] and [85]. For more information on Kac's work and implications in kinetic theory we refer to the latter two papers.
Based on Boltzmann's work, [7] and his well-known 'Stosszahlansatz', [66, Section 2], Kac developed a mathematical framework for Boltzmann's intuition and ideas for kinetic theory for dilute gases. In the setting of the spatially homogeneous Boltzmann equation of the form

$$
\partial_{t} f(t, v)=Q(f, f) \quad \text { for } t \geq 0 \quad, v \in \mathbb{R}^{d} \text {, }
$$

where $v$ denotes the velocity, $Q$ denotes a so-called collision operator and $f(t, v)$ is a distribution function of a dilute gas, where we assume that the exchange of energy between
the gas molecules only happens through collisions. This spatially homogeneous equation was derived by Kac in [66] in a simplified setting (i.e. $d=1$ and other simplifications of the model) by using Poisson-like jump processes for the mutual collisions between two molecules on the microscopic level, see [66, Sections 2-3] for a complete description. In his BASIC THEOREM, [66, Section 3], Kac showed that the so-called Boltzmann property (see definition below) propagates in time in the following way:
Let us assume that $d=1$ and define $V=\left(v_{1}, \ldots, v_{N}\right) \in \mathbb{R}^{N}$ the vector of velocities of the $N$ gas molecules in the system on spheres $\mathcal{S}_{N}:=\left\{V: v_{1}^{2}+\ldots+v_{N}^{2}=N\right\}^{4}$ and let $\phi_{N}(V, t)$ fulfil the so-called master-equation, which is a PDE that describes the change in time of the distribution of points $V$ under the influence of (random) collisions, see [66, Equation (3.4)]. Additionally, set

$$
f_{N}^{(k)}\left(v_{1}, \ldots, v_{k}, t\right):=\int_{x_{k+1}^{2}+\ldots+x_{N}^{2}=N-v_{1}^{2}-\ldots-v_{k}^{2}} \phi_{N}(V, t) \mathrm{d} S
$$

where we integrate over spheres which fulfil $x_{k+1}^{2}+\ldots+x_{N}^{2}=N-v_{1}^{2}-\ldots-v_{k}^{2}$. The distribution functions $f_{N}^{(k)}$ are called $k$-th contraction of $\phi_{N}$ in [66]. Then the BASIC THEOREM in [66] says that if at time $t=0$, the symmetric distribution function $\phi_{N}(V, 0)$ with $V \in \mathcal{S}_{N}$ fulfils the Boltzmann property, i.e. for all $k \in \mathbb{N}$

$$
\lim _{N \rightarrow \infty} f_{N}^{(k)}\left(v_{1}, \ldots, v_{k}, 0\right)=\prod_{i=1}^{k} \lim _{N \rightarrow \infty} f_{N}^{(1)}\left(v_{i}, 0\right)
$$

then it also holds at any time $t>0$

$$
\lim _{N \rightarrow \infty} f_{N}^{(k)}\left(v_{1}, \ldots, v_{k}, t\right)=\prod_{i=1}^{k} \lim _{N \rightarrow \infty} f_{N}^{(1)}\left(v_{i}, t\right)
$$

For a proof of this statement, we refer the reader to [66, Section 4]. In the upcoming sections we will see that the observation that the Boltzmann property concerning the finite 'contractions' of the distribution function $\phi_{N}$ propagates in time (under simplifying assumptions for the Boltzmann equation) forms the basic concept of mean-field limits and propagation of chaos. Based on [66], McKean [82] made use of this general concept by applying it to a class of parabolic nonlinear partial differential equations. The definition stayed close to the original one in [66] - see Definition 1 -, however, in modern literature, the name Boltzmann property changed into $u$-chaos or Kac's chaos ${ }^{5}$.

### 1.1.2 Propagation of chaos

Based on the well-known framework in [66], the following section contains important definitions and notions used in every chapter of this thesis. This section follows [62] and [113] with additional insights into further notions of chaos from [56].

[^2]First, we state the definition of chaos used in the classical framework of mean-field limits:
Definition 1 ( $u$-chaotic, Definition 2.1. in [113]). Let u be a probability measure on a separable metric space $\mathcal{M}$. Then, a sequence $f_{N}$ of symmetric probability measures ${ }^{6}$ on the product space $\mathcal{M}^{N}$ is said to be u-chaotic if for any finite number $k \in \mathbb{N}$ and bounded, continuous functions $\phi_{1}, \ldots, \phi_{k} \in C_{b}(\mathcal{M})$ it holds that

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left\langle f_{N}, \phi_{1} \otimes \ldots \otimes \phi_{k} \otimes 1 \otimes \ldots \otimes 1\right\rangle=\prod_{i=1}^{k}\left\langle u, \phi_{i}\right\rangle . \tag{1.2}
\end{equation*}
$$

Remark 1.1 (Weak convergence of $k$-marginals). Note that condition (1.2) means that for all $k \in \mathbb{N}$ the $k$-marginal of the sequence $f_{N}$ of symmetric probability measures on $\mathcal{M}^{N}$ converges weakly to the product measure $u^{\otimes k}$.

Before we continue with stating the definition of propagation of chaos, we have to fix some ideas and the framework of (interacting) particle systems. We will explain more about the specific form of mean-field particle systems, in the following section (Section 1.2), however, in order to properly state the definition of propagation of chaos, we need the following concept of empirical measures: Let $\mathcal{X}_{N}(t):=\left(X_{1}(t), \ldots, X_{N}(t)\right)$ be a sequence of $N$ (interacting) indistinguishable ${ }^{7}$ particles at a certain time $t \geq 0$. Then, we define the associated empirical measure at time $t \geq 0$ as the following random distribution

$$
\begin{equation*}
\mu_{\mathcal{X}_{N}}(t, x):=\frac{1}{N} \sum_{i=1}^{N} \delta_{X_{i}(t)}(x), \quad t \geq 0 \tag{1.3}
\end{equation*}
$$

where $\delta_{X}(\cdot)$ denotes the Dirac delta at point $X$.
Proposition 1.2 (Equivalent statements to $u$-chaotic, Proposition 2.2 in [113]). Under the assumption of Definition 1, the following statements are equivalent
(i) $f_{N}$ is u-chaotic
(ii) Condition (1.2) holds for $k=2$, which means that it is sufficient to show convergence of the second marginal of $f_{N}$ towards the product measure $u^{\otimes 2}$; (see Remark 1.1)
(iii) If $\mathcal{X}_{N}:=\left(X_{1}, \ldots, X_{N}\right)$ is distributed according to $f_{N}$, i.e. $\operatorname{Law}\left(X_{1}, \ldots, X_{N}\right)=f_{N}$ for all $N \in \mathbb{N}$, then the associated empirical measure $\mu_{\mathcal{X}_{N}}(\cdot)$ converges in law towards the deterministic measure $u$, where the empirical measure is defined in (1.3).
For a proof of this proposition, we refer to [113]. We note that for showing convergence in law of the empirical measure $\mu_{\mathcal{X}_{N}}$ is enough to prove that for any test function $\phi \in C_{b}(\mathcal{M})$, which is bounded and continuous, it holds that $\mathbb{E}\left(\left|\frac{1}{N} \sum_{i=1}^{N} \phi\left(X_{i}\right)-\int_{\mathcal{M}} \phi(x) \mathrm{d} u(x)\right|\right) \rightarrow 0$ for $N \rightarrow \infty$, see [113] and [83].
Remark 1.3 (Law of large numbers). Since statement (iii) in Proposition 1.2 shows that the empirical measure $\mu \mathcal{X}_{N}$ converges to a deterministic measure $u$, this can be seen as a version of 'Law of large numbers' for particle systems.

[^3]Now, we have all definitions in hand to define propagation of chaos. Let

$$
\mathcal{X}_{N}(t):=\left(X_{1}(t), \ldots, X_{N}(t)\right)
$$

be a sequence of $N$ interacting indistinguishable particles and $t \geq 0$. Additionally, let $u(t)$ be a solution to a partial differential equation with initial condition $u_{0}$ (the concrete form of this PDE will be made explicit in Section 1.2; to understand the concept it is not important).

Definition 2 (Propagation of chaos for a particle system, Definition 4 in [62]). If at time $t=0$ the joint distribution $f_{N}(0)$ of $\mathcal{X}_{N}(0)$ is $u_{0}$-chaotic, then we say that propagation of chaos holds, if at any time $t>0$ the joint distribution $f_{N}(t)$ of $\mathcal{X}_{N}(t)$ is $u(t)$-chaotic.

Due to Proposition 1.2 this implies that $\mu_{\mathcal{X}_{N}}(t) \rightarrow u(t)$ for $N \rightarrow \infty$ holds true in law at any time, which shows that in this case the particle dynamics converge at any time to the deterministic law $u(t)$.

Remark 1.4. Choosing $X_{i}(0)=\xi_{i}$ with independent and identically distributed random variables on $\mathcal{M}$ such that $\operatorname{Law}\left(\xi_{i}\right)=u_{0}$, implies that $f_{N}(0)$ is trivially $u_{0}$-chaotic.

Heuristically, we can interpret the propagation of chaos property in the setting of interacting particle systems in the following way: Let us start with independent and identically distributed random variables at time $t=0$. At any point $t>0-$ since the particles are interacting (see Section 1.2) - they are not independent any more. However, as the number of particles $N$ grows, this property of independence (which implies a factorised law) can be recovered in the large particle limit for any time $t>0$.

## Multi-species propagation of chaos

In Chapter 2 of this thesis, we show a propagation of chaos result for a multi-species model, where we use an extended variant of Definition 1 that was already used for instance in [2] in the framework of a multi-species neural network. Due to the symmetry assumption on the probability measures in Definition 1 (and therefore the assumption of indistinguishability of all particles)- which is not true for multi-species models - Definition 1 has to be adapted for a multi-species case. Let $N \in \mathbb{N}$ be the total number of particles and $n \in \mathbb{N}$ the number of species. We denote the particle dynamics with

$$
\mathcal{X}_{N}(t):=\left(X_{1}^{1}(t), \ldots, X_{N}^{n}(t)\right),
$$

where the upper index denotes the species and assume that particles within one species are indistinguishable. Then, we say that at time $t \geq 0$, the sequence of joint laws $f_{N}$ of $\mathcal{X}_{N}$ is $u(t)=\left(u_{1}(t), \ldots, u_{n}(t)\right)$-chaotic, if for any $k \in \mathbb{N}$, the law of the $k$-tuple $\left(X_{i_{1}}^{s_{1}}(t), \ldots, X_{i_{k}}^{s_{k}}(t)\right)$ converges weakly to the product measure $\prod_{i=1}^{k} u_{s_{i}}(t)$. Here, each species has a different limiting process, however chaos still propagates in time. In Chapter 2, we show propagation of chaos for a multi-species model in a different (stronger) sense, by path-wise estimates, see Section 1.2 for an introduction to this coupling technique.

## Other notions of chaos

Definition 1 and Definition 2 go back to the classical work [66]. However, it might be useful to also use other notions of chaos. In this section, we give some insight into other notions of propagation of chaos, which are governed by using different norms of convergence. The idea however stays the same as in Definition 2. We follow the review paper [62] and the article [56].

Convergence in Monge-Kantorovich-Wasserstein distance, [62]. In some applications, propagation of chaos is shown with respect to the $p$-MKW-distance: Let $\rho_{1}, \rho_{2}$ be two probability measures with finite $p$-th moment, then the $p$-MKW distance for $p \geq 1$ is defined as follows

$$
\mathcal{W}_{p}\left(\rho_{1}, \rho_{2}\right):=\inf _{\substack{(X, Y), \operatorname{Law}(X)=\rho_{1} \\ \operatorname{Law}(Y)=\rho_{2}}}\left(\mathbb{E}\left(|X-Y|^{p}\right)\right)^{1 / p}
$$

see [62] for instance. Hence, one can look at propagation of chaos in MKW-distance in the following way:

Definition 3. Let the assumptions in Definition 2 hold. Let $f_{N}^{k}(t)$ denote the distribution of the $k$-marginal of $f_{N}(t)$ for any $t \geq 0$ and

$$
\mathcal{W}_{p}\left(f_{N}^{k}(0), u_{0}^{\otimes k}\right) \rightarrow 0 \quad \text { for } N \rightarrow \infty
$$

Then, propagation of chaos holds in $p-M K W$ norm if for any time $t>0$

$$
\mathcal{W}_{p}\left(f_{N}^{k}(t), u^{\otimes k}(t)\right) \rightarrow 0 \quad \text { for } N \rightarrow \infty
$$

We refer the reader also to Section 1.2, where we show that convergence in expectation of the second moment (using so-called coupling techniques) implies propagation of chaos in 2-MKW-distance. See also article [56], where different implications between the notation of chaos by Kac and propagation of chaos in 1-MKW-distance are shown. In the present thesis, with regard to the MKW-distance, only the above mentioned implication (1.14) shown in the next section is of relevance, especially in Chapter 2 and 3.

Another notion of chaoticity worth mentioning in this section is concerned with convergence of the entropy functional:

Definition 4 (u-entropy-chaotic, $[62,56])$. Let all assumptions of Definition 1 hold. By defining the Boltzmann-entropy for $f_{N}$ as follows

$$
\mathcal{H}_{N}\left(f_{N}\right):=\frac{1}{N} \int_{\mathcal{M}^{N}} f_{N} \log f_{N} \mathrm{~d} x_{1} \ldots \mathrm{~d} x_{N},
$$

we say that $f_{N}$ is $u$-entropy chaotic if $H_{1}(u)<\infty$ and

$$
H_{N}\left(f_{N}\right) \rightarrow H_{1}(u) .
$$

Indeed, one can show that the notion of entropic chaos is stronger than the chaoticity defined in Definition 1:

Proposition 1.5 (Theorem 1.4 (iii) and (iv) in [56]). Let all assumptions of Definition 1 and Definition 4 hold and $\mathcal{M}=\mathbb{R}^{d}$. If $f_{N}$ is $u$-entropy chaotic, then it is u-chaotic.

For a proof we refer to [56], where property (1.2) is referred to as Kac-chaotic. We refer the reader to [62] and [56] and the references therein for further discussions on other notions of chaos, like Fisher-information-chaotic, which is even stronger than entropy-chaotic, [56, Theorem 1.4].

### 1.1.3 Outlook: Fluctuations around the mean-field limit

As mentioned in Remark 1.3, proving a mean-field limit result and the associated propagation of chaos property can be seen as a law of large numbers result on the level of the empirical measure of the particle dynamics. However, by approximating a stochastic interacting particle system by a deterministic measure, some information inherited by the stochasticity of the system gets lost. This is the reason why the study of fluctuations around the mean-field limit, which can be seen as next order correction to the mean-field behaviour, is of high interest. Questions associated with fluctuations in mean-field settings have already been studied by Braun and Hepp [9], Rost [100], Dawson [39], Sznitman [112], Oelschläger [90], Lewicki [74] as well as Jourdain and Méléard [65] in the last century and recently by [105] (in the setting of neural networks) and Wang et al. [117] for instance.
In this section, we give a motivational introduction:
If by denoting with $\mu_{\mathcal{X}_{N}(t)}$ empirical measure of the particle dynamics at time $t>0$, see (1.3), 'propagation of chaos' means $\mu_{\mathcal{X}_{N}(t)} \rightarrow u(t)$ in law for a deterministic measure $u(t) .{ }^{8}$ Since this corresponds to the law of large numbers, it is a natural question to ask, whether the quantity

$$
\begin{equation*}
\xi_{N}(t):=\sqrt{N}\left(\mu_{\mathcal{X}_{N}(t)}-u(t)\right) \tag{1.4}
\end{equation*}
$$

associated with the well-known central limit theorem from standard probability theory converges (in a distributional sense). For mean-field interacting particle systems, the random measure $\xi_{N}(t)$ is called fluctuation process around the mean-field limit $u(t)$.
Assuming that there exists a limiting distribution of $\xi_{N}$, denoted by $\xi$, then formally, this shows why studying the limiting behaviour of $\xi_{N}$ can be seen as 'next order correction': By writing $\mu_{\mathcal{X}_{N}(t)}=u(t)+\frac{1}{\sqrt{N}} \xi_{N} \approx u(t)+\frac{1}{\sqrt{N}} \xi$, the term $\frac{1}{\sqrt{N}} \xi$ gives us a correction of the limiting behaviour measured by the deterministic measure $u(t)$ that vanishes at scale $N^{-1 / 2}$. By recalling the classical central limit theorem for independent random variables, see [69, Theorem 17.10] and [41] for a formulation for empirical measures, we note that in case of independent particles, the limiting distribution $\xi$ is Gaussian. However, as already mentioned in the section before, for interacting particles independence can clearly not be expected. In the spirit of Definition 2, one could ask a (formal) question like: If at time $t=0$ the limit $\xi_{N}(0) \rightarrow \xi_{0}$ for $N \rightarrow \infty$ towards a Gaussian distribution holds, does it hold

[^4]at any time $t>0$ in the limit, i.e. $\xi_{N}(t) \rightarrow \xi_{t}$ for $N \rightarrow \infty$ and $t>0$, where $\xi_{t}$ is a Gaussian distribution ${ }^{9}$ ?
In general, one can not expect this question to be answered positively for all particle systems fulfilling the propagation of chaos property, see the work of Dawson [39] where he showed a phase transition result for the fluctuation process in a specific mean-field setting. However, for instance in [46] Fernandez and Méléard showed a general result for McKean-Vlasov dynamics where a central limit theorem holds.
When studying the limiting behaviour of $\xi_{N}$ defined in (1.4), the convergence rate of the propagation of chaos property $\mu_{\mathcal{X}_{N}(t)} \rightarrow u(t)$ is of great importance, however, it is a challenging task to show the optimal rate of convergence. In some situations, changing the scaling in (1.4) from $N^{1 / 2}$ to a sequence $e_{N}<N^{1 / 2}$ might be fruitful, see for example [65] for a result in the moderate regime (see Section 1.2.2 for a definition of moderate regime) where $e_{N}$ is chosen to be logarithmic in $N$. In this case, the limiting distribution of the fluctuation process is deterministic and not Gaussian.

## Connection to this thesis:

- In Chapter 2, we derive a cross-diffusion system (multi-species) with linear diffusion from a mean-field interacting particle system, which implies a propagation of chaos result. Interestingly, if we set the number of species to one, the limiting partial differential equation reduces to a porous media equation with additional diffusion $\sigma>0$ :

$$
\begin{equation*}
\partial_{t} u=\sigma \Delta u+\frac{1}{2} \Delta\left(u^{2}\right)=\sigma \Delta u+\operatorname{div}(u \nabla u) \tag{1.5}
\end{equation*}
$$

We note that (1.5) was already derived almost 15 years before in [47] by Figalli and Philipowski with a different particle system. The main difference between the two derivations can be heuristically explained form an analytical point of view by the fact that we can write the Laplace-Operator $\Delta$ as $\operatorname{div}(\nabla)$ or interpret it as 'pure diffusion'. ${ }^{10}$
This shows that there exist two different particle dynamics (and hence two different empirical measures $\mu_{\mathcal{X}_{N}^{1}(t)}(\cdot)$ and $\left.\mu_{\mathcal{X}_{N}^{2}(t)(\cdot)}\right)$ converging in law to the same deterministic measure $u(t)$, which solves (1.5).
We expect that the fluctuation processes of the two particle systems respectively show different limiting behaviours, which would help us to understand the difference of the particle models from a modelling point of view. Partial results have been derived by Oelschläger in [90], where he was able to prove a central limit theorem for a corrected fluctuation process ${ }^{11}$ in the setting of Figalli and Philipowski and by Jourdain and Méléard [65] who where able to show convergence of the fluctuation process with a different scaling than $N^{1 / 2}$. However, a complete picture is still missing in the literature.

[^5]- Motivated by the findings in Chapter 2 described above, in Chapter 4, we make a step towards extending Oelschläger's technique of [90] for showing a (corrected) fluctuation result in a more general setting, i.e. we also allow aggregating particles instead of only repulsive particles in [90]. In terms of the limiting partial differential equation, we allow both signs $\pm$ in front of the non-linear term:

$$
\begin{equation*}
\partial_{t} u=\sigma \Delta u \pm \frac{1}{2} \Delta\left(u^{2}\right)=\sigma \Delta u \pm \operatorname{div}(u \nabla u) . \tag{1.6}
\end{equation*}
$$

However, a complete fluctuation result for aggregating particles in the setting of (1.6) is still an open question, since the new technique developed in Chapter 4 only gives a partial result by assuming that at least a propagation of chaos result by coupling methods holds in probability (see Section 1.2.1 for an introduction to coupling techniques). Nonetheless, the method developed in Chapter 4 is expected to hold also in models of Keller-Segel-type, see the appendix of Chapter 4 (Section 4.A), and also forms an important step towards fluctuation results in the framework of crossdiffusion models. We refer to Chapter 4 and the summary in Section 1.3 for a more detailed introduction.

### 1.2 Particle systems of mean-field type

In order to simplify the notation, in this section we will always consider a filtered probability space $\left(\Omega, \mathcal{F}, \mathcal{F}_{t}, \mathbb{P}\right)$, even when not specifically written.
Throughout this thesis we will consider the particle system to follow a stochastic differential equation of mean-field type, i.e. the position of the $i$-th particle changes in time according to the following system of stochastic differential equations

$$
\begin{align*}
\mathrm{d} X_{i}^{N}(t) & =\nabla U\left(X_{i}^{N}(t)\right) \mathrm{d} t+\frac{1}{N} \sum_{j=1}^{N} V_{1}\left(X_{i}^{N}(t)-X_{j}^{N}(t)\right) \mathrm{d} t  \tag{1.7}\\
& +\left(\sigma+\frac{1}{N} \sum_{j=1}^{N} V_{2}\left(X_{i}^{N}(t)-X_{j}^{N}(t)\right)\right)^{1 / 2} \mathrm{~d} W_{i}(t) \quad i=1, \ldots, N,
\end{align*}
$$

where $\left(W_{i}(t)\right)_{i=1}^{N}$ is a family of independent Brownian motions and $X_{i}^{N}(t) \in \mathbb{R}^{d}$ denotes the position of the $i$-th particle in $\mathbb{R}^{d}$ at time $t \geq 0$.

- $\nabla U: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ can be seen as an environmental potential,
- $V_{1}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is considered as interaction kernel of the drift part, whereas $V_{2}: \mathbb{R}^{d} \rightarrow$ $\mathbb{R}^{d}$ measures the interaction in the diffusion part. We remark that in this thesis the interaction only depends on the spatial difference of the particles, however, also more general interactions can be considered, see the lecture notes [113], [83] and the review papers [21], [22] for discussion on a more general framework.

In this thesis, we will always consider diffusive particle systems, which means that the diffusion parameter $\sigma>0$ is strictly positive. However, one of the interaction kernels
$V_{1}, V_{2}$ might vanish: In Chapter 2, we only consider interaction in the diffusion part in order to show a convergence result in the setting of cross-diffusion models, i.e. $V_{1}=0$ in that chapter. This structure is crucial for deriving the so-called SKT-model. In Chapter 3 , which is concerned with the derivation of a fractional porous media equation, we only consider interaction in the drift part, i.e. $V_{2}=0$. Additionally, we want to remark that in Chapter 3, we let $\sigma \rightarrow 0$ in the end on the level of partial differential equations. On the level of interacting particles we always consider the case that diffusion is present. In Chapter 4, which deals with local diffusion-aggregation models, aggregation is incorporated in the model by mean-field interaction in the drift part by using a gradient structure, see the following section and equation (1.18) for an introduction.

### 1.2.1 Coupling and Itô's formula

In the introduction of this thesis, we have mentioned that the general concept of meanfield limits is to show convergence of a (stochastic) particle system towards a solution of a deterministic partial differential equation (PDE). In Section 1.1, we gave a mathematical definition of propagation of chaos which connects the finite-time marginals of a particle system with the product measure of a limiting distribution, which solves a PDE - in this section we will discuss the specific form of this PDE in more detail. Additionally, since often times in the present work, we show convergence of the microscopic dynamics not by proving the propagation of chaos property (Definition 2) directly, but by using a technique which we refer to as coupling techniques, we will also provide general information about the concept of coupling in this section. This technique is based on introducing an additional particle system, the so-called non-linear process, which is not an interacting particle system anymore. Instead the particles are independent from each other and have a common density function, which - under suitable assumptions on the initial data and the interaction kernels - solves certain PDE. Then, we show convergence of a particle system towards a solution of this PDE by showing convergence of a particle $X_{i}^{N}$ towards its limiting non-linear process $\bar{X}_{i}$. In order to fix this idea, in the following part we summarise the toy example that was presented in the well-known lecture notes by Alain-Sol Sznitman, [113].

## Toy example for coupling techniques

This section mainly follows the lecture notes [113], but also incorporates aspects of the lecture notes by Sylvie Méléard [83] and the review paper by Jabin and Wang [62]. In the subsequent we consider (for simplicity) the following particle system of mean-field type:

$$
\begin{align*}
\mathrm{d} X_{i}^{N}(t) & =\frac{1}{N} \sum_{j=1}^{N} V_{1}\left(X_{i}^{N}(t)-X_{j}^{N}(t)\right) \mathrm{d} t+\sqrt{2 \sigma} \mathrm{~d} W_{i}(t),  \tag{1.8}\\
X_{i}^{N}(0) & =\xi_{i}, \quad \text { on } \mathbb{R}^{d} \quad i=1, \ldots, N, \tag{1.9}
\end{align*}
$$

which corresponds to (1.7) with $\nabla U, V_{2}=0$ and where we assume that the initial conditions $\xi_{i}$ are independent and identically distributed on $\mathbb{R}^{d}$ with density function $u_{0}$. Additionally, we assume that $V_{1}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is globally Lipschitz continuous and bounded.

Next, we introduce the so-called non-linear process associated with (1.8):

$$
\begin{align*}
\mathrm{d} \bar{X}_{i}(t) & =\left[V_{1} * u\left(t, \bar{X}_{i}(t)\right)\right] \mathrm{d} t+\sqrt{2 \sigma} \mathrm{~d} W_{i}(t),  \tag{1.10}\\
\bar{X}_{i}(0) & =\xi_{i} \quad i=1, \ldots, N, \tag{1.11}
\end{align*}
$$

where $*$ denotes the convolution in space on $\mathbb{R}^{d}$ and $u(t)$ denotes the law of the nonlinear process $\bar{X}_{i}(t)$. The existence and uniqueness of the solution to (1.10) is shown in [113, Theorem 1.1] under the boundedness and Lipschitz assumption on $V_{1}$ stated in the beginning of this section. However, the boundedness assumption can be weakened by assuming boundedness of the second moment of $u_{0}$, see [83, Theorem 2.2]. Interestingly and important for this thesis - under suitable assumptions on the initial data, the density function of the law $u(t)$, which we also denote by $u(t)$, can be written as a solution to the following PDE

$$
\begin{equation*}
\partial_{t} u=\sigma \Delta u-\operatorname{div}\left(\left(V_{1} * u\right) u\right), \quad u(0)=u_{0} . \tag{1.12}
\end{equation*}
$$

This can be (formally) seen by using Itô's formula, which we recall for the reader's convenience here:

Theorem 1.6 (Itô's formula, in Theorem 4.2.1 [95]).
Let the function $\phi(t, x)=\left(\phi_{1}(t, x), \ldots, \phi_{k}(t, x)\right) \in C^{2}\left([0, \infty) \times \mathbb{R}^{d} ; \mathbb{R}^{k}\right)$ and $X(t)=\left(X_{1}(t), \ldots, X_{d}(t)\right)$ be an d-dimensional Itô process which fulfils the following SDE

$$
\mathrm{d} X(t)=b(t) \mathrm{d} t+s(t) \mathrm{d} W(t) .
$$

Then $Y(t)=\phi(t, X(t))$ is a $k$-dimensional Itô process which fulfils

$$
\mathrm{d} Y_{j}=\partial_{t} \phi_{j}(t, X) \mathrm{d} t+\sum_{i=1}^{d} \partial_{x_{i}} \phi_{j}(t, X) \mathrm{d} X_{i}+\frac{1}{2} \sum_{i, \ell=1}^{d} \partial_{x_{i} x_{\ell}} \phi_{j}(t, X) \mathrm{d} X_{i} \mathrm{~d} X_{\ell},
$$

where $\mathrm{d} W_{i} \mathrm{~d} W_{j}=\delta_{i j} \mathrm{~d} t, \mathrm{~d} t \mathrm{~d} W_{i}=\mathrm{d} W_{i} \mathrm{~d} t=\mathrm{d} t \mathrm{~d} t=0$.
Let $C_{b}^{2}\left(\mathbb{R}^{d}\right)$ denote the space of bounded and twice continuously differentiable functions on $\mathbb{R}^{d}$ taking values in $\mathbb{R}$, where all derivatives up to the second order are bounded. Then, one sees that Itô's formula implies that for every $\phi \in C_{b}^{2}\left(\mathbb{R}^{d}\right)$ it holds that

$$
\begin{aligned}
\phi\left(\bar{X}_{i}(t)\right)-\phi\left(\bar{X}_{i}(0)\right)= & \int_{0}^{t} \nabla \phi\left(\bar{X}_{i}(s)\right) \mathrm{d} W_{i}(s) \\
& +\int_{0}^{t} \sigma \Delta \phi\left(\bar{X}_{i}(s)\right)+V_{1} * u\left(s, \bar{X}_{i}(s)\right) \nabla \phi\left(\bar{X}_{i}(s)\right) \mathrm{d} s .
\end{aligned}
$$

Taking the expectation and using the regularity of the test function $\phi$ and that $u(t)$ is the law of $\bar{X}_{i}(t)$ leads to a weak formulation of the PDE (1.12). Sometimes in literature, this formulation is called very weak formulation, since all derivatives are on the test function. Note that in order to show the general concept of coupling techniques used in this thesis, the arguments here are not rigorous since we do not justify that the law of the nonlinear
process is indeed absolutely continuous with respect to the Lebesgue measure and that we have sufficient regularity of the density function $u$, see Chapter 2 where such an argument is performed (for multi-species models) in a more rigorous way.

For this toy example (1.8) the following convergence result towards the non-linear process $\bar{X}_{i}$ holds:

Theorem 1.7 (Convergence to nonlinear process, Theorem 1.4. in [113]). Under the assumptions on $V_{1}$ made in the beginning of this section, for any $T>0$ it holds that

$$
\sqrt{N} \mathbb{E}\left(\sup _{0 \leq t \leq T}\left|X_{i}^{N}(t)-\bar{X}_{i}(t)\right|\right) \leq C
$$

where $C>0$ is a constant not dependent on the number of particles $N$, but can be dependent on the Lipschitz constant of $V_{1}$.

The proof can be done in a straightforward way by exploiting the independence of system (1.10) and using a Gronwall-type argument, see [113, Theorem 1.1]. In [83, Theorem 2.3] a similar result is shown by proving convergence of the second moment

$$
\begin{equation*}
\mathbb{E}\left(\sup _{0 \leq t \leq T}\left|X_{i}^{N}(t)-\bar{X}_{i}(t)\right|^{2}\right) \leq C / N \tag{1.13}
\end{equation*}
$$

where the constant $C>0$ also depends on the Lipschitz bound of $V_{1}$ under the additional assumption that $u_{0}$ has finite second moment.

An important implication of Theorem 1.7 and (1.13) is the propagation of chaos property: First, it is easy to see that (1.13) implies propagation of chaos in 2-Monge-KantorovichWasserstein distance, since by denoting with $f_{N}^{k}(t)$ the distribution of the $k$-th marginal of the common distribution of $\left(X_{1}^{N}(t), \ldots, X_{N}^{N}(t)\right)$ if follows

$$
\begin{equation*}
\mathcal{W}_{2}^{2}\left(f_{N}^{k}(t), u^{\otimes k}(t)\right) \leq \mathbb{E}\left(\left|\left(X_{1}^{N}-\bar{X}_{1}, \ldots, X_{k}^{N}-\bar{X}_{k}\right)(t)\right|^{2}\right) \leq C k / N \rightarrow 0 \quad \text { for } N \rightarrow \infty \tag{1.14}
\end{equation*}
$$

A similar result holds true with $\mathcal{W}_{1}$ distance for the result in Theorem 1.7.
Second, we can show propagation of chaos in the sense of Definition 2 and Proposition 1.2. By defining the empirical measure of (1.8) via $\mu_{N}(t):=\sum_{i=1}^{N} \delta_{X_{i}^{N}(t)}$, see (1.3), a short calculation (which is also presented in [62, Section 3.1]), shows that Theorem 1.7 (and hence (1.13)) already implies the weak convergence of the empirical measure towards the limiting solution of the nonlinear PDE (1.12):
For any test function $\phi \in C_{b}^{1}\left(\mathbb{R}^{d}\right)$

$$
\begin{align*}
& \mathbb{E}\left(\left|\frac{1}{N} \sum_{i=1}^{N} \phi\left(X_{i}^{N}(t)\right)-\int_{\mathbb{R}^{d}} \phi(x) u(t, x) \mathrm{d} x\right|\right) \leq \mathbb{E}\left(\left|\frac{1}{N} \sum_{i=1}^{N} \phi\left(X_{i}^{N}(t)\right)-\frac{1}{N} \sum_{i=1}^{N} \phi\left(\bar{X}_{i}(t)\right)\right|\right) \\
&+\mathbb{E}\left(\left|\frac{1}{N} \sum_{i=1}^{N} \phi\left(\bar{X}_{i}(t)\right)-\int_{\mathbb{R}^{d}} \phi(x) u(t, x) \mathrm{d} x\right|\right) \rightarrow 0, \tag{1.15}
\end{align*}
$$

where the first term converges to zero due to Theorem 1.7 and the Lipschitz continuity of $\phi$ and the second term converges to zero due to the independence of $\bar{X}_{i}$ (having density function $u$ ) which implies that the law of large numbers holds in that case.
The above calculations show that by using this coupling approach, we do not only show propagation of chaos in the level of empirical measures and hence according to Definition 2, but a path-wise estimate on the level of particles, which can be seen as a stronger version of propagation of chaos than in Definition 2 and Definition 3.

Remark 1.8. Following the lecture notes by McKean [82], one can see that this toy example can be extended for interaction in the diffusion part. Indeed, in Chapter 2 we will use the coupling method for a model with interaction in the diffusion part in a more complicated (multi-species) setting.

Other notions of convergences: For the presented toy example we have shown with Theorem 1.7 and (1.13) two results where the convergence of the particles of the interacting system (1.8) towards the non-linear system (1.10) is shown with respect to expectation. However, in some situations it is useful to 'reduce' the type of convergence. For example, instead of showing convergence in expectation, one could show convergence in probability, i.e. for all $\alpha>0$

$$
\begin{equation*}
\sup _{0<t<T} \mathbb{P}\left(\left|X_{i}^{N}(t)-\bar{X}_{i}(t)\right|>\alpha\right)^{12} \rightarrow 0 \quad \text { as } N \rightarrow \infty \tag{1.16}
\end{equation*}
$$

One advantage of using a different notion of convergence - besides technical reasons - , might be that by using a weaker notion of convergence one might get better convergence rates in $N$. As used for instance in the works by Peter Pickl and co-authors [6, 72, 31] for Vlasov-type equations, one could also use the cut-off parameter $\alpha$ depending on the number of particles $N \in \mathbb{N}$, such that $\alpha(N) \rightarrow 0$ if $N \rightarrow \infty$. Heuristically, one can interpret this notion of convergence in the following way: We allow a bad set - where we allow particles to have a distance $\alpha(N)$ - with positive probability, however, as the number of particles increases, the probability of the set converges to zero. For more details, we refer to the above mentioned articles.

Connection to the present thesis: In Chapter 2 of this thesis, we extend the approach of classical coupling methods for multi-species cross-diffusion models with interaction in the diffusion part in the so-called moderate regime (see the following Section 1.2.2 for an explanation of this concept). In Chapter 3, we use coupling methods for showing convergence towards a fractional version of the porous media equation, where in contrast to the cross-diffusion setting, the interaction is only considered in the drift part but we deal with singularity of the kernel of $(-\Delta)^{-s}$ for $0<s<1$.
In Chapter 4, we also use the concept of coupling: Inspired by the techniques used by Pickl and co-workers $[6,72,31]$ )we show that under the assumption that convergence in probability holds (similar to (1.16)) with a certain cut-off rate $\alpha(N)>0$ and an algebraic

[^6]convergence rate, also convergence in $L^{2}$-norm of the smoothed empirical measures holds at rate $N^{-1 / 2-\varepsilon}$ with $\varepsilon>0$. This result can be seen as a step towards extending Oelschläger's techniques for proving a fluctuation result in a more general setting, see Section 1.1.3 for an introduction of the concept of fluctuations and Chapter 4 for the exact result.

### 1.2.2 Strength of interactions - The concept of moderately interacting particles

In the standard mean-field setting, see particle system (1.7), the interaction potentials $V_{1}, V_{2}$ do not depend on the number of particles. As motivated in Section 1.2.1, by using the standard coupling techniques, the limiting PDE structure (1.12) will be of non-local type since it contains a convolution with the interaction kernel. Nevertheless, many partial differential equations arising from biology, physics and other applications are of local type, i.e. the partial differential equation at a point $x$ does not depend on the values of the solution in a neighbourhood but solely on the point $x$. In order to derive such equations - which do not contain convolution or integral terms - one has to extend the classical concept of mean-field limits through introducing the so-called strength of interaction of the particles. We distinguish between weakly, moderately and strongly interacting particles. In particular, in order to derive partial differential equations of local type, in this thesis the concept of moderately interacting particles will be used in all chapters.

For this section, we follow the classification by Karl Oelschläger in [91] and consider the two different types of particle systems: The classical diffusion setting (1.17) and a particle system with gradient structure (1.18). Those two settings have to be treated slightly differently when it comes to the strength of interaction.
I. Classical Diffusion Process. First, we consider the particle dynamic for $N$ particles on $\mathbb{R}^{d}$, with $d \geq 1$, where the equation for the $i$-th particle reads as follows

$$
\begin{equation*}
\mathrm{d} X_{i}^{N}(t)=\frac{1}{N} \sum_{\substack{j=1 \\ j \neq i}}^{N} V_{N}\left(X_{i}^{N}(t)-X_{j}^{N}(t)\right) \mathrm{d} t+\sqrt{2 \sigma} \mathrm{~d} W_{i}(t), \quad i=1, \ldots, N, \tag{1.17}
\end{equation*}
$$

where as usual by $\left(W_{i}(t)\right)_{i=1}^{N}$ we denote a family of independent Brownian motions. We do not specify the initial condition since it is not important for the classification; the reader could just think of independent and identically distributed initial data.
However, we want to strongly emphasize that in difference to (1.7), the interaction kernel $V_{N}$ can depend on the number of particles $N$, but we always assume that the scaling is in such a way that $\left\|V_{N}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}=1$. We are now interested in the so-called strength of interaction, i.e. the influence of the interaction term $N^{-1} V_{N}\left(X_{i}^{N}(t)-X_{j}^{N}(t)\right)$ between particle $i$ and $j$ on the dynamics for particle $i$ in terms of $N$. We consider three cases:

1. Weak Interaction. If $V_{N}$ does not depend on the number of particles, i.e. $V_{N}=V$ for all $N \in \mathbb{N}$, then the strength of interaction scales with $N^{-1}$, since the influence of the $j$-th particle on the movement of particle $i$ can be measured by $N^{-1} V\left(X_{i}^{N}(t)-\right.$ $\left.X_{j}^{N}(t)\right)$.

In [91], this case is called regime of weakly interacting particles, which can be motivated by particle physics, [91]. However, one can also simply say that the strength in terms of the number of particles is lower than in the other two cases (strongly and moderately interacting particles) discussed below. The regime of weak interaction has been studied in many different settings. It goes back to the work of McKean [82], see also works by Braun and Hepp [9] (for Vlasov dynamics), Sznitman [113] and Méléard [83]. It leads - as shown in the section before - to non-local partial differential equations of convolution-type.
2. Strong Interaction. We speak of strongly interacting particles, if the interaction potential $V_{N}$ scales in a way that the scaling $N^{-1}$ cancels out, i.e.

$$
V_{N}(x)=N V\left(N^{1 / d} x\right) \quad \text { for all } x \in \mathbb{R}^{d}
$$

for a smooth function $V$ with $\|V\|_{L^{1}\left(\mathbb{R}^{d}\right)}=1$. In this case the strength of interaction is $O(1)$. In the limit, this then leads to an approximation of Poisson point processes, see [113, Chapter II.], which will not be covered in the present thesis.
3. Moderate Interaction. Analogous to the setting of strongly interacting particles, we let $V$ be a smooth and normalised function on $\mathbb{R}^{d}$. Considering the following scaling for the interaction potential for $0<\beta<1 / d$

$$
V_{N}(x)=N^{\beta d} V\left(N^{\beta} x\right) \quad \text { for all } x \in \mathbb{R}^{d},
$$

the strength of interaction for each particle becomes $O\left(N^{-1+\beta d}\right)$ which - for $0<$ $\beta<1 / d$ - is stronger than $O\left(N^{-1}\right)$ but weaker than $O(1)$. Since the strength of interaction lies 'between' weakly and strongly interacting particles, this regime is called moderately interacting particles. As shown in [113, Chapter II.],[91] in this regime the term $a_{N}$, which can be seen as variance of the mean-field force since $V_{N} \rightarrow \delta_{0}$ in distributional sense, defined as follows

$$
a_{N}:=\mathbb{E}\left(\left[\frac{1}{N-1} \sum_{j=2}^{N} V_{N}\left(X_{1}^{N}(t)-X_{j}^{N}(t)\right)-u\left(t, X_{1}^{N}(t)\right)\right]^{2}\right)
$$

converges to 0 if and only if $\beta<1 / d$, where $u(t, \cdot)$ solves a local $\mathrm{PDE}^{13}$. This shows that in this case the mean-field interaction part approaches a local force. For the critical case $\beta=1 / d$ we have non-vanishing variance (and hence fluctuations) leading to a strong regime, as discussed before. The idea of moderate interaction can be also generalised by using a (not necessarily algebraic) scaling in $N$ : Let $\eta(N)$ be a function in $N$ with

$$
V_{N}(x)=\eta(N)^{-d} V\left(\eta(N)^{-1} x\right) \quad \text { for all } x \in \mathbb{R}^{d},
$$

where $\eta(N) \rightarrow 0$ if $N \rightarrow \infty$ is in such a way that $0<\eta(N)^{-1}<O\left(N^{1 / d}\right)$, see for example [65] where in comparison to Oelschläger's work [91] a logarithmic connection

[^7]between $\eta$ and $N$ is used. Then, the strength of interaction is $O\left(N^{-1} \eta(N)^{-d}\right)$, which also lies 'between' weakly and strongly interacting particles and justifies that we also use the name moderately interacting particles in this case. This concept with logarithmic connection is used in Chapter 2.

In Chapter 3 and 4, where we connect $\eta$ and $N$ in a logarithmic and an algebraic way respectively, we use a general version of the following gradient diffusion process:
II. Gradient Diffusion Process. Similar to (1.17) we consider a particle system with gradient structure:

$$
\begin{equation*}
\mathrm{d} X_{i}^{N}(t)=\frac{1}{N} \sum_{\substack{j=1 \\ j \neq i}}^{N} \nabla V_{N}\left(X_{i}^{N}(t)-X_{j}^{N}(t)\right) \mathrm{d} t+\sqrt{2 \sigma} \mathrm{~d} W_{i}(t), \quad i=1, \ldots, N \tag{1.18}
\end{equation*}
$$

As mentioned before, this gradient structure will be used in Chapter 3 (in a more complicated setting) and Chapter 4. In this setting, we will also distinguish between weakly, strongly and moderately interacting particles. However, due to the gradient structure of the interaction kernel the classification changes for strongly and hence moderately interacting particles:

1. Weak Interaction. If $V_{N}$ does not depend on the number of particles, i.e. $V_{N}=V$ for all $N \in \mathbb{N}$, then analogously as for the non-gradient structure the influence scales with $N^{-1}$, which we refer to as the regime of weakly interacting particles.
2. Strong Interaction. In analogous way as in the setting of classical diffusion processes, we use the notation

$$
V_{N}(x)=N^{\beta d} V\left(N^{\beta} x\right) \quad \text { for all } x \in \mathbb{R}^{d},
$$

for some $\beta>0$. The regime of strong interaction changes for gradient systems (1.18) in comparison to (1.17). This is motivated in [91] by the fact that - assuming heuristically that the particles $X_{i}^{N}(t)$ are already independent at any time $t>0$ with common density function $u$-the variance of the 'force field' $F^{N}(t, x):=\frac{1}{N} \sum_{i=1}^{N} \nabla V_{N}(x-$ $\left.X_{i}^{N}(t)\right)$ of the particle system (1.18) has variance of order $O\left(N^{-1+\beta(d+2)}\right)$ at any point $x \in \mathbb{R}^{d}$ and time $t>0$. If $\beta=1 /(d+2)$, the variance does not vanish for $N \rightarrow \infty$ leading to a regime of strongly interacting particles and non-trivial fluctuations of the force in the limit. To the best of the author's knowledge, the large particle limit has not yet been determined for this choice of $\beta$ in the gradient case.
3. Moderate Interaction. As mentioned for the case of strongly interacting particles, the variance of the 'force field' $F^{N}(t, x):=\frac{1}{N} \sum_{i=1}^{N} \nabla V_{N}\left(x-X_{i}^{N}(t)\right)$ of the particle system (1.18) at any point $x \in \mathbb{R}^{d}$ and time $t>0$ has variance of order $O\left(N^{-1+\beta(d+2)}\right)$. From this fact one can see that for any $0 \leq \beta<1 /(d+2)$, the variance of the force field vanishes for $N \rightarrow \infty$, which heuristically shows that the particle system is converging to a system with deterministic 'force'. This leads to the regime of moderately interacting particles, which is used in Chapter 4. In a similar way as for
particle system (1.17), the idea of moderate interaction can be also generalised by using a not necessarily algebraic scaling in $N$ :

$$
V_{N}(x)=\eta(N)^{-d} V\left(\eta(N)^{-1} x\right) \quad \text { for all } x \in \mathbb{R}^{d}
$$

where $\eta(N) \rightarrow 0$ if $N \rightarrow \infty$ is such a way that $0<\eta(N)^{-1}<O\left(N^{1 /(d+2)}\right)$. Then, the strength of interaction is $O\left(N^{-1} \eta(N)^{-d}\right)$, which lies 'between' weakly and strongly interacting particles. This regime is considered in Chapter 3 of the present thesis.

In the following Table 1.1 we recall the different regimes of weak, moderate and strong interaction for a interaction kernel scaled in $N$ via $V_{N}(x)=N^{\beta d} V\left(N^{\beta} x\right)$ for all $x \in \mathbb{R}^{d}$.

|  | Classical Diffusion Process (1.17) | Gradient Diffusion Process (1.18) |
| :---: | :---: | :---: |
| Weak Regime | $\beta=0$ | $\beta=0$ |
| Moderate Regime | $0<\beta<1 / d$ | $0<\beta<1 /(d+2)$ |
| Strong Regime | $\beta=1 / d$ | $\beta=1 /(d+2)$ |

Table 1.1: Classification of the strength of interaction according to [91].

Remark 1.9. Despite the fact that the classification of [91] was done in a framework where interaction is only present in the drift part of the particle system (this corresponds to $V_{2}=0$ in (1.7)), the term 'moderately interacting particles' is also used in a more general situation, where interaction is also part of the diffusion part, see [65] or Chapter 2 of this thesis.

## Moderate interaction and the connection to local partial differential equation

In all three following chapters (Chapter 2, Chapter 3 and Chapter 4) of this thesis, we work in the regime of moderate interaction (either using a gradient structure similar to (1.18) in the last two chapters or the classical diffusion model with interaction in the diffusion part in Chapter 2), since all chapters of this thesis are concerned with the derivation of local partial differential equations from interacting particle systems. For illustrative reasons, let us start with the classical diffusion model (1.17): By using a moderate scaling we see that

$$
\begin{equation*}
V_{N}(x) \rightarrow \delta_{0}(x) \text { for } N \rightarrow \infty \quad \text { in distributional sense, } \tag{1.19}
\end{equation*}
$$

where we recall that $V_{N}(x)=\eta(N)^{-d} V\left(\eta(N)^{-1} x\right)$ for $x \in \mathbb{R}^{d}$ with $V$ a symmetric, nonnegative, smooth function with $\int_{\mathbb{R}^{d}} V(x) \mathrm{d} x=1$ and $\eta(N) \rightarrow 0$ for $N \rightarrow \infty$ where $0<$ $\eta(N)^{-1}<O\left(N^{1 / d}\right)$. Additionally, for simplicity we assume that $V$ is compactly supported on the unit-ball in $\mathbb{R}^{d}$ denoted by $B_{1}(0)^{14}$.
By (1.19), we see (at least formally) that the limiting equation (1.12) becomes local, since in distributional sense $V_{N} * u \rightarrow u$ for $N \rightarrow \infty$.

[^8]Intermediate Levels: The proofs given in Chapters 2, 3 and 4 are based on the concept of a so-called intermediate level:
Note that we illustrate the idea of an intermediate level in a basic setting (particle level according to (1.18)), see Chapters 2, 3 and 4 for different settings. The underlying idea is the following:

- For the first step, we 'ignore' the dependence of $\eta(N)$ on $N$, take $\eta>0$ fixed and define the interaction kernel as $V^{\eta}(x):=\eta^{-d} V\left(\eta^{-1} x\right)$. Hence, the interaction kernel now does not depend on $N$. By looking at the interacting particle system (1.17) but with $V_{N}=V^{\eta}$, this corresponds to weakly interacting particles with interaction kernel $V^{\eta}$. By coupling methods, we know that (see (1.8) - (1.10)) for fixed $\eta>0$ our particle system converges to the nonlinear process (which now depends on $\eta>0$ )

$$
\begin{equation*}
\mathrm{d} \bar{X}_{i}^{\eta}(t)=\left[V^{\eta} * u_{\eta}\left(t, \bar{X}_{i}^{\eta}(t)\right)\right] \mathrm{d} t+\sqrt{2 \sigma} \mathrm{~d} W_{i}(t) \quad i=1, \ldots, N, \tag{1.20}
\end{equation*}
$$

where $u_{\eta}$ solves the non-local PDE $\partial_{t} u_{\eta}=\sigma \Delta u_{\eta}-\operatorname{div}\left(\left(V^{\eta} * u_{\eta}\right) u_{\eta}\right)$. Here, we want to remind the reader that particles $\bar{X}_{i}^{\eta}$ are independent and identically distributed with density function $u_{\eta}$.
System (1.20) will be called intermediate level throughout this thesis. At the end of this step, we need to establish estimates for the difference between $X_{i}^{N}(t)$ and $\bar{X}_{i}^{\eta}(t)$ in a suitable norm, like convergence in expectation as in Theorem 1.7. However, the mathematical difficulty is that in comparison to Theorem 1.7, we have to keep track of the dependence of $\eta$, since in the last step of this guideline we want to let $\eta \rightarrow 0$.

- Second, we compare the non-linear process (1.20) with the following local non-linear process

$$
\begin{equation*}
\mathrm{d} \bar{X}_{i}(t)=\left[u\left(t, \bar{X}_{i}(t)\right)\right] \mathrm{d} t+\sqrt{2 \sigma} \mathrm{~d} W_{i}(t) \quad i=1, \ldots, N, \tag{1.21}
\end{equation*}
$$

where $u$ (formally) solves the local partial differential equation

$$
\begin{equation*}
\partial_{t} u=\sigma \Delta u-\operatorname{div}\left(u^{2}\right)^{15} \tag{1.22}
\end{equation*}
$$

Particle system (1.21) corresponds to the macroscopic level and the local partial differential equation which we want to derive. Note that the macroscopic level (1.21) as well as intermediate level (1.20) are not interacting particle systems but already independent from the other particles in the two systems. At the end of this second step we wish to derive estimates of the differences $\left|\bar{X}_{i}-\bar{X}_{i}^{\eta}\right|$ for $i=1, \ldots, N$ depending on $\eta$. Usually, in this step the main difficulty are analytical error estimates between the solution $u_{\eta}$ to the non-local PDE and $u$, the solution to the local PDE.

- Finally, we compare the particle dynamics

$$
\mathrm{d} X_{i}^{N}(t)=\frac{1}{N} \sum_{j=1}^{N} \eta(N)^{-d} V\left(\eta(N)^{-1}\left(X_{i}^{N}(t)-X_{j}^{N}(t)\right)\right) \mathrm{d} t+\sqrt{2 \sigma} \mathrm{~d} W_{i}(t), \quad i=1, \ldots, N .
$$

[^9]with the local macroscopic dynamics (1.21) by using estimates between the particle dynamics and the intermediate system (by carefully taking track on the dependence on $\eta>0$ ) and between the intermediate system and the local macroscopic dynamics (1.21). By letting $\eta \rightarrow 0$ and $N \rightarrow \infty$ at the same time (with a connection between $\eta$ and $N$ ) the desired propagation of chaos result towards a local partial differential equation is obtained.

We illustrate the concept with the following Figure 1.2.2:


Figure 1.1: Schematic idea of an intermediate level
Interaction radius: We also want to remark by assuming that $V$ has compact support on $B_{1}(0)$, the scaled interaction potential $V_{N}$ has support on the ball with radius $\eta(N)$. Hence, the parameter $\eta$ can be also interpreted as interaction radius of the particles. In the limit, as the number of particles converges to infinity, this interaction radius converges to zero leading to a local macroscopic level.

The idea of using an intermediate level in the moderate regime and hence exploiting wellknown techniques for mean-field limits in the weak regime is not newly invented in this thesis, see [65] for instance, where the intermediate level is called mollified version. However, especially in Chapters 2 and 3 careful estimates on the non-local PDE level(s) are incorporated in the estimates between the intermediate level and the macroscopic level as well as between the intermediate level and the microscopic level, which shows the value of classical PDE theory in the context of (stochastic) mean-field limits. To summarise, in this section we have seen that by using coupling techniques in the moderate regime, on the PDE level estimates of local and non-local partial differential equations are of great importance.

### 1.3 Outline of this thesis

The mathematical results of this thesis are structured in three parts. In the following, we shortly illustrate the main goal of each of the chapters and provide associated key-words; a more detailed description is given in the Sections 1.3.1-1.3.3:

- In Chapter 2, we derive the well-known so-called SKT model - which is a multi-species cross-diffusion model - from a moderate stochastic interaction model. The results of
this chapter have been already published in the Journal of Nonlinear Science; [25]. key-words: cross-diffusion, non-local cross-diffusion models, moderate regime, logarithmic scaling

Declaration of authorship: The topic of this article was brought to me by Ansgar Jüngel, Esther Daus and Li Chen. Determining the shape of the particle model and writing the proofs was mainly my work which came along together with fruitful discussions and two research stays with my co-authors who helped me throughout this project with valuable advice.

- Chapter 3 is devoted to the derivation of a fractional porous media equation from a stochastic interacting particle model. The results of this chapter have been already published in Communications in Partial Differential Equations; [30].
key words: fractional diffusion, nonlocal porous media equation, moderate regime, smoothed singular kernel, vanishing diffusion

Declaration of authorship: The topic of this article was brought to me by Li Chen. My expertise at that time was clearly on designing the particle models and writing the proofs concerning the mean-field derivation part. This was done by many discussions during the pandemic via Zoom with Li Chen. Additionally, I contributed with discussions and did proof-reading of the sections concerning estimates of the solution(s) of the partial differential equation(s) considered in this article and corrected mistakes within these sections. Finalizing the manuscript was split equally amongst the authors Li Chen, Ansgar Jüngel, Nicola Zamponi and myself.

- In the last chapter of this thesis (Chapter 4), we extend techniques used by K. Oelschläger [90] for a fluctuation result in the setting of repulsive particles. In Chapter 4 we show that the essential $L^{2}$ convergence with rate $N^{-1 / 2-\varepsilon}$ used by Oelschläger also holds in case of aggregating particles, given that propagation of chaos holds in probability. This is an ongoing work together with Ansgar Jüngel and Li Chen; in the appendix (Section 4.A) a result concerning propagation of chaos in probability with a singular kernel of Coulomb-type is presented which is close to submission and part of a joint work with Li Chen, Veniamin Gvozdik and Yue Li; [28].
key words: aggregating particles, $L^{2}$-convergence, smoothed empirical densities, convergence in probability

Declaration of authorship: Li Chen and myself already discussed the topic of fluctuations around the mean-field limit in the beginning of my PhD . The idea of using convergence results in probability - inspired by Peter Pickl and co-workers was brought to me by Li Chen. Writing the proofs of this chapter was my work which would not have been possible without the fruitful discussions and advice of my co-workers. The proof of the result in the appendix of this chapter was done by myself based on many calculations I did together with Li Chen in Mannheim on the whiteboards in her office.

### 1.3.1 Cross-diffusion system of SKT-type, Chapter 2

In this chapter, we give a rigorous proof that the following cross-diffusion system of SKTtype, which is a well-known model in population dynamics for $n$ interacting species,

$$
\begin{equation*}
\partial_{t} u_{i}=\operatorname{div}\left(u_{i} \nabla U_{i}\right)+\Delta\left(\sigma u_{i}+u_{i} \sum_{j=1}^{n} f\left(a_{i j} u_{j}\right)\right) \quad \text { on } \mathbb{R}^{d}, \quad i=1, \ldots, n, \tag{1.23}
\end{equation*}
$$

with $u_{i}(0)=u_{0}, \sigma>0, a_{i j} \geq 0$, can be derived in the moderate regime for $N \rightarrow \infty$ from a particle system of size $n N$. In this microscopic system of mean-field type, the interaction between particles of the same and of different species is modelled via interaction kernels in the diffusion part of the stochastic differential equation (SDE). Equation (1.23) was first introduced by Shigesada, Kawasaki and Teramoto [104] in the late 1970s to model interacting insects under the effects of inter- and intra-species population pressures. The functions $U_{i}$ model environmental potentials, which are assumed to be 'dispersive' and the non-linearity $f \geq 0$ has to be at least locally Lipschitz continuous.
The approach used in this part of the thesis is based on two articles in the regime of moderately interacting particles - the work [91] by K. Oelschläger for single-species models, which was later extended by Jourdain and Méléard [65] by also considering interactions in the diffusion part of the particle system.
As explained in Section 1.2.2, in the regime of moderate interaction, the interaction kernel depends on the number of particles via the interaction radius $\eta=\eta(N)$ (support of the kernel) and approximates a Dirac distribution for $\eta \rightarrow 0$ for $N \rightarrow \infty$. In our case, we choose a logarithmic connection between $N$ and $\eta$, namely $\eta \sim C \log (N)^{-1 /(2 d+2)}$, and show the (strong) convergence of the second moment of the particles towards the solution of system (1.23), which forms the main result of this chapter:
Let $X_{k, i}^{N, \eta}$ denote the $k$-th particle of the $i$-th species of the microscopic level and $\widehat{X}_{k, i}$ the $k$-th particle of the $i$-th species of the corresponding macroscopic particle systems (obtained by coupling methods). Then, the following holds true:

Main Theorem (Chapter 2, Theorem 2.5). Under suitable conditions on the initial datum $u_{0}$ the convergence

$$
\begin{equation*}
\sup _{k=1, \ldots, N} \mathbb{E}\left(\sum_{i=1}^{n} \sup _{0<s<T}\left|\left(X_{k, i}^{N, \eta}-\widehat{X}_{k, i}\right)(s)\right|^{2}\right) \leq C\left(T, n, \sigma_{1}, \ldots, \sigma_{n}\right) \eta^{2(1-\alpha)} \rightarrow 0 \tag{1.24}
\end{equation*}
$$

holds for $\eta \rightarrow 0$ and $N \rightarrow \infty$, where $\alpha>0$ is an approximation parameter which vanishes for globally Lipschitz continuous functions $f$.

In order to prove the mean-field limit rigorously, we use the following non-local system

$$
\begin{equation*}
\partial_{t} u_{\eta, i}=\operatorname{div}\left(u_{\eta, i} \nabla U_{i}\right)+\Delta\left(\sigma_{i} u_{\eta, i}+u_{\eta, i} \sum_{j=1}^{n} f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\right)\right) \text { on } \mathbb{R}^{d}, \quad i=1, \ldots, n, \tag{1.25}
\end{equation*}
$$

for fixed $\eta>0$ as an intermediate system, where $f_{\eta}$ is a suitable approximation of $f$ and $B_{i j}^{\eta}$ denotes the interaction kernel with radius $\eta>0$ between species $i$ and $j$.

This non-local system, whose existence and uniqueness analysis is also included in Chapter 2, can be viewed as mean-field approximation for fixed $\eta$ in the weakly interacting regime. Crucial to the particle derivation in this chapter are $L^{\infty}\left((0, T) \times \mathbb{R}^{d}\right)$-estimates of the PDE solutions (and their derivatives) to the local system (1.23) and the non-local system (1.25), which are given in Chapter 2, Theorems 2.2 and 2.3, respectively. Those estimates rely on the fact that we derive solutions of the PDEs involved in this derivation in $L^{\infty}\left(0, T ; H^{s}\left(\mathbb{R}^{d}\right)\right)$ with $s>d / 2+1$.
The novelty of this derivation is threefold: First, it is - to the best of the author's knowledge - the first rigorous derivation of the SKT system from stochastic interacting particles of mean-field type. Second, we extend the concept of moderate interactions for multiple species by considering interaction in the diffusion part of the particle system. Third, we allow for non-globally Lipschitz interactions by the non-linearity $f$. The trade-off of using a non-globally Lipschitz function $f$ is a slower convergence rate than in [65]. However, for globally Lipschitz interactions, we gain exactly the same convergence rate as in the single species case by Jourdain and Méléard [65].
At the end of this chapter, numerical experiments are shown where we compare the results concerning segregation behaviour with the cross-diffusion particle system used in [26].

Outlook: Interesting follow-up questions to this chapter can be

- Since the convergence rate in (1.24) is only logarithmic in $N$, it is an interesting question whether this can be improved; possibly with a different notion of convergence?
- Similar to the question above: Can we allow for an algebraic scaling of $\eta(N)$ in $N$ ?
- Does a fluctuation theorem (in the spirit of Section 1.1.3) hold for this multi-species model?


### 1.3.2 Porous-media equation with fractional diffusion, Chapter 3

In the third chapter of this thesis, the so-called porous-medium equation with fractional diffusion

$$
\begin{equation*}
\partial_{t} \rho=\operatorname{div}(\rho \nabla P(\rho)), \quad P(\rho)=(-\Delta)^{-s} f(\rho) \quad \text { on } \mathbb{R}^{d} \quad d \geq 2, \tag{1.26}
\end{equation*}
$$

where $f$ is a non-decreasing function with $f(0)=0$ and for $0<s<1$ we let $(-\Delta)^{-s} u=\mathcal{K} * u$ with the singular kernel $\mathcal{K}(x)=C(d, s)|x|^{2 s-d}$, is studied.
It is shown rigorously that (1.26) can be derived from a stochastic interacting particle system using mean-field limit techniques by showing a propagation of chaos result with moderately interacting particles. The two main difficulties of the derivation of this nonlocal porous medium equation are the singularity of the convolution kernel $\mathcal{K}$ and that we allow for a large class of (possible non-globally Lipschitz continuous) functions $f(\rho)$. A guiding example would be $f(\rho)=\rho^{\alpha}$ for $\alpha \geq 1$. Both of them can be overcome by using suitable approximating sequences on the particle level which are specifically tailored for the structure of equation (1.26). We use the following regularisation parameters

- $\beta>0$ : Using ideas of the general concept of moderately interacting particles, we define a interaction kernel via $\mathcal{W}_{\beta}(x)=\beta^{-d} \mathcal{W}_{1}(|x| / \beta)$ for a smooth, symmetric, non-negative and normalised function $\mathcal{W}_{1}$ on $\mathbb{R}^{d}$, where $\beta=\beta(N)$ depends on the number of particles in a logarithmic way, i.e. $\beta \sim(\log (N))^{-\mu}$ for some $\mu>0$. At this point, we want to remark that caused by the special structure of the parabolic-elliptic system (1.26), $\beta>0$ does not take the role of an interaction radius, like $\eta(N)>0$ in Section 1.2.2, but still has a similar idea since

$$
\mathcal{W}_{\beta} \rightarrow \delta_{0}
$$

in distribution for $N \rightarrow \infty$ which implies $\beta \rightarrow 0$. Because of this we still call the regime used in this chapter moderately interacting regime.

- $\zeta>0$ : On the microscopic and intermediate particle level, we use a combination between cut-off and convolution techniques in order to approximate $\mathcal{K}$ by a sequence of smooth and compactly supported kernels $\mathcal{K}_{\zeta}$. In the limit, we let $\zeta \rightarrow 0$ where we connect $\zeta$ with the number of particles $N$ in an algebraic way, i.e. $\zeta \sim N^{-\nu}$ for some $1 / 4>\nu>0$. The concrete value of $\nu$ depends on the choice of the parameter $s \in(0,1)$.
- $\sigma>0$ : On the one hand, this parameter is used in order to add additional diffusion to the system (1.26). On the other hand, we also use it in order to approximate the non-linearity $f$ by a sequence of smooth functions. In contrast to $\zeta$ and $\beta$, we do not connect $\sigma$ with the number of particles.

Similarly to Chapter 2, we use the concept of intermediate levels represented by non-local equations, which is important when we deal with moderate interactions. Different to the cross-diffusion case, equation (1.26) does not contain pure diffusion. Therefore, we need one additional stochastic level, which leads to the following hierarchy of SDE levels:
I. Microscopic Level: On this level, we consider $N \in \mathbb{N}$ interacting particles - denoted by $X_{i}^{N}$ - with all regularisation parameters strictly positive, i.e. $\zeta>0, \beta>0, \sigma>0$.
II. Intermediate Level: This (technical) level follows the general approach of intermediate systems (see Section 1.2.2 for a general introduction), by letting $N \rightarrow \infty$, but 'ignoring' the dependence of $\zeta>0$ and $\beta>0$ and keeping them fixed. This level is represented by an uncoupled system of SDEs, where all particles have a common density function, which solves the following non-linear PDE

$$
\begin{equation*}
\partial_{t} \rho_{\sigma, \beta, \zeta}=\sigma \Delta \rho_{\sigma, \beta, \zeta}+\operatorname{div}\left(\rho_{\sigma, \beta, \zeta} \nabla \mathcal{K}_{\zeta} * f_{\sigma}\left(\mathcal{W}_{\beta} * \rho_{\sigma, \beta, \zeta}\right)\right) \quad \text { in } \mathbb{R}^{d} . \tag{1.27}
\end{equation*}
$$

III. Macroscopic Level (with additional diffusion):

$$
\begin{equation*}
\partial_{t} \rho_{\sigma}=\sigma \Delta \rho_{\sigma}+\operatorname{div}\left(\rho_{\sigma} \nabla(-\Delta)^{-s}\left(f_{\sigma}\left(\rho_{\sigma}\right)\right)\right) \quad \text { in } \mathbb{R}^{d} \tag{1.28}
\end{equation*}
$$

where we recall that the approximation of $f$ is denoted by $f_{\sigma}$ and also diffusion is added to the system.

The limit $\sigma \rightarrow 0$ is performed on the PDE level and not via coupling methods. We are able to show that there exists a subsequence such that $\rho_{\sigma} \rightarrow \rho$ strongly in $L^{1}\left(\mathbb{R}^{d} \times(0, T)\right)$, where $\rho$ solves (1.26). We remark that, since we can not show uniqueness of (1.26) - which is still an open question - the propagation of chaos result only holds up to a subsequence:

Main Theorem (Chapter 3, Theorem 3.2). For suitable scaling of $\beta$ and $\zeta$ with respect to $N$, the following holds: Let $\mathrm{P}_{N, \sigma, \beta, \zeta}^{k}(t)$ be the joint distribution of $\left(X_{1}^{N}(t), \ldots, X_{k}^{N}(t)\right)$ for $k \geq 1$ and $t \in(0, T)$. Then there exists a subsequence in $\sigma$ such that

$$
\lim _{\sigma \rightarrow 0} \lim _{\substack{N \rightarrow \infty \\(\beta, \zeta) \rightarrow 0}} \mathrm{P}_{N, \sigma, \beta, \zeta}^{k}(t)=\rho^{\otimes k}(t),
$$

where the limit is understood in the weak sense and is locally uniform in time and $\rho$ solves the fractional porous media equation (1.26).

In this chapter, we also present existence results to the equations (1.26), (1.28) and (1.27), including error estimates between the different PDE approximations, see Theorem 3.1, Proposition 3.14 and Proposition 3.4 .

Outlook: Except for the open question of uniqueness of the fractional diffusion equation, regarding the particle derivation the following questions can be of interest:

- When it comes to singular kernels for mean-field type derivations of partial differential equations, a natural question would be whether we can allow the singular kernel to be used on the particle level, see for instance the recent frameworks developed by Jabin and Wang [61], [63] and Serfaty and Duerinckx [43]. Is the regularisation $\mathcal{K}_{\zeta}$ necessary in order to derive a propagation of chaos result?
- Another natural question to ask is whether we are able to derive better rates of convergence between the particle levels and can we derive a fluctuation result for singular kernels of Riesz type which are used in this chapter?


### 1.3.3 Aggregation-diffusion equation, Chapter 4

In the last chapter of this thesis, we consider the following local diffusion model with aggregation for $\kappa= \pm 1$

$$
\begin{equation*}
\partial_{t} u=\sigma \Delta u-\kappa \operatorname{div}(u \nabla u) \quad \text { for } t>0, \quad u(0)=u_{0} \quad \text { in } \mathbb{R}^{d} . \tag{1.29}
\end{equation*}
$$

It is well-known [91, 27] that - under suitable assumptions on the initial data and the interaction kernel - (1.29) can be derived from a system of interacting particles in the moderate regime:

$$
\begin{align*}
\mathrm{d} X_{i}^{N, \eta}(t) & =\frac{\kappa}{N} \sum_{j=1}^{N} \nabla V^{\eta}\left(X_{i}^{N, \eta}(t)-X_{j}^{N, \eta}(t)\right) \mathrm{d} t+\sqrt{2 \sigma} \mathrm{~d} W_{i}(t),  \tag{1.30}\\
X_{i}^{N, \eta}(0) & =\zeta_{i} \quad \text { in } \mathbb{R}^{d}, \quad i=1, \ldots, N,
\end{align*}
$$

where the parameter $\kappa$ models the type of the dynamics: $\kappa=-1$ corresponds to repulsive interactions and $\kappa=1$ to aggregating particles. As usual in the moderate regime $V^{\eta}(x):=$ $\eta^{-d} V(|x| / \eta)$, for a smooth, non-negative and normalized function $V$, where in the limit $N \rightarrow \infty$, the parameter $\eta>0$ is connected to $N \in \mathbb{N}$, such that $\eta \rightarrow 0$ if $N \rightarrow \infty$.
As mentioned in Section 1.1.3, it is of particular interest to study so-called fluctuations around the mean-field limit since by approximating a stochastic interacting particle system through a deterministic partial differential equation some information induced by the stochasticity of the interaction system gets lost. In the setting of moderately interacting particles, we are interested in the intermediate fluctuations, where we do not compare the empirical measure $\mu_{N, \eta}$ associated with (1.30) with the local PDE solution (1.29) but with the intermediate solution $\bar{u}^{\eta}$, which solves for fixed $\eta>0$ :

$$
\begin{equation*}
\partial_{t} \bar{u}^{\eta}=\sigma \Delta \bar{u}^{\eta}-\kappa \operatorname{div}\left(\bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right), t>0, \quad \bar{u}^{\eta}(0)=u_{0} \text { in } \mathbb{R}^{d} . \tag{1.31}
\end{equation*}
$$

Following techniques developed by K. Oelschläger for repulsive particles, in order to study the limiting behaviour of the intermediate fluctuations, we show an $L^{2}\left(\mathbb{R}^{d}\right)$ convergence result for the smoothed empirical measure towards the smoothed intermediate solution

$$
f^{N, \eta}(t, x):=\left(\mu_{N, \eta}(t) * Z^{\eta}\right)(x), \quad g^{\eta}(t, x):=\left(\bar{u}^{\eta}(t) * Z^{\eta}\right)(x),
$$

where $V^{\eta}$ is assumed to be 'convolutional square', i.e. $V^{\eta}=Z^{\eta} * Z^{\eta}$. This result holds also in case of aggregating particles, which are not included in [91]. For more details on the connection of the $L^{2}\left(\mathbb{R}^{d}\right)$ convergence result and the limiting behaviour of the intermediate fluctuations, we refer to Section 4.1.2.

The main result of this chapter is an $L^{2}\left(\mathbb{R}^{d}\right)$ convergence result of the smoothed empirical measure towards the smoothed intermediate solution with rate $N^{-1 /-\varepsilon}$. The rate of convergence plays an important role in the study of the fluctuation behaviour; see Section 4.1.2. The theorem reads as follows:

Main Theorem (Chapter 4, Theorem 4.1). Let $\eta=N^{-\beta}$, where $0<\beta<1 /(10 d+12)$. Then, for any $T>0$, there exists $\varepsilon>0$ and a constant $C(\beta, d, T)>0$ such that for sufficiently large number of particles $N>0$,

$$
\mathbb{E}\left(\sup _{0<t<T}\left\|\left(f^{N, \eta}-g^{\eta}\right)(t)\right\|_{L^{2}}^{2}+\sigma \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(t)\right\|_{L^{2}}^{2} \mathrm{~d} t\right) \leq C(\beta, d, T) N^{-1 / 2-\varepsilon} .
$$

This results holds under suitable assumptions on the initial condition $u_{0}$ and by assuming that propagation of chaos holds for $\eta=N^{-\beta}$ at least in probability in the following way: For every $\gamma>0$ and $T>0$ there exists a constant $C(\gamma, T)$ such that

$$
\begin{equation*}
\mathbb{P}\left(\max _{i=1, \ldots, N}\left|X_{i}^{N, \eta}(t)-\bar{X}_{i}^{\eta}(t)\right|>N^{-\alpha}\right) \leq C(\gamma, T) N^{-\gamma}, \tag{1.32}
\end{equation*}
$$

for a suitable cut-off rate $\alpha>0$. In Section 4.A, we discuss this assumption and give a rigorous proof for convergence in probability for interaction kernels approximating the singular Coulomb-kernel. Verifying this result rigorously in a more general setting - for
instance for interaction kernels approximating a Dirac distribution - is an open research question.
In order to give a proof of the main theorem of this section, we develop a new technique, since the result in [91] only works for repulsive particles and can not be extended in a straightforward way for aggregating particles. The idea is the following:
In comparison to the repulsive case, the following term ( $\langle\cdot, \cdot\rangle$ denotes the dual bracket)

$$
\left.M(t)=\left.\kappa \int_{0}^{t}\left\langle\mu_{N, \eta},\right| \nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle \mathrm{d} s
$$

can not be ignored due to the positive sign in case $\kappa=1$ (aggregating case). Hence, we have to estimate it directly. Since we already know that $\left(\mu_{N, \eta}-\bar{u}^{\eta}\right) \rightarrow 0$ weakly, [91, 27], where $\bar{u}^{\eta}$ solves the non-local equation (1.31), inspired by PDE techniques a first attempt would be (similar as for pure PDE estimates) to 'replace' $\mu_{N, \eta}$ with $\bar{u}^{\eta}$ and use that $\sup _{0<t<T}\left\|\bar{u}^{\eta}(t)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}<\sigma$ for small initial data, which would allow us to absorb this term by diffusion terms.
However, this attempt does not work directly since the remainder $\sup _{0<t<T} \| \mu_{N, \eta}(t)-$ $\bar{u}^{\eta}(t) \|_{L^{\infty}\left(\mathbb{R}^{d}\right)}$ can not be bounded uniformly in $\omega \in \Omega$. Therefore, we add and subtract the empirical measure of the intermediate particle system (where all particles are independent with common density function $\left.\bar{u}^{\eta}(t)\right)$ denoted by $\bar{\mu}_{N, \eta}$. This allows us to split the difference $\mu_{N, \eta}-\bar{u}^{\eta}$ into
(i) a mean-field estimate $\mu_{N, \eta}-\bar{\mu}_{N, \eta}$, and
(ii) a law of large numbers estimate $\bar{\mu}_{N, \eta}-\bar{u}^{\eta}$ (since the intermediate particles are already independent).

By exploiting our assumption of convergence in probability as well as a law-of-large numbers estimate in probability (see Chapter 4, Lemma 4.2), we do not estimate $\sup _{0<t<T} \| \mu_{N, \eta}(t)-$ $\bar{\mu}_{N, \eta}(t) \|_{L^{\infty}\left(\mathbb{R}^{d}\right)}$ and $\sup _{0<t<T}\left\|\bar{\mu}_{N, \eta}(t)-\bar{u}^{\eta}(t)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}$ directly, but we allow for a set $\mathcal{B} \subset \Omega$ where the respective difference is 'large'. By exploiting the mean-field convergence and the law-of-large numbers estimate we can conclude that the probability of $\mathcal{B}$ is small, which illustrates the main idea of our technique.
Because of an error term we make by manipulating the dual bracket $\langle\cdot, \cdot\rangle$ and the convolution with $Z^{\eta}$, the estimates are very delicate. For more details we refer the reader to Chapter 4.

Outlook: Inspired by the results of Chapter 4, the following open research questions could serve as starting points for future research:

- First, to prove the assumed propagation of chaos property for $\eta=N^{-\beta}$ in case of aggregating particles would provide a more complete picture of the intermediate fluctuations in case of aggregating particles, we comment on the current technical challenges in Section 4.A.2.
- Second, it is interesting to note that the $L^{2}\left(\mathbb{R}^{d}\right)$ convergence shown in Chapter 4 can be used in order to prove a strong mean-field limit in $L^{1}\left(\mathbb{R}^{d}\right)$ norm, which has been
recently shown as a consequence of relative entropy (or modulated free energy) estimates for certain interaction systems of Coulomb-type, [63, 10, 43]. Future research will be concerned with the connection between the before mentioned convergence types.
- Further investigations on the fluctuation behaviour of particle system (1.30) are still open. The main theorem of this chapter will serve as an important step towards a better understanding of the limiting behaviour. Additionally, analysing the limiting SPDE structure will be of particular interest and a future research goal.
- Since Section 4.A. 1 provides a convergence result in probability, a natural question would be whether it is possible to extend the newly developed techniques in this part of the thesis towards Coulomb interactions in order to show an $L^{2}\left(\mathbb{R}^{d}\right)$ convergence result and consequently a fluctuation theorem for Keller-Segel-type equations. This would fill a significant gap in literature fo the study of Keller-Segel systems.
- Prospectively, results on fluctuations around the mean-field limit for cross-diffusion models are of particular interest. Since aggregation effects play an important role in cross-diffusion settings, the results of this thesis can serve as an important first step.


## 2 Rigorous derivation of cross-diffusion systems by a moderate model

## Contents

2.1 Problem setting ..... 29
2.2 Assumptions and main results ..... 33
2.3 Proof of Theorem 2.2 ..... 35
2.4 Proof of Theorem 2.3 ..... 42
2.5 Links between the SDEs and PDEs ..... 48
2.6 Proof of Theorem 2.5 ..... 50
2.7 Numerical tests ..... 56
2.A Auxiliary results ..... 60

This chapter is taken from the article
[25] Li Chen, Esther S. Daus, Alexandra Holzinger, and Ansgar Jüngel. Rigorous derivation of population cross-diffusion systems from moderately interacting particle systems. Journal of Nonlinear Science, 31, 1-38, 2021.

### 2.1 Problem setting

The aim of this chapter is to derive the population cross-diffusion system of Shigesada, Kawasaki, and Teramoto [104] from a stochastic, moderately interacting particle system in a mean-field-type limit. More precisely, we derive the system of equations

$$
\begin{equation*}
\partial_{t} u_{i}=\operatorname{div}\left(u_{i} \nabla U_{i}\right)+\Delta\left(\sigma_{i} u_{i}+u_{i} \sum_{j=1}^{n} f\left(a_{i j} u_{j}\right)\right), \quad u_{i}(0)=u_{0, i} \quad \text { in } \mathbb{R}^{d}, t>0 \tag{2.1}
\end{equation*}
$$

where $i=1, \ldots, n$ is the species index, $d \geq 1$ the space dimension, $u=\left(u_{1}, \ldots, u_{n}\right)$ is the vector of population densities, and $U_{i}=U_{i}(x)$ are given environmental potentials. The parameters $\sigma_{i}>0$ are the constant diffusion coefficients in the stochastic system, and $a_{i j} \geq 0$ are limiting values of the interaction potentials. In the linear case $f(s)=s$, we obtain the population model in [104]. System (2.1) with nonlinear functions $f$ have also been studied in the mathematical literature; see, e.g., [32, 40, 73]. Such systems can be

[^10]formally derived from random walks on a lattice, where the nonlinearity originates from the transition rates in the random-walk model [119, Appendix A]. Assuming that the transition rates depend in a nonlinear way on the densities leads to equations similar to (2.1). We assume that $f$ is smooth but possibly not globally Lipschitz continuous (including power functions). Our results are valid for functions $f_{i}$ depending on the species type, but we choose the same function for all species to simplify the presentation.
This chapter extends the many-particle limit of [26] leading to the cross-diffusion system
\[

$$
\begin{equation*}
\partial_{t} u_{i}=\operatorname{div}\left(\sigma_{i} \nabla u_{i}+\sum_{j=1}^{n} a_{i j} u_{i} \nabla u_{j}\right) \quad \text { in } \mathbb{R}^{d}, t>0, i=1, \ldots, n, \tag{2.2}
\end{equation*}
$$

\]

which differs from (2.1) by the drift term, the nonlinear function $f$, and the diffusion term

$$
\operatorname{div} \sum_{j=1}^{n} a_{i j} u_{j} \nabla u_{i} .
$$

System (2.2) is the mean-field limit of the particle system for $N$ individuals

$$
\begin{align*}
& \mathrm{d} Y_{k, i}^{N, \eta}=-\sum_{j=1}^{n} \frac{1}{N} \sum_{\ell=1}^{N} \nabla B_{i j}^{\eta}\left(Y_{k, i}^{N, \eta}-Y_{\ell, j}^{N, \eta}\right) \mathrm{d} t+\sqrt{2 \sigma_{i}} \mathrm{~d} W_{i}^{k}(t)  \tag{2.3}\\
& Y_{k, i}^{N, \eta}(0)=\xi_{i}^{k}, \quad i=1, \ldots, n, k=1, \ldots, N
\end{align*}
$$

where $\left(W_{i}^{k}(t)\right)_{t \geq 0}$ are $d$-dimensional Brownian motions and $\xi_{i}^{1}, \ldots, \xi_{i}^{N}$ are independent and identically distributed (iid) random variables with the common probability density function $u_{0, i}$. The functions

$$
\begin{equation*}
B_{i j}^{\eta}(x)=\eta^{-d} B_{i j}\left(\frac{|x|}{\eta}\right), \quad x \in \mathbb{R}^{d}, \tag{2.4}
\end{equation*}
$$

are interaction potentials regularizing the delta distribution $\delta_{0}$, i.e. $B_{i j}^{\eta} \rightarrow a_{i j} \delta_{0}$ as $\eta \rightarrow 0$ in the sense of distributions.
System (2.1) is derived from an interacting particle system for $n$ species with particle numbers $N_{1}, \ldots, N_{n}$, moving in the whole space $\mathbb{R}^{d}$. To simplify, we set $N=N_{i}$ for all $i=1, \ldots, n$. The key idea in this chapter is to consider interacting diffusion coefficients:

$$
\begin{align*}
& \mathrm{d} X_{k, i}^{N, \eta}=-\nabla U_{i}\left(X_{k, i}^{N, \eta}\right) \mathrm{d} t+\left(2 \sigma_{i}+2 \sum_{j=1}^{n} f_{\eta}\left(\frac{1}{N} \sum_{\substack{\ell=1 \\
(\ell, j) \neq(k, i)}}^{N} B_{i j}^{\eta}\left(X_{k, i}^{N, \eta}-X_{\ell, j}^{N, \eta}\right)\right)\right)^{1 / 2} \mathrm{~d} W_{i}^{k}(t), \\
& X_{k, i}^{N, \eta}(0)=\xi_{i}^{k}, \quad i=1, \ldots, n, k=1, \ldots, N \tag{2.5}
\end{align*}
$$

where $f_{\eta}$ is a globally Lipschitz continuous approximation of $f$ with a Lipschitz constant smaller or equal than $\eta^{-\alpha}$ for some small $\alpha>0$. In view of (2.4), we can interpret the scaling parameter $\eta$ as the interaction radius of each particle. Equations (2.1) are derived from system (2.5) in the limit $N \rightarrow \infty, \eta \rightarrow 0$, with the scaling relation between $\eta$ and $N$ given in (2.9) below. First, for fixed $\eta>0$, we perform a classical
mean-field limit from (2.5) to the following auxiliary intermediate system:

$$
\begin{align*}
& \mathrm{d} \bar{X}_{k, i}^{\eta}=-\nabla U_{i}\left(\bar{X}_{k, i}^{\eta}\right) \mathrm{d} t+\left(2 \sigma_{i}+2 \sum_{j=1}^{n} f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\left(\bar{X}_{k, i}^{\eta}\right)\right)^{1 / 2} \mathrm{~d} W_{i}^{k}(t)\right.  \tag{2.6}\\
& \bar{X}_{k, i}^{\eta}(0)=\xi_{i}^{k}, \quad i=1, \ldots, n, \quad k=1, \ldots, N
\end{align*}
$$

where we set $u_{\eta, j}\left(\bar{X}_{k, i}^{\eta}\right)=u_{\eta, j}\left(t, \bar{X}_{k, i}^{\eta}(t)\right)$ for $j=1, \ldots, n$. The function $u_{\eta, j}$ satisfies the nonlocal cross-diffusion system

$$
\begin{align*}
& \partial_{t} u_{\eta, i}=\operatorname{div}\left(u_{\eta, i} \nabla U_{i}\right)+\Delta\left(\sigma_{i} u_{\eta, i}+u_{\eta, i} \sum_{j=1}^{n} f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\right)\right),  \tag{2.7}\\
& u_{\eta, i}(0)=u_{i}^{0} \text { in } \mathbb{R}^{d}, \quad i=1, \ldots, n,
\end{align*}
$$

and will be later identified as the probability density function of $\bar{X}_{k, i}^{\eta}$. Note that we consider $N$ independent copies $\bar{X}_{k, i}^{\eta}, k=1, \ldots, N$, and the intermediate system depends on $k$ only through the initial datum.
Then, passing to the limit $N \rightarrow \infty, \eta \rightarrow 0$ in (2.5) leads to the macroscopic system

$$
\begin{align*}
& \mathrm{d} \widehat{X}_{k, i}=-\nabla U_{i}\left(\widehat{X}_{k, i}\right) \mathrm{d} t+\left(2 \sigma_{i}+2 \sum_{j=1}^{n} f\left(a_{i j} u_{j}\left(\widehat{X}_{k, i}\right)\right)\right)^{1 / 2} \mathrm{~d} W_{i}^{k}(t),  \tag{2.8}\\
& \widehat{X}_{k, i}^{\eta}(0)=\xi_{i}^{k}, \quad i=1, \ldots, n, k=1, \ldots, N,
\end{align*}
$$

where the functions $u_{i}$ satisfy (2.1) and can be identified as the probability density functions of $\widehat{X}_{k, i}$. In this limit, we assume that there exists $\delta>0$, depending on $n, \min _{i} \sigma_{i}$, and $T$, such that

$$
\begin{equation*}
\eta^{-2(d+1+\alpha)} \leq \delta \log N \tag{2.9}
\end{equation*}
$$

holds, where $\alpha \geq 0$ depends on the Lipschitz condition of $f$, see Assumption (A4) below, and that the function $f$ and its derivatives or, alternatively the initial data, are sufficiently small (see Section 2.2 for details). The main result in this chapter is the error estimate

$$
\begin{equation*}
\sup _{k=1, \ldots, N} \mathbb{E}\left(\sum_{i=1}^{n} \sup _{0<s<T}\left|X_{k, i}^{N, \eta}(s)-\widehat{X}_{k, i}(s)\right|^{2}\right) \leq C(T) \eta^{2(1-\alpha)} . \tag{2.10}
\end{equation*}
$$

We prove this estimate for the potential $U_{i}(x)=-\frac{1}{2}|x|^{2}$, but more general functions are possible; see Remark 2.1. Note that estimate (2.10) implies propagation of chaos; see Remark 2.6. In the case $\alpha=0$, our scaling (2.9) for the multi-species case recovers the result in [65], where a single-species, moderately interacting particle system with interaction in the diffusion part was considered. Our strategy is similar to that one of [65] (and based on ideas of Oelschläger [94]). Since we allow for locally Lipschitz continuous nonlinearities only, we obtain a smaller convergence rate compared to [65], which in fact is natural, since we approximate the nonlinearity with functions having a Lipschitz constant of order $\eta^{-\alpha}$. A difference to [65] is that the authors assume that the diffusion matrix in the stochastic part is positive definite. We do not suppose such a condition, but we need
a smallness condition on the nonlinearity for the existence proofs of systems (2.1) and (2.7).
Since the underlying method of this chapter are moderately interacting particles and intermediate systems obtained through coupling methods, we refer the reader to Section 1.2.2 for an introduction on this matter for single species models.
Next, we present a brief overview on the existing literature concerning mean-field limits and moderately interacting many-particle limits in the context of diffusion equations which are of particular interest for this chapter. For an introductory overview we refer the reader to the introduction of this thesis. Mean-field limits from stochastic differential equations have been investigated since the 1980s; see the reviews [54, 62] and the classical works by Sznitman [112, 113]. Oelschläger proved that in the many-particle limit, weakly interacting stochastic particle systems converge to a deterministic nonlinear process [92]. Later, he generalized his approach for systems of reaction-diffusion equations [94] and porous-medium-type equations with quadratic diffusion [93], by using moderately interacting particle systems. We also refer to the recent work [27], which also includes numerical simulations. As already mentioned, moderate interactions in stochastic particle system with nonlinear diffusion coefficients were investigated for the first time in [65]. Later, Stevens derived the chemotaxis model from a many-particle system [109]. Further works concern the mean-field limit leading to reaction-diffusion equations with nonlocal terms [59], the hydrodynamic limit in a two-component system of Brownian motions to the cross-diffusion Maxwell-Stefan equations [102], and the large population limit of point measure-valued Markov processes to nonlocal Lotka-Volterra systems with cross diffusion [51]. The latter model is similar to the nonlocal system (2.7). The limit from the nonlocal to the local diffusion system was shown in [87] but only for triangular diffusion matrices. The many-particle limit from a particle system driven by Lévy noise to a fractional crossdiffusion system related to (2.2) was recently shown in [38]. Furthermore, the population system (2.1) was derived in [36] from a time-continuous Markov chain model using the BBGKY hierarchy. The main result of this chapter presents, up to our knowledge, the first rigorous derivation of the Shigesada-Kawasaki-Teramoto (SKT) model (2.1) from a stochastic particle system in the moderate many-particle limit.
Porous-medium-type equations can be derived from stochastic interacting particle systems by assuming interactions in the drift term [47] or in the diffusion term [65]. We allow for interactions in the diffusion part but in a multi-species setting. The paper [51] is concerned with a multi-species framework too, but the authors assume bounded Lipschitz continuous interaction potentials and derive a nonlocal cross-diffusion system only. We are able to relax the assumptions and derive the local cross-diffusion system (2.1).
Compared to the work [36], we take the limits $N \rightarrow \infty, \eta \rightarrow 0$ simultaneously. However, our approach also implies the two-step limit. Indeed, we can first perform the limit $N \rightarrow \infty$ for fixed $\eta>0$ and afterwards the limit $\eta \rightarrow 0$ on the PDE level; see Lemma 2.9 and Theorem 2.3. The simultaneous limit $N \rightarrow \infty, \eta \rightarrow 0$, satisfying the scaling relation (2.9), gives a more complete picture, since we can prove the convergence in expectation for the difference of the solutions to the stochastic systems (2.5) and (2.8).

Finally, we remark that the cross-diffusion models (2.1) and (2.2) have quite different structural properties; also see [12, 13]. First, system (2.2) has a formal gradient-flow structure
for each species separately, while system (2.1) can be written, under the detailed-balance condition [26], only in a vector-valued gradient-flow form. Second, the segregation behavior of both models is different, i.e., segregation is stronger for the solutions to (2.2) than for model (2.1); see the numerical experiments in Section 2.7.

This chapter is organized as follows: We present our assumptions and main results in Section 2.2. The existence of smooth solutions to the cross-diffusion systems (2.1) and (2.7) and an error estimate for the difference of the corresponding solutions is proved in Sections 2.3 and 2.4 , respectively. The proofs are based on Banach's fixed-point theorem and higher-order estimations. We present the full proof since the environmental potential $U_{i}(x)=-\frac{1}{2}|x|^{2}$ is not square-integrable, which requires some care; see the arguments following (2.22). Section 2.5 is concerned with the identification of the solutions to the local and nonlocal cross-diffusion systems (2.1) and (2.7), respectively, with the probability density functions associated to the particle systems (2.8) and (2.6), respectively. Error estimate (2.10), the main result of this chapter, is proved in Section 2.6. In Section 2.7, we present Monte-Carlo simulations for an Euler-Maruyama discretization of system (2.5) and compare them to the numerical results from the particle system associated to (2.2). In the appendix of this chapter (Section 2.A), we recall some inequalities used within the proofs of this chapter.

### 2.2 Assumptions and main results

We impose the following assumptions:
(A1) Data: $\sigma_{i} \in(0, \infty)$ and $\xi_{i}^{1}, \ldots, \xi_{i}^{N}$ are independent and identically distributed (iid) square-integrable random variables with the common density function $u_{0, i}$ for $i=$ $1, \ldots, n$ on the probability space $(\Omega, \mathcal{F}, P)$.
(A2) Environmental potential: $U_{i}(x)=-\frac{1}{2}|x|^{2}, i=1, \ldots, n$.
(A3) Interaction potential: $B_{i j} \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ satisfies $\operatorname{supp}\left(B_{i j}\right) \subset B_{1}(0)$, where $B_{1}(0)$ is the unit ball in $\mathbb{R}^{d}$ and $i, j=1, \ldots, n$.
(A4) Nonlinearity: $f \in W_{\text {loc }}^{s+1, \infty}(\mathbb{R} ;[0, \infty))$ and $f_{\eta} \in W^{s+1, \infty}(\mathbb{R},[0, \infty))$ is such that $f_{\eta}=f$ on $\left[-a_{\eta}, a_{\eta}\right]$ and the Lipschitz constant of $f_{\eta}$ is less than or equal to $\eta^{-\alpha}$ for a fixed $\alpha \in[0,1)$. Here, $s>d / 2+1$ and $a_{\eta} \rightarrow \infty$ as $\eta \rightarrow 0$. If $f$ is globally Lipschitz continuous, we set $\alpha=0$ and $f_{\eta}=f$.

Remark 2.1 (Discussion). Environmental potential: The sign of $U_{i}$ guarantees that the populations are dispersed since the drift term becomes $-x \cdot \nabla u_{i}-u_{i}$. We have taken a quadratic potential $U_{i}$ to simplify the presentation. "Dispersive" potentials (i.e. potentials $U_{i}$ with $\Delta U_{i} \leq 0$ ) are needed in the analysis, since we cannot bound terms including $\Delta U_{i}$ if $\Delta U_{i} \geq 0$. It is possible to choose general (dispersive) potentials $U_{i} \in C^{\infty}\left(\mathbb{R}^{d}\right)$ such that $\nabla U_{i}$ is globally Lipschitz continuous, $D^{k} U_{i} \in L^{\infty}\left(\mathbb{R}^{d}\right)$ for $k=2, \ldots, s+2$, the Hessian $D^{2} U_{i}$ is negative semidefinite, $\Delta U_{i}<0$, and $D^{k} U_{i}$ for $k=3, \ldots, s$ is sufficiently small in the $L^{\infty}\left(\mathbb{R}^{d}\right)$ norm. Thus, we may choose $U_{i}(x)=-|x|^{2}+g(x)$ and $g$ is a smooth perturbation.

Nonlinearity: Since $f$ is not assumed to be globally Lipschitz continuous, we need to approximate the nonlinearity. The condition on the Lipschitz constant of $f_{\eta}$ ensures that we have a control on the growth of the Lipschitz constant of $f_{\eta}$ in the limit $N \rightarrow \infty$ and $\eta \rightarrow 0$. This growth condition is needed in the proof of Lemma 2.9; see (2.34) and thereafter. The condition $s>d / 2+1$ ensures that the embedding $H^{s}\left(\mathbb{R}^{d}\right) \hookrightarrow W^{1, \infty}\left(\mathbb{R}^{d}\right)$ is continuous, and this embedding is needed to obtain solutions in $H^{s}\left(\mathbb{R}^{d}\right)$ and to derive the estimates.

We introduce some notation. We set

$$
a_{i j}=\int_{\mathbb{R}^{d}} B_{i j}(|x|) \mathrm{d} x, \quad i, j=1, \ldots, n,
$$

$B_{i j}^{\eta}(x)=\eta^{-d} B_{i j}(|x| / \eta), A_{i j}=\left\|B_{i j}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}=\left\|B_{i j}^{\eta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}$ and $A=\max _{i, j=1, \ldots, n} A_{i j}$. Let $C_{s}>0$ be the constant of the continuous embedding $H^{s}\left(\mathbb{R}^{d}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{d}\right)$ and set

$$
\begin{equation*}
I=\left[-2 A C_{s}\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}, 2 A C_{s}\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}\right] \tag{2.11}
\end{equation*}
$$

Then, for small $\eta>0$ such that $a_{\eta} \geq 2 A C_{s}\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}$, we have $f_{\eta}=f$ on $I$.
First, we ensure that the nonlocal and local cross-diffusion systems (2.7) and (2.1), respectively, have global smooth solutions.

Theorem 2.2 (Existence for the nonlocal system). Let Assumptions (A2) and (A4) hold, $u_{0} \in H^{s}\left(\mathbb{R}^{d} ; \mathbb{R}^{n}\right)$ for $s>d / 2+1$, and let $\eta>0$ be such that $a_{\eta} \geq 2 A C_{s}\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}$. There exists $\varepsilon>0$ depending on $u_{0}$ such that if $\|f\|_{C^{s+1}(I)} \leq \varepsilon$, system (2.7) possesses a unique solution $u_{\eta}=\left(u_{\eta, 1}, \ldots, u_{\eta, n}\right)$ satisfying

$$
\begin{aligned}
& u_{\eta, i} \in L^{\infty}\left(0, \infty ; H^{s}\left(\mathbb{R}^{d}\right)\right) \cap L^{2}\left(0, \infty ; H^{s+1}\left(\mathbb{R}^{d}\right)\right) \\
& \left\|u_{\eta}\right\|_{L^{\infty}\left(0, T ; H^{s}\left(\mathbb{R}^{d}\right)\right)}^{2}+\sigma_{*}\left\|\nabla u_{\eta}\right\|_{L^{2}\left(0, \infty ; H^{s}\left(\mathbb{R}^{d}\right)\right)}^{2} \leq\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2}
\end{aligned}
$$

where $0<\sigma_{*}<\sigma_{\min }:=\min _{i=1, \ldots, n} \sigma_{i}$.
The dependence of $\varepsilon$ on $u_{0}$ can be made more explicit. The proof shows that we need to choose $0<\varepsilon<C \sigma_{\min }^{1 / 2}\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{-s}$, where $C>0$ is independent of $u_{0}$ and $\sigma_{i}$. Thus, if $\|f\|_{C^{s+1}(I)}$ is finite, the global existence result is valid for small initial data.

Theorem 2.3 (Existence for the local system). Let $u_{0}$ and $\eta$ satisfy the assumptions of Theorem 2.2. Then there exists $\varepsilon>0$ depending on $u_{0}$ such that if $\|f\|_{C^{s+1}(I)} \leq \varepsilon$, system (2.1) possesses a unique solution $u=\left(u_{1}, \ldots, u_{n}\right)$ satisfying

$$
\begin{aligned}
& u_{i} \in L^{\infty}\left(0, \infty ; H^{s}\left(\mathbb{R}^{d}\right)\right) \cap L^{2}\left(0, \infty ; H^{s+1}\left(\mathbb{R}^{d}\right)\right), \quad i=1, \ldots, n \\
& \|u\|_{L^{\infty}\left(0, \infty ; H^{s}\left(\mathbb{R}^{d}\right)\right)}^{2}+\sigma_{*}\|\nabla u\|_{L^{2}\left(0, \infty ; H^{s}\left(\mathbb{R}^{d}\right)\right)}^{2} \leq\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2}
\end{aligned}
$$

where $0<\sigma_{*}<\sigma_{\text {min }}$. Moreover, with the solution $u_{\eta}$ from Theorem 2.2, it holds that for an arbitrary $T>0$,

$$
\left\|u-u_{\eta}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)}+\left\|\nabla\left(u-u_{\eta}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)} \leq C(T) \eta
$$

Next, we state an existence result for the stochastic particle systems (2.5), (2.6), and (2.8).

Proposition 2.4. Let Assumptions (A1)-(A4) hold and let $\eta>0, N \in \mathbb{N}$. Then:
(i) There exist unique square-integrable adapted stochastic processes with continuous paths, which are strong solutions to systems (2.5), (2.6), and (2.8), respectively.
(ii) For each $t>0$, the $(n N d)$-dimensional random variables $\bar{X}^{\eta}(t)$ and $\widehat{X}(t)$ possess density functions $\bar{u}_{\eta}(t)^{\otimes N}$ and $\widehat{u}(t)^{\otimes N}$ with respect to the Lebesgue measure on $\mathbb{R}^{n N d}$, respectively.

The proof follows from [67] and [89]. Indeed, Theorem 2.9 in [67, page 289] shows that there exist continuous square-integrable stochastic processes, which are strong solutions to (2.5), (2.6), and (2.8), respectively. Strong uniqueness is guaranteed by Theorem 2.5 in [67, page 287]. We conclude from [89, Theorem 2.3.1] that $\bar{X}_{\eta}(t)$ and $\widehat{X}(t)$ are absolutely continuous with respect to the Lebesgue measure and thus, they possess density functions $\bar{u}_{\eta}(t, x)^{\otimes N}$ and $\widehat{u}(t, x)^{\otimes N}$, respectively. We prove in Section 2.5 that the density functions $\bar{u}_{\eta}$ and $\widehat{u}$ can be identified with $u_{\eta}$ and $u$, the solutions to (2.7) and (2.1), respectively.
The following theorem is our main result.
Theorem 2.5. Let $X_{k, i}^{N, \eta}$ and $\widehat{X}_{k, i}$ be the solutions to (2.5) and (2.8), respectively. Then there exist parameters $\delta>0$, depending on $n, \sigma_{\text {min }}$, and $T$, and $\varepsilon>0$, depending on $u_{0}$, such that if $\eta^{-2(d+1+\alpha)} \leq \delta \log N$ and $\|f\|_{C^{s+1}(I)} \leq \varepsilon$,

$$
\sup _{k=1, \ldots, N} \mathbb{E}\left(\sum_{i=1}^{n} \sup _{0<s<T}\left|\left(X_{k, i}^{N, \eta}-\widehat{X}_{k, i}\right)(s)\right|^{2}\right) \leq C\left(T, n, \sigma_{\min }\right) \eta^{2(1-\alpha)},
$$

where $\alpha \geq 0$ is defined in Assumption (A4).
Remark 2.6. It is well-known that this result implies propagation of chaos in the singlespecies case; see, e.g., [62, Section 3.1]. In the multi-species case, this generalizes for fixed $k$ to the convergence of the $k$-marginal distribution $F_{k}(t)$ of $\left(X_{j_{1}, i_{1}}^{N, \eta}(t), \ldots, X_{j_{k}, i_{k}}^{N, \eta}(t)\right)$ at any time $t>0$ towards the product measure $\otimes_{\ell=1}^{k} u_{i_{\ell}}(\cdot, t)$ as $N \rightarrow \infty, \eta \rightarrow 0$, i.e.

$$
W_{2}^{2}\left(F_{k}(t), \bigotimes_{\ell=1}^{k} u_{i_{\ell}}(\cdot, t)\right) \leq k C\left(T, n, \sigma_{\min }\right) \eta \rightarrow 0
$$

where $W_{2}$ denotes the 2-Wasserstein distance. We refer to the introduction of this thesis, in particular Section 1.2.1, where we sketch the connection between a convergence result in expectation and propagation of chaos in Wasserstein-distance. Additionally, a discussion of propagation of chaos for multi-species systems is provided in Section 1.1.2.

### 2.3 Proof of Theorem 2.2

We prove the global existence of smooth solutions to the nonlocal system (2.7). Since $\eta$ is fixed in the proof, we omit it for $u_{\eta}$ to simplify the notation. We split the proof in several steps. In the first step, we prove the existence of local-in-time solutions satisfying $\left\|u_{i}(t)\right\|_{H^{s}\left(\mathbb{R}^{d}\right)} \leq 2\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}$ for $0<t<T(\eta)$ for some (possibly) small $T(\eta)>0$. Actually, we show in the second step, that the factor 2 can be replaced by one. This uniform estimate allows us in the third step to conclude the global existence.

Step 1: Local existence of solutions. In this step, the smallness conditions on $\eta$ and $f$ are not needed. The idea is to apply the Banach fixed-point theorem on the space

$$
X_{T}:=\left\{v \in L^{\infty}\left(0, T ; H^{s}\left(\mathbb{R}^{d} ; \mathbb{R}^{n}\right)\right):\|v\|_{L^{\infty}\left(0, T ; H^{s}\left(\mathbb{R}^{d}\right)\right)} \leq 2\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}\right\}
$$

where $T>0$ will be determined later in this proof. We define the fixed-point operator $S: X_{T} \rightarrow X_{T}, S(v)=u$, where $u$ is the unique solution to the linear problem

$$
\begin{equation*}
\partial_{t} u_{i}=\operatorname{div}\left(u_{i} \nabla U_{i}\right)+\Delta\left(u_{i}\left(\sigma_{i}+K_{i}(v(t, x))\right)\right), \quad u_{i}(0)=u_{0, i} \quad \text { in } \mathbb{R}^{d}, t>0, \tag{2.12}
\end{equation*}
$$

with $K_{i}(v)=\sum_{j=1}^{n} f_{\eta}\left(B_{i j}^{\eta} * v_{j}\right) \geq 0, i=1, \ldots, n$. We need to show that $S$ is well defined. We infer from Young's convolution inequality (Lemma 2.11) and the embedding $H^{s}\left(\mathbb{R}^{d}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{d}\right)$ that

$$
\begin{align*}
\sup _{0<t<T}\left\|\nabla K_{i}(v)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} & \leq \sum_{j=1}^{n}\left\|f_{\eta}^{\prime}\right\|_{L^{\infty}(\mathbb{R})}\left\|\nabla B_{i j}^{\eta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \sup _{0<t<T}\left\|v_{j}(t)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \\
& \leq C(\eta) \sum_{j=1}^{n}\left\|v_{j}\right\|_{L^{\infty}\left(0, T ; H^{s}\left(\mathbb{R}^{d}\right)\right)}<\infty \tag{2.13}
\end{align*}
$$

i.e., $K_{i}(v)$ is globally Lipschitz continuous. Therefore, a Galerkin argument to verify higher-order regularity shows that, for given $v \in X_{T}$, there exists a unique solution $u_{i} \in L^{\infty}\left(0, T ; H^{s}\left(\mathbb{R}^{d}\right)\right) \cap L^{2}\left(0, T ; H^{s+1}\left(\mathbb{R}^{d}\right)\right)$ to (2.12). It remains to show that $u=$ $\left(u_{1}, \ldots, u_{n}\right) \in X_{T}$ for some $T>0$. The estimations are not difficult, but since $\nabla U_{i}$ is not square integrable, some care is needed.
First, we prove higher-order estimates for $K_{i}(v)$. Let $\alpha \in \mathbb{N}_{0}^{d}$ be a multi-index with order $|\alpha|=m \leq s$. By Lemma 2.13 and Young's convolution inequality,

$$
\begin{align*}
\int_{0}^{T}\left\|D^{\alpha} K_{i}(v)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t & \leq C \int_{0}^{T} \sum_{j=1}^{n}\left\|f_{\eta}^{\prime}\right\|_{C^{m-1}(\mathbb{R})}^{2}\left\|B_{i j}^{\eta} * v_{j}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}^{2(m-1)}\left\|D^{\alpha}\left(B_{i j}^{\eta} * v_{j}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t \\
& \leq C(\eta) \int_{0}^{T} \sum_{j=1}^{n}\left\|B_{i j}^{\eta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}^{2 m}\left\|v_{j}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}^{2(m-1)}\left\|D^{\alpha} v_{j}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t \\
& \leq C(\eta) \sum_{j=1}^{n} \int_{0}^{T}\left\|v_{j}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2 m} \mathrm{~d} t<\infty \tag{2.14}
\end{align*}
$$

where here and in the following, $C>0, C(\eta)>0$, etc. are generic constants with values changing from line to line. In a similar way, applying Lemmas 2.11 and 2.12,

$$
\begin{align*}
& \sup _{0<t<T}\left\|D^{\alpha} \nabla K_{i}(v)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \leq C \sup _{0<t<T} \sum_{j=1}^{n}\left\|D^{\alpha}\left(f_{\eta}^{\prime}\left(B_{i j}^{\eta} * v_{j}\right) \nabla B_{i j}^{\eta} * v_{j}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \\
& \leq C \sup _{0<t<T} \sum_{j=1}^{n}\left(\left\|f_{\eta}^{\prime}\left(B_{i j}^{\eta} * v_{j}\right)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left\|\nabla B_{i j}^{\eta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\left\|D^{m} v_{j}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right. \\
&\left.+\left\|D^{m}\left(f_{\eta}^{\prime}\left(B_{i j}^{\eta} * v_{j}\right)\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\left\|\nabla B_{i j}^{\eta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\left\|v_{j}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right)^{2} \leq C(\eta), \tag{2.15}
\end{align*}
$$

since, according to Lemma 2.13, we can bound $\sup _{0<t<T}\left\|D^{m}\left(f_{\eta}^{\prime}\left(B_{i j} * v_{j}\right)\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}$ in terms of $\left\|f_{\eta}\right\|_{C^{s+1}(\mathbb{R})},\left\|B_{i j}^{\eta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}$, and $\sup _{0<t<T}\left\|v_{j}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}$, and it holds that $\left\|\nabla B_{i j}^{\eta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leq C(\eta)$. We proceed with the proof of $u \in X_{T}$ for some $T>0$. Applying $D^{\alpha}$ to (2.12), multiplying the resulting equation by $D^{\alpha} u_{i}$, and integrating over $(0, \tau) \times \mathbb{R}^{d}$ for $\tau<T$ yields

$$
\begin{equation*}
\frac{1}{2} \int_{\mathbb{R}^{d}}\left|D^{\alpha} u_{i}(\tau)\right|^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}^{d}}\left|D^{\alpha} u_{0, i}\right|^{2} \mathrm{~d} x+\sigma_{i} \int_{0}^{\tau} \int_{\mathbb{R}^{d}}\left|\nabla D^{\alpha} u_{i}\right|^{2} \mathrm{~d} x \mathrm{~d} t=I_{1}+I_{2}+I_{3}, \tag{2.16}
\end{equation*}
$$

where

$$
\begin{aligned}
& I_{1}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} \nabla D^{\alpha} u_{i} \cdot D^{\alpha}\left(u_{i} \nabla U_{i}\right) \mathrm{d} x \mathrm{~d} t \\
& I_{2}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} \nabla D^{\alpha} u_{i} \cdot D^{\alpha}\left(\nabla u_{i} K_{i}(v)\right) \mathrm{d} x \mathrm{~d} t \\
& I_{3}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} \nabla D^{\alpha} u_{i} \cdot D^{\alpha}\left(u_{i} \nabla K_{i}(v)\right) \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

First, let $|\alpha|=m=0$. Then, integrating by parts in $I_{1}$, using Young's inequality, and observing that $U_{i}(x)=-\frac{1}{2}|x|^{2}$,

$$
\begin{aligned}
& I_{1}=\frac{1}{2} \int_{0}^{\tau} \int_{\mathbb{R}^{d}} u_{i}^{2} \Delta U_{i} \mathrm{~d} x \mathrm{~d} t=-\frac{d}{2} \int_{0}^{\tau} \int_{\mathbb{R}^{d}} u_{i}^{2} \mathrm{~d} x \mathrm{~d} t \leq 0 \\
& I_{2}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} K_{i}(v)\left|\nabla u_{i}\right|^{2} \mathrm{~d} x \mathrm{~d} t \leq 0 \\
& I_{3} \leq \frac{\sigma_{i}}{2} \int_{0}^{\tau} \int_{\mathbb{R}^{d}}\left|\nabla u_{i}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\frac{1}{2 \sigma_{i}}\left\|\nabla K_{i}(v)\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)}^{2} \int_{0}^{\tau}\left\|u_{i}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t
\end{aligned}
$$

where we used $K_{i}(v) \geq 0$ for $I_{2}$. It follows from (2.13) that

$$
I_{1}+I_{2}+I_{3} \leq \frac{\sigma_{i}}{2} \int_{0}^{\tau} \int_{\mathbb{R}^{d}}\left|\nabla u_{i}\right|^{2} \mathrm{~d} x \mathrm{~d} t+C \int_{0}^{\tau}\left\|u_{i}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t
$$

where $C>0$ depends on the $L^{\infty}\left(0, T ; H^{s}\left(\mathbb{R}^{d}\right)\right)$ norm of $v$. Inserting this estimate into (2.16) with $\alpha=0$ and applying the Gronwall inequality, we infer that

$$
\int_{\mathbb{R}^{d}} u_{i}(\tau)^{2} \mathrm{~d} x+\frac{\sigma_{i}}{2} \int_{0}^{\tau} \int_{\mathbb{R}^{d}}\left|\nabla u_{i}\right|^{2} \mathrm{~d} x \mathrm{~d} t \leq C\left(u_{0}\right) e^{C \tau}
$$

This shows that $u_{i}$ is bounded in $L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)$ and $L^{2}\left(0, T ; H^{1}\left(\mathbb{R}^{d}\right)\right)$.
Now, let $|\alpha|=m \geq 1$. Then, integrating by parts, using $\Delta U_{i} \leq 0$, and applying Young's inequality again,

$$
\begin{aligned}
I_{1} & =\frac{1}{2} \int_{0}^{\tau} \int_{\mathbb{R}^{d}}\left(D^{\alpha} u_{i}\right)^{2} \Delta U_{i} \mathrm{~d} x \mathrm{~d} t-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} \nabla D^{\alpha} u_{i} \cdot\left(D^{\alpha}\left(u_{i} \nabla U_{i}\right)-D^{\alpha} u_{i} \nabla U_{i}\right) \mathrm{d} x \mathrm{~d} t \\
& \leq \frac{\sigma_{i}}{4} \int_{0}^{\tau} \int_{\mathbb{R}^{d}}\left|\nabla D^{\alpha} u_{i}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\sum_{0<|\beta| \leq|\alpha|} \int_{0}^{\tau} c_{\beta}\left\|D^{\alpha-\beta} u_{i}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}\left\|D^{\beta} \nabla U_{i}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t \\
& \leq \frac{\sigma_{i}}{4} \int_{0}^{\tau} \int_{\mathbb{R}^{d}}\left|\nabla D^{\alpha} u_{i}\right|^{2} \mathrm{~d} x \mathrm{~d} t+C \int_{0}^{\tau}\left\|u_{i}\right\|_{H^{m-1}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t,
\end{aligned}
$$

where we used the fact that $D^{\beta} \nabla U_{i}$ is bounded for $|\beta|=1$ and vanishes for $|\beta|>1$. It follows from integration by parts, $K_{i}(v) \geq 0$, and Lemma 2.14 that

$$
\begin{aligned}
I_{2}= & -\int_{0}^{\tau} \int_{\mathbb{R}^{d}} \nabla D^{\alpha} u_{i} \cdot\left(D^{\alpha}\left(\nabla u_{i} K_{i}(v)\right)-\nabla D^{\alpha} u_{i} K_{i}(v)\right) \mathrm{d} x \mathrm{~d} t \\
& -\int_{0}^{\tau} \int_{\mathbb{R}^{d}} K_{i}(v)\left|\nabla D^{\alpha} u_{i}\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
\leq & \frac{\sigma_{i}}{4} \int_{0}^{\tau} \int_{\mathbb{R}^{d}}\left|\nabla D^{\alpha} u_{i}\right|^{2} \mathrm{~d} x \mathrm{~d} t+C \int_{0}^{\tau}\left(\left\|D K_{i}(v)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left\|D^{m-1} \nabla u_{i}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right. \\
& \left.+\left\|D^{m} K_{i}(v)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\left\|\nabla u_{i}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right)^{2} \mathrm{~d} x \mathrm{~d} t .
\end{aligned}
$$

We infer from estimates (2.13) and (2.14) for $K_{i}(v)$ and the embedding $H^{s}\left(\mathbb{R}^{d}\right) \hookrightarrow W^{1, \infty}\left(\mathbb{R}^{d}\right)$ that

$$
I_{2} \leq \frac{\sigma_{i}}{4} \int_{0}^{\tau} \int_{\mathbb{R}^{d}}\left|\nabla D^{\alpha} u_{i}\right|^{2} \mathrm{~d} x \mathrm{~d} t+C \int_{0}^{\tau}\left\|u_{i}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t
$$

Finally, we use Lemma 2.12 and estimates (2.13) and (2.15) to obtain

$$
\begin{aligned}
I_{3} \leq & \frac{\sigma_{i}}{4} \int_{0}^{\tau} \int_{\mathbb{R}^{d}}\left|\nabla D^{\alpha} u_{i}\right|^{2} \mathrm{~d} x \mathrm{~d} t+C \int_{0}^{\tau} \int_{\mathbb{R}^{d}}\left(\left\|u_{i}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left\|D^{m} \nabla K_{i}(v)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right. \\
& \left.+\left\|D^{m} u_{i}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\left\|\nabla K_{i}(v)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right)^{2} \mathrm{~d} x \mathrm{~d} t \\
\leq & \frac{\sigma_{i}}{4} \int_{0}^{\tau} \int_{\mathbb{R}^{d}}\left|\nabla D^{\alpha} u_{i}\right|^{2} \mathrm{~d} x \mathrm{~d} t+C(\eta) \int_{0}^{\tau}\left\|u_{i}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t .
\end{aligned}
$$

Inserting these estimates into (2.16) and summing over $|\alpha| \leq s$, we arrive at

$$
\left\|u_{i}(\tau)\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2}+\frac{\sigma_{i}}{4} \int_{0}^{\tau}\left\|\nabla u_{i}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t \leq\left\|u_{0, i}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2}+C(\eta) \int_{0}^{\tau}\left\|u_{i}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t .
$$

Summing over $i=1, \ldots, n$ and applying Gronwall's inequality gives

$$
\|u(\tau)\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2} \leq\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2} e^{C(\eta) \tau} \leq\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2} e^{C(\eta) T} .
$$

Choosing $T>0$ sufficiently small, we can ensure that $\|u(\tau)\|_{H^{s}\left(\mathbb{R}^{d}\right)} \leq 2\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}$ for all $0<\tau<T$. This shows that $u \in X_{T}$, i.e., the operator is well-defined.
Next, we prove that $S: X_{T} \rightarrow X_{T}$ is a contraction. Let $v, w \in X_{T}$ and set $\bar{v}=S(v)$ and $\bar{w}=S(w)$. Taking the difference of equations (2.12) satisfied by $\bar{v}_{i}$ and $\bar{w}_{i}$, respectively, using the test function $\bar{v}_{i}-\bar{w}_{i}$, and integrating by parts, it follows that

$$
\begin{equation*}
\frac{1}{2} \int_{\mathbb{R}^{d}}\left(\bar{v}_{i}-\bar{w}_{i}\right)(\tau)^{2} \mathrm{~d} x+\sigma_{i} \int_{0}^{\tau} \int_{\mathbb{R}^{d}}\left|\nabla\left(\bar{v}_{i}-\bar{w}_{i}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t=I_{4}+I_{5}+I_{6} \tag{2.17}
\end{equation*}
$$

where

$$
I_{4}=\frac{1}{2} \int_{0}^{\tau} \int_{\mathbb{R}^{d}} \Delta U_{i}\left(\bar{v}_{i}-\bar{w}_{i}\right)^{2} \mathrm{~d} x \mathrm{~d} t \leq 0
$$

$$
\begin{aligned}
& I_{5}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} \nabla\left(\left(\bar{v}_{i}-\bar{w}_{i}\right) K_{i}(v)\right) \cdot \nabla\left(\bar{v}_{i}-\bar{w}_{i}\right) \mathrm{d} x \mathrm{~d} t \\
& I_{6}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} \nabla\left(\bar{w}_{i}\left(K_{i}(v)-K_{i}(w)\right)\right) \cdot \nabla\left(\bar{v}_{i}-\bar{w}_{i}\right) \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

Because of $K_{i}(v) \geq 0$ and estimate (2.13) for $\nabla K_{i}(v)$, we find that, by Young's inequality,

$$
\begin{aligned}
I_{5} & =-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} K_{i}(v)\left|\nabla\left(\bar{v}_{i}-\bar{w}_{i}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t-\int_{0}^{\tau} \int_{\mathbb{R}^{d}}\left(\bar{v}_{i}-\bar{w}_{i}\right) \nabla K_{i}(v) \cdot \nabla\left(\bar{v}_{i}-\bar{w}_{i}\right) \mathrm{d} x \mathrm{~d} t \\
& \leq \frac{\sigma_{i}}{4} \int_{0}^{\tau}\left\|\nabla\left(\bar{v}_{i}-\bar{w}_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C\left(\sigma_{i}\right) \int_{0}^{\tau}\left\|\bar{v}_{i}-\bar{w}_{i}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}\left\|\nabla K_{i}(v)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t \\
& \leq \frac{\sigma_{i}}{4} \int_{0}^{\tau}\left\|\nabla\left(\bar{v}_{i}-\bar{w}_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C(\eta) \int_{0}^{\tau}\left\|\bar{v}_{i}-\bar{w}_{i}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t .
\end{aligned}
$$

It follows again from Young's inequality that

$$
\begin{align*}
I_{6} \leq & \frac{\sigma_{i}}{4} \int_{0}^{\tau}\left\|\nabla\left(\bar{v}_{i}-\bar{w}_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C\left(\sigma_{i}\right) \int_{0}^{\tau}\left\|\nabla \bar{w}_{i}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}^{2}\left\|K_{i}(v)-K_{i}(w)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t \\
& +C\left(\sigma_{i}\right) \int_{0}^{\tau}\left\|\bar{w}_{i}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}^{2}\left\|\nabla\left(K_{i}(v)-K_{i}(w)\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t \tag{2.18}
\end{align*}
$$

Since $\bar{w} \in X_{T}$, we have $\left\|\nabla \bar{w}_{i}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq C\left\|\bar{w}_{i}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)} \leq C\left(u_{0}\right)$ and $\left\|\bar{w}_{i}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq C\left(u_{0}\right)$. We use the fact that $f_{\eta}$ and $f_{\eta}^{\prime}$ are globally Lipschitz continuous:

$$
\begin{aligned}
\left\|K_{i}(v)-K_{i}(w)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq & C(\eta) \sum_{j=1}^{n}\left\|B_{i j}^{\eta} *\left(v_{j}-w_{j}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq C(\eta)\|v-w\|_{L^{2}\left(\mathbb{R}^{d}\right)}, \\
\left\|\nabla\left(K_{i}(v)-K_{i}(w)\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq & \sum_{j=1}^{n}\left\|\left(f_{\eta}^{\prime}\left(B_{i j}^{\eta} * v_{j}\right)-f_{\eta}^{\prime}\left(B_{i j}^{\eta} * w_{j}\right)\right) B_{i j}^{\eta} * \nabla v_{j}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \\
& +\sum_{j=1}^{n}\left\|f_{\eta}^{\prime}\left(B_{i j}^{\eta} * w_{j}\right) \nabla B_{i j}^{\eta} *\left(v_{j}-w_{j}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \\
\leq & C(\eta) \sum_{j=1}^{n}\left\|v_{j}-w_{j}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\left\|B_{i j}^{\eta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\left\|\nabla v_{j}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \\
& +C(\eta) \sum_{j=1}^{n}\left\|\nabla B_{i j}^{\eta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\left\|v_{j}-w_{j}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \\
\leq & C(\eta)\|v-w\|_{L^{2}\left(\mathbb{R}^{d}\right)} .
\end{aligned}
$$

Inserting these inequalities into (2.18) and summarizing the estimates for $I_{4}, I_{5}$, and $I_{6}$, we conclude from (2.17) and summation over $i=1, \ldots, n$ that

$$
\begin{aligned}
& \frac{1}{2}\|(\bar{v}-\bar{w})(\tau)\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}+\sum_{i=1}^{n} \frac{\sigma_{i}}{4} \int_{0}^{\tau}\left\|\nabla\left(\bar{v}_{i}-\bar{w}_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t \\
& \quad \leq C_{1} \int_{0}^{\tau}\|\bar{v}-\bar{w}\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C_{2} \tau\|v-w\|_{L^{\infty}\left(0, \tau ; L^{2}\left(\mathbb{R}^{d}\right)\right)}^{2}
\end{aligned}
$$

We apply Gronwall's inequality and the supremum over $0<\tau<T$ to find that

$$
\|\bar{v}-\bar{w}\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)}^{2} \leq 2 C_{2} e^{2 C_{1} T} T\|v-w\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)}^{2} .
$$

Thus, choosing $T>0$ such that $2 C_{2} e^{2 C_{1} T} T<1$, we infer that $S: X_{T} \rightarrow X_{T}$ is a contraction. By Banach's fixed-point theorem, there exists a unique solution $u \in L^{\infty}\left(0, T ; H^{s}\left(\mathbb{R}^{d}\right)\right) \cap$ $L^{2}\left(0, T ; H^{s+1}\left(\mathbb{R}^{d}\right)\right)$ to (2.7).
Step 2: A priori estimates. Let $u=u_{\eta}$ be the unique solution to (2.7). We know from Step 1 that $\left\|u_{i}(t)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq C_{s}\left\|u_{i}(t)\right\|_{H^{s}\left(\mathbb{R}^{d}\right)} \leq 2 C_{s}\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}$ for any $0<t<T$. Recall that $T=T(\eta)$ and hence we do not have uniform estimates in $\eta$ even for small $T>0$ at this step. We show in this step the estimate $\left\|u_{i}(t)\right\|_{H^{s}\left(\mathbb{R}^{d}\right)} \leq\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}$, which allows us to conclude that the end time $T$ can be arbitrary and actually does not depend on $\eta$. We apply $D^{\alpha}$ to (2.7) (with $|\alpha|=m \leq s$ ), multiply the resulting equation by $D^{\alpha} u_{i}$, and integrate over $(0, \tau) \times \mathbb{R}^{d}$ for $\tau<T$, similarly to the corresponding estimate in Step 1:

$$
\begin{equation*}
\frac{1}{2} \int_{\mathbb{R}^{d}}\left|D^{\alpha} u_{i}(\tau)\right|^{2} \mathrm{~d} x-\frac{1}{2} \int_{\mathbb{R}^{d}}\left|D^{\alpha} u_{0, i}\right|^{2} \mathrm{~d} x+\sigma_{i} \int_{0}^{\tau} \int_{\mathbb{R}^{d}}\left|\nabla D^{\alpha} u_{i}\right|^{2} \mathrm{~d} x \mathrm{~d} t=I_{7}+I_{8}+I_{9} \tag{2.19}
\end{equation*}
$$

where

$$
\begin{aligned}
& I_{7}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} \nabla D^{\alpha} u_{i} \cdot D^{\alpha}\left(u_{i} \nabla U_{i}\right) \mathrm{d} x \mathrm{~d} t, \\
& I_{8}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} \nabla D^{\alpha} u_{i} \cdot D^{\alpha}\left(\nabla u_{i} K_{i}(u)\right) \mathrm{d} x \mathrm{~d} t, \\
& I_{9}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} \nabla D^{\alpha} u_{i} \cdot D^{\alpha}\left(u_{i} \nabla K_{i}(u)\right) \mathrm{d} x \mathrm{~d} t,
\end{aligned}
$$

and we recall that $K_{i}(u)=\sum_{j=1}^{n} f_{\eta}\left(B_{i j}^{\eta} * u_{j}\right)$.
First, let $m=0$. Arguing similarly as for $I_{1}$ and $I_{2}$, we find that $I_{7} \leq 0$ and $I_{8} \leq 0$. We estimate $\nabla K_{i}(u)=\sum_{j=1}^{n} f_{\eta}^{\prime}\left(B_{i j}^{\eta} * u_{j}\right) B_{i j}^{\eta} * \nabla u_{j}$ :

$$
\begin{equation*}
\left\|\nabla K_{i}(u)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq A \sum_{j=1}^{n}\left\|f_{\eta}^{\prime}\left(B_{i j}^{\eta} * u_{j}\right)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left\|\nabla u_{j}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}, \tag{2.20}
\end{equation*}
$$

recalling that $A=\max _{i, j=1, \ldots, n}\left\|B_{i j}^{\eta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}$. This gives for $m=0$ :

$$
\begin{aligned}
I_{9} & \leq\left\|u_{i}\right\|_{L^{\infty}\left(0, \tau ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \int_{0}^{\tau}\left\|\nabla u_{i}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\left\|\nabla K_{i}(u)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \mathrm{d} t \\
& \leq C\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)} \sum_{j=1}^{n}\left\|f_{\eta}^{\prime}\left(B_{i j}^{\eta} * u_{j}\right)\right\|_{L^{\infty}\left(0, \tau ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \int_{0}^{\tau}\left\|\nabla u_{j}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t .
\end{aligned}
$$

From this point on, we will need the smallness condition on $f_{\eta}$ and $f_{\eta}^{\prime}$. Because of

$$
\begin{equation*}
\left\|B_{i j}^{\eta} * u_{j}(t)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq\left\|B_{i j}^{\eta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} C_{s}\left\|u_{j}(t)\right\|_{H^{s}\left(\mathbb{R}^{d}\right)} \leq 2 A C_{s}\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}, \tag{2.21}
\end{equation*}
$$

where $C_{s}>0$ is the constant of the embedding $H^{s}\left(\mathbb{R}^{d}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{d}\right),\left(B_{i j}^{\eta} * u_{j}(t)\right)(x)$ lies in the interval $I=\left[-2 A C_{s}\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}, 2 A C_{s}\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}\right]$ for $0<t<T$ and $x \in \mathbb{R}^{d}$. On this
interval, $f_{\eta}=f$ if $\eta>0$ is sufficiently small. From now on, we use $f \leq \varepsilon$ and $\left|f^{\prime}\right| \leq \varepsilon$ on $I$ for a small $\varepsilon>0$. Thus, we have

$$
I_{9} \leq C \varepsilon\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)} \sum_{j=1}^{n} \int_{0}^{\tau}\left\|\nabla u_{j}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t
$$

Inserting these estimates into (2.19), we conclude that

$$
\left\|u_{i}(\tau)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}+\left(\sigma_{i}-C \varepsilon\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}\right) \int_{0}^{\tau}\left\|\nabla u_{i}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t \leq\left\|u_{0, i}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}
$$

Choosing $\varepsilon>0$ sufficiently small, this gives an estimate for $u_{i}$ in $L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right) \cap$ $L^{2}\left(0, T ; H^{1}\left(\mathbb{R}^{d}\right)\right)$.
Next, let $m \geq 1$. The estimate for $I_{7}$ is delicate since $\nabla U_{i} \notin L^{2}\left(\mathbb{R}^{d}\right)$, and the corresponding estimate for $I_{1}$ cannot be directly used. We split $I_{7}$ into two parts:

$$
\begin{align*}
I_{7}= & \int_{0}^{\tau} \int_{\mathbb{R}^{d}} D^{\alpha} u_{i} D^{\alpha}\left(\nabla u_{i} \cdot \nabla U_{i}+u_{i} \Delta U_{i}\right) \mathrm{d} x \mathrm{~d} t \\
= & \int_{0}^{\tau} \int_{\mathbb{R}^{d}} D^{\alpha} u_{i}\left(D^{\alpha}\left(\nabla u_{i} \cdot \nabla U_{i}\right)-D^{\alpha} \nabla u_{i} \cdot \nabla U_{i}\right) \mathrm{d} x \mathrm{~d} t \\
& +\int_{0}^{\tau} \int_{\mathbb{R}^{d}} D^{\alpha} u_{i}\left(D^{\alpha}\left(u_{i} \Delta U_{i}\right)-D^{\alpha} u_{i} \Delta U_{i}\right) \mathrm{d} x \mathrm{~d} t \tag{2.22}
\end{align*}
$$

noting that the second terms in both integrals are the same (with different signs) because of

$$
-\int_{\mathbb{R}^{d}} D^{\alpha} u_{i} D^{\alpha} \nabla u_{i} \cdot \nabla U_{i} \mathrm{~d} x=-\frac{1}{2} \int_{\mathbb{R}^{d}} \nabla\left(D^{\alpha} u_{i}\right)^{2} \cdot \nabla U_{i} \mathrm{~d} x=\frac{1}{2} \int_{\mathbb{R}^{d}}\left(D^{\alpha} u_{i}\right)^{2} \Delta U_{i} \mathrm{~d} x
$$

Moreover, the last integral in (2.22) vanishes since $\Delta U_{i}=-d$. In the first integral of the right-hand side of (2.22), the first-order derivative of $U_{i}$ cancels, while the second-order derivative equals $\partial^{2} U_{i} / \partial x_{j} \partial x_{k}=-\delta_{j k}$ and all higher-order derivatives of $U_{i}$ vanish. Then a straightforward computation leads to

$$
I_{7}=-d \int_{0}^{\tau} \int_{\mathbb{R}^{d}}\left(D^{\alpha} u_{i}\right)^{2} \mathrm{~d} x \mathrm{~d} t \leq 0
$$

For the estimates of $I_{8}$ and $I_{9}$, we need a smallness condition on $f$ and its derivatives. We apply Young's inequality and Lemma 2.12 to estimate the (more delicate) term $I_{9}$ :

$$
\begin{aligned}
I_{9} \leq & \frac{\sigma_{i}}{4} \int_{0}^{\tau}\left\|\nabla D^{\alpha} u_{i}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C\left(\sigma_{i}\right) \int_{0}^{\tau}\left\|D^{\alpha}\left(u_{i} \nabla K_{i}(u)\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t \\
\leq & \frac{\sigma_{i}}{4} \int_{0}^{\tau}\left\|\nabla D^{\alpha} u_{i}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C \int_{0}^{\tau}\left(\left\|u_{i}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left\|D^{m} \nabla K_{i}(u)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right. \\
& \left.+\left\|D^{m} u_{i}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\left\|\nabla K_{i}(u)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right)^{2} \mathrm{~d} t .
\end{aligned}
$$

Estimate (2.21) shows that $f_{\eta}=f$ and $\left|f^{\prime}\right| \leq \varepsilon$ on $I$. Then, by similar arguments leading to (2.20),

$$
\begin{aligned}
\left\|\nabla K_{i}(u)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} & \leq A \sum_{j=1}^{n}\left\|f_{\eta}^{\prime}\left(B_{i j}^{\eta} * u_{j}\right)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left\|\nabla u_{j}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \\
& \leq A \varepsilon\|\nabla u\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq \varepsilon A C_{s}\|\nabla u\|_{H^{s}\left(\mathbb{R}^{d}\right)} .
\end{aligned}
$$

Moreover, using Lemma 2.13, the embedding $H^{s}\left(\mathbb{R}^{d}\right) \hookrightarrow W^{1, \infty}\left(\mathbb{R}^{d}\right)$, and $m \leq s$,

$$
\begin{aligned}
& \left\|D^{m} \nabla K_{i}(u)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq A \sum_{j=1}^{n}\left\|\nabla u_{j}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left\|D^{m}\left(f_{\eta}^{\prime}\left(B_{i j}^{\eta} * u_{j}\right)\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \\
& \quad \leq C \sum_{j=1}^{n}\left\|\nabla u_{j}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}\left\|f^{\prime \prime}\right\|_{C^{m-1}(I)}\left\|B_{i j}^{\eta} * u_{j}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}^{m-1}\left\|B_{i j}^{\eta} * D^{m} u_{j}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \\
& \quad \leq \varepsilon C\|\nabla u\|_{H^{s}\left(\mathbb{R}^{d}\right)}\|u\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}^{m-1}\left\|D^{m} u\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq \varepsilon C\|\nabla u\|_{H^{s}\left(\mathbb{R}^{d}\right)}\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{s},
\end{aligned}
$$

recalling definition (2.11) of the interval $I$. Consequently, the estimate for $I_{9}$ becomes

$$
I_{9} \leq \frac{\sigma_{i}}{4} \int_{0}^{\tau}\left\|\nabla D^{\alpha} u_{i}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C \varepsilon^{2}\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2 s} \int_{0}^{\tau}\|\nabla u\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t .
$$

The term $I_{8}$ is treated in a similar way, resulting in

$$
I_{8} \leq \frac{\sigma_{i}}{4} \int_{0}^{\tau}\left\|\nabla D^{\alpha} u_{i}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C \varepsilon^{2}\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2 s} \int_{0}^{\tau}\|\nabla u\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t .
$$

Set $\sigma_{\text {min }}=\min _{i=1, \ldots, n} \sigma_{i}>0$. We conclude from (2.19) after summation over $|\alpha| \leq s$ and $i=1, \ldots, n$ that

$$
\|u(\tau)\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2}+\left(\sigma_{\min }-C \varepsilon^{2}\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{s}\right) \int_{0}^{\tau}\|\nabla u\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t \leq\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2}
$$

Thus, for sufficiently small $\varepsilon>0$, we arrive at the desired estimate uniform in $\eta$. Step 3: Global existence and uniqueness. We have proved that $\|u(\tau)\|_{H^{s}\left(\mathbb{R}^{d}\right)} \leq\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}$ for $0<\tau \leq T$ for some sufficiently small $T>0$. The value for $T$ does not depend on the solution. Thus, we can use $u(T)$ as an initial datum and solve the equation in $[T, 2 T]$. Repeating this argument leads to a global solution. The uniqueness of a solution follows after standard estimates, based on the global Lipschitz continuity of $f_{\eta}$ and $f_{\eta}^{\prime}$ (see the calculations for $I_{4}, I_{5}$, and $I_{6}$ ) and choosing $\varepsilon>0$ sufficiently small.

### 2.4 Proof of Theorem 2.3

We show the global existence of smooth solutions to the local system (2.1) and an error estimate for the difference of the solutions to (2.1) and (2.7), respectively. First, we prove that a solution $u_{\eta}$ to (2.7) converges to a solution $u$ to (2.1) in a certain sense. Then we prove the error bound in Theorem 2.3 by estimating the difference $u_{\eta}-u$. The key of the proof is the estimate of the difference $f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\right)-f_{\eta}\left(a_{i j} u_{\eta, j}\right)$.

Step 1. Existence and uniqueness of solutions. Let $u_{\eta}$ be a smooth solution to (2.7) and let $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ with $\operatorname{supp}(\phi) \subset B_{R}, \zeta \in C^{0}([0, T])$ be test functions, where $B_{R}$ is a ball around the origin with radius $R>0$. Then the weak formulation of (2.7) reads as

$$
\begin{align*}
\int_{0}^{T}\left\langle\partial_{t} u_{\eta, i}, \phi\right\rangle \zeta(t) \mathrm{d} t= & -\int_{0}^{T} \int_{\mathbb{R}^{d}} u_{\eta, i} \nabla U_{i} \cdot \nabla \phi \zeta(t) \mathrm{d} x \mathrm{~d} t \\
& -\int_{0}^{T} \int_{\mathbb{R}^{d}}\left(\sigma_{i} \nabla u_{\eta, i}+\nabla\left(u_{\eta, i} K_{i}\left(u_{\eta}\right)\right)\right) \cdot \nabla \phi \zeta(t) \mathrm{d} x \mathrm{~d} t \tag{2.23}
\end{align*}
$$

where $\langle\cdot, \cdot\rangle$ is the duality pairing between $H^{-1}\left(\mathbb{R}^{d}\right)$ and $H^{1}\left(\mathbb{R}^{d}\right)$ and $K_{i}(u)=\sum_{j=1}^{n} f_{\eta}\left(B_{i j}^{\eta}{ }^{*}\right.$ $u_{j}$ ). We want to perform the limit $\eta \rightarrow 0$. By the uniform estimate of Theorem 2.2, there exists a subsequence, which is not relabelled, such that $u_{\eta} \rightharpoonup u$ weakly in $L^{2}\left(0, T ; H^{s+1}\left(\mathbb{R}^{d}\right)\right)$ and weakly* in $L^{\infty}\left(0, T ; H^{s}\left(\mathbb{R}^{d}\right)\right) \subset L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)$ as $\eta \rightarrow 0$. Our aim is to prove that $u$ is a weak solution to (2.1).
It follows from the proof of Lemma 7 in [26] that

$$
B_{i j}^{\eta} * \nabla u_{\eta, j} \rightharpoonup a_{i j} \nabla u_{j} \quad \text { weakly in } L^{2}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right) .
$$

We claim that $f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\right) \rightarrow f\left(a_{i j} u_{j}\right)$ strongly in $L^{2}\left(0, T ; L^{2}\left(B_{R}\right)\right)$. First, we observe that $u \in L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)$. The weak formulation (2.23) gives

$$
\begin{aligned}
\left\|\partial_{t} u_{\eta, i}\right\|_{L^{2}\left(0, T ; H^{-1}\left(B_{R}\right)\right)} \leq & \left\|u_{\eta, i}\right\|_{L^{2}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)}\left\|\nabla U_{i}\right\|_{L^{\infty}\left(B_{R}\right)}+\sigma_{i}\left\|\nabla u_{\eta, i}\right\|_{L^{2}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)} \\
& +\left\|\nabla u_{\eta, i}\right\|_{L^{2}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)}\left\|K_{i}\left(u_{\eta}\right)\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \\
& +\left\|u_{\eta, i}\right\|_{L^{2}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)}\left\|\nabla K_{i}\left(u_{\eta}\right)\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} .
\end{aligned}
$$

Because of

$$
\begin{aligned}
\left\|K_{i}\left(u_{\eta}\right)\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} & \leq \sum_{j=1}^{n}\left\|f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\right)\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \leq C\|f\|_{L^{\infty}(I)}, \\
\left\|\nabla K_{i}\left(u_{\eta}\right)\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} & \leq \sum_{j=1}^{n}\left\|f_{\eta}^{\prime}\left(B_{i j}^{\eta} * u_{\eta, j}\right)\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)}\left\|B_{i j}^{\eta} * \nabla u_{\eta, j}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \\
& \leq C\left\|f^{\prime}\right\|_{L^{\infty}(I)}\left\|\nabla u_{\eta}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \leq C\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)},
\end{aligned}
$$

we obtain a uniform bound for $\partial_{t} u_{\eta, i}$ in $L^{2}\left(0, T ; H^{-1}\left(B_{R}\right)\right)$ (the bound might depend on $R$ ). In particular, up to a subsequence, as $\eta \rightarrow 0$,

$$
\partial_{t} u_{\eta, i} \rightharpoonup \partial_{t} u_{i} \quad \text { weakly in } L^{2}\left(0, T ; H^{-1}\left(B_{R}\right)\right) .
$$

Since $u_{\eta}$ is uniformly bounded in $L^{2}\left(0, T ; H^{1}\left(B_{R}\right)\right)$, the Aubin-Lions lemma implies the existence of a subsequence (not relabelled) such that

$$
u_{\eta, i} \rightarrow u_{i} \quad \text { strongly in } L^{2}\left(0, T ; L^{2}\left(B_{R}\right)\right)
$$

We use the Lipschitz continuity of $f=f_{\eta}$ on $I$ to infer that

$$
\left\|f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\right)-f\left(a_{i j} u_{j}\right)\right\|_{L^{2}\left(0, T ; L^{2}\left(B_{R}\right)\right)}
$$

$$
\begin{aligned}
& \leq C\left\|B_{i j}^{\eta} *\left(u_{\eta, j}-u_{j}\right)+B_{i j}^{\eta} * u_{j}-a_{i j} u_{j}\right\|_{L^{2}\left(0, T ; L^{2}\left(B_{R}\right)\right)} \\
& \leq C\left\|B_{i j}^{\eta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\left\|u_{\eta, j}-u_{j}\right\|_{L^{2}\left(0, T ; L^{2}\left(B_{R}\right)\right)}+\left\|B_{i j}^{\eta} * u_{j}-a_{i j} u_{j}\right\|_{L^{2}\left(0, T ; L^{2}\left(B_{R}\right)\right)} \rightarrow 0 .
\end{aligned}
$$

This shows the claim. In a similar way, it follows from the Lipschitz continuity of $f_{\eta}^{\prime}$ that $f_{\eta}^{\prime}\left(B_{i j}^{\eta} * u_{\eta, j}\right) \rightarrow f^{\prime}\left(a_{i j} u_{j}\right)$ strongly in $L^{2}\left(0, T ; L^{2}\left(B_{R}\right)\right)$.
The previous convergences allow us to perform the limit $\eta \rightarrow 0$ in (2.23), leading to

$$
\int_{0}^{T}\left\langle\partial_{t} u_{i}, \phi\right\rangle \zeta(t) \mathrm{d} t=-\int_{0}^{T} \int_{\mathbb{R}^{d}} u_{i} \nabla U_{i} \cdot \nabla \phi \zeta(t) \mathrm{d} x \mathrm{~d} t-\int_{0}^{T} \int_{\mathbb{R}^{d}} \nabla F_{i}(u) \cdot \nabla \phi \zeta(t) \mathrm{d} x \mathrm{~d} t,
$$

where $F_{i}(u)=u_{i}\left(\sigma_{i}+\sum_{j=1}^{n} f\left(a_{i j} u_{j}\right)\right)$. Moreover, $u_{i}(0)=u_{0, i}$ in $B_{R}$ for any $R>0$. Thus, $u$ is a weak solution to (2.1). Standard estimates show that $u$ is the unique solution, again choosing $\varepsilon>0$ sufficiently small.
Step 2: Convergence rate. We take the difference of (2.7) and (2.1), multiply the resulting equation by $u_{\eta, i}-u_{i}$, integrate over $(0, \tau) \times \mathbb{R}^{d}$ for any $\tau>0$, and integrate by parts:

$$
\begin{align*}
& \frac{1}{2} \int_{\mathbb{R}^{d}}\left(u_{\eta, i}-u_{i}\right)(\tau)^{2} \mathrm{~d} x+\sigma_{i} \int_{0}^{\tau} \int_{\mathbb{R}^{d}}\left|\nabla\left(u_{\eta, i}-u_{i}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t=\frac{1}{2} \int_{0}^{\tau} \int_{\mathbb{R}^{d}} \Delta U_{i}\left(u_{\eta, i}-u_{i}\right)^{2} \mathrm{~d} x \mathrm{~d} t \\
& \quad-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} \nabla \sum_{j=1}^{n}\left(u_{\eta, i} f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\right)-u_{i} f\left(a_{i j} u_{j}\right)\right) \cdot \nabla\left(u_{\eta, i}-u_{i}\right) \mathrm{d} x \mathrm{~d} t \tag{2.24}
\end{align*}
$$

The first integral on the right-hand side is nonpositive since $\Delta U_{i}=-d$. We split the second integral into three parts:

$$
\begin{equation*}
-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} \sum_{j=1}^{n} \nabla\left(u_{\eta, i} f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\right)-u_{i} f\left(a_{i j} u_{j}\right)\right) \cdot \nabla\left(u_{\eta, i}-u_{i}\right) \mathrm{d} x \mathrm{~d} t=J_{1}+J_{2}+J_{3}, \tag{2.25}
\end{equation*}
$$

where

$$
\begin{aligned}
& J_{1}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} \sum_{j=1}^{n} \nabla\left(\left(u_{\eta, i}-u_{i}\right) f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\right)\right) \cdot \nabla\left(u_{\eta, i}-u_{i}\right) \mathrm{d} x \mathrm{~d} t \\
& J_{2}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} \sum_{j=1}^{n} \nabla\left(u_{i}\left(f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\right)-f_{\eta}\left(a_{i j} u_{\eta, j}\right)\right)\right) \cdot \nabla\left(u_{\eta, i}-u_{i}\right) \mathrm{d} x \mathrm{~d} t \\
& J_{3}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} \sum_{j=1}^{n} \nabla\left(u_{i}\left(f_{\eta}\left(a_{i j} u_{\eta, j}\right)-f\left(a_{i j} u_{j}\right)\right)\right) \cdot \nabla\left(u_{\eta, i}-u_{i}\right) \mathrm{d} x \mathrm{~d} t .
\end{aligned}
$$

We start with the estimate of $J_{1}$. The families $\left(B_{i j}^{\eta} * u_{\eta, j}\right)$ and $\left(B_{i j}^{\eta} * \nabla u_{\eta, j}\right)$ are bounded in $L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)$. Using $\left\|f_{\eta}\right\|_{L^{\infty}(I)}=\|f\|_{L^{\infty}(I)} \leq \varepsilon$ and Young's inequality, we have

$$
\begin{aligned}
J_{1} \leq & \left\|f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\right)\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \int_{0}^{\tau}\left\|\nabla\left(u_{\eta, i}-u_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t \\
& +\int_{0}^{\tau}\left\|u_{\eta, i}-u_{i}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\left\|f_{\eta}^{\prime}\left(B_{i j}^{\eta} * u_{\eta, j}\right)\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \\
& \times\left\|B_{i j}^{\eta} * \nabla u_{\eta, j}\right\|_{\left.L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)\right)}\left\|\nabla\left(u_{\eta, i}-u_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \mathrm{d} t
\end{aligned}
$$

$$
\begin{equation*}
\leq\left(\frac{\sigma_{i}}{4}+\varepsilon\right) \int_{0}^{\tau}\left\|\nabla\left(u_{\eta, i}-u_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C\left(\sigma_{i}\right) \int_{0}^{\tau}\left\|u_{\eta, i}-u_{i}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t \tag{2.26}
\end{equation*}
$$

Next, we estimate $J_{2}=J_{21}+J_{22}$, where

$$
\begin{aligned}
& J_{21}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} \nabla u_{i} \sum_{j=1}^{n}\left(f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\right)-f_{\eta}\left(a_{i j} u_{\eta, j}\right)\right) \cdot \nabla\left(u_{\eta, i}-u_{i}\right) \mathrm{d} x \mathrm{~d} t \\
& J_{22}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} u_{i} \sum_{j=1}^{n}\left(f_{\eta}^{\prime}\left(B_{i j}^{\eta} * u_{\eta, j}\right) B_{i j}^{\eta} * \nabla u_{\eta, j}-f_{\eta}^{\prime}\left(a_{i j} u_{\eta, j}\right) a_{i j} \nabla u_{\eta, j}\right) \cdot \nabla\left(u_{\eta, i}-u_{i}\right) \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

It follows that

$$
\begin{aligned}
J_{21} \leq & \left\|\nabla u_{i}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \times \\
& \times \sum_{j=1}^{n} \int_{0}^{\tau}\left\|f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\right)-f_{\eta}\left(a_{i j} u_{\eta, j}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\left\|\nabla\left(u_{\eta, i}-u_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \mathrm{d} t \\
& \leq \frac{\sigma_{i}}{8} \int_{0}^{\tau}\left\|\nabla\left(u_{\eta, i}-u_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C \sum_{j=1}^{n} \int_{0}^{\tau}\left\|f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\right)-f_{\eta}\left(a_{i j} u_{\eta, j}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t .
\end{aligned}
$$

Since both $B_{i j}^{\eta} * u_{\eta, j}$ and $u_{\eta, j}$ are uniformly bounded in $L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)$, we can choose $\eta>0$ sufficiently small such that $f=f_{\eta}$ on $I$. On that interval, $f$ is Lipschitz continuous uniformly in $\eta$. We use this information in

$$
\left|\int_{\mathbb{R}^{d}}\left(f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\right)-f_{\eta}\left(a_{i j} u_{\eta, j}\right)\right) g(x) \mathrm{d} x\right| \leq C \int_{\mathbb{R}^{d}}\left|B_{i j}^{\eta} * u_{\eta, j}-a_{i j} u_{\eta, j}\right||g(x)| \mathrm{d} x
$$

where $g \in L^{2}\left(\mathbb{R}^{d}\right)$. Recalling that $\operatorname{supp}\left(B_{i j}^{\eta}\right) \subset B_{\eta}(0)$ and $a_{i j}=\int_{B_{\eta}} B_{i j}^{\eta} \mathrm{d} x$, we obtain

$$
\begin{aligned}
\mid \int_{\mathbb{R}^{d}} & \left(f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\right)-f_{\eta}\left(a_{i j} u_{\eta, j}\right)\right) g(x) \mathrm{d} x \mid \\
& \leq C \int_{\mathbb{R}^{d}}\left|\int_{B_{\eta}} B_{i j}^{\eta}(y)\left(u_{\eta, j}(x-y)-u_{\eta, j}(x)\right) \mathrm{d} y\right||g(x)| \mathrm{d} x \\
& \leq C \int_{\mathbb{R}^{d}} \int_{B_{\eta}}\left|B_{i j}^{\eta}(y)\right|\left(\int_{0}^{1}\left|\nabla u_{\eta, j}(x-r y)\right| \eta \mathrm{d} r\right) \mathrm{d} y|g(x)| \mathrm{d} x \\
& =C \eta \int_{0}^{1} \int_{B_{\eta}}\left|B_{i j}^{\eta}(y)\right|\left(\int_{\mathbb{R}^{d}}\left|\nabla u_{\eta, j}(x-r y) \| g(x)\right| \mathrm{d} x\right) \mathrm{d} y \mathrm{~d} r \\
& \leq C \eta \int_{0}^{1} \int_{B_{\eta}}\left|B_{i j}^{\eta}(y)\right|\left\|\nabla u_{\eta, j}(\cdot-r y)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\|g\|_{L^{2}\left(\mathbb{R}^{d}\right)} \mathrm{d} y \mathrm{~d} r \\
& \leq C \eta \int_{B_{\eta}}\left|B_{i j}^{\eta}(y)\right| \mathrm{d} y\left\|\nabla u_{\eta, j}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\|g\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq C \eta\|g\|_{L^{2}\left(\mathbb{R}^{d}\right)} .
\end{aligned}
$$

By duality, we find that

$$
J_{21} \leq \frac{\sigma_{i}}{8} \int_{0}^{\tau}\left\|\nabla\left(u_{\eta, i}-u_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C \eta^{2}
$$

The integral $J_{22}$ is split into $J_{22}=J_{221}+J_{222}$, where

$$
\begin{aligned}
& J_{221}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} u_{i} \sum_{j=1}^{n} f_{\eta}^{\prime}\left(B_{i j}^{\eta} * u_{\eta, j}\right)\left(B_{i j}^{\eta} * \nabla u_{\eta, j}-a_{i j} \nabla u_{\eta, j}\right) \cdot \nabla\left(u_{\eta, i}-u_{i}\right) \mathrm{d} x \mathrm{~d} t, \\
& J_{222}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} u_{i} \sum_{j=1}^{n}\left(f_{\eta}^{\prime}\left(B_{i j}^{\eta} * u_{\eta, j}\right)-f_{\eta}^{\prime}\left(a_{i j} u_{\eta, j}\right)\right) a_{i j} \nabla u_{\eta, j} \cdot \nabla\left(u_{\eta, i}-u_{i}\right) \mathrm{d} x \mathrm{~d} t .
\end{aligned}
$$

We infer from the uniform boundedness of $B_{i j}^{\eta} * u_{\eta, j}$ in $L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)$ and the fact that $f_{\eta}^{\prime}=f^{\prime}$ on $I$ for sufficiently small $\eta>0$ that

$$
\begin{aligned}
J_{221} & \leq \frac{\sigma_{i}}{16} \int_{0}^{\tau}\left\|\nabla\left(u_{\eta, i}-u_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C \sum_{j=1}^{n} \int_{0}^{T}\left\|B_{i j}^{\eta} * \nabla u_{\eta, j}-a_{i j} \nabla u_{\eta, j}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t \\
& \leq \frac{\sigma_{i}}{16} \int_{0}^{\tau}\left\|\nabla\left(u_{\eta, i}-u_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C \eta^{2} \sum_{j=1}^{n} \int_{0}^{\tau}\left\|D^{2} u_{\eta, j}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t,
\end{aligned}
$$

where we estimated the difference $B_{i j}^{\eta} * \nabla u_{\eta, j}-a_{i j} \nabla u_{\eta, j}$ similarly as for $J_{21}$. Furthermore, the Lipschitz continuity of $f_{\eta}^{\prime}=f^{\prime}$ on $I$ leads to

$$
\begin{aligned}
J_{222} & \leq C \sum_{j=1}^{n} \int_{0}^{\tau}\left\|u_{i}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left\|B_{i j}^{\eta} * u_{\eta, j}-a_{i j} u_{\eta, j}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\left\|\nabla u_{\eta, j}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left\|\nabla\left(u_{\eta, i}-u_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \mathrm{d} t \\
& \leq \frac{\sigma_{i}}{16} \int_{0}^{\tau}\left\|\nabla\left(u_{\eta, i}-u_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C \eta^{2} \sum_{j=1}^{n} \int_{0}^{\tau}\left\|\nabla u_{\eta, j}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t .
\end{aligned}
$$

Summarizing these estimates, we infer that

$$
J_{22} \leq \frac{\sigma_{i}}{8} \int_{0}^{\tau}\left\|\nabla\left(u_{\eta, i}-u_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C \eta^{2}
$$

and combining the estimate for $J_{21}$ and $J_{22}$,

$$
\begin{equation*}
J_{2} \leq \frac{\sigma_{i}}{4} \int_{0}^{\tau}\left\|\nabla\left(u_{\eta, i}-u_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C \eta^{2} \tag{2.27}
\end{equation*}
$$

It remains to estimate $J_{3}=J_{31}+J_{32}$, where

$$
\begin{aligned}
& J_{31}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} \sum_{j=1}^{n}\left(f_{\eta}\left(a_{i j} u_{\eta, j}\right)-f\left(a_{i j} u_{j}\right)\right) \nabla u_{i} \cdot \nabla\left(u_{\eta, i}-u_{i}\right) \mathrm{d} x \mathrm{~d} t, \\
& J_{32}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} u_{i} \sum_{j=1}^{n}\left(f_{\eta}^{\prime}\left(a_{i j} u_{\eta, j}\right) a_{i j} \nabla u_{\eta, j}-f^{\prime}\left(a_{i j} u_{j}\right) a_{i j} \nabla u_{j}\right) \cdot \nabla\left(u_{\eta, i}-u_{i}\right) \mathrm{d} x \mathrm{~d} t .
\end{aligned}
$$

Similar arguments as above yield

$$
J_{31} \leq \frac{\sigma_{i}}{8} \int_{0}^{\tau}\left\|\nabla\left(u_{\eta, i}-u_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C \int_{0}^{\tau}\left\|\nabla u_{i}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}^{2}\left\|u_{\eta}-u\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t
$$

$$
\leq \frac{\sigma_{i}}{8} \int_{0}^{\tau}\left\|\nabla\left(u_{\eta, i}-u_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C \int_{0}^{\tau}\left\|u_{\eta}-u\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t
$$

The second term $J_{32}$ is again split into two parts, $J_{32}=J_{321}+J_{322}$, where

$$
\begin{aligned}
& J_{321}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} u_{i} \sum_{j=1}^{n}\left(f_{\eta}^{\prime}\left(a_{i j} u_{\eta, j}\right)-f_{\eta}^{\prime}\left(a_{i j} u_{j}\right)\right) a_{i j} \nabla u_{\eta, j} \cdot \nabla\left(u_{\eta, i}-u_{i}\right) \mathrm{d} x \mathrm{~d} t \\
& J_{322}=-\int_{0}^{\tau} \int_{\mathbb{R}^{d}} u_{i} \sum_{j=1}^{n} a_{i j}\left(f_{\eta}^{\prime}\left(a_{i j} u_{j}\right) \nabla u_{\eta, j}-f^{\prime}\left(a_{i j} u_{j}\right) \nabla u_{j}\right) \cdot \nabla\left(u_{\eta, i}-u_{i}\right) \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

Using the Lipschitz continuity again, $f_{\eta}^{\prime}=f^{\prime}$ on $I$, and $\left|f^{\prime}\right| \leq \varepsilon$, we deduce that

$$
\begin{aligned}
J_{321} & \leq C\left\|u_{i}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right.} \int_{0}^{\tau} \sum_{j=1}^{n}\left\|\nabla u_{\eta, j}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left\|u_{\eta, j}-u_{j}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\left\|\nabla\left(u_{\eta, i}-u_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \mathrm{d} t \\
& \leq \frac{\sigma_{i}}{8} \int_{0}^{\tau}\left\|\nabla\left(u_{\eta, i}-u_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C \int_{0}^{\tau}\left\|u_{\eta}-u\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}, \\
J_{322} & \leq C \int_{0}^{\tau} \sum_{j=1}^{n}\left\|f^{\prime}\left(a_{i j} u_{j}\right)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left\|\nabla\left(u_{\eta, j}-u_{j}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\left\|\nabla\left(u_{\eta, i}-u_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \mathrm{d} t \\
& \leq C \varepsilon \int_{0}^{\tau}\left\|\nabla\left(u_{\eta}-u\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t .
\end{aligned}
$$

This shows that

$$
J_{32} \leq\left(\frac{\sigma_{i}}{8}+C \varepsilon\right) \int_{0}^{\tau}\left\|\nabla\left(u_{\eta, i}-u_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C \int_{0}^{\tau}\left\|u_{\eta}-u\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}
$$

Summarizing the estimate for $J_{31}$ and $J_{32}$, we arrive at

$$
\begin{equation*}
J_{3} \leq\left(\frac{\sigma_{i}}{4}+C \varepsilon\right) \int_{0}^{\tau}\left\|\nabla\left(u_{\eta, i}-u_{i}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C \int_{0}^{\tau}\left\|u_{\eta}-u\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t \tag{2.28}
\end{equation*}
$$

Finally, putting together the estimates (2.26), (2.27), and (2.28), we infer from (2.25) that

$$
\begin{aligned}
& \left|\int_{0}^{\tau} \int_{\mathbb{R}^{d}} \sum_{j=1}^{n} \nabla\left(u_{\eta, i} f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\right)-u_{i} f\left(a_{i j} u_{j}\right)\right) \cdot \nabla\left(u_{\eta, i}-u_{i}\right) \mathrm{d} x \mathrm{~d} t\right| \\
& \quad \leq\left(\frac{3 \sigma_{i}}{4}+C \varepsilon\right) \int_{0}^{\tau}\left\|\nabla\left(u_{\eta, j}-u_{j}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C \int_{0}^{\tau}\left\|u_{\eta}-u\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C \eta^{2} .
\end{aligned}
$$

This is the desired estimate for the last integral in (2.24). We conclude for sufficiently small $\varepsilon>0$ and after summation over $i=1, \ldots, n$ that

$$
\left\|\left(u_{\eta}-u\right)(\tau)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}+\sigma_{\min } C \int_{0}^{\tau}\left\|\nabla\left(u_{\eta}-u\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t \leq C \int_{0}^{\tau}\left\|u_{\eta}-u\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t+C \eta^{2}
$$

The proof ends after applying Gronwall's inequality.

### 2.5 Links between the SDEs and PDEs

We show that the density function $\widehat{u}$ from Proposition 2.4 coincides with the unique weak solution $u$ to (2.1).

Theorem 2.7. Let the assumptions of Theorem 2.3 hold. Let $\widehat{X}_{i}$ for $i=1, \ldots, n$ be the square-integrable process solving (2.8) with density function $\widehat{u}_{i}$ and let $u_{i}$ be the unique weak solution to (2.1). Then $\widehat{u}=\left(\widehat{u}_{1}, \ldots, \widehat{u}_{n}\right)$ solves the linear equation

$$
\begin{equation*}
\partial_{t} \widehat{u}_{i}=\operatorname{div}\left(\widehat{u}_{i} \nabla U_{i}\right)+\Delta\left(\sigma_{i} \widehat{u}_{i}+\widehat{u}_{i} \sum_{j=1}^{n} f\left(a_{i j} u_{j}\right)\right) \quad \text { in } \mathbb{R}^{d}, i=1, \ldots, n \tag{2.29}
\end{equation*}
$$

in the weak integrable sense, i.e.

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}} \widehat{u}_{i}(t) \phi(t) \mathrm{d} x-\int_{\mathbb{R}^{d}} u_{0, i} \phi(0) \mathrm{d} x-\int_{0}^{t} \int_{\mathbb{R}^{d}} \widehat{u}_{i} \partial_{t} \phi \mathrm{~d} x \mathrm{~d} s \\
& \quad=-\int_{0}^{t} \int_{\mathbb{R}^{d}} \widehat{u}_{i} \nabla U_{i} \cdot \nabla \phi \mathrm{~d} x \mathrm{~d} t+\int_{0}^{t} \int_{\mathbb{R}^{d}} \widehat{u}_{i}\left(\sigma_{i}+\sum_{j=1}^{n} f\left(a_{i j} u_{j}\right)\right) \Delta \phi \mathrm{d} x \mathrm{~d} s
\end{aligned}
$$

for all $\phi \in C_{0}^{\infty}\left([0, \infty) \times \mathbb{R}^{d}\right)$ and $t>0$, where we assume that the initial datum $\widehat{u}_{i}(0)=u_{0, i}$ fulfils

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} u_{0, i}(x) \mathrm{d} x=1, \quad \int_{\mathbb{R}^{d}} u_{0, i}(x)|x|^{2} \mathrm{~d} x<\infty \tag{2.30}
\end{equation*}
$$

Additionally, $\widehat{u}=u$ in $(0, \infty) \times \mathbb{R}^{d}, u_{i} \geq 0$, and (2.30) is fulfilled for $u_{i}$ instead of $u_{0, i}$ for almost all $t>0$ and all $i=1, \ldots, n$.

Proof. Since $\widehat{X}_{k, i}$ depends on $k$ only via the initial data $\xi_{i}^{k}$ with the same law $u_{0, i}$, we can omit the index $k$. Let $\phi \in C_{0}^{\infty}\left([0, \infty) \times \mathbb{R}^{d}\right)$ and set $F_{i}(u)=\sigma_{i}+\sum_{j=1}^{n} f\left(a_{i j} u_{j}\right)$. By Itô's lemma, we obtain

$$
\begin{align*}
& \phi\left(t, \widehat{X}_{i}(t)\right)=\phi\left(0, \xi_{i}\right)+\int_{0}^{t} \partial_{t} \phi\left(s, \widehat{X}_{i}(s)\right) \mathrm{d} s-\int_{0}^{t} \nabla U_{i}(s) \cdot \nabla \phi\left(s, \widehat{X}_{i}(s)\right) \mathrm{d} s \\
& \quad+\int_{0}^{t} F_{i}\left(u\left(\widehat{X}_{i}(s)\right)\right) \Delta \phi\left(s, \widehat{X}_{i}(s)\right) \mathrm{d} s+\int_{0}^{t} F_{i}\left(u\left(\widehat{X}_{i}(s)\right)\right)^{1 / 2} \nabla \phi(s, X(s)) \cdot \mathrm{d} W_{i}(s) . \tag{2.31}
\end{align*}
$$

We claim that the density function $\widehat{u}_{i}:[0, \infty) \rightarrow \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$, where $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ is the space of all density functions with finite second moment, is continuous with respect to the 2 -Wasserstein distance $W_{2}$. Indeed, since $\widehat{X}_{i}$ is square-integrable, we have $\widehat{u}_{i}(t) \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ for almost all $t>0$ and the limit $s \rightarrow t$ in the Wasserstein distance leads to

$$
\begin{aligned}
W_{2}\left(\widehat{u}_{i}(t), \widehat{u}_{i}(s)\right) & =\inf \left\{\left(\mathbb{E}\left(\left|Y_{t}-Y_{s}\right|^{2}\right)\right)^{1 / 2}: \operatorname{Law}\left(Y_{t}\right)=\widehat{u}_{i}(t), \operatorname{Law}\left(Y_{s}\right)=\widehat{u}_{i}(s)\right\} \\
& \leq\left(\mathbb{E}\left(\left|\widehat{X}_{i}(t)-\widehat{X}_{i}(s)\right|^{2}\right)\right)^{1 / 2} \rightarrow 0
\end{aligned}
$$

using the facts that $\widehat{X}_{i}$ is continuous in time and has bounded second moments. This shows the claim. We conclude that the point evaluation $\widehat{u}_{i}(t)$ is well defined.

The previous argumentation shows that we can apply the expectation to (2.31) to obtain

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}} \widehat{u}_{i}(t) \phi(t) \mathrm{d} x=\int_{\mathbb{R}^{d}} u_{0, i} \phi(0) \mathrm{d} x+\int_{0}^{t} \int_{\mathbb{R}^{d}} \widehat{u}_{i}(s) \partial_{t} \phi(s) \mathrm{d} x \mathrm{~d} s \\
& \quad-\int_{0}^{t} \int_{\mathbb{R}^{d}} \widehat{u}_{i}(s) \nabla U_{i} \cdot \nabla \phi(s) \mathrm{d} x \mathrm{~d} s+\int_{0}^{t} \int_{\mathbb{R}^{d}} \widehat{u}_{i}(s) F_{i}(u(s)) \Delta \phi(s) \mathrm{d} x \mathrm{~d} s .
\end{aligned}
$$

This is the very weak formulation of (2.29), showing the first part of the theorem.
Next, we verify that the solution to (2.29) is unique. More precisely, we take $u_{0}=0$ and show that $\widehat{u}_{i}(t)=0$ for almost all $t>0$. The statement is usually proved by a duality argument. However, the coefficients of the dual problem associated to (2.29) are not regular enough such that we need to regularize it. As the proof is rather standard but tedious, we only sketch the arguments. Let $\chi_{k}$ be a family of mollifiers and consider the regularized dual backward problem on the ball $B_{R}$ around the origin with radius $R>0$ :

$$
\begin{aligned}
& \partial_{t} w_{k, R}-\nabla U_{i} \cdot \nabla w_{k, R}+\left(\chi_{k} * F_{i}(u)\right) \Delta w_{k, R}=0 \quad \text { in } B_{R}, 0<s<t, \\
& w_{k, R}=0 \quad \text { on } \partial B_{R}, \quad w_{k, R}(t)=g \in C_{0}^{\infty}\left(B_{R}\right) \quad \text { in } B_{R} .
\end{aligned}
$$

We extend the unique smooth solution $w_{k, R}$ to the whole space by setting $w_{k, R}=0$ on $\mathbb{R}^{d} \backslash B_{R}$. Since the extension may be not smooth, we choose a cut-off function $\psi_{R} \in C^{\infty}\left(\mathbb{R}^{d}\right)$ and use $w_{k, R} \psi_{R}$ as an admissible test function in the very weak formulation of (2.29). Standard estimations give bounds for $w_{k, R}$ uniform in $k$ and $R$. Then, passing to the limit $k \rightarrow \infty, R \rightarrow \infty$ in the weak formulation shows that $\int_{\mathbb{R}^{d}} g(x) \widehat{u}_{i}(s, x) \mathrm{d} x=0$, and since $g$ was arbitrary, we conclude that $\widehat{u}_{i}(s)=0$ for $0<s<t$.
The weak solution $u$ to (2.1) is also a very weak solution to (2.29). Therefore, by the previous uniqueness result, $\widehat{u}=u$.

Similar arguments lead to the following result that relates the solutions $\bar{u}_{\eta}$ and $u_{\eta}$.
Theorem 2.8. Let the assumptions of Theorem 2.2 hold and let $\eta>0$. Let $\bar{X}_{k, i}^{\eta}$ for $i=1, \ldots, n$ and $k=1, \ldots, N$ be the square-integrable process solving (2.6) with density function $\bar{u}_{\eta, i}$. Then $\bar{u}_{\eta}=\left(\bar{u}_{\eta, 1}, \ldots, \bar{u}_{\eta, n}\right)$ solves the linear problem

$$
\partial_{t} \bar{u}_{\eta, i}=\operatorname{div}\left(\bar{u}_{\eta, i} \nabla U_{i}\right)+\Delta\left(\sigma_{i} \bar{u}_{\eta, i}+\bar{u}_{\eta, i} \sum_{j=1}^{n} f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\right)\right) \quad \text { in } \mathbb{R}^{d}, i=1, \ldots, n,
$$

with initial datum $\bar{u}_{\eta, i}(0)=u_{0, i}$, which fulfils (2.30), where $u_{\eta, i}$ is the unique weak solution to (2.7). Then $\bar{u}_{\eta}=u_{\eta}$ in $(0, \infty) \times \mathbb{R}^{d}, u_{\eta, i} \geq 0$, and

$$
\int_{\mathbb{R}^{d}} u_{\eta, i}(x, t) \mathrm{d} x=1, \quad \int_{\mathbb{R}^{d}} u_{\eta, i}(x, t)|x|^{2} \mathrm{~d} x<\infty
$$

for almost all $t>0$ and all $i=1, \ldots, n$.

### 2.6 Proof of Theorem 2.5

The proof is split into two parts. We estimate first the square mean error of the difference $X_{k, i}^{N, \eta}-\bar{X}_{k, i}^{\eta}$, where $\bar{X}_{k, i}^{\eta}$ is the solution to the intermediate system (2.6). In fact, this error bound is a generalization of a result due to [113]. Essential for this step are the facts that the Lipschitz constant of $B_{i j}^{\eta}$ is of order $\eta^{-d-1}$, while the Lipschitz constant of $f_{\eta}$ is of order $\eta^{-\alpha}$. Second, we estimate the square mean error of the difference $\bar{X}_{k, i}^{\eta}-\widehat{X}_{k, i}$, based on an estimate of $f_{\eta}\left(B_{i j}^{\eta} * u_{j}\right)-f_{\eta}\left(a_{i j} u_{j}\right)$ in $L^{2}$, which is of the order of $\eta^{1-\alpha}$.

Lemma 2.9. Let $X_{k, i}^{N, \eta}$ and $\bar{X}_{k, i}^{\eta}$ be the solutions to (2.5) and (2.8), respectively, in the sense of Proposition 2.4. Under the assumptions of Theorem 2.5, there exists $\delta>0$, depending on $n, \sigma_{\text {min }}$, and $T$, such that if $\eta^{-2(d+1+\alpha)} \leq \delta \log N$, where $\alpha \geq 0$ is fixed in Assumption (A4), we have

$$
\sup _{k=1, \ldots, N} \mathbb{E}\left(\sum_{i=1}^{n} \sup _{0<s<T}\left|\left(X_{k, i}^{N, \eta}-\bar{X}_{k, i}^{\eta}\right)(s)\right|^{2}\right) \leq C\left(T, n, \sigma_{\min }\right) N^{-1+(T+1) C\left(n, T, \sigma_{\min }\right) \delta},
$$

where $C\left(T, n, \sigma_{\min }\right)>0$ is a positive constant.
Proof. The process $D_{k, i}^{N, \eta}:=X_{k, i}^{N, \eta}-\bar{X}_{k, i}^{\eta}$ solves

$$
\begin{equation*}
D_{k, i}^{N, \eta}(s)=E_{1, i}(s)+E_{2, i}(s), \quad 0 \leq s \leq T \tag{2.32}
\end{equation*}
$$

where

$$
\begin{aligned}
& E_{1, i}(s)=-\int_{0}^{s}\left(\nabla U_{i}\left(X_{k, i}^{N, \eta}(t)\right)-\nabla U_{i}\left(\bar{X}_{k, i}^{\eta}(t)\right)\right) \mathrm{d} t \\
& E_{2, i}(s)=\int_{0}^{s}\left(E_{21}(t)-E_{22}(t)\right) \mathrm{d} W_{i}^{k}(t) \\
& E_{21}(t)=\left(2 \sigma_{i}+2 \sum_{j=1}^{n} f_{\eta}\left(\frac{1}{N} \sum_{\substack{\ell=1 \\
(\ell, j) \neq(k, i)}}^{N} B_{i j}^{\eta}\left(X_{k, i}^{N, \eta}(t)-X_{\ell, j}^{N, \eta}(t)\right)\right)\right)^{1 / 2} \\
& E_{22}(t)=\left(2 \sigma_{i}+2 \sum_{j=1}^{n} f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\left(t, \bar{X}_{k, i}^{\eta}(t)\right)\right)\right)^{1 / 2}
\end{aligned}
$$

We use the global Lipschitz continuity of $\nabla U_{i}$ and the Fubini theorem to estimate the first term:

$$
\begin{aligned}
\mathbb{E}\left(\sup _{0<s<T}\left|E_{1, i}(s)\right|^{2}\right) & \leq C T \mathbb{E} \int_{0}^{T}\left|\left(X_{k, i}^{N, \eta}-\bar{X}_{k, i}^{\eta}\right)(s)\right|^{2} \mathrm{~d} s \\
& \leq C T \int_{0}^{T} \mathbb{E}\left(\sup _{0<s<t}\left|\left(X_{k, i}^{N, \eta}-\bar{X}_{k, i}^{\eta}\right)(s)\right|^{2}\right) \mathrm{d} t
\end{aligned}
$$

Summing over $i=1, \ldots, n$ and taking the supremum over $k=1, \ldots, N$ leads to

$$
\begin{equation*}
\sup _{k=1, \ldots, N} \mathbb{E}\left(\sum_{i=1}^{n} \sup _{0<s<T}\left|E_{1, i}(s)\right|^{2}\right) \leq C T \int_{0}^{T} \sup _{k=1, \ldots, N} \mathbb{E}\left(\sup _{0<s<t}\left|\left(X_{k, i}^{N, \eta}-\bar{X}_{k, i}^{\eta}\right)(s)\right|^{2}\right) \mathrm{d} t . \tag{2.33}
\end{equation*}
$$

Next, we apply the Burkholder-Davis-Gundy inequality [67, Theorem 3.28] to the second term $E_{2, i}$ and use the Lipschitz continuity of $x \mapsto\left(2 \sigma_{i}+x\right)^{1 / 2}$ for $x \geq 0$ :

$$
\begin{align*}
& \mathbb{E}\left(\sup _{0<s<T}\left|E_{2, i}(s)\right|^{2}\right) \leq C \mathbb{E} \int_{0}^{T}\left(E_{21}(t)-E_{22}(t)\right)^{2} \mathrm{~d} t \\
& \leq C \mathbb{E} \int_{0}^{T}\left[\sum_{j=1}^{n} f_{\eta}\left(\frac{1}{N} \sum_{\substack{\ell=1 \\
(\ell, j) \neq(k, i)}}^{N} B_{i j}^{\eta}\left(X_{k, i}^{N, \eta}(t)-X_{\ell, j}^{N, \eta}(t)\right)\right)\right. \\
&\left.\quad-\sum_{j=1}^{n} f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\left(t, \bar{X}_{k, i}^{\eta}(t)\right)\right)\right]^{2} \mathrm{~d} t \\
&=C \mathbb{E} \int_{0}^{T}\left[\sum_{j=1}^{n}\left(L_{j}^{1}(t)+L_{j}^{2}(t)+L_{j}^{3}(t)\right)\right]^{2} \mathrm{~d} t \\
& \leq C(n) \mathbb{E} \int_{0}^{T} \sum_{j=1}^{n}\left(L_{j}^{1}(t)^{2}+L_{j}^{2}(t)^{2}+L_{j}^{3}(t)^{2}\right) \mathrm{d} t \tag{2.34}
\end{align*}
$$

where

$$
\begin{aligned}
L_{j}^{1}(t) & =f_{\eta}\left(\frac{1}{N} \sum_{\substack{\ell=1 \\
(\ell, j) \neq(k, i)}}^{N} B_{i j}^{\eta}\left(X_{k, i}^{N, \eta}(t)-X_{\ell, j}^{N, \eta}(t)\right)\right)-f_{\eta}\left(\frac{1}{N} \sum_{\substack{\ell=1 \\
(\ell, j) \neq(k, i)}}^{N} B_{i j}^{\eta}\left(\bar{X}_{k, i}^{\eta}(t)-X_{\ell, j}^{N, \eta}(t)\right)\right), \\
L_{j}^{2}(t) & =f_{\eta}\left(\frac{1}{N} \sum_{\substack{\ell=1 \\
(\ell, j) \neq(k, i)}}^{N} B_{i j}^{\eta}\left(\bar{X}_{k, i}^{\eta}(t)-X_{\ell, j}^{N, \eta}(t)\right)\right)-f_{\eta}\left(\frac{1}{N} \sum_{\substack{\ell=1 \\
(\ell, j) \neq(k, i)}}^{N} B_{i j}^{\eta}\left(\bar{X}_{k, i}^{\eta}(t)-\bar{X}_{\ell, j}^{\eta}(t)\right)\right), \\
L_{j}^{3}(t) & =f_{\eta}\left(\frac{1}{N} \sum_{\substack{\ell=1 \\
(\ell, j) \neq(k, i)}}^{N} B_{i j}^{\eta}\left(\bar{X}_{k, i}^{\eta}(t)-\bar{X}_{\ell, j}^{\eta}(t)\right)\right)-f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\left(t, \bar{X}_{k, i}^{\eta}(t)\right)\right) .
\end{aligned}
$$

We estimate these three terms separately. By construction, the Lipschitz constant of $f_{\eta}$ can be estimated by $L_{f} \leq \eta^{-\alpha}$. Moreover, the Lipschitz constant of $B_{i j}^{\eta}(x)=\eta^{-d} B_{i j}(|x| / \eta)$ is computed by $L_{B}=\max _{i, j=1, \ldots, n}\left\|\nabla B_{i j}^{\eta}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq C \eta^{-d-1}$. This shows that

$$
\begin{aligned}
\left|L_{j}^{1}(t)\right| & \leq L_{f}\left|\frac{1}{N} \sum_{\substack{\ell=1 \\
(\ell, j) \neq(k, i)}}^{N}\left(B_{i j}^{\eta}\left(X_{k, i}^{N, \eta}(t)-X_{\ell, j}^{N, \eta}(t)\right)-B_{i j}^{\eta}\left(\bar{X}_{k, i}^{\eta}(t)-X_{\ell, j}^{N, \eta}(t)\right)\right)\right| \\
& \leq L_{f} L_{B}\left|X_{k, i}^{N, \eta}(t)-\bar{X}_{k, i}^{\eta}(t)\right| \leq C \eta^{-d-1-\alpha}\left|X_{k, i}^{N, \eta}(t)-\bar{X}_{k, i}^{\eta}(t)\right| .
\end{aligned}
$$

Therefore, by Fubini's theorem,

$$
\mathbb{E} \int_{0}^{T} \sum_{j=1}^{n}\left|L_{j}^{1}(t)\right|^{2} \mathrm{~d} t \leq C(n) \eta^{-2(d+1+\alpha)} \mathbb{E} \int_{0}^{T}\left|X_{k, i}^{N, \eta}(t)-\bar{X}_{k, i}^{\eta}(t)\right|^{2} \mathrm{~d} t
$$

$$
\begin{equation*}
\leq C(n) \eta^{-2(d+1+\alpha)} \int_{0}^{T} \sup _{k=1, \ldots, N} \mathbb{E}\left(\sup _{0<s<t}\left|X_{k, i}^{N, \eta}(t)-\bar{X}_{k, i}^{\eta}(t)\right|^{2}\right) \mathrm{d} t . \tag{2.35}
\end{equation*}
$$

We can estimate the second term $L_{j}^{2}(t)$ in a similar way, leading to

$$
\begin{equation*}
\mathbb{E} \int_{0}^{T} \sum_{j=1}^{n} L_{j}^{2}(t)^{2} \mathrm{~d} t \leq C(n) \eta^{-2(d+1+\alpha)} \int_{0}^{T} \sup _{\ell=1, \ldots, N} \mathbb{E}\left(\sup _{0<s<t} \sum_{j=1}^{n}\left|X_{\ell, j}^{N, \eta}(t)-\bar{X}_{\ell, j}^{\eta}(t)\right|^{2}\right) \mathrm{d} t . \tag{2.36}
\end{equation*}
$$

The third term $L_{j}^{3}(t)$ has to be treated in a different way. First, we use the Lipschitz continuity of $f_{\eta}$ to find that

$$
L_{j}^{3}(t) \leq \frac{C(n)}{N \eta^{\alpha}}\left|\sum_{\ell=1}^{N}\left(B_{i j}^{\eta}\left(\bar{X}_{k, i}^{\eta}-\bar{X}_{\ell, j}^{\eta}\right)-B_{i j}^{\eta} * u_{\eta, j}\left(\bar{X}_{k, i}^{\eta}\right)\right)-\frac{1}{\eta^{d}} B_{i i}(0)\right| .
$$

This implies that

$$
\begin{align*}
& \mathbb{E} \int_{0}^{T} \sum_{j=1}^{n} L_{j}^{3}(t)^{2} \mathrm{~d} t \leq \frac{C(n, T)}{N^{2} \eta^{2(d+\alpha)}} \\
& \quad+\frac{C(n)}{N^{2} \eta^{2 \alpha}} \sum_{j=1}^{n} \int_{0}^{T} \mathbb{E}\left(\sum_{\ell=1}^{N}\left(B_{i j}^{\eta}\left(\bar{X}_{k, i}^{\eta}(t)-\bar{X}_{\ell, j}^{\eta}(t)\right)-B_{i j}^{\eta} * u_{\eta, j}\left(\bar{X}_{k, i}^{\eta}\right)\right)\right)^{2} \mathrm{~d} t . \tag{2.37}
\end{align*}
$$

It remains to estimate the expectation. To this end, we introduce

$$
D_{(k, i),(\ell, j)}(t):=B_{i j}^{\eta}\left(\bar{X}_{k, i}^{\eta}(t)-\bar{X}_{\ell, j}^{\eta}(t)\right)-B_{i j}^{\eta} * u_{\eta, j}\left(t, \bar{X}_{k, i}^{\eta}(t)\right), \quad(\ell, j) \neq(k, i) .
$$

The processes $\bar{X}_{k, i}^{\eta}$ and $\bar{X}_{\ell, j}^{\eta}$ are independent, since for $i=j$, we are considering $N$ independent copies of the same process and for $i \neq j$, the equation fulfilled by $\bar{X}_{k, i}^{\eta}$ does not depend on the process $\bar{X}_{\ell, j}^{\eta}$. If $(k, i) \neq(\ell, j),(k, i) \neq(m, j)$, and $\ell \neq m$, the processes $D_{(k, i),(\ell, j)}(t)$ and $D_{(k, i),(m, j)}(t)$ are orthogonal, since

$$
\begin{aligned}
\mathbb{E}\left(D_{(k, i),(\ell, j)}(t) D_{(k, i),(m, j)}(t)\right)= & \int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} B_{i j}^{\eta}(x-y) B_{i j}^{\eta}(x-z) u_{\eta, j}(t, y) u_{\eta, j}(t, z) \mathrm{d} y \mathrm{~d} z\right. \\
& -2 \int_{\mathbb{R}^{d}} B_{i j}^{\eta}(x-y) u_{\eta, j}(t, y)\left(B_{i j}^{\eta} * u_{\eta, j}\right)(t, y) \mathrm{d} y \\
& \left.+\left(B_{i j}^{\eta} * u_{\eta, j}\right)(t, x)\left(B_{i j}^{\eta} * u_{\eta, j}\right)(t, x)\right) u_{\eta, i}(t, x) \mathrm{d} x=0 .
\end{aligned}
$$

Together with $\mathbb{E}\left(D_{(k, i),(\ell, j)}\right)=0$, this shows that the processes $D_{(k, i),(\ell, j)}$ are uncorrelated. However, if $(k, i) \neq(\ell, j),(k, i) \neq(m, j)$, and $\ell=m$, the expectation does not vanish:

$$
\begin{aligned}
\mathbb{E}\left(D_{(k, i),(\ell, j)}(t)^{2}\right)= & \int_{\mathbb{R}^{d}}\left(\left(B_{i j}^{\eta} * u_{\eta, j}\right)(t, x)\left(B_{i j}^{\eta} * u_{\eta, j}\right)(t, x)+\int_{\mathbb{R}^{d}}\left(B_{i j}^{\eta}(x-y)^{2} u_{\eta, j}(t, y)\right.\right. \\
& \left.-2 B_{i j}^{\eta}(x-y) u_{\eta, j}(t, y)\left(B_{i j}^{\eta} * u_{\eta, j}(t, x)\right) \mathrm{d} y\right) u_{\eta, i}(t, x) \mathrm{d} x
\end{aligned}
$$

$$
=\int_{\mathbb{R}^{d}}\left(\left(\left(B_{i j}^{\eta}\right)^{2} * u_{\eta, j}\right)(t, x)-\left(B_{i j}^{\eta} * u_{\eta, j}\right)(t, x)^{2}\right) u_{\eta, i}(t, x) \mathrm{d} x
$$

This expression is independent of the particle index $k$ and $\ell$, it depends only on the species numbers $i$ and $j$. The case $(k, i)=(\ell, j)$ can be treated in a similar way with the difference that, since $D_{(k, i),(k, i)}(t)=\eta^{-d} B_{i i}(0)-B_{i i}^{\eta} * u_{i, \eta}\left(\bar{X}_{k, i}^{\eta}(t)\right)$, we obtain for $\mathbb{E}\left(D_{(k, i),(k, i)}(t) D_{(k, i),(m, j)}(t)\right)$ an additional term of order $\eta^{-2 d}$. Hence, we infer from (2.37) and the previous computation that

$$
\begin{align*}
& \mathbb{E} \int_{0}^{T} \sum_{j=1}^{n} L_{j}^{3}(t)^{2} \mathrm{~d} t-\frac{C(n, T)}{N^{2} \eta^{2(d+\alpha)}}=\frac{C(n)}{N^{2} \eta^{2 \alpha}} \sum_{j=1}^{n} \sum_{\ell=1}^{N} \int_{0}^{T} \mathbb{E}\left(D_{(k, i),(\ell, j)}(t)^{2}\right) \mathrm{d} t \\
& \leq \frac{C(n)}{N \eta^{2 \alpha}}\left\|u_{\eta, i}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \\
& \quad \times \sum_{j=1}^{n} \int_{0}^{T}\left(\left\|\left(B_{i j}^{\eta}\right)^{2} * u_{\eta, j}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}+\left\|B_{i j}^{\eta} * u_{\eta, j}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}\left(1+\frac{1}{\eta^{2 d}}\right)\right) \mathrm{d} t \\
& \leq \frac{C(n)}{N \eta^{2 \alpha}} \sum_{j=1}^{n} \int_{0}^{T}\left(\left\|B_{i j}^{\eta}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}\left\|u_{\eta, j}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\left\|B_{i j}^{\eta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}^{2}\left\|u_{\eta, j}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}\left(1+\frac{1}{\eta^{2 d}}\right)\right) \mathrm{d} t \\
& \leq \frac{C(T, n)}{N \eta^{2(d+\alpha)}}, \tag{2.38}
\end{align*}
$$

recalling that $\left\|B_{i j}^{\eta}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq C \eta^{-d / 2}$ and $\left\|B_{i j}^{\eta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}=A_{i j} \leq A$ and choosing $\eta<1$.
Inserting estimates (2.35), (2.36), and (2.38) for $L_{j}^{m}(t)(m=1,2,3)$ into (2.34), we conclude that

$$
\begin{aligned}
& \sup _{k=1, \ldots, N} \mathbb{E}\left(\sum_{i=1}^{n} \sup _{0<s<T}\left|E_{2, i}(s)\right|^{2}\right) \leq \frac{C(T, n)}{N \eta^{2(d+\alpha)}} \\
& \quad+C\left(n, \sigma_{\min }\right) \eta^{-2(d+1+\alpha)} \int_{0}^{T} \sup _{k=1, \ldots, N} \mathbb{E}\left(\sup _{0<s<t}\left|X_{k, i}^{N, \eta}(t)-\bar{X}_{k, i}^{\eta}(t)\right|^{2}\right) \mathrm{d} t .
\end{aligned}
$$

We infer from (2.32), estimate (2.33), and the previous estimate for $E_{2, i}$ that

$$
\begin{aligned}
S(T) & :=\sup _{k=1, \ldots, N} \mathbb{E}\left(\sum_{i=1}^{n} \sup _{0<s<t}\left|D_{k, i}^{N, \eta}(s)\right|^{2}\right) \\
& \leq \frac{C(T, n)}{N \eta^{2(d+\alpha)}}+C\left(n, \sigma_{\min }\right)\left(\eta^{-2(d+1+\alpha)}+T\right) \int_{0}^{T} S(t) \mathrm{d} t
\end{aligned}
$$

Note that the function $S$ is continuous because of the continuity of the paths of $X_{k, i}^{N, \eta}$ and $\bar{X}_{k, i}^{\eta}$. Therefore, by Gronwall's inequality, we have

$$
S(T) \leq \frac{C(T, n)}{N \eta^{2(d+\alpha)}} \exp \left(C\left(n, T, \sigma_{\min }\right) \eta^{-2(d+1+\alpha)} T\right)
$$

We choose $\delta>0$ such that $C\left(n, T, \sigma_{\min }\right) T \delta<1$ and $\eta>0$ such that $\eta^{-2(d+1+\alpha)} \leq \delta \log N$. Then

$$
S(T) \leq \frac{1}{N} C(T, n) \exp \left(C\left(n, T, \sigma_{\min }\right) T \delta \log N\right)=C(T, n) N^{-1+C\left(n, T, \sigma_{\min }\right) T \delta}
$$

This finishes the proof.
Next, we prove an error estimate for the difference $\bar{X}_{k, i}^{\eta}-\widehat{X}_{k, i}$.
Lemma 2.10. Let $\bar{X}_{k, i}^{\eta}$ and $\widehat{X}_{k, i}$ be the solutions to (2.6) and (2.8) in the sense of Proposition 2.4. Under the assumptions of Theorem 2.5, it holds for small $\eta>0$ that

$$
\sup _{k=1, \ldots, N} \mathbb{E}\left(\sum_{i=1}^{n} \sup _{0<s<T}\left|\left(\bar{X}_{k, i}^{\eta}-\widehat{X}_{k, i}\right)(s)\right|^{2}\right) \leq C\left(T, \sigma_{\text {min }}\right) \eta^{2(1-\alpha)} .
$$

Proof. Since we are considering $N$ independent copies, we can omit the particle index $k$. Set $D_{i}^{\eta}(s):=\bar{X}_{k, i}^{\eta}(s)-\widehat{X}_{k, i}(s)$. Then, similarly as in the proof of Lemma 2.9, $D_{i}^{\eta}(s)=$ $D_{1}(s)+D_{2}(s)$, where

$$
\begin{aligned}
D_{1}(s)= & -\int_{0}^{s}\left(\nabla U_{i}\left(\bar{X}_{i}^{\eta}(t)\right)-\nabla U_{i}\left(\widehat{X}_{i}(t)\right)\right) \mathrm{d} t, \\
D_{2}(s)= & \int_{0}^{s}\left[\left(2 \sigma_{i}+2 \sum_{j=1}^{n} f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\left(\bar{X}_{i}^{\eta}\right)\right)\right)^{1 / 2}\right. \\
& \left.-\left(2 \sigma_{i}+2 \sum_{j=1}^{n} f\left(a_{i j} u_{j}\left(\widehat{X}_{i}\right)\right)\right)^{1 / 2}\right] \mathrm{d} W_{i}(t) .
\end{aligned}
$$

We infer from the Lipschitz continuity of $\nabla U_{i}$ and Fubini's theorem that

$$
\begin{equation*}
\mathbb{E}\left(\sup _{0<s<T}\left|D_{1}(s)\right|^{2}\right) \leq C T \mathbb{E}\left(\int_{0}^{T}\left|\bar{X}_{i}^{\eta}(s)-\widehat{X}_{i}(s)\right|^{2} \mathrm{~d} s\right) \leq C T \int_{0}^{T} \mathbb{E}\left(\sup _{0<s<t}\left|D_{i}^{\eta}(s)\right|^{2}\right) \mathrm{d} t . \tag{2.39}
\end{equation*}
$$

Similarly as in the proof of Lemma 2.9, we use for $D_{2}$ the Burkholder-Davis-Gundy inequality and the Lipschitz continuity of $x \mapsto\left(2 \sigma_{i}+x\right)^{1 / 2}$ on $[0, \infty)$ to obtain

$$
\begin{align*}
\mathbb{E}\left(\sup _{0<s<T}\left|D_{2}(s)\right|^{2}\right) & \leq C \mathbb{E} \int_{0}^{T}\left(\sum_{j=1}^{n}\left(f\left(a_{i j} u_{j}\left(\widehat{X}_{i}\right)\right)-f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\left(\bar{X}_{i}^{\eta}\right)\right)\right)\right)^{2} \mathrm{~d} t \\
& \leq C(n)\left(D_{21}+D_{22}+D_{23}+D_{24}\right), \tag{2.40}
\end{align*}
$$

where

$$
\begin{aligned}
& D_{21}=\sum_{j=1}^{n} \mathbb{E} \int_{0}^{T}\left(f\left(a_{i j} u_{j}\left(\widehat{X}_{i}\right)\right)-f_{\eta}\left(a_{i j} u_{j}\left(\widehat{X}_{i}\right)\right)\right)^{2} \mathrm{~d} t \\
& D_{22}=\sum_{j=1}^{n} \mathbb{E} \int_{0}^{T}\left(f_{\eta}\left(a_{i j} u_{j}\left(\widehat{X}_{i}\right)\right)-f_{\eta}\left(B_{i j}^{\eta} * u_{j}\left(\widehat{X}_{i}\right)\right)\right)^{2} \mathrm{~d} t,
\end{aligned}
$$

$$
\begin{aligned}
& D_{23}=\sum_{j=1}^{n} \mathbb{E} \int_{0}^{T}\left(f_{\eta}\left(B_{i j}^{\eta} * u_{j}\left(\widehat{X}_{i}\right)\right)-f_{\eta}\left(B_{i j}^{\eta} * u_{j}\left(\bar{X}_{i}^{\eta}\right)\right)\right)^{2} \mathrm{~d} t, \\
& D_{24}=\sum_{j=1}^{n} \mathbb{E} \int_{0}^{T}\left(f_{\eta}\left(B_{i j}^{\eta} * u_{j}\left(\bar{X}_{i}^{\eta}\right)\right)-f_{\eta}\left(B_{i j}^{\eta} * u_{\eta, j}\left(\bar{X}_{i}^{\eta}\right)\right)\right)^{2} \mathrm{~d} t .
\end{aligned}
$$

The first expression $D_{21}$ vanishes if $\eta>0$ is sufficiently small, since then $f=f_{\eta}$ on the range of $a_{i j} u_{j}\left(\widehat{X}_{i}\right)$. Using

$$
\left\|a_{i j} u_{j}-B_{i j}^{\eta} * u_{j}\right\|_{L^{2}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)} \leq C \eta\left\|\nabla u_{j}\right\|_{L^{2}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)} \leq C \eta,
$$

which was shown in the proof of Theorem 2.3, and the Lipschitz continuity of $f_{\eta}$ with Lipschitz constant less or equal $\eta^{-\alpha}$, we find that

$$
\begin{aligned}
D_{22} & =\sum_{j=1}^{n} \int_{0}^{T} \int_{\mathbb{R}^{d}}\left(f_{\eta}\left(a_{i j} u_{j}\right)-f_{\eta}\left(B_{i j}^{\eta} * u_{j}\right)\right)^{2} u_{i} \mathrm{~d} x \mathrm{~d} t \\
& \leq \eta^{-2 \alpha} \sum_{j=1}^{n}\left\|u_{i}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)}\left\|a_{i j} u_{j}-B_{i j}^{\eta} * u_{j}\right\|_{L^{2}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)}^{2} \leq C(n) \eta^{2(1-\alpha)} .
\end{aligned}
$$

Thanks to the uniform boundedness of the family $B_{i j}^{\eta} * u_{j}$, we can choose $\eta>0$ sufficiently small, say $\eta \leq \eta^{*}$ for some $\eta^{*}>0$, such that $f\left(B_{i j}^{\eta} * u_{j}\right)=f_{\eta}\left(B_{i j}^{\eta} * u_{j}\right)$ for $0<\eta \leq \eta^{*}$. Then, using Young's convolution inequality and the uniform estimate $\left\|\nabla u_{j}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \leq C\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{d}\right)}$ from Theorem 2.3, the third term $D_{23}$ is estimated as

$$
\begin{aligned}
D_{23} & \leq C\left(\eta^{*}\right) \sum_{j=1}^{n}\left\|\nabla\left(B_{i j}^{\eta} * u_{j}\right)\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right.} \int_{0}^{T} \mathbb{E}\left(\left|\widehat{X}_{i}(t)-\bar{X}_{i}^{\eta}(t)\right|^{2}\right) \mathrm{d} t \\
& \leq C \sum_{j=1}^{n}\left\|\nabla u_{j}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right.} \int_{0}^{T} \mathbb{E}\left(\left|\widehat{X}_{i}(t)-\bar{X}_{i}^{\eta}(t)\right|^{2}\right) \mathrm{d} t \\
& \leq C \int_{0}^{T} \mathbb{E}\left(\sup _{0<s<t}\left|D_{i}^{\eta}(s)\right|^{2}\right) \mathrm{d} t .
\end{aligned}
$$

Finally, it follows from the error estimate for $u-u_{\eta}$ from Theorem 2.3 that

$$
\begin{aligned}
D_{24} & \leq C \sum_{j=1}^{n} \int_{0}^{T} \int_{\mathbb{R}^{d}}\left|B_{i j}^{\eta} * u_{j}-B_{i j}^{\eta} * u_{\eta, j}\right|^{2} u_{\eta, i} \mathrm{~d} x \mathrm{~d} t \\
& \leq C \sum_{j=1}^{n}\left\|u_{\eta, i}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \int_{0}^{T}\left\|B_{i j}^{\eta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}^{2}\left\|u_{j}-u_{\eta, j}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t \\
& \leq C(T) \eta^{2} .
\end{aligned}
$$

Inserting the estimates for $D_{21}, \ldots, D_{24}$ into (2.40), we conclude that

$$
\mathbb{E}\left(\sup _{0<s<T}\left|D_{2}(s)\right|^{2}\right) \leq C(T, n) \eta^{2(1-\alpha)}+C(T) \int_{0}^{T} \mathbb{E}\left(\sup _{0<s<t}\left|D_{i}^{\eta}(s)\right|^{2}\right) \mathrm{d} t .
$$

Together with estimate (2.39) for $D_{1}(s)$ and recalling that $D_{i}^{\eta}=D_{1}+D_{2}$, we arrive at

$$
\mathbb{E}\left(\sup _{0<s<T}\left|D_{i}^{\eta}(s)\right|^{2}\right) \leq C(T, n) \eta^{2(1-\alpha)}+C(T) \int_{0}^{T} \mathbb{E}\left(\sup _{0<s<t}\left|D_{i}^{\eta}(s)\right|^{2}\right) \mathrm{d} t .
$$

The proof is finished after applying Gronwall's inequality and summing over $i=1, \ldots, n$.

Theorem 2.5 now follows from Lemmas 2.9 and 2.10 and the triangle inequality:

$$
\begin{aligned}
\sup _{k=1, \ldots, N} \mathbb{E}( & \left(\sum_{i=1}^{n} \sup _{0<s<t}\left|X_{\eta, i}^{k, N}(s)-\widehat{X}_{i}^{k}(s)\right|^{2}\right) \\
\leq & 2 \sup _{k=1, \ldots, N} \mathbb{E}\left(\sum_{i=1}^{n} \sup _{0<s<t}\left|X_{\eta, i}^{k, N}(s)-\bar{X}_{\eta, i}^{k}(s)\right|^{2}\right) \\
& \quad+2 \sup _{k=1, \ldots, N} \mathbb{E}\left(\sum_{i=1}^{n} \sup _{0<s<t}\left|\bar{X}_{\eta, i}^{k}(s)-\widehat{X}_{i}^{k}(s)\right|^{2}\right) \\
\leq & C_{1} N^{-1+C_{2} \delta}+C_{3} \eta^{2(1-\alpha)} .
\end{aligned}
$$

The condition $\log N \geq \delta^{-1} \eta^{-2(d+1+\alpha)}$ is equivalent to

$$
N^{-1+C_{2} \delta} \leq \exp \left(\left(-\delta^{-1}+C_{2}\right) \eta^{-2(d+1+\alpha)}\right) .
$$

We choose $\delta>0$ such that $-\delta^{-1}+C_{2}<0$ and observe that exponential decay is always faster than algebraic decay to conclude that $\exp \left(\left(-\delta^{-1}+C_{2}\right) \eta^{-2(d+1+\alpha)}\right) \leq \eta^{2(1-\alpha)}$. This yields

$$
\sup _{k=1, \ldots, N} \mathbb{E}\left(\sum_{i=1}^{n} \sup _{0<s<t}\left|X_{\eta, i}^{k, N}(s)-\widehat{X}_{i}^{k}(s)\right|^{2}\right) \leq C_{4} \eta^{2(1-\alpha)},
$$

finishing the proof.

### 2.7 Numerical tests

In this section, we perform some numerical simulations of the particle system (2.5) in one space dimension, without environmental potential, and with linear function $f(x)=x$. We are interested in the numerical comparison of the solutions to the particle systems (2.3) and (2.5) in terms of the segregation behavior. We explore the ability of both systems to model the segregation of the species. Numerical tests for the associated cross-diffusion systems (2.1) and (2.2) are work in progress.
We discretize the particle systems (2.3) and (2.5) by the Euler-Maruyama scheme. Let $M \in \mathbb{N}$ and introduce the time steps $0<t_{1}<\cdots<t_{M}=T$ with $\Delta t_{m}=t_{m+1}-t_{m}$. We approximate $X_{k, i}^{N, \eta}\left(t_{m}\right)$ by $x_{m}^{k, i}$ and $Y_{k, i}^{N, \eta}\left(t_{m}\right)$ by $y_{m}^{k, i}$, defined by, respectively,

$$
x_{m+1}^{k, i}=x_{m}^{k, i}+\left(2 \sigma_{i}+\frac{2}{N} \sum_{j=1}^{n} \sum_{\ell=1}^{N} B_{i j}^{\eta}\left(x_{m}^{k, i}-x_{m}^{\ell, j}\right)\right)^{1 / 2} \sqrt{\triangle t_{m}} w_{m}
$$

$$
y_{m+1}^{k, i}=y_{m}^{k, i}-\sum_{j=1}^{n} \frac{1}{N} \sum_{\ell=1}^{N} \nabla B_{i j}^{\eta}\left(y_{m}^{k, i}-y_{\ell}^{m, j}\right) \triangle t_{m}+\sqrt{2 \sigma_{i} \triangle t_{m}} z_{m},
$$

with initial conditions $x_{0}^{i, k}=\xi_{i}^{k}$ and $y_{0}^{i, k}=\xi_{i}^{k}$, where $\xi_{i}^{k}$ are iid random variables and $w_{m}$ and $z_{m}$ are normally distributed. It is well known that the solutions to the EulerMaruyama scheme converge to the associated stochastic processes in the strong sense; see, e.g., [68, Theorem 9.6.2].

The numerical scheme is implemented in MATLAB using the parallel computing toolbox to accelerate the simulations. The interaction potential is given by $B(x)=\exp \left(-1 /\left(1-x^{2}\right)\right)$ for $|x| \leq 1$ and $B(x)=0$ else. Then $B_{i j}^{\eta}(x)=\eta^{-1} B(x / \eta)$. The numerical parameters are $\Delta t=1 / 100, \eta=2, N=5000$ particles, $n_{\text {sim }}=500$ simulations.

### 2.7.1 Two species: nonsymmetric case

We consider a nonsymmetric diffusion matrix with $a_{11}=0, a_{12}=355, a_{21}=25, a_{22}=0$, and $\sigma_{1}=1, \sigma_{2}=2$. The initial data are Gaussian distributions with mean -1 (for species $i=1$ ) and 1 (for species $i=2$ ) and variance 2 . Figure 2.1 shows the approximate densities of both species (histogram) for systems (2.5) and (2.3) at time $t=2$. We observe a segregation of the densities in both models. In the population system (2.5), species 1 develops two clusters because of the very different "population pressure" parameters $a_{12}=355$ and $a_{21}=25$, while species 2 develops only one cluster around $x=0$; see Figure 2.1 left. The segregation effect is stronger in the particle system (2.3) in the sense that both species avoid each other as far as possible; see Figure 2.1 right. This is not surprising since the diffusion of system (2.5) is generally larger than that one of system (2.3). The numerical results confirm the segregation property defined in [3]. Indeed, this work considers the cross-diffusion system (2.3) with $\sigma_{1}=\sigma_{2}=0$ and $a_{11}=a_{12}=a_{21}=a_{22}=1$. It was proved that the two species are segregated for all times if they do so initially. Here, segregation means that the intersection of the supports of the densities is empty.


Figure 2.1: Nonsymmetric case: Densities of particle system (2.5) corresponding to the SKT population model (left) and particle system (2.3) (right) at time $t=2$. Solid blue line: species 1 ; Dashed red line: species 2 .

### 2.7.2 Two species: symmetric case

We investigate the symmetric case by choosing $a_{11}=a_{22}=0, a_{12}=a_{21}=355$, and, as before, $\sigma_{1}=1, \sigma_{2}=2$. The initial data are chosen as in the previous example. In this example, we expect that cross-diffusion dominates self-diffusion. We present the approximate densities for different times in Figure 2.2. In both models, the species have the tendency to segregate. As expected, the segregation in the particle system (2.3) is stronger than in system (2.5) corresponding to the SKT model.


Figure 2.2: Symmetric case: Densities of particle system (2.5) corresponding to the SKT population model (left) and particle system (2.3) (right) for different times $t=0.01,0.15,2$. Solid blue line: species 1 ; dashed red line: species 2 .

### 2.7.3 Three species

Our third numerical experiment illustrates the segregation behaviour in case of three interacting species with coefficients $\sigma_{1}=1, \sigma_{2}=2, \sigma_{3}=3$ and

$$
\left(a_{i j}\right)=\left(\begin{array}{ccc}
0 & 355 & 355 \\
25 & 0 & 25 \\
355 & 0 & 0
\end{array}\right)
$$

Similar as in the two-species case, the initial data are overlapping normal distributions with means $-1,2$, and -3 , respectively, and variance 2 . The approximate densities at $t=2$ are shown in Figure 2.3. We observe that the approximate densities of particle model (2.3) show a much clearer component-wise segregation behavior than the stochastic particle model (2.5), which corresponds to the SKT system, where the diffusion effects are much stronger. This may be explained by the fact that, on the PDE level, the gradient-flow structure of model (2.2) can be written species-wise, whereas the SKT model (2.1) (with $f(x)=x$ ) only possess a vector-valued gradient-flow structure.


Figure 2.3: Three-species case: Densities of particle system (2.5) corresponding to the SKT population model (left) and particle system (2.3) (right) at time $t=2$. Solid blue line: species 1 ; dashed red line: species 2; dash-dotted black line: species 3.

### 2.7.4 Cubic nonlinearity

For our last experiment, we compare the numerical results for the cubic nonlinearity $f(s)=$ $s^{3}$ with the linear case imposed in the previous examples. The parameters are the same as in Section 2.7.2. The numerical simulations are performed without using approximating functions $f_{\eta}$. This may be justified by the fact that the simulations deal with the behavior for small time scales and with compactly supported initial data. We observe in Figure 2.4 that the cubic nonlinearity causes more clustering than the linear case $f(s)=s$. The simulations suggests that in the cubic case, diffusion happens on a faster time scale than segregation, while in the linear case, the particles diffuse slower and hence they form bigger but fewer clusters.


Figure 2.4: Densities of particle system (2.5) corresponding to the SKT population model with $f(s)=s^{3}$ (left) and $f(s)=s$ (right) at time $t=2$. Solid blue line: species 1; dashed red line: species 2. The right figure is the same as in Figure 2.2 but with the range $x=-50, \ldots, 50$.

## 2.A Auxiliary results

For the convenience of the reader, we recall some well-known estimates used in this chapter of the thesis:

Lemma 2.11 (Young's convolution inequality, [75, Formula (7), page 107]). Let $1 \leq p, q, r$ $\leq \infty$ be such that $1 / p+1 / q=1+1 / r$ and let $f \in L^{p}\left(\mathbb{R}^{d}\right), g \in L^{q}\left(\mathbb{R}^{d}\right)$. Then $f * g \in L^{r}\left(\mathbb{R}^{d}\right)$ and

$$
\|f * g\|_{L^{r}\left(\mathbb{R}^{d}\right)} \leq\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}\|g\|_{L^{q}\left(\mathbb{R}^{d}\right)} .
$$

Lemma 2.12 (Moser-type estimate I, [80, Prop. 2.1(A)]). Let $s \in \mathbb{N}$ and $\alpha \in \mathbb{N}_{0}^{n}$ with $|\alpha|=s$. Then there exists a constant $C>0$ such that for all $f, g \in H^{s}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)$,

$$
\left\|D^{\alpha}(f g)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq C\left(\|f\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left\|D^{s} g\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}+\left\|D^{s} f\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\|g\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right) .
$$

Lemma 2.13 (Moser-type estimate II, [80, Prop. 2.1(C)]). Let $s \in \mathbb{N}$ and $\alpha \in \mathbb{N}_{0}^{n}$ with $|\alpha|=s$. Then there exists a constant $C>0$ such that for smooth $g: \mathbb{R} \rightarrow \mathbb{R}$ and $u \in H^{s}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)$,

$$
\left\|D^{\alpha} g(u)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq C\left\|g^{\prime}\right\|_{C^{s-1}(\mathbb{R})}\|u\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}^{s-1}\left\|D^{\alpha} u\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} .
$$

Lemma 2.14 (Moser-type commutator inequality, [80, Prop. 2.1(B)]). Let $s \in \mathbb{N}$ and $\alpha \in \mathbb{N}_{0}^{n}$ with $|\alpha|=s$. Then there exists $C>0$ such that for all $f \in H^{s}\left(\mathbb{R}^{d}\right) \cap W^{1, \infty}\left(\mathbb{R}^{d}\right)$ and $g \in H^{s-1}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)$,

$$
\left\|D^{\alpha}(f g)-f D^{\alpha}(g)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq C\left(\|D f\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left\|D^{s-1} g\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}+\left\|D^{s} f\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\|g\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right),
$$

where $D^{s}=\sum_{|\alpha|=s} D^{\alpha}$.

## 3 Mean-field derivation of a porous-medium equation with fractional diffusion
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This chapter is taken from the article
[30] Li Chen, Alexandra Holzinger, Ansgar Jüngel, and Nicola Zamponi. Analysis and mean-field derivation of a porous-medium equation with fractional diffusion. Communications in Partial Differential Equations, 1-53, 2022.

### 3.1 Introduction and problem setting

The aim of this chapter is to derive and analyze the following nonlocal porous-medium equation:

$$
\begin{equation*}
\partial_{t} \rho=\operatorname{div}(\rho \nabla P), \quad P=(-\Delta)^{-s} f(\rho), \quad \rho(0)=\rho^{0} \quad \text { in } \mathbb{R}^{d}, \tag{3.1}
\end{equation*}
$$

where $0<s<1, d \geq 2$, and $f \in C^{1}([0, \infty))$ is a nondecreasing function satisfying $f(0)=0$. This model describes a particle system that evolves according to a continuity equation for the density $\rho(x, t)$ with velocity $v=-\nabla P$. The velocity is assumed to be the gradient of a potential, which expresses Darcy's law. The pressure $P$ is related to the density in a nonlinear and nonlocal way through $P=(-\Delta)^{-s} f(\rho)$. The nonlocal operator $(-\Delta)^{-s}$ can be written as a convolution operator with a singular kernel,

$$
\begin{equation*}
(-\Delta)^{-s} u=\mathcal{K} * u, \quad \mathcal{K}(x)=c_{d,-s}|x|^{2 s-d}, \quad x \in \mathbb{R}^{d} \tag{3.2}
\end{equation*}
$$

where $c_{d,-s}=\Gamma(d / 2-s) /\left(4^{s} \pi^{d / 2} \Gamma(s)\right)$ and $\Gamma$ denotes the Gamma function [110, Theorem 5].

[^11]If $s=0$, we recover the porous-medium equation (for nonnegative solutions), while the case $s=1$ was investigated in $[24,118]$ with $f(u)=u$ for the evolution of the vortex density in a superconductor. Related models (with $f(u)=u$ ) appear in the dynamics of dislocations (line defects) in crystals [5, (1.5)]. Other applications include particle systems with long-range interactions [116, Sec. 6.2]. The case $0<s<1$ corresponds to longrange repulsive interactions. This model, still with $f(u)=u$, was investigated in [5], but a mathematical justification is missing. In this chapter, we provide a rigorous derivation from an interacting particle system for general functions $f(u)$. In this way, we aim to contribute to the understanding of mean-field limits involving nonquadratic nonlinearities.
Equation (3.1) was first analyzed in [17] with $f(u)=u$ for nonnegative solutions and in [4] with $f(u)=|u|^{m-2} u(m>1)$ for sign-changing solutions. The nonnegative solutions have the interesting property that they propagate with finite speed, which is not common in other fractional diffusion models [17, 107]. Equation (3.1) was probabilistically interpreted in [99], and it was shown that the probability density of a so-called random flight process is given by a Barenblatt-type profile. Previous mean-field limits leading to (3.1) were concerned with the linear case $f(u)=u$ only; see [42] (using the technique of [103]) and [96] (including additional diffusion as in (3.7) below). In [34], equation (3.1) (with $f(u)=u$ ) was derived in the high-force regime from the Euler-Riesz equations, which can be derived in the meanfield limit from interacting particle systems [43]. A direct derivation from particle systems with Lévy noise was proved in [38] for cross-diffusion systems, but still with $f(u)=u$. Up to our knowledge, a rigorous derivation of (3.1) from stochastic interacting particle systems for general nonlinearities $f(u)$ like power functions is missing in the literature. With the main result of this chapter, we fill this gap.

### 3.1.1 Problem setting

Equation (3.1) is derived from an interacting particle system with $N$ particles, moving in the whole space $\mathbb{R}^{d}$. Because of the singularity of the integral kernel and the degeneracy of the nonlinearity, we approximate (3.1) using three levels. First, we introduce a parabolic regularization adding a Brownian motion to the particle system with diffusivity $\sigma \in(0,1)$ and replacing $f$ by a smooth approximation $f_{\sigma}$. Second, we replace the interaction kernel $\mathcal{K}$ by a smooth kernel $\mathcal{K}_{\zeta}$ with compact support, where $\zeta>0$. Third, we consider interaction functions $\mathcal{W}_{\beta}$ with $\beta \in(0,1)$, which approximate the delta distribution. We refer to Subsection 3.1.3 for the precise definitions.
The particle positions are represented on the microscopic level by the stochastic processes $X_{i}^{N}(t)$ evolving according to

$$
\begin{align*}
& \mathrm{d} X_{i}^{N}(t)=-\nabla \mathcal{K}_{\zeta} * f_{\sigma}\left(\frac{1}{N} \sum_{j=1, j \neq i}^{N} \mathcal{W}_{\beta}\left(X_{j}^{N}(t)-X_{i}^{N}(t)\right)\right) \mathrm{d} t+\sqrt{2 \sigma} \mathrm{~d} W_{i}(t),  \tag{3.3}\\
& X_{i}^{N}(0)=\xi_{i}, \quad i=1, \ldots, N,
\end{align*}
$$

where the convolution has to be understood with respect to $x_{i}^{2},\left(W_{i}(t)\right)_{t \geq 0}$ are independent $d$-dimensional Brownian motions defined on a filtered probability space $\left(\Omega, \mathcal{F}, \mathcal{F}_{t}, \mathbb{P}\right)$, and

[^12]$\xi_{i}$ are independent identically distributed random variables in $\mathbb{R}^{d}$ with the same probability density function $\rho_{\sigma}^{0}$ (defined in (3.12) below).
We remark that in comparison to the classical moderate regime (see Section 1.2.2 for an introduction), the strength of interaction now depends on $\zeta$ and $\beta$, which are scaled differently with respect to the number of particles $N$ (see below), which makes the study more involved.
The mean-field-type limit is performed in three steps. First, for fixed ( $\sigma, \beta, \zeta$ ), system (3.3) is approximated for $N \rightarrow \infty$ on the intermediate level by
\[

$$
\begin{align*}
& \mathrm{d} \bar{X}_{i}^{N}(t)=-\nabla \mathcal{K}_{\zeta} * f_{\sigma}\left(\mathcal{W}_{\beta} * \rho_{\sigma, \beta, \zeta}\left(\bar{X}_{i}^{N}(t), t\right)\right) \mathrm{d} t+\sqrt{2 \sigma} \mathrm{~d} W_{i}(t), \\
& \bar{X}_{i}^{N}(0)=\xi_{i}, \quad i=1, \ldots, N, \tag{3.4}
\end{align*}
$$
\]

where $\rho_{\sigma, \beta, \zeta}$ is the probability density function of $\bar{X}_{i}^{N}$ and a strong solution to

$$
\begin{equation*}
\partial_{t} \rho_{\sigma, \beta, \zeta}-\sigma \Delta \rho_{\sigma, \beta, \zeta}=\operatorname{div}\left(\rho_{\sigma, \beta, \zeta} \nabla \mathcal{K}_{\zeta} * f_{\sigma}\left(\mathcal{W}_{\beta} * \rho_{\sigma, \beta, \zeta}\right)\right), \quad \rho_{\sigma, \beta, \zeta}(0)=\rho_{\sigma}^{0} \quad \text { in } \mathbb{R}^{d} \tag{3.5}
\end{equation*}
$$

System (3.4) is uncoupled, since $\bar{X}_{i}^{N}$ depends on $N$ only through the initial datum.
Second, passing to the limit $(\beta, \zeta) \rightarrow 0$ in the intermediate system leads on the macroscopic level to

$$
\begin{align*}
& \mathrm{d} \widehat{X}_{i}^{N}(t)=-\nabla \mathcal{K} * f_{\sigma}\left(\rho_{\sigma}\left(\widehat{X}_{i}^{N}(t), t\right)\right) \mathrm{d} t+\sqrt{2 \sigma} \mathrm{~d} W_{i}(t), \\
& \widehat{X}_{i}^{N}(0)=\xi_{i}, \quad i=1, \ldots, N \tag{3.6}
\end{align*}
$$

where $\rho_{\sigma}$ is the density function of $\widehat{X}_{i}^{N}$ and a weak solution to

$$
\begin{equation*}
\partial_{t} \rho_{\sigma}=\sigma \Delta \rho_{\sigma}+\operatorname{div}\left(\rho_{\sigma} \nabla(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right)\right), \quad \rho_{\sigma}(0)=\rho_{\sigma}^{0} \quad \text { in } \mathbb{R}^{d} . \tag{3.7}
\end{equation*}
$$

We perform the limits $N \rightarrow \infty$ and $(\beta, \zeta) \rightarrow 0$ simultaneously. In this limit, we use the logarithmic scaling $\beta \sim(\log N)^{-\mu}$ for some $\mu>0$ between the strength of interaction $\beta$ and the number of particles $N$. This can be viewed as a moderately interacting particle system. For the smoothing parameter $\zeta$ of the singularity from $\mathcal{K}$, we can even allow an algebraic dependence on $N$, i.e. $\zeta \sim N^{-\nu}$ for some $\nu>0$; see Theorem 3.2 for details. Our approach also implies the two-step limit but leading to weak convergence only, compared to the convergence in expectation obtained in Theorem 3.3.
Third, the limit $\sigma \rightarrow 0$ is performed on the level of the diffusion equation, based on a priori estimates uniform in $\sigma$ and the div-curl lemma.
The main result of this chapter is that the particles of system (3.3) become independent in the limit with a common density function that is a weak solution to (3.1)-(3.2).

### 3.1.2 State of the art

We already mentioned that the existence of weak solutions to (3.1) with $f(u)=u$ was proved first in [17]. The convergence of the weak solution to a self-similar profile was shown by the same authors in [16]. The convergence becomes exponential, at least in one space dimension, when adding a confinement potential [20]. Equation (3.1) with $f(u)=u$ was identified as the Wasserstein gradient flow of a square fractional Sobolev norm [78], implying time decay as well as energy and entropy estimates. The Hölder regularity of solutions to (3.1) was proved in [15] for $f(u)=u$ and in [60] for $f(u)=u^{m-1}$ and $m \geq 2$.

In the literature, related equations have been analyzed too. Equation (3.1) for $f(u)=u$ and the limit case $s=1$ was shown in [1] to be the Wasserstein gradient flow on the space of probability measures, leading to the well-posedness of the equation and energy-dissipation inequalities. The existence of local smooth solutions to the regularized equation (3.7) are proved in [33]. The solutions $\partial_{t} \rho=\operatorname{div}\left(\rho^{m-1} \nabla P\right)$ with $P=(-\Delta)^{-s} \rho$ in $\mathbb{R}^{d}$ propagate with finite speed if and only if $m \geq 2$ [107]. The existence of weak solutions to this equation with $P=(-\Delta)^{-s}\left(\rho^{n}\right)$ and $n>0$ is proved in [88] (in bounded domains). While (3.1) has a parabolic-elliptic structure, parabolic-parabolic systems have been also investigated. For instance, the global existence of weak solutions to $\partial_{t} \rho=\operatorname{div}(\rho \nabla P)$ and $\partial_{t} P+(-\Delta)^{s} P=\rho^{\beta}$, where $\beta>1$, was shown in [14]. In [37], the algebraic decay towards the steady state was proved in the case $\beta=2$. We also mention that fractional porous-medium equations of the type $\partial_{t} \rho+(-\Delta)^{s / 2} f(\rho)=0$ in $\mathbb{R}^{d}$ have been studied in the literature; see, e.g., [97]. Compared to (3.1), this problem has infinite speed of propagation. For a review and comparison of this model and (3.1), we refer to [115].
For an introduction to the general concept of mean-field limit we refer to the introduction of this thesis, especially Sections 1.2.1 and 1.2.2 for an introduction of coupling techniques and moderately interacting particles which are used in this chapter.
There is a huge literature concerning mean-field limits leading to diffusion equations. In the following, we shortly summarise articles which are relevant for this chapter and refer to the introduction of this thesis as well as reviews [54, 62] and the classical works of Sznitman [112, 113] for more information. Oelschläger proved the mean-field limit in weakly interacting particle systems [92], leading to deterministic nonlinear processes, and moderately interacting particle systems [93], giving porous-medium-type equations with quadratic diffusion. First investigations of moderate interactions in stochastic particle systems with nonlinear diffusion coefficients were performed in [65]. The approach of moderate interactions was extended in $[25,26]$ to multi-species systems, deriving population cross-diffusion systems. Reaction-diffusion equations with nonlocal terms were derived in the mean-field limit in [59]. The large population limit of point measure-valued Markov processes leads to nonlocal Lotka-Volterra systems with cross diffusion [51]. Further references can be found in [96, Sec. 1.3].
Compared to previous works, we consider a singular kernel $\mathcal{K}$ and derive a partial differential equation without Laplace diffusion by taking the limit $\sigma \rightarrow 0$. The authors of [47] derived the viscous porous-medium equation by starting from a stochastic particle system with a double convolution structure in the drift term, similar to (3.4). The main difference to our work is that (besides different techniques for the existence and regularity of solutions to the parabolic problems) we consider a singular kernel in one part of the convolution and a different scaling for the approximating regularized kernel $\mathcal{K}_{\zeta}=\mathcal{K} \omega_{\zeta} * \mathcal{W}_{\zeta}$, where $\omega_{\zeta}$ is a $W^{1, \infty}\left(\mathbb{R}^{d}\right)$ cut-off function (see Section 3.1.3 and definition (3.11) for the exact approximating sequence), in comparison to the interaction scaling $\mathcal{W}_{\beta} * \rho_{\sigma, \beta, \zeta}$. The two different scalings $\beta$ and $\zeta$ allow us to establish a result, for which the kernel regularization on the particle level does not need to be of logarithmic type but of power-law type only.

### 3.1.3 Main results and key ideas

We impose the following hypotheses:
(H1) Data: Let $0<s<1, d \geq 2$.
(H2) $\rho^{0} \in L^{\infty}\left(\mathbb{R}^{d}\right) \cap L^{1}\left(\mathbb{R}^{d}\right)$ satisfies $\rho^{0} \geq 0$ in $\mathbb{R}^{d}$ and $\int_{\mathbb{R}^{d}} \rho^{0}(x)|x|^{2 d /(d-2 s)} \mathrm{d} x<\infty$.
(H3) Nonlinearity: $f \in C^{1}([0, \infty))$ is nondecreasing, $f(0)=0$, and $u \mapsto u f(u)$ for $u>0$ is strictly convex.

Let us discuss these assumptions. We assume that $d \geq 2$; the case $d=1$ can be treated if $s<1 / 2$; see [17]. Extending the range of $s$ to $s<0$ leads to the fractional (higher-order) thin-film equation, which is studied in [77]. The case $1<s<d / 2$ may be considered too, since it yields better regularity results; we leave the details to the reader. On the other hand, the case $s \geq d / 2$ is more delicate since the multiplier in the definition of $(-\Delta)^{-s}$ using Fourier transforms does not define a tempered distribution. The case $s=d / 2$ for $d \leq 2$ (with a logarithmic Riesz kernel) was analyzed in [42]. We need the moment bound for the initial datum $\rho^{0}$ to prove the same moment bound for $\rho_{\sigma}$, which in turn is used several times, for instance to show the entropy balance and the convergence $\rho_{\sigma} \rightarrow \rho$ as $\sigma \rightarrow 0$ in the sense of $C_{\text {weak }}^{0}\left([0, T] ; L^{1}\left(\mathbb{R}^{d}\right)\right)$. The monotonicity of $f$ and the strict convexity of $u \mapsto u f(u)$ are needed to prove the strong convergence of $\left(\rho_{\sigma}\right)$, which then allows us to identify the limit of $\left(f_{\sigma}\left(\rho_{\sigma}\right)\right)$. An example of a function satisfying Hypothesis (H3) is $f(u)=u^{\beta}$ with $\beta \geq 1$.
Our first result is concerned with the existence analysis of (3.1). This result is needed to prove the main theorem below. We write $\|\cdot\|_{p}$ for the $L^{p}\left(\mathbb{R}^{d}\right)$ norm and define the so-called entropy density $h:[0, \infty) \rightarrow \mathbb{R}$ by

$$
h(u)=\int_{0}^{u} \int_{1}^{v} \frac{f^{\prime}(w)}{w} \mathrm{~d} w \mathrm{~d} v \quad \text { for } u \geq 0
$$

Theorem 3.1 (Existence of weak solutions to (3.1)). Let Hypotheses (H1)-(H3) hold. Then there exists a weak solution $\rho \geq 0$ to (3.1) satisfying (i) the regularity

$$
\begin{aligned}
& \rho \in L^{\infty}\left(0, \infty ; L^{1}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)\right), \quad \nabla(-\Delta)^{-s / 2} f(\rho) \in L^{2}\left(0, \infty ; L^{2}\left(\mathbb{R}^{d}\right)\right), \\
& \partial_{t} \rho \in L^{2}\left(0, \infty ; H^{-1}\left(\mathbb{R}^{d}\right)\right),
\end{aligned}
$$

(ii) the weak formulation

$$
\begin{equation*}
\int_{0}^{T}\left\langle\partial_{t} \rho, \phi\right\rangle \mathrm{d} t+\int_{0}^{T} \int_{\mathbb{R}^{d}} \rho \nabla(-\Delta)^{-s} f(\rho) \cdot \nabla \phi \mathrm{d} x \mathrm{~d} t=0 \tag{3.8}
\end{equation*}
$$

for all $\phi \in L^{2}\left(0, T ; H^{1}\left(\mathbb{R}^{d}\right)\right)$ and $T>0$, (iii) the initial datum $\rho(0)=\rho^{0}$ in the sense of $H^{-1}\left(\mathbb{R}^{d}\right)$, and (iv) the following properties for $t>0$ :

- Mass conservation: $\|\rho(t)\|_{1}=\left\|\rho^{0}\right\|_{1}$,
- Dissipation of the $L^{\infty}$ norm: $\|\rho(t)\|_{\infty} \leq\left\|\rho^{0}\right\|_{\infty}$,
- Moment estimate: $\sup _{0<t<T} \int_{\mathbb{R}^{d}} \rho(x, t)|x|^{2 d /(d-2 s)} \mathrm{d} x \leq C(T)$,
- Entropy inequality:

$$
\int_{\mathbb{R}^{d}} h(\rho(t)) \mathrm{d} x+\int_{0}^{t} \int_{\mathbb{R}^{d}}\left|\nabla(-\Delta)^{-s / 2} f(\rho)\right|^{2} \mathrm{~d} x \mathrm{~d} s \leq \int_{\mathbb{R}^{d}} h\left(\rho^{0}\right) \mathrm{d} x .
$$

Note that the Hardy-Littlewood-Sobolev-type inequality (3.68) (see Appendix 3.B) implies that

$$
\left\|\rho \nabla(-\Delta)^{-s} f(\rho)\right\|_{2}=\left\|\rho(-\Delta)^{-s / 2}\left[\nabla(-\Delta)^{-s / 2} f(\rho)\right]\right\|_{2} \leq C\|\rho\|_{d /(2 s)}\left\|\nabla(-\Delta)^{-s / 2} f(\rho)\right\|_{2},
$$

such that $\rho \nabla(-\Delta)^{-s} f(\rho) \in L^{2}\left(\mathbb{R}^{d}\right)$, and the weak formulation (3.8) is well defined.
The main ideas of the proof of Theorem 3.1 are as follows. A priori estimates for strong solutions $\rho_{\sigma}$ to the regularized equation (3.7) are derived from mass conservation, the entropy inequality, and energy-type bounds. The energy-type bound allows us to show, for sufficiently small $\sigma>0$, that the $L^{\infty}$ norm of $\rho_{\sigma}$ is bounded by the $L^{\infty}$ norm of $\rho^{0}$, up to some factor depending on the moment bound for $\rho^{0}$. The existence of a strong solution $\rho_{\sigma}$ is proved by regularizing (3.7) in a careful way to deal with the singular kernel. The regularized equation is solved locally in time by Banach's fixed-point theorem. Entropy estimates allow us to extend this solution globally in time and to pass to the de-regularization limit. The second step is the limit $\sigma \rightarrow 0$ in (3.7). Since the bounds only provide weak convergence of (a subsequence of) $\rho_{\sigma}$, the main difficulty is the identification of the nonlinear limit $f_{\sigma}\left(\rho_{\sigma}\right)$. This is done by applying the div-curl lemma and exploiting the monotonicity of $f$ and the strict convexity of $u \mapsto u f(u)$ [45].
We already mentioned that the existence of local smooth solutions $\rho_{\sigma}$ to (3.7) has been proven in [34]. However, we provide an independent proof that allows for global strong solutions and that yields a priori estimates needed in the mean-field limit.
Our second and main result is the propagation of chaos, which shows a mean-field-type convergence of the particle system (3.3) to a solution of (3.1). To define our particle system properly, we need some definitions. Introduce the smooth approximation

$$
\begin{equation*}
f_{\sigma}(u)=\int_{0}^{u}\left(\Gamma_{\sigma} *\left(f^{\prime} 1_{[0, \infty)}\right)\right)(w) \widetilde{\Xi}(\sigma w) \mathrm{d} w \quad u \in \mathbb{R}, \tag{3.9}
\end{equation*}
$$

where the mollifier $\Gamma_{\sigma}$ for $\sigma>0$ is given by $\Gamma_{\sigma}(x)=\sigma^{-1} \Gamma_{1}(x / \sigma)$, and $\Gamma_{1} \in C_{0}^{\infty}(\mathbb{R})$ satisfies $\Gamma_{1} \geq 0,\left\|\Gamma_{1}\right\|_{1}=1$, while the cutoff function $\widetilde{\Xi} \in C_{0}^{\infty}(\mathbb{R})$ satisfies $0 \leq \widetilde{\Xi} \leq 1$ in $\mathbb{R}$ and $\widetilde{\Xi}(x)=1$ for $|x| \leq 1$. Then, thanks to $\Gamma_{\sigma}$, we have $f_{\sigma} \in C^{\infty}(\mathbb{R})$. The cut-off function guarantees that the derivatives $\mathrm{D}^{k} f_{\sigma}$ are bounded and compactly supported for all $k \geq 1$. Furthermore, it holds that $f_{\sigma}^{\prime} \geq 0, f_{\sigma}(0)=0$.
In a similar way, we introduce the mollifier function $\mathcal{W}_{\beta}$ for $\beta>0$ and $x \in \mathbb{R}^{d}$ by

$$
\begin{equation*}
\mathcal{W}_{\beta}(x)=\beta^{-d} \mathcal{W}_{1}\left(\beta^{-1} x\right), \quad \mathcal{W}_{1} \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right) \text { is symmetric, } \mathcal{W}_{1} \geq 0,\left\|\mathcal{W}_{1}\right\|_{1}=1 \tag{3.10}
\end{equation*}
$$

Let us define the cut-off version of the singular kernel $\mathcal{K}$ by

$$
\widetilde{\mathcal{K}}_{\zeta}:=\mathcal{K} \omega_{\zeta} \text {, where the cut-off function } \omega_{\zeta} \in W^{1, \infty}\left(\mathbb{R}^{d}\right) \text { is such that }
$$

$$
\begin{align*}
& 0 \leq \omega_{\zeta}(x) \leq 1 \text { for } x \in \mathbb{R}^{d}, \quad\left\|\nabla \omega_{\zeta}\right\|_{\infty} \leq 2 \zeta  \tag{3.11}\\
& \omega_{\zeta}(x)=1 \text { for all }|x| \leq \zeta^{-1}, \quad \omega_{\zeta}(x)=0 \text { for all }|x| \geq 2 \zeta^{-1} .
\end{align*}
$$

Then the regularized kernel $\mathcal{K}_{\zeta}$ is given by

$$
\mathcal{K}_{\zeta}(x):=\widetilde{\mathcal{K}}_{\zeta} * \mathcal{W}_{\zeta}(x) \quad \text { for all } x \in \mathbb{R}^{d}
$$

where $\zeta>0$. Let the cutoff function $\Xi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ satisfy $0 \leq \Xi \leq 1$ in $\mathbb{R}^{d}$ and $\Xi(x)=1$ for $|x| \leq 1$. Then we define the regularized initial datum for $x \in \mathbb{R}^{d}$ by

$$
\begin{equation*}
\rho_{\sigma}^{0}(x)=\kappa_{\sigma}\left(\mathcal{W}_{\sigma} * \rho^{0}\right)(x) \Xi(\sigma x), \quad \text { where } \kappa_{\sigma}=\frac{\int_{\mathbb{R}^{d}} \rho^{0}(y) \mathrm{d} y}{\int_{\mathbb{R}^{d}}\left(\mathcal{W}_{\sigma} * \rho^{0}\right)(y) \Xi(\sigma y) \mathrm{d} y} . \tag{3.12}
\end{equation*}
$$

This definition guarantees the mass conservation since $\left\|\rho_{\sigma}^{0}\right\|_{1}=\left\|\rho^{0}\right\|_{1}$; see Section 3.2.1. Note that our particle system (3.3) depends on 4 parameters: $N \in \mathbb{N}$ denotes the number of particles, $\beta>0$ models the strength of interaction between the particles, $\zeta>0$ describes the regularization of the singular kernel $\mathcal{K}$, and $\sigma>0$ is a measure of the additional diffusion. The quantities $(\beta, \zeta, \sigma)$ are regularization parameters needed to overcome the singularity of the kernel $\mathcal{K}$ and the (possible) degeneracy of the nonlinearity $f$.
In the limit $N \rightarrow \infty,(\beta, \zeta, \sigma) \rightarrow 0$, we prove the following propagation-of-chaos result.
Theorem 3.2 (Propagation of chaos). Let $\zeta^{-2 s-1} \leq C_{1} N^{1 / 4}$ and $\beta^{-3 d-7} \leq \varepsilon \log N$ for some constants $C_{1}, \varepsilon>0$, and let $\mathrm{P}_{N, \sigma, \beta, \zeta}^{k}(t)$ be the joint distribution of $\left(X_{1}^{N}(t), \ldots, X_{k}^{N}(t)\right)$ for $k \geq 1$ and $t \in(0, T)$. Then there exists a subsequence in $\sigma$ such that

$$
\lim _{\sigma \rightarrow 0} \lim _{N \rightarrow \infty,(\beta, \zeta) \rightarrow 0} \mathrm{P}_{N, \sigma, \beta, \zeta}^{k}(t)=\mathrm{P}^{\otimes k}(t) \quad \text { in the sense of distributions, }
$$

where the limit is locally uniform in $t$, and the measure $\mathrm{P}(t)$ is absolutely continuous with respect to the Lebesgue measure with the probability density function $\rho(t)$ that is a weak solution to (3.1).

It is well known (see, e.g., Proposition 1.1.2 in the introduction of this thesis) that the result of Theorem 3.2 implies the weak convergence of the empirical measure associated to the particle system (3.3) towards the deterministic measure $\rho(t)$, i.e.

$$
\mu_{N, \sigma, \beta, \zeta}(t)=\sum_{i=1}^{N} \delta_{X_{i}^{N}(t)} \rightharpoonup \rho(t),
$$

for a subsequence in $\sigma$. Furthermore, Theorem 3.2 shows that at any time $t>0$, in the limit $N \rightarrow \infty,(\beta, \zeta, \sigma) \rightarrow 0$, any finite selection of $k$ particles in (3.3) becomes independent with limiting distribution $\rho^{\otimes k}(t)$.
If equation (3.1) was uniquely solvable, we would obtain the convergence of the whole sequence in $\sigma$. Unfortunately, the regularity of the solution $\rho$ to (3.1) is too weak to conclude the uniqueness of weak solutions. Up to our knowledge, none of the known methods, such as [8, 35], seem to be applicable to equation (3.1).
Theorem 3.2 is proved in two steps: First, we show (strong) error estimates between particles of systems (3.3) and (3.6), respectively; see Proposition 3.3 below. Second, we show the weak convergence of (a subsequence of) $\rho_{\sigma}$ to a solution $\rho$ to (3.1); see Corollary 3.13.

Proposition 3.3 (Error estimate for the stochastic system). Let $X_{i}^{N}$ and $\widehat{X}_{i}^{N}$ be the solutions to (3.3) and (3.6), respectively. We assume that $\zeta^{-2 s-1} \leq C_{1} N^{1 / 4}$ for some constant $C_{1}>0$. Let $\delta \in(0,1 / 4)$ and $a:=\min \{1, d-2 s\}>0$. Then there exist constants $\varepsilon>0$, depending on $\sigma$ and $\delta$, and $C_{2}>0$, depending on $\sigma$ and $T$, such that if $\beta^{-3 d-7} \leq$ $\varepsilon \log N$ then

$$
\mathbb{E}\left(\sup _{0<s<T} \max _{i=1, \ldots, N}\left|\left(X_{i}^{N}-\widehat{X}_{i}^{N}\right)(s)\right|\right) \leq C_{2}\left(\beta+\zeta^{a}\right) \rightarrow 0 \text { as }(N, \zeta, \beta) \rightarrow(\infty, 0,0) .
$$

The proposition is proved by estimating the differences

$$
\begin{aligned}
& E_{1}(t):=\mathbb{E}\left(\sup _{0<s<t} \max _{i=1, \ldots, N}\left|\left(X_{i}^{N}-\bar{X}_{i}^{N}\right)(s)\right|\right), \\
& E_{2}(t):=\mathbb{E}\left(\sup _{0<s<t} \max _{i=1, \ldots, N}\left|\left(\bar{X}_{i}^{N}-\widehat{X}_{i}^{N}\right)(s)\right|\right),
\end{aligned}
$$

and applying the triangle inequality. For the first difference, we estimate expressions like $\left\|\mathrm{D}^{k} \mathcal{K}_{\zeta} * u\right\|_{\infty}$ for appropriate functions $u$ and $\left\|\mathrm{D}^{k} \mathcal{W}_{\beta}\right\|_{\infty}$ for $k \in \mathbb{N}$ in terms of negative powers of $\beta$ (here, $\mathrm{D}^{k}$ denotes the $k$ th-order partial derivatives). Using properties of Riesz potentials, in particular Hardy-Littlewood-Sobolev-type inequalities (see Lemmas 3.22 and $3.23)$, we show that for some $\mu_{i}>0(i=1,2,3)$,

$$
E_{1}(t) \leq C(\sigma) \beta^{-\mu_{1}} \int_{0}^{t} E_{1}(s) \mathrm{d} s+C(\sigma) \beta^{-\mu_{2}} \zeta^{-\mu_{3}} N^{-1 / 2}
$$

By applying the Gronwall lemma and choosing a logarithmic scaling for $\beta$ and an algebraic scaling for $\zeta$ with respect to $N$, we infer that $E_{1}(t) \leq C(\sigma) N^{-\mu_{4}}$ for some $\mu_{4} \in(0,1 / 4)$. For the second difference $E_{2}$, we need the estimates $\left\|\mathcal{W}_{\beta} * u-u\right\|_{\infty} \leq C(\sigma) \beta$ (Lemma 3.21), and $\left\|\left(\mathcal{K}_{\zeta}-\mathcal{K}\right) * \rho_{\sigma}\right\|_{\infty} \leq C(\sigma) \zeta^{a},\left\|\rho_{\sigma, \beta, \zeta}-\rho_{\sigma}\right\|_{\infty} \leq C(\sigma)\left(\beta+\zeta^{a}\right)$ (Proposition 3.14), recalling that $a=\min \{1, d-2 s\}$. The proof of these estimates is very technical. The idea is to apply several times fractional Gagliardo-Nirenberg inequalities that are proved in Appendix 3.B and Hardy-Littlewood-Sobolev inequalities that are recalled in Lemmas 3.22-3.23. Then, after suitable computations,

$$
E_{2}(t) \leq C(\sigma)\left(\beta+\zeta^{a}\right)+C(\sigma) \int_{0}^{t} E_{2}(s) \mathrm{d} s,
$$

and we conclude with Gronwall's lemma that $E_{2}(t) \leq C(\sigma)\left(\beta+\zeta^{a}\right)$.

The chapter is organized as follows. The existence of global nonnegative weak solutions to (3.1) is proved in Section 3.2 by establishing an existence analysis for (3.7) and performing the limit $\sigma \rightarrow 0$. Some uniform estimates for the solution $\rho_{\rho, \beta, \zeta}$ to (3.5) and for the difference $\rho_{\sigma, \beta, \zeta}-\rho_{\sigma}$ are shown in Section 3.3. Section 3.4 is devoted to the proof of the error estimate in Theorem 3.3 and the propagation of chaos in Theorem 3.2. In Appendices 3.A-3.C we recall some auxiliary results and Hardy-Littlewood-Sobolev-type inequalities, prove new variants of fractional Gagliardo-Nirenberg inequalities, and formulate a result on parabolic regularity.

## Notation

We write $\|\cdot\|_{p}$ for the $L^{p}\left(\mathbb{R}^{d}\right)$ or $L^{p}(\mathbb{R})$ norm with $1 \leq p \leq \infty$. The ball around the origin with radius $R>0$ is denoted by $B_{R}$. The partial derivative $\partial / \partial x_{i}$ is abbreviated as $\partial_{i}$ for $i=1, \ldots, d$, and $\mathrm{D}^{\alpha}$ denotes a partial derivative of order $|\alpha|$, where $\alpha \in \mathbb{N}_{0}^{d}$ is a multiindex. The notation $\mathrm{D}^{k}$ refers to the $k$ th-order tensor of partial derivatives of order $k \in \mathbb{N}$. In this situation, the norm $\left\|\mathrm{D}^{k} u\right\|_{p}$ is the sum of all $L^{p}$ norms of partial derivatives of $u$ of order $k$. Finally, $C>0, C_{1}>0$, etc. denote generic constants with values changing from line to line.

### 3.2 Analysis of the fractional porous media equation

In this section, we prove the existence of global nonnegative weak solutions to (3.1). We first prove the existence of a solution $\rho_{\sigma}$ to (3.7) by a fixed-point argument and then perform the limit $\sigma \rightarrow 0$. In Section 3.2.1, we prove some basic estimates for a strong solution $\rho_{\sigma}$ to (3.7). Entropy and moment estimates as well as higher-order estimates are derived in Sections 3.2.2 and 3.2.3, respectively. The existence of a unique strong solution to (3.7) is proved in Section 3.2.4 using a regularized version of (3.7) and Banach's fixed-point theorem. The strong $L^{1}\left(\mathbb{R}^{d}\right)$ limit $\sigma \rightarrow 0$ is performed in Section 3.2.5 using the div-curl lemma. Finally, Section 3.2.6 is concerned with the proof of a time-uniform weak $L^{1}\left(\mathbb{R}^{d}\right)$ limit of $\left(\rho_{\sigma}\right)$, which is needed in the proof of Proposition 3.3. Recall definition (3.12) of the number $\kappa_{\sigma}$, which is stated in (iv) below.

Proposition 3.4. Let Hypotheses (H1)-(H3) hold. Then for all $\sigma>0$, there exists a unique weak solution $\rho_{\sigma} \geq 0$ to (3.7) satisfying (i) the regularity

$$
\begin{aligned}
& \rho_{\sigma} \in L^{\infty}\left(0, \infty ; L^{1}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)\right) \cap C^{0}\left([0, \infty) ; L^{2}\left(\mathbb{R}^{d}\right)\right), \\
& \nabla \rho_{\sigma} \in L^{2}\left(0, \infty ; L^{2}\left(\mathbb{R}^{d}\right)\right), \quad \partial_{t} \rho_{\sigma} \in L^{2}\left(0, \infty ; H^{-1}\left(\mathbb{R}^{d}\right)\right),
\end{aligned}
$$

(ii) the weak formulation of (3.7) with test functions $\phi \in L^{2}\left(0, T ; H^{1}\left(\mathbb{R}^{d}\right)\right)$, (iii) the inital datum $\rho_{\sigma}(0)=\rho_{\sigma}^{0}$ in $L^{2}\left(\mathbb{R}^{d}\right)$, and (vi) the following properties for $t>0$, which are uniform in $\sigma$ for sufficiently small $\sigma>0$ :

- Mass conservation: $\left\|\rho_{\sigma}(t)\right\|_{1}=\left\|\rho^{0}\right\|_{1}$.
- Dissipation of the $L^{\infty}$ norm: $\left\|\rho_{\sigma}\right\|_{L^{\infty}\left(0, \infty ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \leq \kappa_{\sigma}\left\|\rho^{0}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq C\left\|\rho^{0}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}$.
- Moment estimate: $\sup _{t \in[0, \infty)} \int_{\mathbb{R}^{d}} \rho_{\sigma}(x, t)|x|^{\frac{2 d}{d-2 s}} \mathrm{~d} x \leq C_{T}$.
- Entropy inequality:

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}} h\left(\rho_{\sigma}(T)\right) \mathrm{d} x+4 \sigma \int_{0}^{T} \int_{\mathbb{R}^{d}} f_{\sigma}^{\prime}\left(\rho_{\sigma}\right)\left|\nabla \sqrt{\rho_{\sigma}}\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& \quad+\int_{0}^{T} \int_{\mathbb{R}^{d}}\left|\nabla(-\Delta)^{-s / 2} f_{\sigma}\left(\rho_{\sigma}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t \leq \int_{\mathbb{R}^{d}} h\left(\rho_{\sigma}^{0}\right) \mathrm{d} x \quad \text { for all } T>0 .
\end{aligned}
$$

Additionally, for any $T>0,1<p<\infty$, and $2 \leq q<\infty$, there exists $C>0$, depending on $T, \sigma, p$, and $q$, such that

$$
\left\|\rho_{\sigma}\right\|_{L^{p}\left(0, T ; W^{3, p}\left(\mathbb{R}^{d}\right)\right)}+\left\|\partial_{t} \rho_{\sigma}\right\|_{L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)}+\left\|\rho_{\sigma}\right\|_{C^{0}\left([0, T] ; W^{2,1}\left(\mathbb{R}^{d}\right) \cap W^{3, q}\left(\mathbb{R}^{d}\right)\right)} \leq C,
$$

i.e., $\rho_{\sigma}$ is even a strong solution to (3.7) and $\rho_{\sigma} \in C^{0}\left([0, T] ; W^{2,1}\left(\mathbb{R}^{d}\right) \cap W^{3, q}\left(\mathbb{R}^{d}\right)\right)$ for $q \geq 2$.

### 3.2.1 Basic estimates for $\rho_{\sigma}$

We prove a priori estimates in $L^{p}$ spaces and an energy-type estimate. Let $\sigma \in(0,1)$ and let $\rho_{\sigma}$ be a nonnegative strong solution to (3.7). Integration of (3.7) in $\mathbb{R}^{d}$ and the definition of $\rho_{\sigma}^{0}$ immediately yield the mass conservation

$$
\begin{equation*}
\left\|\rho_{\sigma}(t)\right\|_{1}=\left\|\rho_{\sigma}^{0}\right\|_{1}=\left\|\rho^{0}\right\|_{1} \quad \text { for } t>0 \tag{3.13}
\end{equation*}
$$

Lemma 3.5 (Energy-type estimate). Let $F \in C^{2}([0, \infty))$ be convex and let $F\left(\rho_{\sigma}^{0}\right) \in$ $L^{1}\left(\mathbb{R}^{d}\right)$. Then

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}^{d}} F\left(\rho_{\sigma}\right) \mathrm{d} x=-\sigma \int_{\mathbb{R}^{d}} F^{\prime \prime}\left(\rho_{\sigma}\right)\left|\nabla \rho_{\sigma}\right|^{2} \mathrm{~d} x  \tag{3.14}\\
& \quad-\frac{c_{d, 1-s}}{2} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \frac{\left(G\left(\rho_{\sigma}(x)\right)-G\left(\rho_{\sigma}(y)\right)\right)\left(f_{\sigma}\left(\rho_{\sigma}(x)\right)-f_{\sigma}\left(\rho_{\sigma}(y)\right)\right)}{|x-y|^{d+2(1-s)}} \mathrm{d} x \mathrm{~d} y \leq 0,
\end{align*}
$$

where $G(u):=\int_{0}^{u} v F^{\prime \prime}(v) \mathrm{d} v$ for $u \geq 0$ and $c_{d, 1-s}$ is defined after (3.2).
Proof. First, we assume that $F^{\prime \prime}$ is additionally bounded. Then $F^{\prime}\left(\rho_{\sigma}\right)-F^{\prime}(0)$ is an admissible test function in the weak formulation of (3.7), since $\left|F^{\prime}\left(\rho_{\sigma}\right)-F^{\prime}(0)\right| \leq\left\|F^{\prime \prime}\right\|_{\infty}\left|\rho_{\sigma}\right|$. It follows from definition (3.66) of the fractional Laplacian and integration by parts that

$$
\begin{array}{rl}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}^{d}} & F\left(\rho_{\sigma}\right) \mathrm{d} x+\sigma \int_{\mathbb{R}^{d}} F^{\prime \prime}\left(\rho_{\sigma}\right)\left|\nabla \rho_{\sigma}\right|^{2} \mathrm{~d} x=-\int_{\mathbb{R}^{d}} F^{\prime \prime}\left(\rho_{\sigma}\right) \rho_{\sigma} \nabla \rho_{\sigma} \cdot \nabla(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right) \mathrm{d} x \\
& =-\int_{\mathbb{R}^{d}} \nabla G\left(\rho_{\sigma}\right) \cdot \nabla(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right) \mathrm{d} x=-\int_{\mathbb{R}^{d}} G\left(\rho_{\sigma}\right)(-\Delta)^{1-s} f_{\sigma}\left(\rho_{\sigma}\right) \mathrm{d} x \\
& =-c_{d, 1-s} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} G\left(\rho_{\sigma}(x)\right) \frac{f_{\sigma}\left(\rho_{\sigma}(x)\right)-f_{\sigma}\left(\rho_{\sigma}(y)\right)}{|x-y|^{d+2(1-s)}} \mathrm{d} x \mathrm{~d} y .
\end{array}
$$

A symmetrization of the last integral yields (3.14).
In the general case, we introduce $F_{k}(u)=F(0)+F^{\prime}(0) u+\int_{0}^{u} \int_{0}^{v} \min \left\{F^{\prime \prime}(w), k\right\} \mathrm{d} w \mathrm{~d} v$ for $k>0$. Then $F_{k}^{\prime \prime}(u)$ is bounded and (3.14) follows for $F$ replaced by $F_{k}$. The result follows after taking the limit $k \rightarrow \infty$ using monotone convergence.

We need a bound on $\kappa_{\sigma}$, defined in (3.12), to derive uniform $L^{\infty}\left(\mathbb{R}^{d}\right)$ bounds for $\rho_{\sigma}$.
Lemma 3.6 (Bound for $\kappa_{\sigma}$ ). There exists $C>0$ such that, for sufficiently small $\sigma>0$,

$$
1 \leq \kappa_{\sigma} \leq \frac{1}{1-C \sigma E}, \quad \text { where } E:=\frac{1}{\left\|\rho^{0}\right\|_{1}} \int_{\mathbb{R}^{d}}\left(1+|x|^{2 d /(d-2 s)}\right) \rho^{0}(x) \mathrm{d} x .
$$

Proof. By Young's convolution inequality (Lemma 3.19), we have

$$
\int_{\mathbb{R}^{d}}\left(\mathcal{W}_{\sigma} * \rho^{0}\right)(x) \Xi(\sigma x) \mathrm{d} x \leq\left\|\mathcal{W}_{\sigma} * \rho^{0}\right\|_{1} \leq\left\|\mathcal{W}_{\sigma}\right\|_{1}\left\|\rho^{0}\right\|_{1}=\left\|\rho^{0}\right\|_{1}
$$

which shows that $\kappa_{\sigma} \geq 1$. To prove the upper bound, we use the triangle inequality $|x| \leq|x-y|+|y|:$

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} & \left(\mathcal{W}_{\sigma} * \rho^{0}\right)(x) \Xi(\sigma x) \mathrm{d} x \geq \int_{\{|x| \leq 1 / \sigma\}} \int_{\mathbb{R}^{d}} \mathcal{W}_{\sigma}(x-y) \rho^{0}(y) \mathrm{d} y \mathrm{~d} x \\
& =\int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} \mathcal{W}_{\sigma}(x-y) \mathrm{d} x\right) \rho^{0}(y) \mathrm{d} y-\int_{\{|x|>1 / \sigma\}} \int_{\mathbb{R}^{d}} \mathcal{W}_{\sigma}(x-y) \rho^{0}(y) \mathrm{d} y \mathrm{~d} x \\
& \geq \int_{\mathbb{R}^{d}} \rho^{0}(y) \mathrm{d} y-\sigma^{2 d /(d-2 s)} \int_{\{|x|>1 / \sigma\}} \int_{\mathbb{R}^{d}}|x|^{2 d /(d-2 s)} \mathcal{W}_{\sigma}(x-y) \rho^{0}(y) \mathrm{d} y \mathrm{~d} x \\
& \geq \int_{\mathbb{R}^{d}} \rho^{0}(y) \mathrm{d} y-\sigma^{2 d /(d-2 s)} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}|x-y|^{2 d /(d-2 s)} \mathcal{W}_{\sigma}(x-y) \rho^{0}(y) \mathrm{d} y \mathrm{~d} x \\
& \quad-\sigma^{2 d /(d-2 s)} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}|y|^{2 d /(d-2 s)} \mathcal{W}_{\sigma}(x-y) \rho^{0}(y) \mathrm{d} y \mathrm{~d} x .
\end{aligned}
$$

Using the property $\int_{\mathbb{R}^{d}}|z|^{2 d /(d-2 s)} \mathcal{W}_{\sigma}(z) \mathrm{d} z \leq C \sigma^{2 d /(d-2 s)}$ for the second term on the righthand side and $\left\|\mathcal{W}_{\beta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}=1$ for the third term, we find that

$$
\begin{aligned}
\int_{\mathbb{R}^{d}}\left(\mathcal{W}_{\sigma} * \rho^{0}\right)(x) \Xi(\sigma x) \mathrm{d} x \geq & \int_{\mathbb{R}^{d}} \rho^{0}(y) \mathrm{d} y-C \sigma^{4 d /(d-2 s)} \int_{\mathbb{R}^{d}} \rho^{0}(y) \mathrm{d} y \\
& -\sigma^{2 d /(d-2 s)} \int_{\mathbb{R}^{d}}|y|^{2 d /(d-2 s)} \rho^{0}(y) \mathrm{d} y .
\end{aligned}
$$

Because of $\sigma^{2 d /(d-2 s)} \leq \sigma$ for $\sigma \leq 1$, we obtain

$$
\begin{aligned}
\frac{\left\|\rho^{0}\right\|_{1}}{\kappa_{\sigma}} & =\int_{\mathbb{R}^{d}}\left(\mathcal{W}_{\sigma} * \rho^{0}\right)(x) \Xi(\sigma x) \mathrm{d} x \geq \int_{\mathbb{R}^{d}} \rho^{0}(y) \mathrm{d} y-C \sigma \int_{\mathbb{R}^{d}}\left(1+|y|^{2 d /(d-2 s)}\right) \rho^{0}(y) \mathrm{d} y \\
& \geq \int_{\mathbb{R}^{d}} \rho^{0}(y) \mathrm{d} y-C \sigma \int_{\mathbb{R}^{d}} \rho^{0}(y) \mathrm{d} y \cdot E=\left\|\rho^{0}\right\|_{1}(1-C \sigma E)
\end{aligned}
$$

which proves the lemma.
Lemma 3.7 (Bounds for $\rho_{\sigma}$ ). The following bounds hold:

$$
\begin{align*}
\left\|\rho_{\sigma}(t)\right\|_{\infty} & \leq \kappa_{\sigma}\left\|\rho^{0}\right\|_{\infty} \leq C\left\|\rho^{0}\right\|_{\infty}, \quad t>0  \tag{3.15}\\
\sqrt{\sigma}\left\|\rho_{\sigma}\right\|_{L^{2}\left(0, T ; H^{1}\left(\mathbb{R}^{d}\right)\right)} & \leq\left\|\rho^{0}\right\|_{2} \tag{3.16}
\end{align*}
$$

where (3.15) holds for sufficiently small $\sigma>0$.
Lemma 3.7 and mass conservation imply that $\left\|\rho_{\sigma}(t)\right\|_{p}$ is bounded for all $t>0$ and $1 \leq$ $p \leq \infty$. Observe that $\kappa_{\sigma} \rightarrow 1$ as $\sigma \rightarrow 0$. So, if $\rho_{\sigma}(t) \rightarrow \rho(t)$ a.e., the dissipation of the $L^{\infty}$ norm follows, as stated in Theorem 3.1 (iv).

Proof. The convexity of $F$ shows that $G$, defined in Lemma 3.5, is nondecreasing. Therefore, $(\mathrm{d} / \mathrm{d} t) \int_{\mathbb{R}^{d}} F\left(\rho_{\sigma}\right) \mathrm{d} x \leq 0$ and

$$
\sup _{t>0} \int_{\mathbb{R}^{d}} F\left(\rho_{\sigma}(t)\right) \mathrm{d} x \leq \int_{\mathbb{R}^{d}} F\left(\rho_{\sigma}^{0}\right) \mathrm{d} x
$$

We choose a convex function $F \in C^{2}([0, \infty))$ such that $F(u)=0$ for $u \leq\left\|\rho_{\sigma}^{0}\right\|_{\infty}, F(u)>0$ for $u>\left\|\rho_{\sigma}^{0}\right\|_{\infty}$ and satisfying $F(u) \leq C u$ for $u \rightarrow \infty$. Then

$$
0 \leq \int_{\mathbb{R}^{d}} F\left(\rho_{\sigma}(t)\right) \mathrm{d} x \leq \int_{\mathbb{R}^{d}} F\left(\rho_{\sigma}^{0}\right) \mathrm{d} x=0 \quad \text { for } t>0
$$

Consequently, $\rho_{\sigma}(x, t) \leq\left\|\rho_{\sigma}^{0}\right\|_{\infty} \leq \kappa_{\sigma}\left\|\rho^{0}\right\|_{\infty}$ for $t>0$, showing the $L^{\infty}\left(\mathbb{R}^{d}\right)$ bound. Finally, choosing $F(u)=u^{2}$ in Lemma 3.5, the $L^{2}\left(0, T ; H^{1}\left(\mathbb{R}^{d}\right)\right)$ estimate follows.

### 3.2.2 Entropy and moment estimates

We need a fractional derivative estimate for $f_{\sigma}\left(\rho_{\sigma}\right)$, which is not an immediate consequence of Lemma 3.5. To this end, we define the entropy density

$$
h_{\sigma}(u)=\int_{0}^{u} \int_{1}^{v} \frac{f_{\sigma}^{\prime}(w)}{w} \mathrm{~d} w \mathrm{~d} v, \quad u \geq 0
$$

Lemma 3.8 (Entropy balance). It holds for all $t>0$ that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}^{d}} h_{\sigma}\left(\rho_{\sigma}\right) \mathrm{d} x+4 \sigma \int_{\mathbb{R}^{d}} f_{\sigma}^{\prime}\left(\rho_{\sigma}\right)\left|\nabla \rho_{\sigma}^{1 / 2}\right|^{2} \mathrm{~d} x+\int_{\mathbb{R}^{d}}\left|\nabla(-\Delta)^{-s / 2} f_{\sigma}\left(\rho_{\sigma}\right)\right|^{2} \mathrm{~d} x=0 .
$$

In particular, for all $T>0$, there exists $C>0$ such that

$$
\begin{equation*}
\left\|f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{L^{2}\left(0, T ; H^{1-s}\left(\mathbb{R}^{d}\right)\right)} \leq C . \tag{3.17}
\end{equation*}
$$

Proof. The idea is to apply Lemma 3.5. Since $h_{\sigma} \notin C^{2}([0, \infty))$, we cannot use the lemma directly. Instead, we apply it to the regularized function

$$
h_{\sigma}^{\delta}(u)=\int_{0}^{u} \int_{1}^{v} \frac{f_{\sigma}^{\prime}(w)}{w+\delta} \mathrm{d} w \mathrm{~d} v, \quad u \geq 0
$$

where $\delta>0$. Choosing $F=h_{\sigma}^{\delta}$ in Lemma 3.5 gives

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}^{d}} h_{\sigma}^{\delta}\left(\rho_{\sigma}\right) \mathrm{d} x+4 \sigma \int_{\mathbb{R}^{d}} f_{\sigma}^{\prime}\left(\rho_{\sigma}\right) \frac{\rho_{\sigma}}{\rho_{\sigma}+\delta}\left|\nabla \rho_{\sigma}^{1 / 2}\right|^{2} \mathrm{~d} x  \tag{3.18}\\
& \quad=-\frac{c_{d, 1-s}}{2} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \frac{\left(f_{\sigma}^{\delta}\left(\rho_{\sigma}(x)\right)-f_{\sigma}^{\delta}\left(\rho_{\sigma}(y)\right)\right)\left(f_{\sigma}\left(\rho_{\sigma}(x)\right)-f_{\sigma}\left(\rho_{\sigma}(y)\right)\right.}{|x-y|^{d+2(1-s)}} \mathrm{d} x \mathrm{~d} y
\end{align*}
$$

where $f_{\sigma}^{\delta}(u):=\int_{0}^{u}(v /(v+\delta)) f_{\sigma}^{\prime}(v) \mathrm{d} v$ for $u \geq 0$.
Step 1: Estimate of $h_{\sigma}^{\delta}$. The pointwise limit $h_{\sigma}^{\delta}\left(\rho_{\sigma}\right) \rightarrow h_{\sigma}\left(\rho_{\sigma}\right)$ holds a.e. in $\mathbb{R}^{d} \times(0, T)$ as $\delta \rightarrow 0$. We observe that for all $0<u \leq 1$,

$$
\left|h_{\sigma}^{\delta}(u)\right| \leq \sup _{0<v<1} f^{\prime}(v) \int_{0}^{u} \int_{v}^{1} \frac{\mathrm{~d} w}{w} \mathrm{~d} v \leq C u(|\log u|+1)
$$

while for all $u>1$, since $f_{\sigma}^{\prime} \geq 0$ in $[0, \infty)$,

$$
\begin{aligned}
\left|h_{\sigma}^{\delta}(u)\right| & \leq \int_{0}^{1} \int_{v}^{1} \frac{f_{\sigma}^{\prime}(w)}{w+\delta} \mathrm{d} w \mathrm{~d} v+\int_{1}^{u} \int_{1}^{v} \frac{f_{\sigma}^{\prime}(w)}{w+\delta} \mathrm{d} w \mathrm{~d} v \\
& \leq C+\int_{1}^{u} \int_{1}^{v} f_{\sigma}^{\prime}(w) \mathrm{d} w \mathrm{~d} v \leq C+\int_{0}^{u} f_{\sigma}(v) \mathrm{d} v \leq C+u f_{\sigma}(u)
\end{aligned}
$$

The last inequality follows after integration of $f_{\sigma}(v) \leq f_{\sigma}(v)+v f_{\sigma}^{\prime}(v)=\left(v f_{\sigma}(v)\right)^{\prime}$ in $(0, u)$. Therefore, since $\rho_{\sigma} \leq\left\|\rho_{\sigma}^{0}\right\|_{\infty}$ a.e. in $\mathbb{R}^{d} \times(0, \infty)$, we find that

$$
\left|h_{\sigma}^{\delta}\left(\rho_{\sigma}\right)\right| \leq C \rho_{\sigma}\left(\left|\log \rho_{\sigma}\right|+1\right) 1_{\left\{\rho_{\sigma} \leq 1\right\}}+C 1_{\left\{\rho_{\sigma}>1\right\}} \leq C\left(\rho_{\sigma}^{\theta}+\rho_{\sigma}\right),
$$

where $\theta \in(0,1)$ is arbitrary, and consequently, because of mass conservation,

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}\left|h_{\sigma}^{\delta}\left(\rho_{\sigma}\right)\right| \mathrm{d} x \leq C+C \int_{\mathbb{R}^{d}} \rho_{\sigma}^{\theta} \mathrm{d} x . \tag{3.19}
\end{equation*}
$$

Step 2: Estimate of $\int_{\mathbb{R}^{d}} \rho_{\sigma}^{\theta} \mathrm{d} x$. Let $0<\alpha<1$ and $d /(d+\alpha)<\theta<1$. Then, by Young's inequality,

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} \rho_{\sigma}^{\theta} \mathrm{d} x & =\int_{\mathbb{R}^{d}}\left(1+|x|^{2}\right)^{\alpha \theta / 2} \rho_{\sigma}^{\theta}\left(1+|x|^{2}\right)^{-\alpha \theta / 2} \mathrm{~d} x \\
& \leq \int_{\mathbb{R}^{d}}\left(1+|x|^{2}\right)^{\alpha / 2} \rho_{\sigma} \mathrm{d} x+C \int_{\mathbb{R}^{d}}\left(1+|x|^{2}\right)^{-\alpha \theta /(2(1-\theta))} \mathrm{d} x \\
& \leq \int_{\mathbb{R}^{d}}\left(1+|x|^{2}\right)^{\alpha / 2} \rho_{\sigma} \mathrm{d} x+C,
\end{aligned}
$$

since the choice of $\theta$ guarantees that $-\alpha \theta /(2(1-\theta))<-d / 2$, so $\int_{\mathbb{R}^{d}}\left(1+|x|^{2}\right)^{-\alpha \theta /(2(1-\theta))} \mathrm{d} x<$ $\infty$. To control the right-hand side, we need to bound a suitable moment of $\rho_{\sigma}$.
For this, we use the test function $\left(1+|x|^{2}\right)^{\alpha / 2} \xi_{k}$ in the weak formulation of (3.7), where $\xi_{k} \in C_{0}^{2}\left(\mathbb{R}^{d}\right)$ is a cut-off function with the properties

$$
\begin{aligned}
& \xi_{k}(x)=1 \quad \text { for }|x| \leq k, \quad \xi_{k}(x)=0 \quad \text { for }|x| \geq 2 k \\
& k\left|\nabla \xi_{k}(x)\right|+k^{2}\left|\Delta \xi_{k}(x)\right| \leq C, \quad 0 \leq \xi_{k}(x) \leq 1 \quad \text { for } x \in \mathbb{R}^{d},
\end{aligned}
$$

and $k>1$ is arbitrary. We find that

$$
\begin{aligned}
\int_{\mathbb{R}^{d}}(1 & \left.+|x|^{2}\right)^{\alpha / 2} \xi_{k} \rho_{\sigma}(t) \mathrm{d} x=\int_{\mathbb{R}^{d}}\left(1+|x|^{2}\right)^{\alpha / 2} \xi_{k} \rho_{\sigma}^{0} \mathrm{~d} x+\sigma \int_{0}^{t} \int_{\mathbb{R}^{d}} \rho_{\sigma} \xi_{k} \Delta\left(1+|x|^{2}\right)^{\alpha / 2} \mathrm{~d} x \mathrm{~d} s \\
& +\sigma \int_{0}^{t} \int_{\mathbb{R}^{d}} \rho_{\sigma}\left(2 \nabla\left[\left(1+|x|^{2}\right)^{\alpha / 2}\right] \cdot \nabla \xi_{k}+\left(1+|x|^{2}\right)^{\alpha / 2} \Delta \xi_{k}\right) \mathrm{d} x \mathrm{~d} s \\
& -\alpha \int_{0}^{t} \int_{\mathbb{R}^{d}} \rho_{\sigma} \xi_{k}\left(1+|x|^{2}\right)^{\alpha / 2-1} x \cdot \nabla(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right) \mathrm{d} x \mathrm{~d} s \\
& -\int_{0}^{t} \int_{\mathbb{R}^{d}} \rho_{\sigma}\left(1+|x|^{2}\right)^{\alpha / 2} \nabla \xi_{k} \cdot \nabla(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right) \mathrm{d} x \mathrm{~d} s .
\end{aligned}
$$

Since $\alpha<1$ and $0 \leq \xi_{k} \leq 1$ in $\mathbb{R}^{d}$, the terms involving $\Delta\left(1+|x|^{2}\right)^{\alpha / 2}$ and $x\left(1+|x|^{2}\right)^{\alpha / 2-1}$ are bounded in $\mathbb{R}^{d}$. It follows from the choice of $\xi_{k}$ that

$$
\left|\nabla\left[\left(1+|x|^{2}\right)^{\alpha / 2}\right] \cdot \nabla \xi_{k}\right|+\left|\left(1+|x|^{2}\right)^{\alpha / 2} \Delta \xi_{k}\right| \leq C k^{\alpha-2}, \quad\left(1+|x|^{2}\right)^{\alpha / 2}\left|\nabla \xi_{k}\right| \leq C k^{\alpha-1}
$$

Thus, taking into account the assumption on $\rho^{0}$ and mass conservation,

$$
\sup _{0<t<T} \int_{\mathbb{R}^{d}}\left(1+|x|^{2}\right)^{\alpha / 2} \xi_{k} \rho_{\sigma}(t) \mathrm{d} x \leq C+C \int_{0}^{T} \int_{\mathbb{R}^{d}} \rho_{\sigma}(-\Delta)^{-s / 2}\left|\nabla(-\Delta)^{-s / 2} f_{\sigma}\left(\rho_{\sigma}\right)\right| \mathrm{d} x \mathrm{~d} t
$$

Next, we apply the Hardy-Littlewood-Sobolev inequality (see Lemma 3.22) and the Hölder inequality and use the fact that $\rho_{\sigma}(t)$ is bounded in any $L^{p}\left(\mathbb{R}^{d}\right)$ :

$$
\begin{aligned}
& \sup _{0<t<T} \int_{\mathbb{R}^{d}}\left(1+|x|^{2}\right)^{\alpha / 2} \rho_{\sigma}(x, t) \xi_{k}(x) \mathrm{d} x \\
& \\
& \quad \leq C+C \int_{0}^{T}\left\|\rho_{\sigma}\right\|_{2 d /(d+2 s)}\left\|(-\Delta)^{-s / 2}\left[\nabla(-\Delta)^{-s / 2} f_{\sigma}\left(\rho_{\sigma}\right)\right]\right\|_{2 d /(d-2 s)} \mathrm{d} t \\
& \quad \leq C+\int_{0}^{T}\left\|\rho_{\sigma}\right\|_{2 d /(d+2 s)}\left\|\nabla(-\Delta)^{-s / 2} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{2} \mathrm{~d} t \\
& \quad \leq C(\eta)+\eta \int_{0}^{T}\left\|\nabla(-\Delta)^{-s / 2} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{2}^{2} \mathrm{~d} t
\end{aligned}
$$

for all $\eta>0$. Since $\xi_{k}(x) \leq \xi_{k+1}(x)$ for $x \in \mathbb{R}^{d}, k>1$, and $\xi_{k} \rightarrow 1$ a.e. in $\mathbb{R}^{d}$ as $k \rightarrow \infty$, we deduce from monotone convergence that in the limit $k \rightarrow \infty$,

$$
\sup _{0<t<T} \int_{\mathbb{R}^{d}}\left(1+|x|^{2}\right)^{\alpha / 2} \rho_{\sigma}(x, t) \mathrm{d} x \leq C(\eta)+\eta \int_{0}^{T}\left\|\nabla(-\Delta)^{-s / 2} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{2}^{2} \mathrm{~d} t
$$

for all $\eta>0$. This proves that

$$
\int_{\mathbb{R}^{d}} \rho_{\sigma}^{\theta} \mathrm{d} x \leq C(\eta)+\eta \int_{0}^{T}\left\|\nabla(-\Delta)^{-s / 2} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{2}^{2} \mathrm{~d} t
$$

Step 3: A priori estimate. Inserting the previous estimate into (3.19) leads to

$$
\sup _{0<t<T} \int_{\mathbb{R}^{d}}\left|h_{\sigma}^{\delta}\left(\rho_{\sigma}(x, t)\right)\right| \mathrm{d} x \leq C(\eta)+\eta \int_{0}^{T}\left\|\nabla(-\Delta)^{-s / 2} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{2}^{2} \mathrm{~d} t
$$

We integrate (3.18) in time and use the previous estimate:

$$
\begin{aligned}
& 4 \sigma \int_{0}^{T} \int_{\mathbb{R}^{d}} f_{\sigma}^{\prime}\left(\rho_{\sigma}\right) \frac{\rho_{\sigma}}{\rho_{\sigma}+\delta}\left|\nabla \rho_{\sigma}^{1 / 2}\right|^{2} \mathrm{~d} x \mathrm{~d} t \\
& \quad+\frac{c_{d, 1-s}}{2} \int_{0}^{T} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \frac{\left(f_{\sigma}^{\delta}\left(\rho_{\sigma}(x)\right)-f_{\sigma}^{\delta}\left(\rho_{\sigma}(y)\right)\right)\left(f_{\sigma}\left(\rho_{\sigma}(x)\right)-f_{\sigma}\left(\rho_{\sigma}(y)\right)\right.}{|x-y|^{d+2(1-s)}} \mathrm{d} x \mathrm{~d} y \mathrm{~d} t \\
& \quad \leq \int_{\mathbb{R}^{d}}\left|h_{\sigma}^{\delta}\left(\rho_{\sigma}(T)\right)\right| \mathrm{d} x+\int_{\mathbb{R}^{d}}\left|h_{\sigma}^{\delta}\left(\rho_{\sigma}^{0}\right)\right| \mathrm{d} x \leq C(\eta)+\eta \int_{0}^{T}\left\|\nabla(-\Delta)^{-s / 2} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{2}^{2} \mathrm{~d} t
\end{aligned}
$$

We wish to pass to the limit $\delta \rightarrow 0$ in the previous inequality. We deduce from dominated convergence that $f_{\sigma}^{\delta}\left(\rho_{\sigma}\right) \rightarrow f_{\sigma}\left(\rho_{\sigma}\right)$ a.e. in $\mathbb{R}^{d} \times[0, \infty)$. The integrand of the second term on the left-hand side is nonnegative, and we obtain from Fatou's lemma that

$$
\begin{align*}
& 4 \sigma \int_{0}^{T} \int_{\mathbb{R}^{d}} f_{\sigma}^{\prime}\left(\rho_{\sigma}\right)\left|\nabla \rho_{\sigma}^{1 / 2}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\frac{c_{d, 1-s}}{2} \int_{0}^{T} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \frac{\left(f_{\sigma}\left(\rho_{\sigma}(x)\right)-f_{\sigma}\left(\rho_{\sigma}(y)\right)\right)^{2}}{|x-y|^{d+2(1-s)}} \mathrm{d} x \mathrm{~d} y \mathrm{~d} t  \tag{3.20}\\
& \quad \leq C(\eta)+\eta \int_{0}^{T}\left\|\nabla(-\Delta)^{-s / 2} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{2}^{2} \mathrm{~d} t .
\end{align*}
$$

By the integral representation of the fractional Laplacian,

$$
\frac{c_{d, 1-s}}{2} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \frac{\left(f_{\sigma}\left(\rho_{\sigma}(x)\right)-f_{\sigma}\left(\rho_{\sigma}(y)\right)\right)^{2}}{|x-y|^{d+2(1-s)}} \mathrm{d} x \mathrm{~d} y=\left\|\nabla(-\Delta)^{-s / 2} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{2}^{2},
$$

the last term in (3.20) can be absorbed for sufficiently small $\eta>0$ by the second term on the left-hand side. This leads to the estimate

$$
4 \sigma \int_{0}^{T} \int_{\mathbb{R}^{d}} f_{\sigma}^{\prime}\left(\rho_{\sigma}\right)\left|\nabla \rho_{\sigma}^{1 / 2}\right|^{2} \mathrm{~d} x \mathrm{~d} t+\int_{0}^{T} \int_{\mathbb{R}^{d}}\left|\nabla(-\Delta)^{-s / 2} f_{\sigma}\left(\rho_{\sigma}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} t \leq C .
$$

Thus, we can pass to the limit $\delta \rightarrow 0$ in (3.18) giving the desired entropy balance. Finally, bound (3.17) follows from the definition of the $H^{1-s}\left(\mathbb{R}^{d}\right)$ norm and the facts that $f_{\sigma}\left(\rho_{\sigma}\right) \in$ $L^{2}\left(\mathbb{R}^{d}\right)$ since $f_{\sigma}$ is locally Lipschitz continuous, $f_{\sigma}(0)=0$, and $\rho_{\sigma}$ is bounded both in $L^{\infty}\left(\mathbb{R}^{d}\right)$ and $L^{2}\left(\mathbb{R}^{d}\right)$ independently of $\sigma$.

Lemma 3.9 (Moment estimate). It holds that

$$
\sup _{0<t<T} \int_{\mathbb{R}^{d}} \rho_{\sigma}(x, t)|x|^{2 d /(d-2 s)} \mathrm{d} x \leq C,
$$

where $C>0$ depends on $T$ and the $L^{1}\left(\mathbb{R}^{d}\right)$ norms of $\rho^{0}$ and $|\cdot|^{2 d /(d-2 s)} \rho^{0}$.
Proof. For the following computations, we would need to use cut-off functions to make the calculations rigorous. We leave the details to the reader, as we wish to simplify the presentation. Let $m=2 d /(d-2 s)$. Since $|\cdot|^{m} \rho^{0} \in L^{1}\left(\mathbb{R}^{d}\right)$ by assumption, we can compute

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}^{d}} \rho_{\sigma}(t) \frac{|x|^{m}}{m} \mathrm{~d} x & =\sigma(m-2+d) \int_{\mathbb{R}^{d}}|x|^{m-2} \rho_{\sigma} \mathrm{d} x-\int_{\mathbb{R}^{d}} \rho_{\sigma}|x|^{m-2} x \cdot \nabla(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right) \mathrm{d} x \\
& \leq C\left\||\cdot|^{m-2} \rho_{\sigma}\right\|_{1}+\left\||\cdot|^{m-1} \rho_{\sigma}\right\|_{2 d /(d+2 s)}\left\|\nabla(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{2 d /(d-2 s)} \tag{3.21}
\end{align*}
$$

By Young's inequality and mass conservation, we have

$$
\left\||\cdot|^{m-2} \rho_{\sigma}\right\|_{1} \leq C \int_{\mathbb{R}^{d}}\left(1+|x|^{m}\right) \rho_{\sigma} \mathrm{d} x \leq C+C \int_{\mathbb{R}^{d}}|x|^{m} \rho_{\sigma} \mathrm{d} x .
$$

It follows from (3.17) that $\nabla(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right)$ is bounded in $L^{2}\left(0, T ; H^{s}\left(\mathbb{R}^{d}\right)\right)$. In particular, because of the Sobolev embedding $H^{s}\left(\mathbb{R}^{d}\right) \hookrightarrow L^{m}\left(\mathbb{R}^{d}\right)$,

$$
\left\|\nabla(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{L^{2}\left(0, T ; L^{m}\left(\mathbb{R}^{d}\right)\right)} \leq C .
$$

Furthermore, using $\rho_{\sigma} \in L^{\infty}\left(0, \infty ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)$, Young's inequality, and the property $2 d /(d+$ $2 s) \geq 1$ (recall that $d \geq 2$ )

$$
\begin{aligned}
\left\||\cdot|^{m-1} \rho_{\sigma}\right\|_{2 d /(d+2 s)}^{2 d /(d+2 s)} & =\int_{\mathbb{R}^{d}} \rho_{\sigma}^{2 d /(d+2 s)}|x|^{2 d(m-1) /(d+2 s)} \mathrm{d} x \\
& \leq C+C \int_{\mathbb{R}^{d}} \rho_{\sigma}|x|^{2 d(m-1) /(d+2 s)} \mathrm{d} x .
\end{aligned}
$$

Thus, we infer from (3.21) and the identity $2 d(m-1) /(d+2 s)=m$ that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}^{d}} \rho_{\sigma}(t) \frac{|x|^{m}}{m} \mathrm{~d} x \leq C+C \int_{\mathbb{R}^{d}} \rho_{\sigma}(t)|x|^{m} \mathrm{~d} x
$$

and Gronwall's lemma concludes the proof.

### 3.2.3 Higher-order estimate

We need some estimates in higher-order Sobolev spaces.
Proposition 3.10 (Higher-order regularity). Let $T>0,1<p<\infty$ and $2 \leq q<\infty$. Then there exists $C>0$, depending on $T, \sigma, p$, and $q$, such that

$$
\left\|\rho_{\sigma}\right\|_{L^{p}\left(0, T ; W^{3, p}\left(\mathbb{R}^{d}\right)\right)}+\left\|\partial_{t} \rho_{\sigma}\right\|_{L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)}+\left\|\rho_{\sigma}\right\|_{C^{0}\left([0, T] ; W^{2, q}\left(\mathbb{R}^{d}\right)\right)} \leq C .
$$

Proof. Step 1: Case $s>1 / 2$. If $s>1 / 2$ then $w:=\rho_{\sigma} \nabla(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right)$ does not involve any derivative of $\rho_{\sigma}$. Thus $w \in L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)$ for $p<\infty$ and Lemma 3.26 in Appendix 3.C implies that $\rho_{\sigma} \in L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)$. Iterating the argument leads to the conclusion. Thus, in the following, we can assume that $0<s \leq 1 / 2$.
Step 2: Estimate of $\operatorname{div} w$ in $L^{p}\left(0, T ; W^{-1, p}\left(\mathbb{R}^{d}\right)\right)$. We claim that $w$ can be estimated in $L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)$ for any $p<\infty$. Then, by Lemma $3.26, \nabla \rho_{\sigma} \in L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)$. We use the $L^{\infty}$ bound for $\rho_{\sigma}$, the fractional Gagliardo-Nirenberg inequality (Lemma 3.24), and Young's inequality to find that

$$
\|w\|_{p} \leq C\left\|\nabla(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{p} \leq C\left\|f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{p}^{2 s}\left\|\nabla f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{p}^{1-2 s} \leq C(\eta)+\eta\left\|\nabla \rho_{\sigma}\right\|_{p}
$$

where $\eta>0$ is arbitrary. By estimate (3.72) in Lemma 3.26,

$$
\left\|\rho_{\sigma} \nabla(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{p}=\|w\|_{p} \leq C(\eta)+\eta\left(\left\|\rho_{\sigma} \nabla(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{p}+T^{1 / p}\left\|\nabla \rho^{0}\right\|_{p}\right) .
$$

Choosing $\eta>0$ sufficiently small shows the claim.
Step 3: Estimate of $\operatorname{div} w$ in $L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)$. We use Hölder's inequality with $1 / p=$ $2 s /(d+p)+1 / q$ to obtain

$$
\begin{aligned}
\|\operatorname{div} w\|_{p} & \leq\left\|\nabla \rho_{\sigma} \cdot \nabla(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{p}+\left\|\rho_{\sigma}(-\Delta)^{1-s} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{p} \\
& \leq\left\|\nabla \rho_{\sigma}\right\|_{(d+p) /(2 s)}\left\|\nabla(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{q}+C\left\|(-\Delta)^{1-s} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{p} .
\end{aligned}
$$

By the fractional Gagliardo-Nirenberg inequality (Lemma 3.25 with $\theta=1+d / p-d / q-2 s$ and Lemma 3.24 with $s$ replaced by $1-s$ ) and Young's inequality, it follows that

$$
\|\operatorname{div} w\|_{p} \leq C\left\|\nabla \rho_{\sigma}\right\|_{(d+p) /(2 s)}\left\|f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{p}^{1-\theta}\left\|\nabla f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{p}^{\theta}+C\left\|f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{p}^{s}\left\|\mathrm{D}^{2} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{p}^{1-s}
$$

$$
\begin{aligned}
& \leq C\left\|\nabla \rho_{\sigma}\right\|_{(d+p) /(2 s)}\left\|\nabla \rho_{\sigma}\right\|_{p}^{\theta}+C\left\|f_{\sigma}^{\prime}\left(\rho_{\sigma}\right) \mathrm{D}^{2} \rho_{\sigma}+f_{\sigma}^{\prime \prime}\left(\rho_{\sigma}\right) \nabla \rho_{\sigma} \otimes \nabla \rho_{\sigma}\right\|_{p}^{1-s} \\
& \leq C(\eta)+C\left\|\nabla \rho_{\sigma}\right\|_{(d+p) /(2 s)}^{1 /(1-\theta)}+C\left\|\nabla \rho_{\sigma}\right\|_{p}+C\left\|\nabla \rho_{\sigma}\right\|_{2 p}^{2}+\eta\left\|\mathrm{D}^{2} \rho_{\sigma}\right\|_{p},
\end{aligned}
$$

where $\eta>0$ is arbitrary. Taking the $L^{p}(0, T)$ norm of the previous inequality and observing that $p /(1-\theta)=(d+p) /(2 s)$ (because of $\theta=d(1 / p-1 / q)+1-2 s)$, it follows that

$$
\begin{aligned}
\|\operatorname{div} w\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq & C+C\left\|\nabla \rho_{\sigma}\right\|_{L^{(d+p)(2 s)}\left(0, T ; L^{(d+p) /(2 s)}\left(\mathbb{R}^{d}\right)\right)}^{1 /(1-\theta)}+C\left\|\nabla \rho_{\sigma}\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \\
& +C\left\|\nabla \rho_{\sigma}\right\|_{L^{2 p}\left(0, T ; L^{2 p}\left(\mathbb{R}^{d}\right)\right)}^{2}+\eta\left\|\mathrm{D}^{2} \rho_{\sigma}\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} .
\end{aligned}
$$

Lemma 3.26 and Step $2\left(\nabla \rho_{\sigma} \in L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)\right.$ ) show that

$$
\left\|\partial_{t} \rho_{\sigma}\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)}+(1-C \eta)\left\|\mathrm{D}^{2} \rho_{\sigma}\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C .
$$

Choosing $\eta>0$ sufficiently small, this yields $\partial_{t} \rho_{\sigma} \in L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)$ and $\rho_{\sigma} \in L^{p}(0, T$; $W^{2, p}\left(\mathbb{R}^{d}\right)$ ). We deduce from Lemma 3.20 , applied to $\nabla \rho_{\sigma}$, that $\nabla \rho_{\sigma} \in L^{\infty}\left(0, T ; L^{q}\left(\mathbb{R}^{d}\right)\right)$ for any $2 \leq q<\infty$. (At this point, we need the restriction $q \geq 2$.)
Step 4: Higher-order regularity. To improve the regularity of $\rho_{\sigma}$, we differentiate (3.7) in space. Recall that $\partial_{i}=\partial / \partial x_{i}, i=1, \ldots, d$. Then

$$
\begin{align*}
& \partial_{t} \partial_{i} \rho_{\sigma}-\sigma \Delta \partial_{i} \rho_{\sigma}=\sum_{j=1}^{d} \partial_{i} \partial_{j}\left(\rho_{\sigma} \partial_{j}(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right)\right)=\sum_{j=1}^{d}\left(\partial_{i j}^{2} \rho_{\sigma} \partial_{j}(-\Delta)^{s} f_{\sigma}\left(\rho_{\sigma}\right)\right. \\
& \left.\quad+\partial_{i} \rho_{\sigma} \partial_{j j}^{2}(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right)+\partial_{j} \rho_{\sigma} \partial_{i j}^{2}(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right)+\rho_{\sigma} \partial_{i j j}^{3}(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right)\right) . \tag{3.22}
\end{align*}
$$

We estimate the right-hand side term by term. Let $0<s \leq 1 / 2$. First, by Hölder's inequality with $1 / p=1 / q+1 / r, 1<p<q<\infty, \max \{2, p\}<r<\infty$ and the fractional Gagliardo-Nirenberg inequality (Lemma 3.24),

$$
\begin{aligned}
& \left\|\partial_{i j}^{2} \rho_{\sigma} \partial_{j}(-\Delta)^{s} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)}^{p} \leq \int_{0}^{T}\left\|\partial_{i j}^{2} \rho_{\sigma}\right\|_{q}^{p}\left\|\partial_{j}(-\Delta)^{s} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{r}^{p} \mathrm{~d} t \\
& \quad \leq C \int_{0}^{T}\left\|\partial_{i j}^{2} \rho_{\sigma}\right\|_{q}^{p}\left\|f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{r}^{(1-2 s) p}\left\|\nabla f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{r}^{2 s p} \mathrm{~d} t \\
& \quad \leq C\left\|f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{L^{\infty}\left(0, T ; L^{r}\left(\mathbb{R}^{d}\right)\right)}^{(1-2 s) p}\left\|\nabla f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{L^{\infty}\left(0, L^{r}\left(\mathbb{R}^{d}\right)\right)}^{2 s p} \int_{0}^{T}\left\|\partial_{i j}^{2} \rho_{\sigma}\right\|_{q}^{p} \mathrm{~d} t \leq C .
\end{aligned}
$$

The second and third term on the right-hand side of (3.22) can be treated in a similar way, observing that $\partial_{i j}^{2}(-\Delta)^{-s}=\partial_{j}(-\Delta)^{-s} \partial_{i}$. The last term is estimated according to

$$
\begin{aligned}
& \left\|\rho_{\sigma} \partial_{i j j}^{3}(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{p} \leq C\left\|\partial_{i j j}^{3}(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{p} \leq C\left\|\partial_{j j}^{2} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{p}^{2 s}\left\|\nabla \partial_{j j}^{2} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{p}^{1-2 s} \\
& \quad \leq C(\eta)\left\|\partial_{j j}^{2} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{p}+\eta\left\|\nabla \partial_{j j}^{2} f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{p},
\end{aligned}
$$

and the last expression can be absorbed by the corresponding estimate of $\Delta \partial_{i} \rho_{\sigma}$ from the left-hand side of (3.22). Then we deduce from Lemma 3.26 that $\partial_{t} \partial_{i} \rho_{\sigma}, \partial_{i j j}^{3} \rho_{\sigma} \in L^{p}(0, T ;$ $L^{p}\left(\mathbb{R}^{d}\right)$ ) for all $p>1$ and Lemma 3.20 , applied to $\partial_{i j}^{2} \rho_{\sigma}$, yields $\partial_{i j}^{2} \rho_{\sigma} \in C^{0}\left([0, T] ; L^{q}\left(\mathbb{R}^{d}\right)\right)$ for all $q \geq 2$.
Next, if $1 / 2<s<1$, we use the second inequality in Lemma 3.24 and argue similarly as before. This finishes the proof.

Lemma 3.11. Under the assumptions of Proposition 3.10, for every $q \geq 2$, there exists a constant $C=C(q)>0$, depending on $\sigma$, such that

$$
\left\|\rho_{\sigma}\right\|_{C^{0}\left([0, T] ; W^{2,1}\left(\mathbb{R}^{d}\right) \cap W^{3}, q\left(\mathbb{R}^{d}\right)\right)} \leq C .
$$

The embedding $W^{3, q}\left(\mathbb{R}^{d}\right) \hookrightarrow W^{2, \infty}\left(\mathbb{R}^{d}\right)$ for $q>d$ yields a bound for $\rho_{\sigma}$ in $C^{0}([0, T]$; $W^{2, \infty}\left(\mathbb{R}^{d}\right)$ ).

Proof. We first prove the bound in $C^{0}\left([0, T] ; W^{3, q}\left(\mathbb{R}^{d}\right)\right)$. By differentiating (3.7) twice in space, estimating similarly as in Step 4 of the previous proof, and using the regularity results of Proposition 3.10, we can show that $\rho_{\sigma}$ is bounded in $L^{\infty}\left(0, T ; W^{3, q}\left(\mathbb{R}^{d}\right)\right)$ for any $q \geq 2$.
It remains to show the $C^{0}\left([0, T] ; W^{2,1}\left(\mathbb{R}^{d}\right)\right)$ bound for $\rho_{\sigma}$. In view of mass conservation and Gagliardo-Nirenberg-Sobolev's inequality, it suffices to show a bound for $\mathrm{D}^{2} \rho_{\sigma}$ in $L^{\infty}\left(0, T ; L^{1}\left(\mathbb{R}^{d}\right)\right)$. To this end, we define the weights $\gamma_{n}=\left(1+|x|^{2}\right)^{n / 2}$ for $n \geq 0$ and test equation (3.7) for $\rho_{\sigma}$ with $v_{n}:=\gamma_{n} \rho_{\sigma}$. Then

$$
\begin{aligned}
& \partial_{t} v_{n}-\sigma \Delta v_{n}=\operatorname{div}\left(v_{n} \nabla \mathcal{K} * f_{\sigma}\left(\rho_{\sigma}\right)\right)+I_{n}, \quad v_{n}(0)=\gamma_{n} \rho_{\sigma}^{0} \quad \text { in } \mathbb{R}^{d}, \\
& \text { where } I_{n}=-2 \sigma \nabla \gamma_{n} \cdot \nabla \rho_{\sigma}-\sigma \rho_{\sigma} \Delta \gamma_{n}-\rho_{\sigma} \nabla \gamma_{n} \cdot \nabla \mathcal{K} * f_{\sigma}\left(\rho_{\sigma}\right) .
\end{aligned}
$$

Arguing as in Step 4 of the previous proof, we can find a bound in $L^{\infty}\left(0, T ; W^{2, p}\left(\mathbb{R}^{d}\right)\right)$ for $v_{n}$. Indeed, we can proceed by induction over $n$, since the additional terms in $I_{n}$ can be controlled by Sobolev norms of $v_{0}, \ldots, v_{n-1}$. The definition of $\rho_{\sigma}^{0}$ implies that $\gamma_{n} \rho_{\sigma}^{0}$, $\gamma_{n} \nabla \rho_{\sigma}^{0} \in L^{\infty}\left(\mathbb{R}^{d}\right) \cap L^{1}\left(\mathbb{R}^{d}\right)$ for every $n \geq 0$. Then choosing $n>d$ yields, for $0 \leq t \leq T$, that

$$
\left\|\gamma_{n} \mathrm{D}^{2} \rho_{\sigma}\right\|_{p} \leq\left\|\mathrm{D}^{2}\left(\gamma_{n} \rho_{\sigma}\right)\right\|_{p}+2\left\|\nabla \gamma_{n} \cdot \nabla \rho_{\sigma}\right\|_{p}+\left\|\rho_{\sigma} \mathrm{D}^{2} \gamma_{n}\right\|_{p} \leq C(T) .
$$

We conclude from $\gamma_{n}^{-1} \in L^{\infty}\left(\mathbb{R}^{d}\right) \cap L^{1}\left(\mathbb{R}^{d}\right)$ that

$$
\left\|\mathrm{D}^{2} \rho_{\sigma}\right\|_{1} \leq\left\|\gamma_{n}^{-1}\right\|_{p /(p-1)}\left\|\gamma_{n} \mathrm{D}^{2} \rho_{\sigma}\right\|_{p} \leq C(T)
$$

This proves the desired bound.

### 3.2.4 Existence of solutions to (3.7)

We show that the regularized equation (3.7) possesses a unique strong solution $\rho_{\sigma}$.
Step 1: Existence for an approximated system. Let $T>0$ arbitrary, define the spaces

$$
\begin{aligned}
X_{T} & :=L^{2}\left(0, T ; H^{1}\left(\mathbb{R}^{d}\right)\right) \cap H^{1}\left(0, T ; H^{-1}\left(\mathbb{R}^{d}\right)\right) \hookrightarrow Y_{T}:=C^{0}\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)\right), \\
Y_{T, R} & :=\left\{u \in Y_{T}:\left\|u-\rho_{\sigma}^{0}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)} \leq R\right\},
\end{aligned}
$$

and consider the mapping $S: v \in Y_{T} \mapsto u \in Y_{T}$,

$$
\begin{align*}
& \partial_{t} u-\sigma \Delta u=\operatorname{div}\left(u \nabla \mathcal{K}_{s}^{(\delta)} * f_{\sigma}^{(\eta)}(v)\right) \quad \text { in } \mathbb{R}^{d} \times(0, T),  \tag{3.23}\\
& u(0)=\rho_{\sigma}^{0} \quad \text { in } \mathbb{R}^{d},
\end{align*}
$$

where $\mathcal{K}_{s}^{(\delta)}: \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$is a regularized version of $\mathcal{K}_{s}$, defined by

$$
\begin{aligned}
\mathcal{K}_{s}^{(\delta)} & =\widetilde{\mathcal{K}}_{s / 2}^{(\delta)} * \widetilde{\mathcal{K}}_{s / 2}^{(\delta)}, \\
\widetilde{\mathcal{K}}_{s / 2}^{(\delta)}(x) & =c_{d,-s / 2} \begin{cases}\delta^{s-d}+(s-d) \delta^{s-d-1}(|x|-\delta) & \text { for }|x|<\delta, \\
|x|^{s-d} & \text { for } \delta \leq|x| \leq \delta^{-1}, \\
{\left[\delta^{d-s}+(s-d) \delta^{d+1-s}\left(|x|-\delta^{-1}\right)\right]_{+}} & \text {for }|x|>\delta^{-1},\end{cases}
\end{aligned}
$$

and $f_{\sigma}^{(\eta)}$ is given by

$$
f_{\sigma}^{(\eta)}(\rho)=\int_{0}^{|\rho|} f_{\sigma}^{\prime}(u) \min \left(1, u \eta^{-1}\right) \mathrm{d} u+\frac{\eta}{2} \rho^{2}, \quad \rho \in \mathbb{R}
$$

The regularization with parameter $\eta$ is needed for the entropy estimates.
Lemma 3.12. For any $0<s<1$ and a.e. $x \in \mathbb{R}^{d}$, the function $\delta \mapsto \widetilde{\mathcal{K}}_{s / 2}^{(\delta)}(x)$ is nonincreasing for $\delta \in(0,1)$.
Proof. Let $r_{\delta}^{*}=(d-s+1) /((d-s) \delta)$. We can write $\widetilde{\mathcal{K}}_{s / 2}^{(\delta)}(x)=c_{d,-s / 2} \Phi_{\delta}(|x|)$ with

$$
\Phi_{\delta}(r)= \begin{cases}\delta^{s-d}+(s-d) \delta^{s-d-1}(r-\delta) & \text { for } r<\delta \\ r^{s-d} & \text { for } \delta \leq r \leq \delta^{-1} \\ \delta^{d-s}+(s-d) \delta^{d+1-s}\left(r-\delta^{-1}\right) & \text { for } \delta^{-1}<r<r_{\delta}^{*} \\ 0 & \text { for } r \geq r_{\delta}^{*}\end{cases}
$$

Then $\Phi_{\delta} \in C^{0}([0, \infty)) \cap C^{1}\left(0, r_{\delta}^{*}\right)$, and its derivative equals

$$
\Phi_{\delta}^{\prime}(r)= \begin{cases}-(d-s) \max \{r, \delta\}^{s-d-1} & 0 \leq r \leq 1 \\ -(d-s) \min \left\{r, \delta^{-1}\right\}^{s-d-1} & 1 \leq r<r_{\delta}^{*}\end{cases}
$$

We show that $\Phi_{\delta}(r)$ is nonincreasing in $\delta \in(0,1)$ for $r \geq 1$. We have for $1 \leq r<r_{\delta}^{*}$,

$$
\Phi_{\delta}(r)=\Phi_{\delta}(1)+\int_{1}^{r} \Phi_{\delta}^{\prime}(u) \mathrm{d} u=1-(d-s) \int_{1}^{r} \min \left\{u, \delta^{-1}\right\}^{s-d-1} \mathrm{~d} u
$$

Furthermore, we have $\Phi_{\delta}\left(r_{\delta}^{*}\right)=0$, while $\min \left(u, \delta^{-1}\right)=\delta^{-1}>0$ for $u>r_{\delta}^{*}$, so it holds that

$$
\Phi_{\delta}(r)=\left(1-(d-s) \int_{1}^{r} \min \left\{u, \delta^{-1}\right\}^{s-d-1} \mathrm{~d} u\right)_{+} \quad \text { for } r \geq 1 .
$$

At this point, the above representation formula together with elementary monotonicity considerations show that $\Phi_{\delta}(r)$ is nonincreasing in $\delta \in(0,1)$ for $r \geq 1$. It remains to show that $\Phi_{\delta}(r)$ is nonincreasing in $\delta \in(0,1)$ for $0 \leq r<1$. It holds that

$$
\Phi_{\delta}(r)=\Phi_{\delta}(1)-\int_{r}^{1} \Phi_{\delta}^{\prime}(u) \mathrm{d} u=1+(d-s) \int_{r}^{1} \max \{u, \delta\}^{s-d-1} \mathrm{~d} u \quad \text { for } 0 \leq r<1
$$

Once again, we conclude from the above representation formula together with elementary monotonicity considerations that $\Phi_{\delta}(r)$ is nonincreasing in $\delta \in(0,1)$ for $0 \leq r<1$. This finishes the proof.

We derive some estimates for $f_{\sigma}^{(\eta)}$. First, we have $0 \leq f_{\sigma}^{(\eta)}(\rho) \leq C_{\eta} \rho^{2}$ for $\rho \in \mathbb{R}$, since

$$
\begin{aligned}
& f_{\sigma}^{(\eta)}(\rho) \leq\left(\eta+\eta^{-1} \max _{[0, \eta]} f_{\sigma}^{\prime}\right) \frac{\rho^{2}}{2} \quad \text { for }|\rho| \leq \eta \\
& f_{\sigma}^{(\eta)}(\rho) \leq f_{\sigma}(|\rho|)+\frac{\eta}{2} \rho^{2} \leq\left(\left\|f_{\sigma}\right\|_{\infty} \eta^{-2}+\frac{\eta}{2}\right) \rho^{2} \quad \text { for }|\rho|>\eta
\end{aligned}
$$

Furthermore,

$$
\left|\mathrm{D} f_{\sigma}^{(\eta)}(\rho)\right|=\left|\frac{\rho}{|\rho|} f_{\sigma}^{\prime}(|\rho|) \min \left(1,|\rho| \eta^{-1}\right)+\eta \rho\right| \leq\left(\eta+\eta^{-1}\left\|f_{\sigma}^{\prime}\right\|_{\infty}\right)|\rho|,
$$

which implies that $\left|\mathrm{D} f_{\sigma}^{(\eta)}(\rho)\right| \leq C_{\eta}|\rho|$ for $\rho \in \mathbb{R}$. This shows that there exists $C(\eta)>0$ such that for any $\rho_{1}, \rho_{2} \in \mathbb{R}$,

$$
\left|f_{\sigma}^{(\eta)}\left(\rho_{1}\right)-f_{\sigma}^{(\eta)}\left(\rho_{2}\right)\right| \leq C(\eta)\left(\left|\rho_{1}\right|+\left|\rho_{2}\right|\right)\left|\rho_{1}-\rho_{2}\right| .
$$

It follows that $f_{\sigma}^{(\eta)}(v) \in L^{\infty}\left(0, T ; L^{1}\left(\mathbb{R}^{d}\right)\right)$ for $v \in Y_{T}$.
Since $\nabla \mathcal{K}_{s}^{(\delta)} \in L^{\infty}\left(\mathbb{R}^{d}\right)$, a standard argument shows that (3.23) has a unique solution $u \in X_{T} \hookrightarrow Y_{T}$. Therefore, the mapping $S$ is well-defined. Additionally, the nonnegativity of $u$ follows immediately after by testing (3.23) with $\min (0, u)$.
We show now that $S$ is a contraction on $Y_{T, R}$ for sufficiently small $T>0$. We start with a preparation. By testing (3.23) with $u$ and taking into account the $L^{\infty}$ bound for $\nabla \mathcal{K}_{s}^{(\delta)}$, we deduce from Young's inequality for products and convolutions that

$$
\int_{\mathbb{R}^{d}} u(t)^{2} \mathrm{~d} x+\frac{\sigma}{2} \int_{0}^{t} \int_{\mathbb{R}^{d}}|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} \tau \leq \int_{\mathbb{R}^{d}}\left|\rho_{\sigma}^{0}\right|^{2} \mathrm{~d} x+C(\delta, \eta, \sigma) \int_{0}^{t}\|u\|_{2}^{2}\|v\|_{2}^{4} \mathrm{~d} \tau
$$

since $\left\|f_{\sigma}^{(\eta)}(v)\right\|_{1} \leq C_{\eta}\|v\|_{2}^{2}$ for $v \in Y_{T}$. Then, if $v \in Y_{T, R}$, we infer from Gronwall's lemma that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} u(t)^{2} \mathrm{~d} x+\sigma \int_{0}^{t} \int_{\mathbb{R}^{d}}|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} \tau \leq e^{C(\sigma, \delta, \eta) R^{4} t} \int_{\mathbb{R}^{d}}\left|\rho_{\sigma}^{0}\right|^{2} \mathrm{~d} x \quad \text { for } 0 \leq t \leq T \tag{3.24}
\end{equation*}
$$

Let $v_{i} \in Y_{T, R}$ and set $u_{i}=S\left(v_{i}\right), i=1,2$. We compute

$$
\begin{aligned}
\| u_{1} & \nabla \mathcal{K}_{s}^{(\delta)} * f_{\sigma}^{(\eta)}\left(v_{1}\right)-u_{2} \nabla \mathcal{K}_{s}^{(\delta)} * f_{\sigma}^{(\eta)}\left(v_{2}\right) \|_{2} \\
& \leq\left\|\left(u_{1}-u_{2}\right) \nabla \mathcal{K}_{s}^{(\delta)} * f_{\sigma}^{(\eta)}\left(v_{1}\right)\right\|_{2}+\left\|u_{2} \nabla \mathcal{K}_{s}^{(\delta)} *\left(f_{\sigma}^{(\eta)}\left(v_{1}\right)-f_{\sigma}^{(\eta)}\left(v_{2}\right)\right)\right\|_{2} \\
& \leq\left\|u_{1}-u_{2}\right\|_{2}\left\|\nabla \mathcal{K}_{s}^{(\delta)} * f_{\sigma}^{(\eta)}\left(v_{1}\right)\right\|_{\infty}+\left\|u_{2}\right\|_{2}\left\|\nabla \mathcal{K}_{s}^{(\delta)} *\left(f_{\sigma}^{(\eta)}\left(v_{1}\right)-f_{\sigma}^{(\eta)}\left(v_{2}\right)\right)\right\|_{\infty} \\
& \leq\left\|u_{1}-u_{2}\right\|_{2}\left\|\nabla \mathcal{K}_{s}^{(\delta)}\right\|_{\infty}\left\|f_{\sigma}^{(\eta)}\left(v_{1}\right)\right\|_{1}+\left\|u_{2}\right\|_{2}\left\|\nabla \mathcal{K}_{s}^{(\delta)}\right\|_{\infty}\left\|f_{\sigma}^{(\eta)}\left(v_{1}\right)-f_{\sigma}^{(\eta)}\left(v_{2}\right)\right\|_{1} \\
& \leq C(\delta, \eta)\left(\left\|u_{1}-u_{2}\right\|_{2}\left\|v_{1}\right\|_{2}^{2}+\left\|u_{2}\right\|_{2}\left(\left\|v_{1}\right\|_{2}+\left\|v_{2}\right\|_{2}\right)\left\|v_{1}-v_{2}\right\|_{2}\right) .
\end{aligned}
$$

Therefore, using (3.24), for $v_{1}, v_{2} \in Y_{T, R}$,

$$
\begin{equation*}
\left\|u_{1} \nabla \mathcal{K}_{s}^{(\delta)} * f_{\sigma}^{(\eta)}\left(v_{1}\right)-u_{2} \nabla \mathcal{K}_{s}^{(\delta)} * f_{\sigma}^{(\eta)}\left(v_{2}\right)\right\|_{2} \leq C(\delta, \eta, R, T)\left(\left\|u_{1}-u_{2}\right\|_{2}+\left\|v_{1}-v_{2}\right\|_{2}\right) . \tag{3.25}
\end{equation*}
$$

Next, we write (3.23) for $\left(u_{i}, v_{i}\right)$ in place of $(u, v), i=1,2$, take the difference between the two equations, and test the resulting equation with $u_{1}-u_{2}$ :

$$
\begin{aligned}
& \frac{1}{2}\left\|\left(u_{1}-u_{2}\right)(t)\right\|_{2}^{2}+\sigma \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|\nabla\left(u_{1}-u_{2}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} \tau \\
& \quad=-\int_{0}^{t} \int_{\mathbb{R}^{d}} \nabla\left(u_{1}-u_{2}\right) \cdot\left(u_{1} \nabla \mathcal{K}_{s}^{(\delta)} * f_{\sigma}^{(\eta)}\left(v_{1}\right)-u_{2} \nabla \mathcal{K}_{s}^{(\delta)} * f_{\sigma}^{(\eta)}\left(v_{2}\right)\right) \mathrm{d} x \mathrm{~d} \tau \\
& \quad \leq \frac{\sigma}{2} \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|\nabla\left(u_{1}-u_{2}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} \tau+\frac{1}{2 \sigma} \int_{0}^{t}\left\|u_{1} \nabla \mathcal{K}_{s}^{(\delta)} * f_{\sigma}^{(\eta)}\left(v_{1}\right)-u_{2} \nabla \mathcal{K}_{s}^{(\delta)} * f_{\sigma}^{(\eta)}\left(v_{2}\right)\right\|_{2}^{2} \mathrm{~d} \tau
\end{aligned}
$$

It follows from (3.25) that

$$
\begin{aligned}
& \left\|\left(u_{1}-u_{2}\right)(t)\right\|_{2}^{2}+\sigma \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|\nabla\left(u_{1}-u_{2}\right)\right|^{2} \mathrm{~d} x \mathrm{~d} \tau \\
& \quad \leq C(\delta, \eta, R, T, \sigma) \int_{0}^{t}\left(\left\|u_{1}-u_{2}\right\|_{2}^{2}+\left\|v_{1}-v_{2}\right\|_{2}^{2}\right) \mathrm{d} \tau
\end{aligned}
$$

and we conclude from Gronwall's lemma that

$$
\left\|\left(u_{1}-u_{2}\right)(t)\right\|_{2}^{2} \leq e^{C(\delta, \eta, R, T, \sigma) t} \int_{0}^{T}\left\|v_{1}-v_{2}\right\|_{2}^{2} \mathrm{~d} \tau \quad \text { for } 0 \leq t \leq T
$$

This inequality implies that $S$ is a contraction in $Y_{T, R}$, provided that $T$ is sufficiently small. Therefore, by Banach's theorem, $S$ admits a unique fixed point $u \in Y_{T, R} \subset Y_{T}$ for $T>0$ sufficiently small.
It remains to show that the local solution can be extended to a global one. To this end, we note that the function $u \in X_{T}$ satisfies (3.23) with $v=u$ :

$$
\begin{align*}
& \partial_{t} u-\sigma \Delta u=\operatorname{div}\left(u \nabla \mathcal{K}_{s}^{(\delta)} * f_{\sigma}^{(\eta)}(u)\right) \quad \text { in } \mathbb{R}^{d} \times(0, T) \\
& u(\cdot, 0)=\rho_{\sigma}^{0} \quad \text { in } \mathbb{R}^{d} \tag{3.26}
\end{align*}
$$

Then, defining the truncated entropy density

$$
h^{(\eta)}(\rho)=\int_{0}^{\rho} \int_{0}^{u} \mathrm{D} f_{\sigma}^{(\eta)}(v) v^{-1} \mathrm{~d} v \mathrm{~d} u, \quad \rho \geq 0
$$

and testing (3.26) with $\mathrm{D}^{(\eta)}(u)$ yields, in view of the definition of $\mathcal{K}_{s}^{(\delta)}$, that

$$
\begin{align*}
\int_{\mathbb{R}^{d}} h^{(\eta)}(u(t)) \mathrm{d} x & +\sigma \int_{0}^{t} \int_{\mathbb{R}^{d}} \mathrm{D} f_{\sigma}^{(\eta)}(u) u^{-1}|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} \tau  \tag{3.27}\\
& +\int_{0}^{t} \int_{\mathbb{R}^{d}}\left|\nabla \widetilde{\mathcal{K}}_{s / 2}^{(\delta)} * f_{\sigma}^{(\eta)}(u)\right|^{2} \mathrm{~d} x \mathrm{~d} \tau=\int_{\mathbb{R}^{d}} h^{(\eta)}\left(\rho_{\sigma}^{0}\right) \mathrm{d} x
\end{align*}
$$

for $0 \leq t \leq T$. This inequality and the definitions of $f_{\sigma}^{(\eta)}$ and $h^{(\eta)}$ yield a $(\delta, T)$-uniform bound for $u$ in $L^{2}\left(0, T ; H^{1}\left(\mathbb{R}^{d}\right)\right.$ ), which in turn (together with (3.26)) implies a $(\delta, T)$ uniform bound for $u$ in $X_{T}$, and a fortiori in $Y_{T}$. This means that the solution $u$ can be prolonged to the whole time interval $[0, \infty)$ and exists for all times.

Finally, we point out that, since $\nabla \mathcal{K}_{s}^{(\delta)} \in L^{2}\left(\mathbb{R}^{d}\right)$, then $\nabla \mathcal{K}_{s}^{(\delta)} * f_{\sigma}^{(\eta)}(u) \in L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)$ and so $u \nabla \mathcal{K}_{s}^{(\delta)} * f_{\sigma}^{(\eta)}(u) \in L^{\infty}\left(0, T ; L^{1}\left(\mathbb{R}^{d}\right)\right)$. This fact yields the conservation of mass for $u$, i.e. $\int_{\mathbb{R}^{d}} u(t) \mathrm{d} x=\int_{\mathbb{R}^{d}} \rho_{\sigma}^{0} \mathrm{~d} x$ for $t>0$. Indeed, it is sufficient to test (3.26) with a cut-off $\psi_{R} \in C_{0}^{1}\left(\mathbb{R}^{d}\right)$ satisfying $\psi_{R}(x)=1$ for $|x|<R, \psi_{R}(x)=0$ for $|x|>2 R,\left|\nabla \psi_{R}(x)\right| \leq C R^{-1}$ for $x \in \mathbb{R}^{d}$, and then to take the limit $R \rightarrow \infty$.
Step 2: Limit $\delta \rightarrow 0$. Let $u^{(\delta)}$ be the solution to (3.26). An adaption of the proof of [14, Lemma 1] shows that the embedding $H^{1}\left(\mathbb{R}^{d}\right) \cap L^{1}\left(\mathbb{R}^{d} ;\left(1+|x|^{2}\right)^{\kappa / 2}\right) \hookrightarrow L^{2}\left(\mathbb{R}^{d}\right)$ is compact. Thus, because of the $\delta$-uniform bounds for $u^{(\delta)}$, the Aubin-Lions Lemma implies that (up to a subsequence) $u^{(\delta)} \rightarrow u$ strongly in $L^{2}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)$ for every $T>0$. We wish now to study the convergence of the nonlinear and nonlocal terms in (3.26)-(3.27) as $\delta \rightarrow 0$.
It follows from (3.27) that (up to a subsequence)

$$
\begin{equation*}
\nabla \widetilde{\mathcal{K}}_{s / 2}^{(\delta)} * f_{\sigma}^{(\eta)}\left(u^{(\delta)}\right) \rightharpoonup U \quad \text { weakly in } L^{2}\left(\mathbb{R}^{d} \times(0, T)\right) \quad \text { as } \delta \rightarrow 0 \tag{3.28}
\end{equation*}
$$

In order to identify the limit $U$, we first notice that, by construction, $0 \leq \widetilde{\mathcal{K}}_{s / 2}^{(\delta)} \nearrow \mathcal{K}_{s / 2}$ a.e. in $\mathbb{R}^{d}$. Furthermore, the Hardy-Littlewood-Sobolev inequality, the bound for $f_{\sigma}^{(\eta)}$, and then the Gagliardo-Nirenberg-Sobolev inequality yield that

$$
\begin{aligned}
\left\|\mathcal{K}_{s / 2} * f_{\sigma}^{(\eta)}(u)\right\|_{(d+2) /(d-s)} & \leq C\left\|f_{\sigma}^{(\eta)}(u)\right\|_{(d+2) /(d+2 s / d)} \leq C(\eta)\|u\|_{(2 d+4) /(d+2 s / d)}^{2} \\
& \leq C(\eta)\|u\|_{2}^{2(s+2) /(d+2)}\|\nabla u\|_{2}^{2(d-s) /(d+2)} .
\end{aligned}
$$

Therefore, since $u \in L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right) \cap L^{2}\left(0, T ; H^{1}\left(\mathbb{R}^{d}\right)\right)$,

$$
\int_{0}^{T}\left\|\mathcal{K}_{s / 2} * f_{\sigma}^{(\eta)}(u)\right\|_{(d+2) /(d-s)}^{(d+2) /(d-s)} \mathrm{d} t \leq C(\eta)\|u\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)}^{2(s+2) /(d-s)} \int_{0}^{T}\|\nabla u\|_{2}^{2} \mathrm{~d} t \leq C(\eta, T)
$$

meaning that $\mathcal{K}_{s / 2} * f_{\sigma}^{(\eta)}(u) \in L^{(d+2) /(d-s)}\left(\mathbb{R}^{d} \times(0, T)\right)$. Taking into account that $f_{\sigma}^{(\eta)}(u) \geq 0$ and that $\delta \mapsto \widetilde{\mathcal{K}}_{s / 2}^{(\delta)}(x) \in \mathbb{R}$ is nonincreasing (see Lemma 3.12), we deduce from monotone convergence that

$$
\begin{equation*}
\widetilde{\mathcal{K}}_{s / 2}^{(\delta)} * f_{\sigma}^{(\eta)}(u) \rightarrow \mathcal{K}_{s / 2} * f_{\sigma}^{(\eta)}(u) \quad \text { strongly in } L^{(d+2) /(d-s)}\left(\mathbb{R}^{d} \times(0, T)\right) . \tag{3.29}
\end{equation*}
$$

Furthermore, arguing as before and using the estimates for $\mathrm{D} f_{\sigma}^{(\eta)}$ leads to

$$
\begin{aligned}
\| \widetilde{\mathcal{K}}_{s / 2}^{(\delta)} & *\left(f_{\sigma}^{(\eta)}\left(u^{(\delta)}\right)-f_{\sigma}^{(\eta)}(u)\right)\left\|_{(d+2) /(d-s)} \leq\right\| \widetilde{\mathcal{K}}_{s / 2} * \mid f_{\sigma}^{(\eta)}\left(u^{(\delta)}\right)-f_{\sigma}^{(\eta)}(u) \|_{(d+2) /(d-s)} \\
\leq & C\left\|f_{\sigma}^{(\eta)}\left(u^{(\delta)}\right)-f_{\sigma}^{(\eta)}(u)\right\|_{(d+2) /(d+2 s / d)} \\
\leq & C(\eta)\left\||u|+\left|u^{(\delta)}\right|\right\|_{(2 d+4) /(d+2 s / d)}\left\|u-u^{(\delta)}\right\|_{(2 d+4) /(d+2 s / d)} \\
\leq & C(\eta)\left(\|u\|_{2}^{(s+2) /(d+2)}\|\nabla u\|_{2}^{(d-s) /(d+2)}+\left\|u^{(\delta)}\right\|_{2}^{(s+2) /(d+2)}\left\|\nabla u^{(\delta)}\right\|_{2}^{(d-s) /(d+2)}\right) \\
& \times\left\|u-u^{(\delta)}\right\|_{2}^{(s+2) /(d+2)}\left\|\nabla\left(u-u^{(\delta)}\right)\right\|_{2}^{(d-s) /(d+2)} .
\end{aligned}
$$

Since $u^{(\delta)}$ is bounded in $L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right) \cap L^{2}\left(0, T ; H^{1}\left(\mathbb{R}^{d}\right)\right.$ ), it follows that (up to a subsequence) $\widetilde{\mathcal{K}}_{s / 2}^{(\delta)} *\left(f_{\sigma}^{(\eta)}\left(u^{(\delta)}\right)-f_{\sigma}^{(\eta)}(u)\right)$ converges weakly to some limit in $L^{(d+2) /(d-s)}\left(\mathbb{R}^{d} \times\right.$
$(0, T))$. However, Hölder's inequality and the fact that $u^{(\delta)} \rightarrow u$ strongly in $L^{p}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)$ for every $2 \leq p<\infty$, which follows from

$$
\int_{0}^{T}\left\|u^{(\delta)}-u\right\|_{2}^{p} \mathrm{~d} t \leq \sup _{0<t<T}\left\|\left(u^{(\delta)}-u\right)(t)\right\|_{2}^{p-2} \int_{0}^{T}\left\|u^{(\delta)}-u\right\|_{2}^{2} \mathrm{~d} t \rightarrow 0 \quad \text { as } \delta \rightarrow 0
$$

imply that

$$
\widetilde{\mathcal{K}}_{s / 2}^{(\delta)} *\left(f_{\sigma}^{(\eta)}\left(u^{(\delta)}\right)-f_{\sigma}^{(\eta)}(u)\right) \rightarrow 0 \quad \text { strongly in } L^{p}\left(0, T ; L^{(d+2) /(d-s)}\left(\mathbb{R}^{d}\right)\right), p<\frac{d+2}{d-s}
$$

We conclude that

$$
\begin{equation*}
\widetilde{\mathcal{K}}_{s / 2}^{(\delta)} *\left(f_{\sigma}^{(\eta)}\left(u^{(\delta)}\right)-f_{\sigma}^{(\eta)}(u)\right) \rightharpoonup 0 \quad \text { weakly in } L^{(d+2) /(d-s)}\left(\mathbb{R}^{d} \times(0, T)\right) \tag{3.30}
\end{equation*}
$$

We deduce from (3.29)-(3.30) that

$$
\begin{aligned}
\widetilde{\mathcal{K}}_{s / 2}^{(\delta)} & * f_{\sigma}^{(\eta)}\left(u^{(\delta)}\right)-\mathcal{K}_{s / 2} * f_{\sigma}^{(\eta)}(u) \\
& =\left(\widetilde{\mathcal{K}}_{s / 2}^{(\delta)} * f_{\sigma}^{(\eta)}(u)-\mathcal{K}_{s / 2} * f_{\sigma}^{(\eta)}(u)\right)+\widetilde{\mathcal{K}}_{s / 2}^{(\delta)} *\left(f_{\sigma}^{(\eta)}\left(u^{(\delta)}\right)-f_{\sigma}^{(\eta)}(u)\right) \\
& \rightharpoonup 0 \quad \text { weakly in } L^{(d+2) /(d-s)}\left(\mathbb{R}^{d} \times(0, T)\right)
\end{aligned}
$$

which, together with (3.28), implies that $U=\nabla \mathcal{K}_{s / 2} * f_{\sigma}^{(\eta)}(u)$, that is,

$$
\begin{equation*}
\nabla \widetilde{\mathcal{K}}_{s / 2}^{(\delta)} * f_{\sigma}^{(\eta)}\left(u^{(\delta)}\right) \rightharpoonup \nabla \mathcal{K}_{s / 2} * f_{\sigma}^{(\eta)}(u) \quad \text { weakly in } L^{2}\left(\mathbb{R}^{d} \times(0, T)\right) \tag{3.31}
\end{equation*}
$$

Let $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{d} \times(0, T)\right)$. Because of

$$
\nabla \mathcal{K}_{s}^{(\delta)} * f_{\sigma}^{(\eta)}\left(u^{(\delta)}\right)=\widetilde{\mathcal{K}}_{s / 2}^{(\delta)} *\left(\nabla \widetilde{\mathcal{K}}_{s / 2}^{(\delta)} * f_{\sigma}^{(\eta)}\left(u^{(\delta)}\right)\right)
$$

we find that

$$
\int_{0}^{T} \int_{\mathbb{R}^{d}} \psi \cdot \nabla \mathcal{K}_{s}^{(\delta)} * f_{\sigma}^{(\eta)}\left(u^{(\delta)}\right) \mathrm{d} x \mathrm{~d} t=\int_{0}^{T} \int_{\mathbb{R}^{d}}\left(\nabla \widetilde{\mathcal{K}}_{s / 2}^{(\delta)} * f_{\sigma}^{(\eta)}\left(u^{(\delta)}\right)\right) \cdot\left(\widetilde{\mathcal{K}}_{s / 2}^{(\delta)} * \psi\right) \mathrm{d} x \mathrm{~d} t
$$

Our goal is to show that $\widetilde{\mathcal{K}}_{s / 2}^{(\delta)} * \psi \rightarrow \mathcal{K}_{s / 2} * \psi$ strongly in $L^{2}\left(\mathbb{R}^{d} \times(0, T)\right)$ as $\delta \rightarrow 0$. We can assume without loss of generality that $\psi \geq 0$ a.e. in $\mathbb{R}^{d} \times(0, T)$. Indeed, for general functions $\psi$, we may write $\psi=\psi_{+}+\psi_{-}$, where $\psi_{+}=\max \{0, \psi\}$ and $\psi_{-}=\min \{0, \psi\}$, and we have $\widetilde{\mathcal{K}}_{s / 2}^{(\delta)} * \psi=\widetilde{\mathcal{K}}_{s / 2}^{(\delta)} * \psi_{+}-\widetilde{\mathcal{K}}_{s / 2}^{(\delta)} *(-\psi-)$. Once again, since $\widetilde{\mathcal{K}}_{s / 2}^{(\delta)} \nearrow \widetilde{\mathcal{K}}_{s / 2}$ a.e. in $\mathbb{R}^{d}$, it is sufficient to show that $\mathcal{K}_{s / 2} * \psi \in L^{2}\left(\mathbb{R}^{d} \times(0, T)\right)$. The Hardy-Littlewood-Sobolev inequality (see Appendix 3.B) yields

$$
\int_{0}^{T}\left\|\mathcal{K}_{s / 2} * \psi\right\|_{2}^{2} \mathrm{~d} t \leq C \int_{0}^{T}\|\psi\|_{2 d /(d+2 s)}^{2} \mathrm{~d} t
$$

It follows from (3.31), the previous argument, and the fact that $\mathcal{K}_{s} * u=(-\Delta)^{-s} u=$ $\mathcal{K}_{s / 2} * \mathcal{K}_{s / 2} * u$ that

$$
\int_{0}^{T} \int_{\mathbb{R}^{d}} \psi \cdot \nabla \mathcal{K}_{s}^{(\delta)} * f_{\sigma}^{(\eta)}\left(u^{(\delta)}\right) \mathrm{d} x \mathrm{~d} t \rightarrow \int_{0}^{T} \int_{\mathbb{R}^{d}}\left(\nabla \mathcal{K}_{s / 2} * f_{\sigma}^{(\eta)}(u)\right) \cdot\left(\mathcal{K}_{s / 2} * \psi\right) \mathrm{d} x \mathrm{~d} t
$$

$$
=\int_{0}^{T} \int_{\mathbb{R}^{d}} \psi \cdot \nabla \mathcal{K}_{s} * f_{\sigma}^{(\eta)}(u) \mathrm{d} x \mathrm{~d} t
$$

for every $\psi \in L^{2}\left(0, T ; L^{2 d /(d+2 s)}\left(\mathbb{R}^{d}\right)\right)$, which means that

$$
\begin{equation*}
\nabla \mathcal{K}_{s}^{(\delta)} * f_{\sigma}^{(\eta)}\left(u^{(\delta)}\right) \rightharpoonup \nabla \mathcal{K}_{s} * f_{\sigma}^{(\eta)}(u) \quad \text { weakly in } L^{2}\left(0, T ; L^{2 d /(d-2 s)}\left(\mathbb{R}^{d}\right)\right) . \tag{3.32}
\end{equation*}
$$

Since $u^{(\delta)} \rightarrow u$ strongly in $L^{2}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)$ and $\left(u^{(\delta)}\right)$ is bounded in $L^{\infty}\left(0, T ; L^{1}\left(\mathbb{R}^{d}\right)\right)$ (via mass conservation), it also holds that $u^{(\delta)} \rightarrow u$ strongly in $L^{2}\left(0, T ; L^{2 d /(d+2 s)}\left(\mathbb{R}^{d}\right)\right)$. Therefore, the convergence (3.32) is sufficient to pass to the limit $\delta \rightarrow 0$ in (3.26).
Step 3: Limit $\eta \rightarrow 0$ and conclusion. The limit $\delta \rightarrow 0$ in (3.26) shows that the limit $u$ solves

$$
\begin{align*}
& \partial_{t} u-\sigma \Delta u=\operatorname{div}\left(u \nabla \mathcal{K}_{s} * f_{\sigma}^{(\eta)}(u)\right) \quad \text { in } \mathbb{R}^{d} \times(0, T), \\
& u(\cdot, 0)=\rho_{\sigma}^{0} \quad \text { in } \mathbb{R}^{d} . \tag{3.33}
\end{align*}
$$

Fatou's Lemma and the weakly lower semicontinuity of the $L^{2}$ norm allow us to infer from (3.27) that for $t>0$,

$$
\begin{align*}
\int_{\mathbb{R}^{d}} h^{(\eta)}(u(t)) \mathrm{d} x & +\sigma \int_{0}^{t} \int_{\mathbb{R}^{d}} \mathrm{D} f_{\sigma}^{(\eta)}(u) u^{-1}|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} \tau  \tag{3.34}\\
& +\int_{0}^{t} \int_{\mathbb{R}^{d}}\left|\nabla \mathcal{K}_{s / 2} * f_{\sigma}^{(\eta)}(u)\right|^{2} \mathrm{~d} x \mathrm{~d} \tau \leq \int_{\mathbb{R}^{d}} h^{(\eta)}\left(\rho_{\sigma}^{0}\right) \mathrm{d} x .
\end{align*}
$$

At this point, all the bounds for $u$, derived in the previous subsections, and the moment estimate, contained in Lemma 3.9, can be proved like in Sections 3.2.1-3.2.2. All these estimates are uniform in $\eta$. It is rather straightforward to perform the limit $\eta \rightarrow 0$ in (3.33)-(3.34) to obtain a weak solution to (3.7). However, the higher regularity bounds obtained in Section 3.2.3 imply that $u$ is actually a strong solution to (3.7), which in turn yields the uniqueness of $u$ as a weak solution to (3.7). This finishes the proof of Theorem 3.4.

### 3.2.5 Limit $\sigma \rightarrow 0$

We prove that there exists a subsequence of $\left(\rho_{\sigma}\right)$ that converges strongly in $L^{1}\left(\mathbb{R}^{d} \times(0, T)\right)$ to a weak solution $\rho$ to (3.1).
The uniform $L^{\infty}\left(\mathbb{R}^{d} \times(0, T)\right)$ bound for $\rho_{\sigma}$ in Lemma 3.7 implies that, up to a subsequence, $\rho_{\sigma} \rightarrow^{*} \rho$ weakly* in $L^{\infty}\left(\mathbb{R}^{d} \times(0, T)\right)$ as $\sigma \rightarrow 0$. We deduce from the uniform $L^{\infty}\left(0, T ; L^{1}\left(\mathbb{R}^{d}\right)\right)$ bound (3.13) and the moment bound for $\rho_{\sigma}$ in Lemma 3.9 that ( $\rho_{\sigma}$ ) is equi-integrable. Thus, by the Dunford-Pettis theorem, again up to a subsequence, $\rho_{\sigma} \rightharpoonup \rho$ weakly in $L^{1}\left(\mathbb{R}^{d} \times(0, T)\right)$. It follows from the $L^{2}\left(0, T ; H^{1}\left(\mathbb{R}^{d}\right)\right)$ estimate (3.16) that $\sigma \Delta \rho_{\sigma} \rightarrow 0$ strongly in $L^{2}\left(0, T ; H^{-1}\left(\mathbb{R}^{d}\right)\right)$. The estimates in (3.17) and Lemma 3.7 show that $\left(\partial_{t} \rho_{\sigma}\right)$ is bounded in $L^{2}\left(0, T ; H^{-1}\left(\mathbb{R}^{d}\right)\right)$ and consequently, up to a subsequence, $\partial_{t} \rho_{\sigma} \rightharpoonup \partial_{t} \rho$ weakly in $L^{2}\left(0, T ; H^{-1}\left(\mathbb{R}^{d}\right)\right)$. Therefore, the limit $\sigma \rightarrow 0$ in (3.7) leads to

$$
\begin{equation*}
\partial_{t} \rho=\operatorname{div}\left(\overline{\rho_{\sigma} \nabla(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right)}\right) \quad \text { in } L^{2}\left(0, T ; H^{-1}\left(\mathbb{R}^{d}\right)\right), \tag{3.35}
\end{equation*}
$$

where the overline denotes the weak limit of the corresponding sequence.

We need to identify the weak limit on the right-hand side. The idea is to use the div-curl lemma [45, Theorem 10.21]. For this, we define the vector fields with $d+1$ components

$$
U_{\sigma}:=\left(\rho_{\sigma},-\rho_{\sigma} \nabla(-\Delta)^{-s} f_{\sigma}\left(\rho_{\sigma}\right)\right), \quad V_{\sigma}:=\left(f_{\sigma}\left(\rho_{\sigma}\right), 0, \ldots, 0\right) .
$$

Let $R>0$ be arbitrary and write $B_{R}$ for the ball around the origin with radius $R$. The $L^{\infty}\left(\mathbb{R}^{d}\right)$ bound (3.15) for $\rho_{\sigma}$ and the $L^{2}\left(0, T ; H^{1-s}\left(\mathbb{R}^{d}\right)\right)$ bound (3.17) for $f_{\sigma}\left(\rho_{\sigma}\right)$ show that $\left(U_{\sigma}\right)$ is bounded in $L^{p}\left(B_{R} \times(0, T)\right)$ for some $p>1$, while $\left(V_{\sigma}\right)$ is bounded in $L^{\infty}\left(B_{R} \times(0, T)\right)$. Furthermore, by (3.17),

$$
\begin{aligned}
& \operatorname{div}_{(t, x)} U_{\sigma}=\sigma \Delta \rho_{\sigma} \rightarrow 0 \quad \text { strongly in } L^{2}\left(0, T ; H^{-1}\left(B_{R}\right)\right) \hookrightarrow H^{-1}\left(B_{R} \times(0, T)\right), \\
& \left\|\operatorname{curl}_{(t, x)} V_{\sigma}\right\|_{L^{2}\left(0, T ; H^{-s}\left(B_{R}\right)\right)} \leq C\left\|\nabla f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{L^{2}\left(0, T ; H^{-s}\left(B_{R}\right)\right)} \leq C,
\end{aligned}
$$

where $\operatorname{curl}_{(t, x)} V_{\sigma}$ is the antisymmetric part of the Jacobian matrix of $V_{\sigma}$. Hence, by the compact embedding $H^{-s}\left(B_{R} \times(0, T)\right) \hookrightarrow W^{-1, r}\left(B_{R} \times(0, T)\right)$ (since $L^{2}\left(0, T ; H^{-s}\left(B_{R}\right)\right) \subset$ $\left.H^{-s}\left(B_{R} \times(0, T)\right)\right)$, the sequence $\left(\operatorname{curl}_{(t, x)} V_{\sigma}\right)$ is relatively compact in $W^{-1, r}\left(B_{R} \times(0, T)\right)$ for some $r>1$. Therefore, we can apply the div-curl lemma giving $\overline{U_{\sigma} \cdot V_{\sigma}}=\overline{U_{\sigma}} \cdot \overline{V_{\sigma}}$ or

$$
\overline{\rho_{\sigma} f_{\sigma}\left(\rho_{\sigma}\right)}=\overline{\rho f_{\sigma}\left(\rho_{\sigma}\right)} \quad \text { a.e. in } B_{R} \times(0, T) .
$$

By definition (3.9) of $f_{\sigma}\left(\rho_{\sigma}\right)$, it follows for arbitrary $\rho_{\sigma} \in[0, L]$ and sufficiently large $L>0$, that

$$
\begin{aligned}
f_{\sigma}\left(\rho_{\sigma}\right) & =\int_{0}^{\rho_{\sigma}}\left(\Gamma_{\sigma} *\left(f^{\prime} 1_{[0, \infty)}\right)\right)(u) \widetilde{\Xi}(\sigma u) \mathrm{d} u=\int_{0}^{\rho_{\sigma}} \int_{0}^{\infty} \Gamma_{\sigma}(u-w) f^{\prime}(w) \mathrm{d} w \widetilde{\Xi}(\sigma u) \mathrm{d} u \\
& =\int_{0}^{\rho_{\sigma}} \int_{0}^{\infty} \Gamma_{\sigma}^{\prime}(u-w) f(w) \mathrm{d} w \widetilde{\Xi}(\sigma u) \mathrm{d} u=\int_{0}^{\infty}\left(\int_{0}^{\rho_{\sigma}} \Gamma_{\sigma}^{\prime}(u-w) \widetilde{\Xi}(\sigma u) \mathrm{d} u\right) f(w) \mathrm{d} w .
\end{aligned}
$$

We use the properties that $\left(\rho_{\sigma}\right)$ is uniformly bounded and $\widetilde{\Xi}=1$ in $[-1,1]$. Then, choosing $\sigma>0$ sufficiently small,

$$
\begin{aligned}
f_{\sigma}\left(\rho_{\sigma}\right) & =\int_{0}^{\infty}\left(\int_{0}^{\rho_{\sigma}} \Gamma_{\sigma}^{\prime}(u-w) \mathrm{d} u\right) f(w) \mathrm{d} w \\
& =\int_{0}^{\infty} \Gamma_{\sigma}\left(\rho_{\sigma}-w\right) f(w) \mathrm{d} w-\int_{0}^{\infty} \Gamma_{\sigma}(-w) f(w) \mathrm{d} w \\
& =\int_{\mathbb{R}} \Gamma_{\sigma}\left(\rho_{\sigma}-w\right) \tilde{f}(w) \mathrm{d} w-\int_{\mathbb{R}} \Gamma_{\sigma}(-w) \tilde{f}(w) \mathrm{d} w
\end{aligned}
$$

setting $\tilde{f}:=f 1_{[0, \infty)}$. Hence, using $f(0)=0$, we find that

$$
f_{\sigma}\left(\rho_{\sigma}\right)-f\left(\rho_{\sigma}\right)=\int_{\mathbb{R}} \Gamma_{\sigma}(u)\left(\tilde{f}\left(u+\rho_{\sigma}\right)-\tilde{f}\left(\rho_{\sigma}\right)\right) \mathrm{d} u-\int_{\mathbb{R}} \Gamma_{\sigma}(-w)(\tilde{f}(w)-\tilde{f}(0)) \mathrm{d} w
$$

Taking into account the fundamental theorem of calculus for the function $\tilde{f} \in C^{0} \cap W^{1,1}(\mathbb{R})$, we can estimate as follows:

$$
\left|f_{\sigma}\left(\rho_{\sigma}\right)-f\left(\rho_{\sigma}\right)\right| \leq \operatorname{ess~sup}_{u \in \operatorname{supp}\left(\Gamma_{\sigma}\right) \backslash\{0\}}\left(\frac{\left|\tilde{f}\left(u+\rho_{\sigma}\right)-\tilde{f}\left(\rho_{\sigma}\right)\right|}{|u|}+\frac{|\tilde{f}(u)-\tilde{f}(0)|}{|u|}\right) \int_{\mathbb{R}} \Gamma_{\sigma}(w)|w| \mathrm{d} w
$$

$$
\leq\left(\max _{\xi \in \operatorname{supp}\left(\Gamma_{\sigma}\right) \cap[0, \infty)}\left(f^{\prime}\left(\xi+\rho_{\sigma}\right)+f^{\prime}(\xi)\right)\right) \int_{\mathbb{R}} \Gamma_{\sigma}(w)|w| \mathrm{d} w .
$$

Then, since $\Gamma_{\sigma}(u)=\sigma^{-1} \Gamma_{1}\left(\sigma^{-1} u\right), \operatorname{supp}\left(\Gamma_{\sigma}\right) \subset B_{\sigma}(0)$ is compact, $f \in C^{1}([0, \infty))$, and $\left(\rho_{\sigma}\right)$ is uniformly bounded, we conclude that

$$
\left|f_{\sigma}\left(\rho_{\sigma}\right)-f\left(\rho_{\sigma}\right)\right| \leq C \sigma .
$$

This means that $f_{\sigma}\left(\rho_{\sigma}\right)-f\left(\rho_{\sigma}\right) \rightarrow 0$ strongly in $L^{\infty}\left(B_{R} \times(0, T)\right)$, and it shows that $\overline{\rho_{\sigma} f\left(\rho_{\sigma}\right)}=\rho \overline{f\left(\rho_{\sigma}\right)}$ a.e. in $B_{R} \times(0, T)$. As $f$ is nondecreasing, we can apply [45, Theorem 10.19] to infer that $\overline{f\left(\rho_{\sigma}\right)}=f(\rho)$ a.e. in $B_{R} \times(0, T)$. Consequently, $\overline{\rho_{\sigma} f\left(\rho_{\sigma}\right)}=\rho f(\rho)$. As $u \mapsto u f(u)$ is assumed to be strictly convex, we conclude from [45, Theorem 10.20] that $\left(\rho_{\sigma}\right)$ converges a.e. in $B_{R} \times(0, T)$. Since $\left(\rho_{\sigma}\right)$ is bounded in $L^{\infty}\left(\mathbb{R}^{d} \times(0, T)\right)$, it follows that $\rho_{\sigma} \rightarrow \rho$ strongly in $L^{p}\left(B_{R} \times(0, T)\right)$ for all $p<\infty$. Using the moment estimate from Lemma 3.9, we infer from

$$
\begin{aligned}
\limsup _{\sigma \rightarrow 0} \int_{0}^{T} \int_{\mathbb{R}^{d}}\left|\rho_{\sigma}-\rho\right| \mathrm{d} x \mathrm{~d} t & =\limsup _{\sigma \rightarrow 0} \int_{0}^{T} \int_{\mathbb{R}^{d} \backslash B_{R}}\left|\rho_{\sigma}-\rho\right| \mathrm{d} x \mathrm{~d} t \\
& \leq R^{-2 d /(d-2 s)} \limsup _{\sigma \rightarrow 0} \int_{0}^{T} \int_{\mathbb{R}^{d} \backslash B_{R}} \rho_{\sigma}(t, x)|x|^{2 d /(d-2 s)} \mathrm{d} x \\
& \leq R^{-2 d /(d-2 s)} C \rightarrow 0 \quad \text { as } R \rightarrow \infty
\end{aligned}
$$

that $\rho_{\sigma} \rightarrow \rho$ strongly in $L^{p}\left(\mathbb{R}^{d} \times(0, T)\right)$ for all $p<\infty$. The strong convergences of $\rho_{\sigma}$ and $f_{\sigma}\left(\rho_{\sigma}\right)$ in $L^{p}\left(\mathbb{R}^{d} \times(0, T)\right)$ for all $p<\infty$ allow us to identify the weak limit in (3.35), proving the weak formulation (3.8).
Finally, we deduce from the uniform $L^{2}\left(0, T ; H^{-1}\left(\mathbb{R}^{d}\right)\right)$ bound for $\partial_{t} \rho_{\sigma}$ and the fact that $\rho_{\sigma} \rightarrow \rho$ strongly in $L^{p}\left(\mathbb{R}^{d}\right)$ for any $p<\infty$ that $\rho(0)=\rho^{0}$ in the sense of $H^{-1}\left(\mathbb{R}^{d}\right)$. Properties (iv) of Theorem 3.1 follow from the corresponding expressions satisfied by $\rho_{\sigma}$ in the limit $\sigma \rightarrow 0$.

### 3.2.6 Time-uniform convergence of $\left(\rho_{\sigma}\right)$.

The following lemma is needed in the proof of Proposition 3.3. It is essentially a consequence of the $L^{2}\left(0, T ; H^{-1}\left(\mathbb{R}^{d}\right)\right)$ bound of $\partial_{t} \rho_{\sigma}$ and the Ascoli-Arzelà theorem.
Corollary 3.13. Under the assumptions of Theorem 3.1, it holds for all $\phi \in L^{\infty}\left(\mathbb{R}^{d}\right)$ that, possibly for a subsequence,

$$
\int_{\mathbb{R}^{d}} \rho_{\sigma} \phi \mathrm{d} x \rightarrow \int_{\mathbb{R}^{d}} \rho \phi \mathrm{~d} x \quad \text { uniformly in }[0, T] .
$$

Proof. Let $\phi \in C_{0}^{1}\left(\mathbb{R}^{d}\right)$ and $0 \leq t_{1}<t_{2} \leq T$. The uniform $L^{2}\left(0, T ; H^{-1}\left(\mathbb{R}^{d}\right)\right)$ bound of $\partial_{t} \rho_{\sigma}$ implies that

$$
\begin{aligned}
& \left|\int_{\mathbb{R}^{d}} \rho_{\sigma}\left(t_{2}\right) \phi \mathrm{d} x-\int_{\mathbb{R}^{d}} \rho_{\sigma}\left(t_{1}\right) \phi \mathrm{d} x\right|=\left|\int_{t_{1}}^{t_{2}}\left\langle\partial_{t} \rho_{\sigma}, \phi\right\rangle \mathrm{d} t\right| \\
& \quad \leq\left|t_{2}-t_{1}\right|^{1 / 2}\left\|\partial_{t} \rho_{\sigma}\right\|_{L^{2}\left(0, T ; H^{-1}\left(\mathbb{R}^{d}\right)\right)}\|\phi\|_{H^{1}\left(\mathbb{R}^{d}\right)} \leq C\left|t_{2}-t_{1}\right|^{1 / 2}\|\phi\|_{H^{1}\left(\mathbb{R}^{d}\right)} .
\end{aligned}
$$

Hence, the sequence of functions $t \mapsto \int_{\mathbb{R}^{d}} \rho_{\sigma}(t) \phi \mathrm{d} s$ is bounded and equicontinuous in $[0, T]$. By the Ascoli-Arzelá theorem, up to a $\phi$-depending subsequence, $\int_{\mathbb{R}^{d}} \rho_{\sigma} \phi \mathrm{d} x \rightarrow \xi_{\phi}$ strongly in $C^{0}([0, T])$ as $\sigma \rightarrow 0$. Since $\rho_{\sigma} \rightharpoonup^{*} \rho$ weakly* in $L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)$, we can identify the limit, $\xi_{\phi}=\int_{\mathbb{R}^{d}} \rho \phi \mathrm{~d} x$. Since $H^{1}\left(\mathbb{R}^{d}\right)$ is separable, a Cantor diagonal argument together with a density argument allows us to find a subsequence (which is not relabeled) such that for all $\phi \in H^{1}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \rho_{\sigma} \phi \mathrm{d} x \rightarrow \int_{\mathbb{R}^{d}} \rho \phi \mathrm{~d} x \quad \text { strongly in } C^{0}([0, T]) \tag{3.36}
\end{equation*}
$$

Since $\left(\rho_{\sigma}\right)$ is bounded in $L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)$, another density argument shows that this limit also holds for all $\phi \in L^{2}\left(\mathbb{R}^{d}\right)$.
Now, let $\phi \in L^{\infty}\left(\mathbb{R}^{d}\right)$. Using $\phi 1_{\{|x|<R\}} \in L^{2}\left(\mathbb{R}^{d}\right)$, it follows from (3.36) and the moment estimate for $\rho_{\sigma}$ that

$$
\begin{aligned}
& \limsup _{\sigma \rightarrow 0} \sup _{0<t<T}\left|\int_{\mathbb{R}^{d}} \rho_{\sigma}(t) \phi \mathrm{d} x-\int_{\mathbb{R}^{d}} \rho(t) \phi \mathrm{d} x\right| \\
& \quad \leq \limsup _{\sigma \rightarrow 0} \sup _{0<t<T}\left|\int_{\mathbb{R}^{d}} \rho_{\sigma}(t) \phi 1_{\{|x|>R\}} \mathrm{d} x-\int_{\mathbb{R}^{d}} \rho(t) \phi 1_{\{|x|>R\}} \mathrm{d} x\right| \\
& \quad \leq R^{-2 d /(d-2 s)}\|\phi\|_{\infty} \limsup _{\sigma \rightarrow 0} \sup _{0<t<T} \int_{\mathbb{R}^{d}}\left(\rho_{\sigma}(x, t)+\rho(x, t)\right)|x|^{2 d /(d-2 s)} \mathrm{d} x \\
& \quad \leq C(T) R^{-2 d /(d-2 s)}\|\phi\|_{\infty} \rightarrow 0 \text { as } R \rightarrow \infty .
\end{aligned}
$$

This shows that

$$
\lim _{\sigma \rightarrow 0} \sup _{0<t<T}\left|\int_{\mathbb{R}^{d}} \rho_{\sigma}(t) \phi \mathrm{d} x-\int_{\mathbb{R}^{d}} \rho(t) \phi \mathrm{d} x\right|=0,
$$

concluding the proof.

### 3.3 Analysis of equation of the regularised equation (3.5)

This section is devoted to the analysis of equation (3.5),

$$
\begin{align*}
& \partial_{t} \rho_{\sigma, \beta, \zeta}-\sigma \Delta \rho_{\sigma, \beta, \zeta}=\operatorname{div}\left(\rho_{\sigma, \beta, \zeta} \nabla \mathcal{K}_{\zeta} * f_{\sigma}\left(\mathcal{W}_{\beta} * \rho_{\sigma, \beta, \zeta}\right)\right), \quad t>0,  \tag{3.37}\\
& \rho_{\sigma, \beta, \zeta}(0)=\rho_{\sigma}^{0} \quad \text { in } \mathbb{R}^{d},
\end{align*}
$$

where $\mathcal{K}_{\zeta}=\widetilde{\mathcal{K}}_{\zeta} * \mathcal{W}_{\zeta}$ and $\mathcal{W}_{\beta}$ is defined in (3.10), as well as to an estimate for the difference $\rho_{\sigma, \beta, \zeta}-\rho_{\sigma}$, which is needed in the mean-field analysis. The existence and uniqueness of a strong solution to (3.37) follows from standard parabolic theory, since we regularized the singular kernel and smoothed the nonlinearity.

Proposition 3.14 (Uniform estimates). Let Hypotheses (H1)-(H3) hold and let $T>0$, $p>d$. Set $a:=\min \{1, d-2 s\}$, let $\rho_{\sigma}$ be the strong solution to (3.7), and let $\rho_{\sigma, \beta, \zeta}$ be the strong solution to (3.5). Then there exist constants $C_{1}>0$, and $\varepsilon_{0}>0$, both depending on $\sigma, p$, and $T$, such that if $\beta+\zeta^{a}<\varepsilon_{0}$ then

$$
\begin{equation*}
\left\|\rho_{\sigma, \beta, \zeta}-\rho_{\sigma}\right\|_{L^{\infty}\left(0, T ; W^{2, p}\left(\mathbb{R}^{d}\right)\right)} \leq C_{1}\left(\beta+\zeta^{a}\right), \tag{3.38}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\rho_{\sigma, \beta, \zeta}\right\|_{L^{\infty}\left(0, T ; W^{2, p}\left(\mathbb{R}^{d}\right)\right)} \leq C_{1} . \tag{3.39}
\end{equation*}
$$

Furthermore, for every $q \geq 2$, there exists $C_{2}=C_{2}(q)>0$, depending on $\sigma$ and $T$, such that

$$
\begin{align*}
&\left\|\left(\mathcal{K}_{\zeta}-\mathcal{K}\right) * \rho_{\sigma}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \leq C_{2} \zeta^{a},  \tag{3.40}\\
&\left\|\rho_{\sigma, \beta, \zeta}\right\|_{L^{\infty}\left(0, T ; W^{2,1}\left(\mathbb{R}^{d}\right) \cap W^{3, q}\left(\mathbb{R}^{d}\right)\right)} \leq C_{2} . \tag{3.41}
\end{align*}
$$

The proof is presented in the following subsections. The most difficult part is the proof of (3.38) in Section 3.3.1. We first prove an estimate for $\mathrm{D}^{2}\left(\rho_{\sigma, \beta, \zeta}-\rho_{\sigma}\right)$ that depends on a lower-order estimate of this difference. Second, this lower-order estimate is shown by testing the equation satisfied by the difference $\rho_{\sigma, \beta, \zeta}-\rho_{\sigma}$ with a suitable nonlinear test function. Based on the arguments of this section, estimates (3.39)-(3.41) are then shown in Sections 3.3.2-3.3.4, respectively.

### 3.3.1 Proof of (3.38).

We introduce the difference $u:=\rho_{\sigma, \beta, \zeta}-\rho_{\sigma}$, which satisfies

$$
\begin{align*}
\partial_{t} u-\sigma \Delta u & =\operatorname{div}\left[\left(u+\rho_{\sigma}\right) \nabla \mathcal{K}_{\zeta} * f_{\sigma}\left(\mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right)-\rho_{\sigma} \nabla \mathcal{K} * f_{\sigma}\left(\rho_{\sigma}\right)\right]  \tag{3.42}\\
& =D[u]+R\left[\rho_{\sigma}, u\right]+S\left[\rho_{\sigma}, u\right] \quad \text { in } \mathbb{R}^{d}, t>0,
\end{align*}
$$

and the initial datum $u(0)=0$ in $\mathbb{R}^{d}$, where

$$
\begin{aligned}
& D[u]=\operatorname{div}\left[u \nabla \mathcal{K} * f_{\sigma}\left(\mathcal{W}_{\beta} * u\right)\right], \\
& R\left[\rho_{\sigma}, u\right]=\operatorname{div}\left[u \nabla \mathcal{K} *\left(f_{\sigma}\left(\mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right)-f_{\sigma}\left(\mathcal{W}_{\beta} * u\right)\right)\right. \\
&\left.\quad+\rho_{\sigma} \nabla \mathcal{K} *\left(f_{\sigma}\left(\mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right)-f_{\sigma}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right)\right)+\rho_{\sigma} \nabla \mathcal{K} *\left(f_{\sigma}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right)-f_{\sigma}\left(\rho_{\sigma}\right)\right)\right], \\
& S\left[\rho_{\sigma}, u\right]=\operatorname{div}\left[\left(u+\rho_{\sigma}\right) \nabla\left(\mathcal{K}_{\zeta}-\mathcal{K}\right) * f_{\sigma}\left(\mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right)\right] .
\end{aligned}
$$

We show first an estimate for $\mathrm{D}^{2} u$ that depends on a lower-order estimate for $u$.
Lemma 3.15 (Conditional estimate for $u$ ). For any $p>d$, there exists a number $\Gamma_{p} \in(0,1)$ such that, if $\sup _{0<t<T}\|u(t)\|_{W^{1, p}\left(\mathbb{R}^{d}\right)} \leq \Gamma_{p}$ then

$$
\left\|\mathrm{D}^{2} u\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C\left(\|u\|_{L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)}+\beta+\zeta^{a}\right),
$$

recalling that $a=\min \{1, d-2 s\}$, and where $C>0$ is independent of $u$, $\beta$, and $\zeta$, but may depend on $\sigma$.

Proof. Let $\Gamma_{p} \in(0,1)$ be such that $\sup _{0<t<T}\|u(t)\|_{W^{1, p}\left(\mathbb{R}^{d}\right)} \leq \Gamma_{p}$. We will find a constraint for $\Gamma_{p}$ at the end of the proof. The aim is to derive an estimate for the right-hand side of (3.42) in $L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)$. We observe that $\|u(t)\|_{1} \leq\left\|\rho_{\sigma, \beta, \zeta}\right\|_{1}+\left\|\rho_{\sigma}\right\|_{1} \leq 2\left\|\rho^{0}\right\|_{1}$ for $t \in[0, T]$. In the following, we denote by $C>0$ a generic constant that may depend on $\sigma$, without making this explicit. Furthermore, we denote by $\mu$ a generic exponent in $(0,1)$, whose value may vary from line to line.

Step 1: Estimate of $D[u]$. Let $1 / 2<s<1$. Then, by the Hardy-Littlewood-Sobolev-type inequality (3.68),

$$
\begin{aligned}
\|D[u]\|_{p} & \leq\left\|\nabla u \cdot \nabla \mathcal{K} * f_{\sigma}\left(\mathcal{W}_{\beta} * u\right)\right\|_{p}+\left\|u \nabla \mathcal{K} *\left[f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * u\right) \mathcal{W}_{\beta} * \nabla u\right]\right\|_{p} \\
& \leq C\|\nabla u\|_{p}\left\|f_{\sigma}\left(\mathcal{W}_{\beta} * u\right)\right\|_{d /(2 s-1)}+C\|u\|_{d /(2 s-1)}\left\|f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * u\right)\right\|_{\infty}\|\nabla u\|_{p} .
\end{aligned}
$$

We use the Young convolution inequality, the Gagliardo-Nirenberg inequality, the smoothness of $f_{\sigma}$, the property $f_{\sigma}(0)=0$, and the fact $\left\|\mathcal{W}_{\beta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}=1$ to estimate the terms on the right-hand side:

$$
\begin{aligned}
\left\|\mathcal{W}_{\beta} * u\right\|_{\infty} & \leq\|u\|_{\infty} \leq\|u\|_{1}^{1-\lambda}\|\nabla u\|_{p}^{\lambda} \leq C \Gamma_{p}^{\lambda} \leq C \\
\left\|f_{\sigma}\left(\mathcal{W}_{\beta} * u\right)\right\|_{\infty} & \leq \max _{U}\left|f_{\sigma}^{\prime}\right|\left\|\mathcal{W}_{\beta} * u\right\|_{\infty} \leq C \\
\left\|f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * u\right)\right\|_{\infty} & \leq\left|f_{\sigma}^{\prime}(0)\right|+\max _{U}\left|f_{\sigma}^{\prime \prime}\right|\left\|\mathcal{W}_{\beta} * u\right\|_{\infty} \leq C \\
\|u\|_{d /(2 s-1)} & \leq\|u\|_{1}^{1-\mu}\|u\|_{\infty}^{\mu} \leq C\|u\|_{W^{1, p}\left(\mathbb{R}^{d}\right)}^{\mu} \leq C \Gamma_{p}^{\mu} \leq C,
\end{aligned}
$$

where $U:=\left[-\left\|\mathcal{W}_{\beta} * u\right\|_{\infty},\left\|\mathcal{W}_{\beta} * u\right\|_{\infty}\right]$ and $\lambda>0, \mu>0$. Therefore, $\|D[u]\|_{p} \leq C\|\nabla u\|_{p}$ and

$$
\begin{equation*}
\|D[u]\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C\|u\|_{L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)} . \tag{3.43}
\end{equation*}
$$

Next, let $0<s \leq 1 / 2$. Then we write

$$
\begin{aligned}
D[u]= & \nabla u \cdot \mathcal{K} *\left[f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * u\right) \mathcal{W}_{\beta} * \nabla u\right]+u \mathcal{K} *\left[f_{\sigma}^{\prime \prime}\left(\mathcal{W}_{\beta} * u\right)\left|\mathcal{W}_{\beta} * \nabla u\right|^{2}\right] \\
& +u \mathcal{K} *\left[f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * u\right) \mathcal{W}_{\beta} * \Delta u\right]=: D_{1}+D_{2}+D_{3} .
\end{aligned}
$$

By the Hardy-Littlewood-Sobolev-type inequality (Lemma 3.22),

$$
\left\|D_{1}\right\|_{p} \leq C\|\nabla u\|_{d /(2 s)}\left\|f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * u\right) \mathcal{W}_{\beta} * \nabla u\right\|_{p} \leq C\|\nabla u\|_{d /(2 s)}\|\nabla u\|_{p} .
$$

Next, we apply the Gagliardo-Nirenberg inequality with $\lambda=(1+1 / d-2 s / d) /(1+2 / d-1 / p)$ :

$$
\|\nabla u\|_{d /(2 s)} \leq C\|u\|_{1}^{1-\lambda}\left\|\mathrm{D}^{2} u\right\|_{p}^{\lambda} \leq C\left\|\mathrm{D}^{2} u\right\|_{p}^{\lambda},
$$

which is possible as long as $\lambda \geq 1 / 2$ or equivalently $d \geq 2 s$, which is true. Consequently, using $\Gamma_{p} \leq 1$,

$$
\left\|D_{1}\right\|_{p} \leq C\|\nabla u\|_{p}\left\|\mathrm{D}^{2} u\right\|_{p}^{\lambda} \leq C \Gamma_{p}^{\lambda}\|\nabla u\|_{p}^{1-\lambda}\left\|\mathrm{D}^{2} u\right\|_{p}^{\lambda} \leq C(\delta)\|\nabla u\|_{p}+\delta\left\|\mathrm{D}^{2} u\right\|_{p},
$$

where $\delta>0$ is arbitrary. It follows from the Hardy-Littlewood-Sobolev-type inequality and the Gagliardo-Nirenberg inequality

$$
\|\nabla u\|_{2 p}^{2} \leq C\left\|\mathrm{D}^{2} u\right\|_{p}^{d / p}\|\nabla u\|_{p}^{2-d / p} \leq C \Gamma_{p}\left\|\mathrm{D}^{2} u\right\|_{p}^{d / p}\|\nabla u\|_{p}^{1-d / p}
$$

that

$$
\left\|D_{2}\right\|_{p} \leq C\|u\|_{d / 2 s} \Gamma_{p}\left\|D^{2} u\right\|_{p}^{d / p}\|\nabla u\|_{p}^{1-d / p} \leq C(\delta)\|\nabla u\|_{p}+\delta\left\|\mathrm{D}^{2} u\right\|_{p} .
$$

Finally, using similar ideas, we obtain

$$
\left\|D_{3}\right\|_{p} \leq C\|u\|_{d /(2 s)}\|\Delta u\|_{p} \leq C \Gamma_{p}^{\mu}\left\|\mathrm{D}^{2} u\right\|_{p} .
$$

Summarizing the estimates for $D_{1}, D_{2}$, and $D_{3}$ and integrating in time leads to

$$
\begin{equation*}
\|D[u]\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C\|u\|_{L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)}+C \Gamma_{p}^{\mu}\left\|\mathrm{D}^{2} u\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \tag{3.44}
\end{equation*}
$$

Step 2: Estimate of $R\left[\rho_{\sigma}, u\right]$. We write $R\left[\rho_{\sigma}, u\right]=R_{1}+R_{2}+R_{3}$ for the three terms in the definition of $R\left[\rho_{\sigma}, u\right]$ below (3.42).
Step 2a: Estimate of $R_{1}$. If $s>1 / 2$, we can argue similarly as in the derivation of (3.43), which gives

$$
\left\|R_{1}\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C\|u\|_{L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)} .
$$

If $0<s \leq 1 / 2$, we write $R_{1}=R_{11}+\cdots+R_{16}$, where

$$
\begin{aligned}
R_{11}= & \nabla u \cdot \mathcal{K} *\left[f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right) \mathcal{W}_{\beta} * \nabla \rho_{\sigma}\right], \\
R_{12}= & u \mathcal{K} *\left[f_{\sigma}^{\prime \prime}\left(\mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right)\left(\mathcal{W}_{\beta} * \nabla \rho_{\sigma}\right) \cdot\left(\mathcal{W}_{\beta} * \nabla\left(u+\rho_{\sigma}\right)\right)\right], \\
R_{13}= & u \mathcal{K} *\left[f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right) \mathcal{W}_{\beta} * \Delta \rho_{\sigma}\right], \\
R_{14}= & \nabla u \cdot \mathcal{K} *\left[\left(f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right)-f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * u\right)\right) \mathcal{W}_{\beta} * \nabla u\right], \\
R_{15}= & u \mathcal{K} *\left[\left(f_{\sigma}^{\prime \prime}\left(\mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right) \mathcal{W}_{\beta} * \nabla\left(u+\rho_{\sigma}\right)\right.\right. \\
& \left.\left.-f_{\sigma}^{\prime \prime}\left(\mathcal{W}_{\beta} * u\right)\left(\mathcal{W}_{\beta} * \nabla u\right)\right) \cdot\left(\mathcal{W}_{\beta} * \nabla u\right)\right], \\
R_{16}= & u \mathcal{K} *\left[\left(f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right)-f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * u\right)\right) \mathcal{W}_{\beta} * \Delta u\right] .
\end{aligned}
$$

All terms except the last one can be treated by the Hardy-Littlewood-Sobolev and Ga-gliardo-Nirenberg inequalities as before. For the last term, we use these inequalities and the $L^{\infty}\left(\mathbb{R}^{d}\right)$ bound for $\rho_{\sigma}$ :

$$
\begin{aligned}
\left\|R_{16}\right\|_{p} & \leq C\|u\|_{d /(2 s)}\left\|\left(f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right)-f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * u\right)\right) \mathcal{W}_{\beta} * \Delta u\right\|_{p} \\
& \leq C\|u\|_{d /(2 s)}\left\|f_{\sigma}^{\prime \prime}\right\|_{\infty}\left\|\mathcal{W}_{\beta} * \rho_{\sigma}\right\|_{\infty}\left\|\mathcal{W}_{\beta} * \Delta u\right\|_{p} \leq C\|u\|_{d /(2 s)}\|\Delta u\|_{p} \leq C \Gamma_{p}^{\mu}\left\|\mathrm{D}^{2} u\right\|_{p}
\end{aligned}
$$

We infer that (possibly with a different $\mu>0$ than before)

$$
\left\|R_{1}\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C\|u\|_{L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)}+C \Gamma_{p}^{\mu}\left\|\mathrm{D}^{2} u\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)}
$$

Step 2b: Estimate of $R_{2}$. Since $\left|f_{\sigma}^{\prime}\right|$ is bounded on the interval $\left[-\|u\|_{\infty}-\left\|\rho_{\sigma}\right\|_{\infty},\|u\|_{\infty}+\right.$ $\left.\left\|\rho_{\sigma}\right\|_{\infty}\right]$, we obtain for $s>1 / 2$,

$$
\left\|R_{2}\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C\|u\|_{L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)}
$$

For $0<s \leq 1 / 2$, we write $R_{2}=R_{21}+\cdots+R_{27}$, where

$$
\begin{aligned}
& R_{21}=\nabla \rho_{\sigma} \cdot \mathcal{K} *\left[f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right) \mathcal{W}_{\beta} * \nabla u\right], \\
& R_{22}=\rho_{\sigma} \mathcal{K} *\left[f_{\sigma}^{\prime \prime}\left(\mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right) \mathcal{W}_{\beta} * \nabla\left(u+\rho_{\sigma}\right) \cdot\left(\mathcal{W}_{\beta} * \nabla u\right)\right], \\
& R_{23}=\rho_{\sigma} \mathcal{K} *\left[f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right) \mathcal{W}_{\beta} * \Delta u\right], \\
& R_{24}=\nabla \rho_{\sigma} \cdot \mathcal{K} *\left[\left(f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right)-f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right)\right) \mathcal{W}_{\beta} * \nabla \rho_{\sigma}\right], \\
& \left.R_{25}=\rho_{\sigma} \mathcal{K} *\left[f_{\sigma}^{\prime \prime} \mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right)\left(\mathcal{W}_{\beta} * \nabla u\right) \cdot\left(\mathcal{W}_{\beta} * \nabla \rho_{\sigma}\right)\right], \\
& \left.R_{26}=\rho_{\sigma} \mathcal{K} *\left[\left(f_{\sigma}^{\prime \prime} \mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right)-f_{\sigma}^{\prime \prime}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right)\right)\left|\mathcal{W}_{\beta} * \nabla \rho_{\sigma}\right|^{2}\right], \\
& R_{27}=\rho_{\sigma} \mathcal{K} *\left[\left(f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right)-f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right)\right) \mathcal{W}_{\beta} * \Delta \rho_{\sigma}\right] .
\end{aligned}
$$

Similar estimations as before allow us to treat all terms except the third one:

$$
\begin{aligned}
\left\|R_{23}\right\|_{p} \leq & \left\|\rho_{\sigma} \mathcal{K} *\left[\left(f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right)-f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right)\right) \mathcal{W}_{\beta} * \Delta u\right]\right\|_{p} \\
& +\left\|\rho_{\sigma} \mathcal{K} *\left[f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right) \mathcal{W}_{\beta} * \Delta u\right]\right\|_{p}=: Q_{231}+Q_{232} .
\end{aligned}
$$

The first term can be estimated similarly as above by $Q_{231} \leq C \Gamma_{p}^{\mu}\left\|\mathrm{D}^{2} u\right\|_{p}$, while

$$
\begin{aligned}
Q_{232} \leq & \left\|\rho_{\sigma} \Delta \mathcal{K} *\left[f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right) \mathcal{W}_{\beta} * u\right]\right\|_{p}+\left\|\rho_{\sigma} \mathcal{K} *\left[\Delta f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right) \mathcal{W}_{\beta} * u\right]\right\|_{p} \\
& +2\left\|\rho_{\sigma} \mathcal{K} *\left[\nabla f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right) \cdot\left(\mathcal{W}_{\beta} * \nabla u\right)\right]\right\|_{p} .
\end{aligned}
$$

It follows from $-\Delta \mathcal{K} * v=(-\Delta)^{1-s} v$ and the fractional Gagliardo-Nirenberg inequality (Lemma 3.24) that

$$
\begin{aligned}
Q_{232} & \leq C\|u\|_{W^{1, p}\left(\mathbb{R}^{d}\right)}+\left\|\rho_{\sigma}(-\Delta)^{1-s}\left[f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right) \mathcal{W}_{\beta} * u\right]\right\|_{p} \\
& \leq C\|u\|_{W^{1, p}\left(\mathbb{R}^{d}\right)}+C\left\|\rho_{\sigma}\right\|_{\infty}\left\|f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right) \mathcal{W}_{\beta} * u\right\|_{p}^{s}\left\|\mathrm{D}^{2}\left[f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right) \mathcal{W}_{\beta} * u\right]\right\|_{p}^{1-s} \\
& \leq C\|u\|_{W^{1, p}\left(\mathbb{R}^{d}\right)}+C\|u\|_{p}^{s}\left(\|u\|_{p}^{1-s}+\|\nabla u\|_{p}^{1-s}+\left\|\mathrm{D}^{2} u\right\|_{p}^{1-s}\right) \\
& \leq C\|u\|_{W^{1, p}\left(\mathbb{R}^{d}\right)}^{1-s}+C \Gamma_{p}\left\|\mathrm{D}^{2} u\right\|_{p} .
\end{aligned}
$$

This shows that $\left\|R_{23}\right\|_{p} \leq C\|u\|_{W^{1, p}\left(\mathbb{R}^{d}\right)}+C \Gamma_{p}^{\mu}\left\|\mathrm{D}^{2} u\right\|_{p}$, and we conclude that

$$
\left\|R_{2}\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C\|u\|_{L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)}+C \Gamma_{p}^{\mu}\left\|\mathrm{D}^{2} u\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} .
$$

Step 2c: Estimate of $R_{3}$. We write $R_{3}=R_{31}+\cdots+R_{37}$, where

$$
\begin{aligned}
& R_{31}=\nabla \rho_{\sigma} \cdot \mathcal{K} *\left[\left(f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right)-f_{\sigma}^{\prime}\left(\rho_{\sigma}\right)\right) \mathcal{W}_{\beta} * \nabla \rho_{\sigma}\right], \\
& R_{32}=\rho_{\sigma} \mathcal{K} *\left[\left(f_{\sigma}^{\prime \prime}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right)-f_{\sigma}^{\prime \prime}\left(\rho_{\sigma}\right)\right)\left|\mathcal{W}_{\beta} * \nabla \rho_{\sigma}\right|^{2}\right], \\
& R_{33}=\rho_{\sigma} \mathcal{K} *\left[f_{\sigma}^{\prime \prime}\left(\rho_{\sigma}\right)\left(\mathcal{W}_{\beta} * \nabla \rho_{\sigma}-\nabla \rho_{\sigma}\right) \cdot\left(\mathcal{W}_{\beta} * \nabla \rho_{\sigma}\right)\right], \\
& R_{34}=\nabla \rho_{\sigma} \cdot \mathcal{K} *\left[f_{\sigma}^{\prime}\left(\rho_{\sigma}\right)\left(\mathcal{W}_{\beta} * \nabla \rho_{\sigma}-\nabla \rho_{\sigma}\right)\right], \\
& R_{35}=\rho_{\sigma} \mathcal{K} *\left[f_{\sigma}^{\prime \prime}\left(\rho_{\sigma}\right) \nabla \rho_{\sigma} \cdot\left(\mathcal{W}_{\beta} * \nabla \rho_{\sigma}-\nabla \rho_{\sigma}\right)\right], \\
& R_{36}=\rho_{\sigma} \mathcal{K} *\left[f_{\sigma}^{\prime}\left(\rho_{\sigma}\right)\left(\mathcal{W}_{\beta} * \Delta \rho_{\sigma}-\Delta \rho_{\sigma}\right)\right] \\
& R_{37}=\rho_{\sigma} \mathcal{K} *\left[\left(f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right)-f_{\sigma}^{\prime}\left(\rho_{\sigma}\right)\right) \mathcal{W}_{\beta} * \Delta \rho_{\sigma}\right]
\end{aligned}
$$

We start with the estimate of $R_{31}$. We use the Hardy-Littlewood-Sobolev inequality (Lemma 3.22) and Lemma 3.21 to estimate $\mathcal{W}_{\beta} * \rho_{\sigma}-\rho_{\sigma}$ :

$$
\begin{aligned}
R_{31} & \leq C\left\|\nabla \rho_{\sigma}\right\|_{d / s}\left\|f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right)-f_{\sigma}^{\prime}\left(\rho_{\sigma}\right)\right\|_{p}\left\|\mathcal{W}_{\beta} * \nabla \rho_{\sigma}\right\|_{d / s} \\
& \leq C\left\|\nabla \rho_{\sigma}\right\|_{d / s}^{2} \max _{\left[0,2\left\|\rho_{\sigma}\right\|_{\infty}\right]}\left|f_{\sigma}^{\prime \prime \prime}\right|\left\|\mathcal{W}_{\beta} * \rho_{\sigma}-\rho_{\sigma}\right\|_{p} \leq C(\sigma) \beta,
\end{aligned}
$$

also taking into account the $L^{\infty}\left(0, T ; L^{q}\left(\mathbb{R}^{d}\right)\right)$ bound for $\nabla \rho_{\sigma}$; see Proposition 3.10. With this regularity, we can estimate all other terms except $R_{34}$ and $R_{36}$. Since they have similar structures, we only treat $R_{34}$. This term is delicate since the factor $f_{\sigma}^{\prime}\left(\rho_{\sigma}\right)$ cannot be bounded in $L^{q}\left(\mathbb{R}^{d}\right)$ for any $q<\infty$. Therefore, one might obtain via Hardy-LittlewoodSobolev's inequality factors like $\left\|\nabla \rho_{\sigma}\right\|_{q_{1}}$ and $\left\|\mathrm{D}^{2} \rho_{\sigma}\right\|_{q_{2}}$ with either $q_{1}<2$ or $q_{2}<2$.

However, for such factors, an $L^{\infty}$ bound in time is currently lacking (Proposition 3.10 provides such a bound only for $q \geq 2$ ). Our idea is to add and subtract the term $f_{\sigma}^{\prime}(0)$ since

$$
\left|f_{\sigma}^{\prime}\left(\rho_{\sigma}\right)-f_{\sigma}^{\prime}(0)\right| \leq \rho_{\sigma} \max _{\left[0,\left\|\rho_{\rho}\right\|_{\infty}\right]}\left|f_{\sigma}^{\prime \prime}\right| \leq C \rho_{\sigma}
$$

can be controlled. This leads to

$$
\begin{aligned}
\left\|R_{34}\right\|_{p} \leq & \| \nabla \rho_{\sigma} \cdot \mathcal{K} *\left[\left(f_{\sigma}^{\prime}\left(\rho_{\sigma}\right)-f_{\sigma}^{\prime}(0)\right)\left(\mathcal{W}_{\beta} * \nabla \rho_{\beta}-\nabla \rho_{\beta}\right) \|_{p}\right. \\
& +\left\|f_{\sigma}^{\prime}(0) \nabla \rho_{\sigma} \cdot \mathcal{K} *\left(\mathcal{W}_{\beta} * \nabla \rho_{\sigma}-\nabla \rho_{\sigma}\right)\right\|_{p} \\
\leq & C \beta+\left|f_{\rho}^{\prime}(0)\right|\left\|\nabla \rho_{\sigma} \cdot \mathcal{K} *\left(\mathcal{W}_{\beta} * \nabla \rho_{\sigma}-\nabla \rho_{\sigma}\right)\right\|_{p}=: C \beta+Q_{341},
\end{aligned}
$$

as the first term can be estimated in a standard way. For the estimate of $Q_{341}$, we need to distinguish two cases.
If $1 / 2<s \leq 1$, we infer from the Hardy-Littlewoord-Sobolev-type inequality (3.68) that

$$
Q_{341} \leq C\left\|\nabla \rho_{\sigma}\right\|_{d /(2 s-1)}\left\|\mathcal{W}_{\beta} * \rho_{\sigma}-\rho_{\sigma}\right\|_{p} \leq C\left\|\nabla \rho_{\sigma}\right\|_{d /(2 s-1)}\left\|\nabla \rho_{\sigma}\right\|_{p} \beta \leq C \beta .
$$

Next, let $0<s \leq 1 / 2$. Then we apply the Hardy-Littlewoord-Sobolev-type inequality (3.67), the standard Gagliardo-Nirenberg inequality for some $\lambda>0$, and Lemma 3.21:

$$
Q_{341} \leq C\left\|\nabla \rho_{\sigma}\right\|_{d /(2 s)}\left\|\mathcal{W}_{\beta} * \nabla \rho_{\sigma}-\nabla \rho_{\sigma}\right\|_{p} \leq C\left\|\rho_{\sigma}\right\|_{1}^{1-\lambda}\left\|\mathrm{D}^{2} \rho_{\sigma}\right\|_{p}^{\lambda}\left(\beta\left\|\mathrm{D}^{2} \rho_{\sigma}\right\|_{p}\right) \leq C \beta
$$

We conclude that $\left\|R_{34}\right\|_{p} \leq C \beta$ and eventually

$$
\left\|R_{3}\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C \beta
$$

Summarizing the estimates for $R_{1}, R_{2}$, and $R_{3}$ finishes this step:

$$
\begin{equation*}
\left\|R\left[\rho_{\sigma}, u\right]\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C\|u\|_{L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)}+C \beta+C \Gamma_{p}^{\mu}\left\|\mathrm{D}^{2} u\right\|_{L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)} . \tag{3.45}
\end{equation*}
$$

Step 3: Estimate of $S\left[\rho_{\sigma}, u\right]$. We formulate this term as $S\left[\rho_{\sigma}, u\right]=S_{1}+\cdots+S_{4}$, where

$$
\begin{aligned}
& S_{1}=\operatorname{div}\left[u \nabla\left(\mathcal{K}_{\zeta}-\mathcal{K}\right) *\left(f_{\sigma}\left(\mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right)-f_{\sigma}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right)\right)\right], \\
& S_{2}=\operatorname{div}\left(u \nabla\left(\mathcal{K}_{\zeta}-\mathcal{K}\right) * f_{\sigma}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right)\right), \\
& S_{3}=\operatorname{div}\left[\rho_{\sigma} \nabla\left(\mathcal{K}_{\zeta}-\mathcal{K}\right) *\left(f_{\sigma}\left(\mathcal{W}_{\beta} *\left(u+\rho_{\sigma}\right)\right)-f_{\sigma}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right)\right)\right], \\
& S_{4}=\operatorname{div}\left(\rho_{\sigma} \nabla\left(\mathcal{K}_{\zeta}-\mathcal{K}\right) * f_{\sigma}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right)\right) .
\end{aligned}
$$

The terms $S_{1}, S_{2}$, and $S_{3}$ can be treated as the terms in $R\left[\rho_{\sigma}, u\right]$, since they have the same structure and the techniques used to estimate integrals involving $\mathcal{K}$ can be applied to those involving $\mathcal{K}_{\zeta}$. This leads to (for some $\mu>0$ )

$$
\begin{equation*}
\left\|S_{1}+S_{2}+S_{3}\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C\|u\|_{L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)}+C \Gamma_{p}^{\mu}\left\|D^{2} u\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \tag{3.46}
\end{equation*}
$$

It remains to estimate $S_{4}$. We write $S_{4}=S_{41}+S_{42}+S_{43}$, where

$$
\begin{aligned}
& S_{41}=\nabla \rho_{\sigma} \cdot\left(\mathcal{K}_{\zeta}-\mathcal{K}\right) *\left[f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right) \mathcal{W}_{\beta} * \nabla \rho_{\sigma}\right], \\
& S_{42}=\rho_{\sigma}\left(\mathcal{K}_{\zeta}-\mathcal{K}\right) *\left[f_{\sigma}^{\prime \prime}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right)\left|\mathcal{W}_{\beta} * \nabla \rho_{\sigma}\right|^{2}\right],
\end{aligned}
$$

$$
S_{43}=\rho_{\sigma}\left(\mathcal{K}_{\zeta}-\mathcal{K}\right) *\left[f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho_{\sigma}\right) \mathcal{W}_{\beta} * \Delta \rho_{\sigma}\right]
$$

Observe that, because of the definition of $\mathcal{K}_{\zeta}=\widetilde{\mathcal{K}}_{\zeta} * \mathcal{W}_{\zeta}$ with $\widetilde{\mathcal{K}}_{\zeta}=\mathcal{K} \omega_{\zeta}($ defined in (3.11)), we have $\left(\mathcal{K}_{\zeta}-\mathcal{K}\right) * v=\mathcal{K} *\left(\mathcal{W}_{\zeta} * v-v\right)-\left(\mathcal{K}\left(1-\omega_{\zeta}\right)\right) * \mathcal{W}_{\zeta} * v$ for every function $v$ for which the convolution is defined, and therefore, by the Hardy-Littlewood-Sobolev-type inequality (3.67), Young's convolution inequality, and Lemma 3.21,

$$
\begin{aligned}
\left\|\rho_{\sigma}\left(\mathcal{K}_{\zeta}-\mathcal{K}\right) * v\right\|_{p} & \leq C\left\|\rho_{\sigma}\right\|_{d /(2 s)}\left\|\mathcal{W}_{\zeta} * v-v\right\|_{p}+C\left\|\rho_{\sigma}\right\|_{p}\left\|\left(\mathcal{K}\left(1-\omega_{\zeta}\right)\right) * v\right\|_{\infty} \\
& \leq C\left\|\rho_{\sigma}\right\|_{d /(2 s)}\|\nabla v\|_{p} \zeta+C\left\|\rho_{\sigma}\right\|_{p}\left\|\mathcal{K} 1_{\mathbb{R}^{d} \backslash B\left(0, \zeta^{-1}\right)}\right\|_{\infty}\|v\|_{1} \\
& \leq C\left\|\rho_{\sigma}\right\|_{d /(2 s)}\|\nabla v\|_{p} \zeta+C \zeta^{d-2 s}\left\|\rho_{\sigma}\right\|_{p}\|v\|_{1}
\end{aligned}
$$

Given the regularity properties of $\rho_{\sigma}$ (see Lemma 3.11) and the assumptions on $f_{\sigma}$, it follows that

$$
\begin{equation*}
\left\|S_{4}\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C \zeta^{\min \{1, d-2 s\}} \tag{3.47}
\end{equation*}
$$

We conclude from (3.46) and (3.47) that

$$
\begin{equation*}
\left\|S\left[\rho_{\sigma}, u\right]\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C\|u\|_{L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)}+C \zeta^{a}+C \Gamma_{p}^{\mu}\left\|\mathrm{D}^{2} u\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \tag{3.48}
\end{equation*}
$$

where $a:=\min \{1, d-2 s\}$.
Step 4: End of the proof. Summarizing (3.44), (3.45), and (3.48), we infer that the righthand side of (3.42) can be bounded (for some $\mu>0$ ) by

$$
\begin{aligned}
\| D[u] & +R\left[\rho_{\sigma}, u\right]+S\left[\rho_{\sigma}, u\right] \|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \\
& \leq C\|u\|_{L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)}+C\left(\beta+\zeta^{a}\right)+C \Gamma_{p}^{\mu}\left\|D^{2} u\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} .
\end{aligned}
$$

By parabolic regularity (3.71),

$$
\left\|\mathrm{D}^{2} u\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C\|u\|_{L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)}+C\left(\beta+\zeta^{a}\right)+C \Gamma_{p}^{\mu}\left\|\mathrm{D}^{2} u\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)}
$$

Choosing $\Gamma_{p}>0$ sufficiently small finishes the proof.
It remains to estimate the $L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)$ norm of $u$. This is done in the following lemma.

Lemma 3.16 (Unconditional estimate for $u$ ). For any $p>d$, there exist constants $C>0$, and $\varepsilon_{0}>0$, both depending on $\sigma$, $p$, and $T$, such that for $\beta+\zeta^{a}<\varepsilon_{0}$,

$$
\|u\|_{L^{\infty}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)} \leq C\left(\beta+\zeta^{a}\right)
$$

recalling that $a:=\min \{1, d-2 s\}$.
Proof. The idea is to test (3.42) with $p|u|^{p-2} u-p \operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)$. Integration by parts and some elementary computations lead to

$$
\int_{\mathbb{R}^{d}} p \operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right) \Delta u \mathrm{~d} x=-p \sum_{i, j} \int_{\mathbb{R}^{d}}|\nabla u|^{p-2} \partial_{i} u \partial_{i} \partial_{j j}^{2} u \mathrm{~d} x
$$

$$
\begin{aligned}
& =p \sum_{i, j} \int_{\mathbb{R}^{d}} \partial_{j}\left(|\nabla u|^{p-2} \partial_{i} u\right) \partial_{i j}^{2} u \mathrm{~d} x \\
& =p \int_{\mathbb{R}^{d}}|\nabla u|^{p-2}\left|D^{2} u\right|^{2} \mathrm{~d} x+\frac{p}{2} \sum_{j} \int_{\mathbb{R}^{d}} \partial_{j}\left(|\nabla u|^{p-2}\right) \partial_{j}\left(|\nabla u|^{2}\right) \mathrm{d} x \\
& =p \int_{\mathbb{R}^{d}}|\nabla u|^{p-2}\left|D^{2} u\right|^{2} \mathrm{~d} x+\sum_{j} \int_{\mathbb{R}^{d}} \frac{4}{p}(p-2)\left(\partial_{j}\left(|\nabla u|^{p / 2}\right)\right)^{2} \mathrm{~d} x .
\end{aligned}
$$

Consequently, we have

$$
\begin{align*}
p \| u(t) & \|_{W^{1, p}\left(\mathbb{R}^{d}\right)}^{p}+\sigma p(p-1) \int_{0}^{t} \int_{\mathbb{R}^{d}}|u|^{p-2}|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} s  \tag{3.49}\\
& +\sigma \int_{0}^{t} \int_{\mathbb{R}^{d}}\left(p|\nabla u|^{p-2}\left|D^{2} u\right|^{2}+4(p-2) p^{-1}\left|\nabla\left(|\nabla u|^{p / 2}\right)\right|^{2}\right) \mathrm{d} x \mathrm{~d} s \\
= & p \int_{0}^{t} \int_{\mathbb{R}^{d}}\left(|u|^{p-2} u-\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)\right)\left(D[u]+R\left[\rho_{\sigma}, u\right]+S\left[\rho_{\sigma}, u\right]\right) \mathrm{d} x \mathrm{~d} s \\
= & Q[u] .
\end{align*}
$$

We infer from Lemmas 3.20 and 3.26 that $u \in C^{0}\left([0, T] ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)$. Therefore, since $u(0)=0$, it holds that $\|u(t)\|_{W^{1, p}\left(\mathbb{R}^{d}\right)} \leq \Gamma_{p}$ for all $t \in\left[0, T^{*}\right]$ and $T^{*}:=\sup \left\{t_{0} \in(0, T):\right.$ $\|u(t)\|_{W^{1, p}\left(\mathbb{R}^{d}\right)} \leq \Gamma_{p}$ for $\left.0 \leq t \leq t_{0}\right\}$. Let $t \in\left[0, T^{*}\right]$. We have shown in the proof of the previous lemma that

$$
\left\|D[u]+R\left[\rho_{\sigma}, u\right]+S\left[\rho_{\sigma}, u\right]\right\|_{L^{p}\left(0, t ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C\|u\|_{L^{p}\left(0, t ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)}+C\left(\beta+\zeta^{a}\right)
$$

Hence, we can estimate the right-hand side $Q[u]$ of (3.49) as follows:

$$
\begin{aligned}
Q[u] \leq & C \int_{0}^{t} \int_{\mathbb{R}^{d}}\left(|u|^{p-1}+|\nabla u|^{p-2}\left|\mathrm{D}^{2} u\right|\right)\left|D[u]+R\left[\rho_{\sigma}, u\right]+S\left[\rho_{\sigma}, u\right]\right| \mathrm{d} x \mathrm{~d} s \\
\leq & C\left(\|u\|_{L^{p}\left(0, t ; L^{p}\left(\mathbb{R}^{d}\right)\right)}^{p-1}+\|\nabla u\|_{L^{p}\left(0, t ; L^{p}\left(\mathbb{R}^{d}\right)\right)}^{p / 2-1}\left|\left\|\left.\nabla u\right|^{p / 2-1}\left|\mathrm{D}^{2} u\right|\right\|_{L^{2}\left(0, t ; L^{2}\left(\mathbb{R}^{d}\right)\right)}\right)\right. \\
& \times\left(\|u\|_{L^{p}\left(0, t ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)}+\beta+\zeta^{a}\right) \\
\leq & C(\delta, p, t)\left(\|u\|_{L^{p}\left(0, t ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)}^{p}+\left(\beta+\zeta^{a}\right)^{p}\right)+\delta\left\||\nabla u|^{p / 2-1}\left|\mathrm{D}^{2} u\right|\right\|_{L^{2}\left(0, t ; L^{2}\left(\mathbb{R}^{d}\right)\right)}^{2}
\end{aligned}
$$

where $\delta>0$. Choosing $\delta$ sufficiently small, the last term is absorbed by the corresponding expression on the left-hand side of (3.49), and we infer from (3.49) that for $0 \leq t \leq T^{*}$,

$$
\|u(t)\|_{W^{1, p}\left(\mathbb{R}^{d}\right)}^{p} \leq C(p, t) \int_{0}^{t}\|u\|_{W^{1, p}\left(\mathbb{R}^{d}\right)}^{p} \mathrm{~d} s+C(p, t)\left(\beta+\zeta^{a}\right)^{p}
$$

We assume without loss of generality that $C(p, t)$ is nondecreasing in $t$. Then Gronwall's lemma implies that for $0 \leq t \leq T^{*}$,

$$
\|u(t)\|_{W^{1, p}\left(\mathbb{R}^{d}\right)}^{p} \leq C(p, T)\left(\beta+\zeta^{a}\right)^{p} \int_{0}^{t} e^{C(p, T)(t-s)} \mathrm{d} s \leq\left(\beta+\zeta^{a}\right) e^{C(p, T) t}
$$

Choosing $\varepsilon_{0}=\frac{1}{2} \Gamma_{p} \exp (-C(p, T) T / p)<1$, we find that $\|u(t)\|_{W^{1, p}\left(\mathbb{R}^{d}\right)} \leq \Gamma_{p} / 2$ for $\beta+$ $\zeta^{a}<\varepsilon_{0}$ and $0 \leq t \leq T^{*}$. By definition of $T^{*}$, it follows that $T^{*}=T$. In particular, $\|u(t)\|_{W^{1, p}\left(\mathbb{R}^{d}\right)} \leq C\left(\beta+\zeta^{a}\right)$ for $0<t<T$, which finishes the proof.

### 3.3.2 Proof of (3.38) and (3.39).

Combining Lemmas 3.15 and 3.16 leads to

$$
\begin{equation*}
\|u\|_{L^{p}\left(0, T ; W^{2, p}\left(\mathbb{R}^{d}\right)\right)} \leq C(\sigma, p, T)\left(\beta+\zeta^{a}\right), \quad \text { where } a=\min \{1, d-2 s\}, \tag{3.50}
\end{equation*}
$$

as long as $\beta+\zeta^{a}<\varepsilon_{0}$ and $p>d$. Next, we differentiate (3.42) with respect to $x_{i}$ (writing $\partial_{i}$ for $\left.\partial / \partial x_{i}\right)$ :

$$
\partial_{t}\left(\partial_{i} u\right)-\sigma \Delta\left(\partial_{i} u\right)=\partial_{i}\left(D[u]+R\left[\rho_{\sigma}, u\right]+S\left[\rho_{\sigma}, u\right]\right), \quad \partial_{i} u(0)=0 \quad \text { in } \mathbb{R}^{d} .
$$

Taking into account estimate (3.50) and arguing as in the proof of Lemma 3.15, we can show that for $\delta>0$,

$$
\left\|\partial_{i}\left(D[u]+R\left[\rho_{\sigma}, u\right]+S\left[\rho_{\sigma}, u\right]\right)\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C(p, \sigma, \delta)\left(\beta+\zeta^{a}\right)+\delta\left\|\mathrm{D}^{3} u\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} .
$$

We infer from parabolic regularity (Lemma 3.26) for sufficiently small $\delta>0$ that

$$
\left\|\partial_{t} \mathrm{D} u\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)}+\left\|\mathrm{D}^{3} u\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C(p, \sigma)\left(\beta+\zeta^{a}\right) .
$$

Then Lemma 3.20, applied to $\mathrm{D} u$, leads to (3.38), which with Proposition 3.10 implies (3.39).
3.3.3 Proof of (3.40).

Let $x \in \mathbb{R}^{d}$. We use the definitions of $\mathcal{K}_{\zeta}$ and $\mathcal{W}_{\zeta}$ to find that

$$
\begin{aligned}
\mid\left(\mathcal{K}_{\zeta}\right. & -\mathcal{K}) * \rho_{\sigma}(x)\left|=\left|\int_{\mathbb{R}^{d}} \mathcal{W}_{\zeta}(x-y)\left(\left(\mathcal{K} * \rho_{\sigma}\right)(x)-\left(\left(\mathcal{K} \omega_{\zeta}\right) * \rho_{\sigma}\right)(y)\right) \mathrm{d} y\right|\right. \\
& \leq \int_{\mathbb{R}^{d}} \mathcal{W}_{\zeta}(x-y)|x-y| \frac{\left|\left(\mathcal{K} * \rho_{\sigma}\right)(x)-\left(\mathcal{K} * \rho_{\sigma}\right)(y)\right|}{|x-y|} \mathrm{d} y+\left\|\left(\mathcal{K}\left(1-\omega_{\zeta}\right)\right) * \rho_{\sigma}\right\|_{\infty} \\
& \leq\left\|\nabla \mathcal{K} * \rho_{\sigma}\right\|_{\infty} \int_{\mathbb{R}^{d}} \mathcal{W}_{\zeta}(z)|z| \mathrm{d} z+\left\|\mathcal{K} 1_{\mathbb{R}^{d} \backslash B\left(0, \zeta^{-1}\right)}\right\|_{\infty}\left\|\rho_{\sigma}\right\|_{1} \\
& \leq \zeta\left\|\nabla \mathcal{K} * \rho_{\sigma}\right\|_{\infty} \int_{\mathbb{R}^{d}} \mathcal{W}_{1}(y)|y| \mathrm{d} y+\zeta^{d-2 s}\left\|\rho_{\sigma}\right\|_{1} .
\end{aligned}
$$

Let $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ be such that $\operatorname{supp}(\phi) \subset B_{2}$ and $\phi=1$ in $B_{1}$. Then (since we can assume without loss of generality that $\zeta<1$ ), by arguing like in the derivation of (3.47), we obtain

$$
\left|\left(\mathcal{K}_{\zeta}-\mathcal{K}\right) * \rho_{\sigma}(x)\right| \leq C \zeta^{\min \{1, d-2 s\}}\left(\left\|\nabla(\mathcal{K} \phi) * \rho_{\sigma}\right\|_{\infty}+\left\|\nabla(\mathcal{K}(1-\phi)) * \rho_{\sigma}\right\|_{\infty}+\left\|\rho_{\sigma}\right\|_{1}\right),
$$

A computation shows that for $p>\max \{d /(2 s), 2\}$,

$$
\begin{aligned}
\left\|\nabla(\mathcal{K} \phi) * \rho_{\sigma}\right\|_{\infty} & =\left\|(\mathcal{K} \phi) * \nabla \rho_{\sigma}\right\|_{\infty} \leq\|\mathcal{K} \phi\|_{p /(p-1)}\left\|\nabla \rho_{\sigma}\right\|_{p} \leq C\left\|\nabla \rho_{\sigma}\right\|_{p}, \\
\left\|\nabla(\mathcal{K}(1-\phi)) * \rho_{\sigma}\right\|_{\infty} & \leq\|\nabla(\mathcal{K}(1-\phi))\|_{\infty}\left\|\rho_{\sigma}\right\|_{1} \leq C\left\|\rho_{\sigma}\right\|_{1},
\end{aligned}
$$

where we note that $\mathcal{K} 1_{B_{2}} \in L^{p /(p-1)}$ if $p>d /(2 s)$. Then, in view of the regularity of $\rho_{\sigma}$ in Lemma 3.11, we find that

$$
\left\|\left(\mathcal{K}_{\zeta}-\mathcal{K}\right) * \rho_{\sigma}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \leq C \zeta^{a} .
$$

### 3.3.4 Proof of (3.41).

The $L^{\infty}\left(0, T ; W^{2,1}\left(\mathbb{R}^{d}\right) \cap W^{3, q}\left(\mathbb{R}^{d}\right)\right)$ bound for $\rho_{\sigma, \beta, \zeta}$ is shown in a similar way as the corresponding bound for $\rho_{\sigma}$ in Lemma 3.11.

### 3.4 Mean-field analysis

This section is devoted to the proof of Proposition 3.3 and Theorem 3.2. The existence of solutions to (3.4) and (3.6) as well as the existence of density functions is shown in Section 3.4.1. In Section 3.4.2, we estimate the difference $X_{i}^{N}-\bar{X}_{i}^{N}$ of the processes of the original system (3.3) and the intermediate system (3.4), while the difference $\bar{X}_{i}^{N}-\widehat{X}_{i}^{N}$ of the processes of the intermediate system (3.4) and the macroscopic system (3.6) is estimated in Section 3.4.3. These estimates are combined in Section 3.4.4 to conclude with the proof of Proposition 3.3 and Theorem 3.2.

### 3.4.1 Existence of density functions for (3.4) and (3.6)

First, we show that the coefficients of the stochastic differential equation (3.6), satisfied by $\widehat{X}^{N}$, are globally Lipschitz continuous and of at most linear growth. The latter condition follows from

$$
\begin{aligned}
& \left|\nabla \mathcal{K} * f_{\sigma}\left(\rho_{\sigma}(x, t)\right)\right| \leq\left\|\mathcal{K} * \nabla f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \quad \leq C\left\|\mathcal{K} * \nabla f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{L^{\infty}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)} \leq C\left\|\nabla f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{L^{\infty}\left(0, T ; W^{1, r}\left(\mathbb{R}^{d}\right)\right)} \leq C(\sigma),
\end{aligned}
$$

where $p>d$ and $r=d p /(d+2 s)$ according to the Hardy-Littlewood-Sobolev inequality, and we used the regularity bounds for $\rho_{\sigma}$ from Lemma 3.26. The global Lipschitz continuity is a consequence of the mean-value theorem, the Hardy-Littlewood-Sobolev inequality, and the $W^{2, \infty}\left(\mathbb{R}^{d}\right)$ regularity of $\rho_{\sigma}$ from Lemma 3.11:

$$
\begin{aligned}
\sup _{0<t<T} & \left|\nabla \mathcal{K} * f_{\sigma}\left(\rho_{\sigma}(x, t)\right)-\nabla \mathcal{K} * f_{\sigma}\left(\rho_{\sigma}(y, t)\right)\right| \leq \sup _{0<t<T}\left\|\mathrm{D}^{2} \mathcal{K} * f_{\sigma}\left(\rho_{\sigma}(\cdot, t)\right)\right\|_{\infty}|x-y| \\
& =\sup _{0<t<T}\left\|\mathcal{K} *\left(f_{\sigma}^{\prime \prime}\left(\rho_{\sigma}\right) \nabla \rho_{\sigma} \otimes \nabla \rho_{\sigma}+f_{\sigma}^{\prime}\left(\rho_{\sigma}\right) \mathrm{D}^{2} \rho_{\sigma}\right)(\cdot, t)\right\|_{\infty}|x-y| \leq C(\sigma)|x-y| .
\end{aligned}
$$

These two conditions yield the existence and uniqueness of solutions to the associated particle systems [67, Theorems 2.5 and 2.9]. Moreover, by [89, Theorem 2.3.1], the law of the process $\widehat{X}_{i}^{N}$ is absolutely continuous with respect to the Lebesgue measure. By Radon-Nikodym's theorem, there exists a density function $\widehat{u}(t)$ for all $t>0$ on $\mathbb{R}^{d}$, which is measurable and integrable with respect to the Lebesgue measure. (Since all $\widehat{X}_{i}^{N}$ are copies of the same process, their density functions are the same almost everywhere.) The processes $\widehat{X}_{i}^{N}(t)$ have continuous paths, which implies the continuity of the distribution function of $\widehat{X}_{i}^{N}(t)$ with respect to time, and this implies in turn the Bochner measurability of $\widehat{u}(t)$. Clearly, we have $\sup _{0<t<T}\|\widehat{u}(t)\|_{L^{1}\left(\mathbb{R}^{d}\right)}=1$, which shows that $\widehat{u} \in L^{\infty}\left(0, T ; L^{1}\left(\mathbb{R}^{d}\right)\right)$. Similar arguments show that $\bar{X}_{i}^{N}(t)$ has a density function $\bar{u} \in L^{\infty}\left(0, T ; L^{1}\left(\mathbb{R}^{d}\right)\right)$.
Next, we show that $\widehat{u}$ and $\bar{u}$ can be identified with the weak solutions $\rho_{\sigma}$ and $\rho_{\sigma, \beta, \zeta}$, respectively, using Itô's lemma. Indeed, let $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{d} \times[0, T]\right)$. We infer from Itô's
formula that

$$
\begin{aligned}
& \phi\left(\widehat{X}_{i}^{N}(t), t\right)=\phi\left(\widehat{X}_{i}^{N}(0), 0\right)+\int_{0}^{t} \partial_{s} \phi\left(\widehat{X}_{i}^{N}(s), s\right) \mathrm{d} s+\sigma \int_{0}^{t} \Delta \phi\left(\widehat{X}_{i}^{N}(s), s\right) \mathrm{d} s \\
& \quad-\int_{0}^{t} \nabla \mathcal{K} * f_{\sigma}\left(\rho_{\sigma}\left(\widehat{X}_{i}^{N}(s), s\right)\right) \cdot \nabla \phi\left(\widehat{X}_{i}^{N}(s), s\right) \mathrm{d} s+\sqrt{2 \sigma} \int_{0}^{t} \nabla \phi\left(\widehat{X}_{i}^{N}(s), s\right) \cdot \mathrm{d} W_{i}(s) .
\end{aligned}
$$

Taking the expectation, the Itô integral vanishes, and we end up with

$$
\begin{align*}
& \int_{\mathbb{R}^{d}} \phi(x, t) \widehat{u}(x, t) \mathrm{d} x=\int_{\mathbb{R}^{d}} \phi(x, 0) \rho_{\sigma}^{0}(x) \mathrm{d} x+\int_{0}^{t} \int_{\mathbb{R}^{d}} \partial_{s} \phi(x, s) \widehat{u}(x, s) \mathrm{d} x \mathrm{~d} s \\
& \quad+\sigma \int_{0}^{t} \int_{\mathbb{R}^{d}} \Delta \phi(x, s) \widehat{u}(x, s) \mathrm{d} x \mathrm{~d} s-\int_{0}^{t} \int_{\mathbb{R}^{d}} \nabla \mathcal{K} * f_{\sigma}\left(\rho_{\sigma}(x, s)\right) \cdot \nabla \phi(x, s) \widehat{u}(x, s) \mathrm{d} x \mathrm{~d} s . \tag{3.51}
\end{align*}
$$

Hence, $\widehat{u}$ is a very weak solution in the space $L^{\infty}\left(0, T ; L^{1}\left(\mathbb{R}^{d}\right)\right)$ to the linear equation

$$
\begin{equation*}
\partial_{t} \widehat{u}=\sigma \Delta \widehat{u}+\operatorname{div}\left(\widehat{u} \nabla \mathcal{K} * f_{\sigma}\left(\rho_{\sigma}\right)\right), \quad \widehat{u}(0)=\rho_{\sigma}^{0} \quad \text { in } \mathbb{R}^{d}, \tag{3.52}
\end{equation*}
$$

where $\rho_{\sigma}$ is the unique solution to (3.7).
It can be shown that (3.52) is uniquely solvable in the class of functions in $L^{\infty}\left(0, T ; L^{1}\left(\mathbb{R}^{d}\right)\right)$. This implies that $\widehat{u}=\rho_{\sigma}$ in $\mathbb{R}^{d} \times(0, T)$ (and similarly $\left.\bar{u}=\rho_{\sigma, \beta, \zeta}\right)$. The proof is technical but standard; see, e.g., [25, Theorem 7] for a sketch of a proof.
Another approach is as follows. Because of the linearity of (3.51), it is sufficient to prove that $\widehat{u} \equiv 0$ in $\mathbb{R}^{d} \times(0, T)$ if $\rho_{\sigma}^{0}=0$. First, we verify that $v:=\nabla \mathcal{K} * f_{\sigma}\left(\rho_{\sigma}\right) \in$ $L^{\infty}\left(0, T ; W^{1, \infty}\left(\mathbb{R}^{d}\right)\right)$ and $\widehat{u} \in L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)$ for $p<d /(d-1)$. Then, by density, (3.51) holds for all $\phi \in W^{1, q}\left(0, T ; L^{q}\left(\mathbb{R}^{d}\right)\right) \cap L^{q}\left(0, T ; W^{2, q}\left(\mathbb{R}^{d}\right)\right)$ with $q>d$ and $\phi(T)=0$. Choosing $\psi$ to be the unique strong solution to the dual problem

$$
\partial_{t} \psi+\sigma \Delta \psi=v \cdot \nabla \psi+g, \quad \psi(T)=0 \quad \text { in } \mathbb{R}^{d}
$$

in the very weak formulation of (3.51), we find that $\int_{0}^{T} \int_{\mathbb{R}^{d}} \widehat{u} g \mathrm{~d} x \mathrm{~d} t=0$ for all $g \in C_{0}^{\infty}\left(\mathbb{R}^{d} \times\right.$ $(0, T))$, which implies that $\widehat{u}=0$.

### 3.4.2 Estimate of $X_{i}^{N}-\bar{X}_{i}^{N}$

We derive an estimate for the expectation of the difference $X_{i}^{N}-\bar{X}_{i}^{N}$. To this end, we need to estimate the difference of the microscopic average $N^{-1} \sum_{j=1, j \neq i}^{N} \mathcal{W}_{\beta}\left(X_{j}^{N}-X_{i}^{N}\right)$ and the macroscopic average $\mathcal{W}_{\beta} * \rho_{\beta, \zeta, \sigma}\left(\bar{X}_{i}^{N}\right)$. By a careful choice of $\beta$ and $\zeta$, we show that this estimate is of the order $N^{-1 / 4+\delta}$ for $\delta>0$.

Lemma 3.17. Let $X_{i}^{N}$ and $\bar{X}_{i}^{N}$ be the solutions to (3.3) and (3.4), respectively, and let $\delta \in(0,1 / 4)$. Under the assumptions of Theorem 3.3 on $\beta$ and $\zeta$, it holds that

$$
\mathbb{E}\left(\sup _{0<s<T} \max _{i=1, \ldots, N}\left|\left(X_{i}^{N}-\bar{X}_{i}^{N}\right)(s)\right|\right) \leq C N^{-1 / 4+\delta}
$$

Proof. To simplify the presentation, we set

$$
\Psi(x, t):=f_{\sigma}\left(\frac{1}{N} \sum_{j=1, j \neq i}^{N} \mathcal{W}_{\beta}\left(X_{j}^{N}(t)-x\right)\right), \bar{\Psi}(x, t):=f_{\sigma}\left(\frac{1}{N} \sum_{j=1, j \neq i}^{N} \mathcal{W}_{\beta}\left(\bar{X}_{j}^{N}(t)-x\right)\right)
$$

and we write $\rho:=\rho_{\sigma, \beta, \zeta}$. Taking the difference of equations (3.3) and (3.4) in the integral formulation leads to

$$
\begin{align*}
& \sup _{0<s<t}\left|\left(X_{i}^{N}-\bar{X}_{i}^{N}\right)(s)\right| \leq \int_{0}^{t}\left|\nabla \mathcal{K}_{\zeta} *\left(\Psi\left(X_{i}^{N}(s), s\right)-f_{\sigma}\left(\mathcal{W}_{\beta} * \rho\left(\bar{X}_{i}^{N}(s), s\right)\right)\right)\right| \mathrm{d} s  \tag{3.53}\\
& \leq \int_{0}^{t}\left|\nabla \mathcal{K}_{\zeta} *\left(\Psi\left(X_{i}^{N}(s), s\right)-\bar{\Psi}\left(\bar{X}_{i}^{N}(s), s\right)\right)\right| \mathrm{d} s \\
&+\int_{0}^{t}\left|\nabla \mathcal{K}_{\zeta} *\left(\bar{\Psi}\left(\bar{X}_{i}^{N}(s), s\right)-f_{\sigma}\left(\mathcal{W}_{\beta} * \rho\left(\bar{X}_{i}^{N}(s), s\right)\right)\right)\right| \mathrm{d} s=: I_{1}+I_{2} .
\end{align*}
$$

Step 1: Estimate of $I_{1}$. To estimate $I_{1}$, we formulate $I_{1}=I_{11}+I_{12}+I_{13}$, where

$$
\begin{aligned}
& I_{11}=\int_{0}^{t}\left|\nabla \mathcal{K}_{\zeta} *\left(\Psi\left(X_{i}^{N}(s), s\right)-\Psi\left(\bar{X}_{i}^{N}(s), s\right)\right)\right| \mathrm{d} s \\
& I_{12}=\int_{0}^{t}\left|\nabla \mathcal{K}_{\zeta} *\left(\Psi\left(\bar{X}_{i}^{N}(s), s\right)-\bar{\Psi}\left(X_{i}^{N}(s), s\right)\right)\right| \mathrm{d} s \\
& I_{13}=\int_{0}^{t}\left|\nabla \mathcal{K}_{\zeta} *\left(\bar{\Psi}\left(X_{i}^{N}(s), s\right)-\bar{\Psi}\left(\bar{X}_{i}^{N}(s), s\right)\right)\right| \mathrm{d} s
\end{aligned}
$$

We start with the first integral:

$$
I_{11} \leq \int_{0}^{t}\left\|\mathrm{D}^{2} \mathcal{K}_{\zeta} * \Psi(\cdot, s)\right\|_{\infty} \sup _{0<r<s} \max _{i=1, \ldots, N}\left|\left(X_{i}^{N}-\bar{X}_{i}^{N}\right)(r)\right| \mathrm{d} s
$$

We claim that

$$
\begin{equation*}
\left\|\mathrm{D}^{k} \mathcal{K}_{\zeta} * \Psi(\cdot, s)\right\|_{\infty} \leq C(\sigma) \beta^{-(k+1)(d+k)-1}, \quad k \in \mathbb{N} \tag{3.54}
\end{equation*}
$$

For the proof, we introduce

$$
\Phi(x, y):=f_{\sigma}\left(\frac{1}{N} \sum_{j=1}^{N-1} \mathcal{W}_{\beta}\left(y_{j}-x\right)\right) \quad \text { for } x \in \mathbb{R}^{d}, y=\left(y_{1}, \ldots, y_{N-1}\right) \in \mathbb{R}^{(N-1) d}
$$

Then, by definition of $\mathcal{K}_{\zeta}$,

$$
\left\|\mathrm{D}^{k} \mathcal{K}_{\zeta} * \Psi(\cdot, t)\right\|_{\infty} \leq \sup _{y \in \mathbb{R}^{N-1}}\left\|\mathcal{W}_{\zeta} * \mathcal{K} \omega_{\zeta} * \mathrm{D}^{k} \Phi(\cdot, y)\right\|_{\infty}
$$

We estimate the right-hand side:

$$
\begin{aligned}
\left\|\mathcal{W}_{\zeta} *\left(\mathcal{K} \omega_{\zeta} * \mathrm{D}^{k} \Phi(\cdot, y)\right)\right\|_{\infty} & \leq\left\|\mathcal{W}_{\zeta}\right\|_{1}\left\|\mathcal{K} \omega_{\zeta} * \mathrm{D}^{k} \Phi(\cdot, y)\right\|_{\infty} \leq C\left\|\mathcal{K} \omega_{\zeta} * \mathrm{D}^{k} \Phi(\cdot, y)\right\|_{W^{1, p}\left(\mathbb{R}^{d}\right)} \\
& \leq C\left\|\mathcal { K } * \left|\mathrm{D}^{k} \Phi(\cdot, y)\| \|_{p}+C\left\|\mathcal{K} *\left|\mathrm{D}^{k+1} \Phi(\cdot, y)\right|\right\|_{p}\right.\right. \\
& \leq C\left\|\mathrm{D}^{k} \Phi(\cdot, y)\right\|_{r}+C\left\|\mathrm{D}^{k+1} \Phi(\cdot, y)\right\|_{r},
\end{aligned}
$$

where we used the Hardy-Littlewood-Sobolev inequality for $r=d p /(d+2 p s)$ in the last step. It follows from the Faà di Bruno formula, after an elementary computation, that the last term is estimated according to

$$
\begin{aligned}
& \left\|\mathrm{D}^{k+1} \Phi(\cdot, y)\right\|_{r}^{r}=\int_{\mathbb{R}^{d}}\left|\mathrm{D}^{k+1}\left(f_{\sigma}\left(\frac{1}{N} \sum_{j=1}^{N-1} \mathcal{W}_{\beta}\left(y_{j}-x\right)\right)\right)\right|^{r} \mathrm{~d} x \\
& \quad \leq C(k, N) \max _{\ell=1, \ldots, k+1}\left\|f_{\sigma}^{(\ell)}\right\|_{\infty}^{r}\left\|\mathrm{D}^{k} \mathcal{W}_{\beta}\right\|_{\infty}^{k r} \max _{0 \leq j \leq k} \int_{\mathbb{R}^{d}}\left|\mathrm{D}^{j+1} \mathcal{W}_{\beta}(x)\right|^{r} \mathrm{~d} x \\
& \quad \leq C(k, N) \max _{\ell=1, \ldots, k+1}\left\|f_{\sigma}^{(\ell)}\right\|_{\infty}^{r} \beta^{-(d+k) k r} \beta^{-(d+k+1) r+d} \leq C(k, N, \sigma) \beta^{-(d+k)(k+1) r-r}
\end{aligned}
$$

since $\left\|\mathrm{D}^{k} \mathcal{W}_{\beta}\right\|_{\infty} \leq C \beta^{-(d+k)}$ and $\left\|\mathrm{D}^{j+1} \mathcal{W}_{\beta}\right\|_{r} \leq C \beta^{-(d+j+1)+d / r}$. This verifies (3.54). We infer from (3.54) with $k=2$ that

$$
I_{11} \leq C \beta^{-3 d-7} \int_{0}^{t} \sup _{0<r<s} \max _{i=1, \ldots, N}\left|\left(X_{i}^{N}-\bar{X}_{i}^{N}\right)(r)\right| \mathrm{d} s
$$

The term $I_{13}$ is estimated in a similar way, with $\Psi$ replaced by $\bar{\Psi}$ :

$$
I_{13} \leq C \beta^{-3 d-7} \int_{0}^{t} \sup _{0<r<s} \max _{i=1, \ldots, N}\left|\left(X_{i}^{N}-\bar{X}_{i}^{N}\right)(r)\right| \mathrm{d} s
$$

The estimate of the remaining term $I_{12}$ is more involved. Since $\mathcal{W}_{\beta}$ is assumed to be symmetric, we find that

$$
\begin{aligned}
I_{12}= & \left\lvert\, \int_{0}^{t} \int_{\mathbb{R}^{d}} \mathcal{K}_{\zeta}(y) \nabla\left\{f_{\sigma}\left(\frac{1}{N} \sum_{j=1, j \neq i}^{N} \mathcal{W}_{\beta}\left(X_{j}^{N}(s)-\bar{X}_{i}^{N}(s)+y\right)\right)\right.\right. \\
& \left.-f_{\sigma}\left(\frac{1}{N} \sum_{j=1, j \neq i}^{N} \mathcal{W}_{\beta}\left(\bar{X}_{j}^{N}(s)-X_{i}^{N}(s)+y\right)\right)\right\} \mathrm{d} y \mathrm{~d} s \mid \\
\leq & C \int_{0}^{t} \int_{\mathbb{R}^{d}} \mathcal{K}_{\zeta}(y) \left\lvert\, f_{\sigma}^{\prime}\left(\frac{1}{N} \sum_{j \neq i} \mathcal{W}_{\beta}\left(X_{j}^{N}(s)-\bar{X}_{i}^{N}(s)+y\right)\right)\right. \\
& \times \frac{1}{N} \sum_{j \neq i} \nabla\left(\mathcal{W}_{\beta}\left(X_{j}^{N}(s)-\bar{X}_{i}^{N}(s)+y\right)-\mathcal{W}_{\beta}\left(\bar{X}_{j}^{N}(s)-X_{i}^{N}(s)+y\right)\right) \\
& +\left\{f_{\sigma}^{\prime}\left(\frac{1}{N} \sum_{j \neq i} \mathcal{W}_{\beta}\left(X_{j}^{N}(s)-\bar{X}_{i}^{N}(s)+y\right)\right)-f_{\sigma}^{\prime}\left(\frac{1}{N} \sum_{j \neq i} \mathcal{W}_{\beta}\left(\bar{X}_{j}^{N}(s)-X_{i}^{N}(s)+y\right)\right)\right\} \\
& \left.\times \frac{1}{N} \sum_{j \neq i} \nabla \mathcal{W}_{\beta}\left(\bar{X}_{j}^{N}(s)-X_{i}^{N}(s)+y\right) \right\rvert\, \mathrm{d} y \mathrm{~d} s \\
\leq & C\left\|f_{\sigma}^{\prime}\right\|_{\infty} \int_{0}^{t} \sup _{0<s<t} \max _{i=1, \ldots, N}\left|\left(X_{i}^{N}-\bar{X}_{i}^{N}\right)(s)\right| \frac{1}{N} \sum_{j \neq i} \int_{\mathbb{R}^{d}} \mathcal{K}_{\zeta}(y)\left|\mathrm{D}^{2} \mathcal{W}_{\beta}\left(y+\xi_{i j}(s)\right)\right| \mathrm{d} y \mathrm{~d} s \\
& +C\left\|f_{\sigma}^{\prime \prime}\right\|_{\infty} \int_{0}^{t} \sup _{0<s<t} \max _{i=1, \ldots, N}\left|\left(X_{i}^{N}-\bar{X}_{i}^{N}\right)(s)\right|\left\|\mathcal{K}_{\zeta} * \nabla \mathcal{W}_{\beta}\right\|_{\infty} \mathrm{d} s,
\end{aligned}
$$

where $\xi_{i j}(s)$ is a random value. We write $\mathcal{K}^{1}=\left.\mathcal{K}\right|_{B_{1}}, \mathcal{K}^{2}=\left.\mathcal{K}\right|_{\mathbb{R}^{d} \backslash B_{1}}$ and note that $\widetilde{\mathcal{K}}_{\zeta} \leq \mathcal{K}$ for all $\zeta>0$. Then

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}} \mathcal{K}_{\zeta}(y)\left|\mathrm{D}^{2} \mathcal{W}_{\beta}\left(y+\xi_{i j}(s)\right)\right| \mathrm{d} y \leq \int_{B_{1+\zeta}}\left(\mathcal{K}^{1} * \mathcal{W}_{\zeta}\right)(y)\left|\mathrm{D}^{2} \mathcal{W}_{\beta}\left(y+\xi_{i j}(s)\right)\right| \mathrm{d} y \\
&+\int_{\mathbb{R}^{d} \backslash B_{1-\zeta}}\left(\mathcal{K}^{2} * \mathcal{W}_{\zeta}\right)(y)\left|\mathrm{D}^{2} \mathcal{W}_{\beta}\left(y+\xi_{i j}(s)\right)\right| \mathrm{d} y \\
& \leq\left\|\mathcal{K}^{1} * \mathcal{W}_{\zeta}\right\|_{L^{\theta /(\theta-1)}\left(B_{1+\zeta}\right)}\left\|\mathrm{D}^{2} \mathcal{W}_{\beta}\left(\cdot+\xi_{i j}(s)\right)\right\|_{L^{\theta}\left(B_{1+\zeta}\right)} \\
& \quad+\left\|\mathcal{K}^{2} * \mathcal{W}_{\zeta}\right\|_{\infty}\left\|\mathrm{D}^{2} \mathcal{W}_{\beta}\left(\cdot+\xi_{i j}(s)\right)\right\|_{L^{1}\left(\mathbb{R}^{d} \backslash B_{1-\zeta}\right)} \\
& \leq\left\|\mathcal{K}^{1}\right\|_{L^{\theta /(\theta-1)}\left(B_{1}\right)}\left\|\mathrm{D}^{2} \mathcal{W}_{\beta}\left(\cdot+\xi_{i j}(s)\right)\right\|_{L^{\theta}\left(B_{1+\zeta}\right)}+\left\|\mathcal{K}^{2}\right\|_{\infty}\left\|\mathrm{D}^{2} \mathcal{W}_{\beta}\left(\cdot+\xi_{i j}(s)\right)\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \\
& \leq C\left(\left\|\mathrm{D}^{2} \mathcal{W}_{\beta}\right\|_{\infty}+\left\|\mathrm{D}^{2} \mathcal{W}_{\beta}\right\|_{1}\right) \leq C \beta^{-d-2}
\end{aligned}
$$

Observe that we did not use the compact support for $\widetilde{\mathcal{K}}_{\zeta}$ (which depends on $\zeta$ ), because a negative exponent of $\zeta$ at this point would lead to a logarithmic connection between $\zeta$ and $N$ in the end, which we wish to avoid.
Furthermore, by the convolution, Sobolev, and Hardy-Littlewood-Sobolev inequalities as well as the fact that $\left|\widetilde{\mathcal{K}}_{\zeta} * \nabla \mathcal{W}_{\beta}\right|=\left|\left(\mathcal{K} w_{\zeta}\right) * \mathcal{W}_{\zeta} * \nabla \mathcal{W}_{\beta}\right| \leq \mathcal{K} *\left|\mathcal{W}_{\zeta}\right| *\left|\nabla \mathcal{W}_{\beta}\right|$,

$$
\begin{aligned}
\left\|\mathcal{K}_{\zeta} * \nabla \mathcal{W}_{\beta}\right\|_{\infty} & =\left\|\mathcal{W}_{\zeta} * \widetilde{\mathcal{K}}_{\zeta} * \nabla \mathcal{W}_{\beta}\right\|_{\infty} \leq\left\|\widetilde{\mathcal{K}}_{\zeta} * \nabla \mathcal{W}_{\beta}\right\|_{\infty} \leq\left\|\widetilde{\mathcal{K}}_{\zeta} * \nabla \mathcal{W}_{\beta}\right\|_{\infty} \\
& \leq C\left\|\widetilde{\mathcal{K}}_{\zeta} * \nabla \mathcal{W}_{\beta}\right\|_{W^{1, p}\left(\mathbb{R}^{d}\right)} \leq C\left(\left\|\mathcal{K} *\left|\nabla \mathcal{W}_{\beta}\right|\right\|_{p}^{p}+\left\|\mathcal{K} *\left|D^{2} \mathcal{W}_{\beta}\right|\right\|_{p}^{p}\right)^{1 / p} \\
& \leq C\left\|\nabla \mathcal{W}_{\beta}\right\|_{W^{1, r}\left(\mathbb{R}^{d}\right)} \leq C \beta^{-d-2+d / r}
\end{aligned}
$$

where we recall that $r>d /(2 s)$ and we choose $p>d$ satisfying $1 / p=2 s / d-1 / r$. The previous two estimates lead to

$$
I_{12} \leq C(\sigma) \beta^{-d-2} \int_{0}^{t} \sup _{0<r<s} \max _{i=1, \ldots, N}\left|\left(X_{i}^{N}-\bar{X}_{i}^{N}\right)(r)\right| \mathrm{d} s
$$

We summarize:

$$
\begin{equation*}
I_{1} \leq C(\sigma) \beta^{-3 d-7} \int_{0}^{t} \sup _{0<r<s} \max _{i=1, \ldots, N}\left|\left(X_{i}^{N}-\bar{X}_{i}^{N}\right)(r)\right| \mathrm{d} s \tag{3.55}
\end{equation*}
$$

Step 2: Estimate of $I_{2}$. We take the expectation of $I_{2}$ and use the mean-value theorem:

$$
\begin{align*}
\mathbb{E}\left(I_{2}\right)= & \int_{0}^{t} \mathbb{E} \left\lvert\, \int_{\mathbb{R}^{d}} \nabla \mathcal{K}_{\zeta}(y)\left\{f_{\sigma}\left(\frac{1}{N} \sum_{j \neq i} \mathcal{W}_{\beta}\left(\bar{X}_{j}^{N}(s)-\bar{X}_{i}^{N}(s)+y\right)\right)\right.\right.  \tag{3.56}\\
& \left.-f_{\sigma}\left(\mathcal{W}_{\beta} * \rho\left(\bar{X}_{i}^{N}(s)-y, s\right)\right)\right\} \mathrm{d} y \mid \mathrm{d} s \\
\leq & N^{-1}\left\|f_{\sigma}^{\prime}\right\|_{\infty}\left\|\widetilde{\mathcal{K}}_{\zeta} * \nabla \mathcal{W}_{\zeta}\right\|_{1} \int_{0}^{t} \sup _{y \in \mathbb{R}^{d}} \mathbb{E}\left(\sum_{j \neq i}\left|b_{i j}(y, s)\right|\right) \mathrm{d} s
\end{align*}
$$

where

$$
b_{i j}(y, s)=\mathcal{W}_{\beta}\left(\bar{X}_{j}^{N}(s)-\bar{X}_{i}^{N}(s)+y\right)-\frac{N}{N-1} \mathcal{W}_{\beta} * \rho\left(\bar{X}_{i}^{N}(s)-y, s\right)
$$

We deduce from $\left\|\nabla \mathcal{W}_{\zeta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leq C \zeta^{-1}$ that

$$
\left\|\widetilde{\mathcal{K}}_{\zeta} * \nabla \mathcal{W}_{\zeta}\right\|_{1} \leq C \zeta^{-1}\left\|\widetilde{\mathcal{K}}_{\zeta}\right\|_{1} \leq C \zeta^{-2 s-1}
$$

due to the compact support of $\widetilde{\mathcal{K}}_{\zeta}(x)=|x|^{2 s-d} \omega_{\zeta}(x) \leq C|x|^{2 s-d} 1_{|x| \leq 2 \zeta^{-1}}$ and

$$
\int_{\{|x|<2 / \zeta\}}|x|^{2 s-d} \mathrm{~d} x=\int_{\{|y|<2\}} \zeta^{-d}|y / \zeta|^{2 s-d} \mathrm{~d} y=C \zeta^{-2 s}
$$

We claim that $\mathbb{E}\left(\sum_{j \neq i}\left|b_{i j}(y, s)\right|\right) \leq C(\sigma) \beta^{-d / 2} N^{1 / 2}$ for all $y \in \mathbb{R}^{d}$. To show the claim, we compute the expectation $\mathbb{E}\left[\left(\sum_{j \neq i} b_{i j}(y, s)\right)^{2}\right]$. We estimate first the terms with $k \neq j$ (omitting the argument ( $y, s$ ) to simplify the notation). Then an elementary but tedious computation leads to

$$
\begin{aligned}
\mathbb{E}\left(b_{j i} b_{k i}\right)= & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left(\mathcal{W}_{\beta}\left(x_{j}-x_{i}+y\right)-\frac{N}{N-1} \mathcal{W}_{\beta} * \rho\left(x_{i}-y\right)\right) \\
& \times\left(\mathcal{W}_{\beta}\left(x_{k}-x_{i}+y\right)-\frac{N}{N-1} \mathcal{W}_{\beta} * \rho\left(x_{i}-y\right)\right) \rho\left(x_{i}\right) \rho\left(x_{j}\right) \rho\left(x_{k}\right) \mathrm{d} x_{i} \mathrm{~d} x_{j} \mathrm{~d} x_{k} \\
= & \int_{\mathbb{R}^{d}}\left(\mathcal{W}_{\beta} * \rho\left(x_{i}-y\right)-\frac{N}{N-1} \mathcal{W}_{\beta} * \rho\left(x_{i}-y\right)\right)^{2} \rho\left(x_{i}\right) \mathrm{d} x_{i} \\
\leq & N^{-2}\|\rho\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)}\left\|\mathcal{W}_{\beta} * \rho\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)}^{2} \\
\leq & C(\sigma) N^{-2}\left\|\mathcal{W}_{\beta}\right\|_{1}^{2} \leq C(\sigma) N^{-2}
\end{aligned}
$$

The diagonal terms contribute in the following way:

$$
\begin{aligned}
\mathbb{E}\left(b_{j i}^{2}\right)= & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left(\mathcal{W}_{\beta}\left(x_{j}-x_{i}+y\right)-\frac{N}{N-1} \mathcal{W}_{\beta} * \rho\left(x_{i}-y\right)\right)^{2} \rho\left(x_{i}\right) \rho\left(x_{j}\right) \mathrm{d} x_{i} \mathrm{~d} x_{j} \\
= & \int_{\mathbb{R}^{d}}\left(\left(\mathcal{W}_{\beta}^{2} * \rho\right)\left(x_{i}-y\right)-\frac{2 N}{N-1}\left(\mathcal{W}_{\beta} * \rho\right)\left(x_{i}-y\right)^{2}\right. \\
& \left.+\frac{N^{2}}{(N-1)^{2}}\left(\mathcal{W}_{\beta} * \rho\right)\left(x_{i}-y\right)^{2}\right) \rho\left(x_{i}\right) \mathrm{d} x_{i} \\
\leq & C(\sigma)\left(\left\|\mathcal{W}_{\beta}^{2} * \rho\right\|_{L^{\infty}\left(0, T ; L^{1}\left(\mathbb{R}^{d}\right)\right)}+\left\|\mathcal{W}_{\beta} * \rho\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)}^{2}\right) \leq C(\sigma) \beta^{-d}
\end{aligned}
$$

since $\left\|\mathcal{W}_{\beta}^{2} * \rho\right\|_{2} \leq\left\|\mathcal{W}_{\beta}^{2}\right\|_{1}\|\rho\|_{2} \leq C\left\|\mathcal{W}_{\beta}\right\|_{2}^{2} \leq \beta^{-d} C$. This shows that

$$
\mathbb{E}\left(\sum_{j \neq i}\left|b_{j i}(y, s)\right|\right) \leq\left(\mathbb{E}\left[\sum_{j \neq i} b_{j i}(y, s)\right]^{2}\right)^{1 / 2} \leq C(\sigma) \beta^{-d / 2} N^{1 / 2}
$$

We infer that (3.56) becomes

$$
\begin{equation*}
I_{2} \leq C(\sigma) \zeta^{-2 s-1} \beta^{-d / 2} N^{-1 / 2} \tag{3.57}
\end{equation*}
$$

Step 3: End of the proof. We insert (3.55) and (3.57) into (3.53) to infer that

$$
E_{1}(t):=\mathbb{E}\left(\sup _{0<s<t=1, \ldots, N} \max _{0,1}\left|\left(X_{i}^{N}-\bar{X}_{i}^{N}\right)(s)\right|\right)
$$

$$
\leq C(\sigma) \beta^{-3 d-7} \int_{0}^{t} E_{1}(s) \mathrm{d} s+C(\sigma) \zeta^{-2 s-1} \beta^{-d / 2} N^{-1 / 2}
$$

By Gronwall's lemma,

$$
E_{1}(t) \leq C(\sigma) \zeta^{-2 s-1} \beta^{-d / 2} N^{-1 / 2} \exp \left(C(\sigma) \beta^{-3 d-7} T\right), \quad 0 \leq t \leq T
$$

We choose $\varepsilon=\widetilde{\delta} /(C(\sigma) T)$ for some arbitrary $\widetilde{\delta} \in(0,1 / 4)$. Then, since by assumption, $\beta^{-d / 2} \leq \beta^{-3 d-7} \leq \varepsilon \log N$ and $\zeta^{-2 s-1} \leq C_{1} N^{1 / 4}$, we find that

$$
E_{1}(t) \leq C(\sigma) C_{1} \varepsilon \log (N) N^{-1 / 4} \exp (C(\sigma) T \varepsilon \log N)=\frac{C_{1} \widetilde{\delta}}{T} \log (N) N^{-1 / 4+\widetilde{\delta}}
$$ proving the result.

### 3.4.3 Estimate of $\bar{X}_{i}^{N}-\widehat{X}_{i}^{N}$

Next, we compute the expectation of $\bar{X}_{i}^{N}-\widehat{X}_{i}^{N}$ by estimating the difference between $\nabla \mathcal{K}_{\zeta}$ and $\nabla \mathcal{K}$ as well as the difference between $\mathcal{W}_{\beta} * \rho\left(\bar{X}_{i}^{N}\right)$ and $\rho_{\sigma}\left(\widehat{X}_{i}^{N}\right)$. The estimate depends on $\beta$ and $\zeta$.

Lemma 3.18. Let $\bar{X}_{i}^{N}$ and $\widehat{X}_{i}^{N}$ be the solutions to (3.4) and (3.6), respectively. Then there exists a constant $C>0$, depending on $\sigma$, such that

$$
\mathbb{E}\left(\sup _{0<t<T} \max _{i=1, \ldots, N}\left|\left(\bar{X}_{i}^{N}-\widehat{X}_{i}^{N}\right)(t)\right|\right) \leq C\left(\beta+\zeta^{a}\right)
$$

where $a:=\min \{1, d-2 s\}$.
Proof. We compute the difference

$$
\begin{aligned}
\left|\left(\bar{X}_{i}^{N}-\widehat{X}_{i}^{N}\right)(t)\right| & =\left|\int_{0}^{t}\left(\nabla \mathcal{K}_{\zeta} * f_{\sigma}\left(\mathcal{W}_{\beta} * \rho\left(\bar{X}_{i}^{N}(s), s\right)\right)-\nabla \mathcal{K} * f_{\sigma}\left(\rho_{\sigma}\left(\widehat{X}_{i}^{N}(s), s\right)\right)\right) \mathrm{d} s\right| \\
& \leq J_{1}+J_{2}+J_{3}
\end{aligned}
$$

where $\rho:=\rho_{\sigma, \beta, \zeta}$, the convolution is taken with respect to $x_{i}$, and

$$
\begin{aligned}
J_{1} & =\left|\int_{0}^{t} \nabla \mathcal{K}_{\zeta} *\left(f_{\sigma}\left(\mathcal{W}_{\beta} * \rho\left(\bar{X}_{i}^{N}(s), s\right)\right)-f_{\sigma}\left(\mathcal{W}_{\beta} * \rho\left(\widehat{X}_{i}^{N}(s), s\right)\right)\right) \mathrm{d} s\right| \\
J_{2} & =\left|\int_{0}^{t} \nabla \mathcal{K}_{\zeta} *\left(f_{\sigma}\left(\mathcal{W}_{\beta} * \rho\left(\widehat{X}_{i}^{N}(s), s\right)\right)-f_{\sigma}\left(\rho_{\sigma}\left(\widehat{X}_{i}^{N}(s), s\right)\right)\right) \mathrm{d} s\right| \\
J_{3} & =\left|\int_{0}^{t} \nabla\left(\mathcal{K}_{\zeta}-\mathcal{K}\right) * f_{\sigma}\left(\rho_{\sigma}\left(\widehat{X}_{i}^{N}(s), s\right)\right) \mathrm{d} s\right|
\end{aligned}
$$

Step 1: Estimate of $J_{1}$. We write $\nabla \mathcal{K}_{\zeta} * f_{\sigma}(\cdots)=\mathcal{K}_{\zeta} * \nabla f_{\sigma}$ and add and subtract the expression $f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho\left(\bar{X}_{i}^{N}-y\right)\right) \nabla \mathcal{W}_{\beta} * \rho\left(\widehat{X}_{i}^{N}-y\right)$ :

$$
J_{1}=\int_{0}^{t} \int_{\mathbb{R}^{d}} \mathcal{K}_{\zeta}(y)\left(f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho\left(\bar{X}_{i}^{N}(s)-y\right)\right) \nabla \mathcal{W}_{\beta} *\left[\rho\left(\bar{X}_{i}^{N}(s)-y\right)-\rho\left(\widehat{X}_{i}^{N}(s)-y\right)\right]\right.
$$

$$
\begin{aligned}
& \left.-\left[f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho\left(\widehat{X}_{i}^{N}(s)-y\right)\right)-f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho\left(\bar{X}_{i}^{N}(s)-y\right)\right)\right] \nabla \mathcal{W}_{\beta} * \rho\left(\widehat{X}_{i}^{N}(s)-y\right)\right) \mathrm{d} y \mathrm{~d} s \\
\leq & \left\|f_{\sigma}^{\prime}\right\|_{\infty} \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|\mathcal{K}_{\zeta}(y) \nabla \mathcal{W}_{\beta} *\left(\rho\left(\bar{X}_{i}^{N}(s)-y\right)-\rho\left(\widehat{X}_{i}^{N}(s)-y\right)\right)\right| \mathrm{d} y \mathrm{~d} s \\
& +\left\|f_{\sigma}^{\prime \prime}\right\|_{\infty}\left\|\nabla \mathcal{W}_{\beta} * \rho\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \\
& \times \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|\mathcal{K}_{\zeta}(y) \mathcal{W}_{\beta} *\left(\rho\left(\widehat{X}_{i}^{N}(s)-y\right)-\rho\left(\bar{X}_{i}^{N}(s)-y\right)\right)\right| \mathrm{d} y \mathrm{~d} s .
\end{aligned}
$$

By the mean-value theorem and using $\left\|\mathcal{W}_{\beta}\right\|_{1}=1$, we obtain for some random variable $\xi_{i j}(s)$,

$$
\begin{align*}
J_{1} \leq & \left\|f_{\sigma}\right\|_{W^{2, \infty}(\mathbb{R})}\|\nabla \rho\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \int_{0}^{t} \sup _{0<r<s} \sup _{i=1, \ldots, N}\left|\left(\bar{X}_{i}^{N}-\widehat{X}_{i}^{N}\right)(r)\right|  \tag{3.58}\\
& \times \int_{\mathbb{R}^{d}} \sum_{k=1}^{2}\left|\mathcal{K}_{\zeta}(y) \mathrm{D}^{k} \mathcal{W}_{\beta} * \rho\left(y+\xi_{i j}(s), s\right)\right| \mathrm{d} y \mathrm{~d} s .
\end{align*}
$$

We need to estimate the last integral. For this, we write for $k=1,2$

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}}\left|\mathcal{K}_{\zeta}(y) \mathrm{D}^{k} \mathcal{W}_{\beta} * \rho\left(y+\xi_{i j}(s), s\right)\right| \mathrm{d} y \leq K_{1}^{k}+K_{2}^{k}, \quad \text { where } \\
& K_{1}^{k}:=\int_{B_{1+\zeta}}\left|\mathcal{K}^{1} * \mathcal{W}_{\zeta}(y) \mathrm{D}^{k} \mathcal{W}_{\beta} * \rho\left(y+\xi_{i j}(s), s\right)\right| \mathrm{d} y, \\
& K_{2}^{k}:=\int_{\mathbb{R}^{d} \backslash B_{1-\zeta}}\left|\mathcal{K}^{2} * \mathcal{W}_{\zeta}(y) \mathrm{D}^{k} \mathcal{W}_{\beta} * \rho\left(y+\xi_{i j}(s), s\right)\right| \mathrm{d} y,
\end{aligned}
$$

where $\mathcal{K}^{1}=\left.\mathcal{K}\right|_{B_{1}}$ and $\mathcal{K}^{2}=\left.\mathcal{K}\right|_{\mathbb{R}^{d} \backslash B_{1}}$. Note that $\widetilde{\mathcal{K}}_{\zeta} \leq \mathcal{K}$. A similar argument as for the estimate of $I_{12}$ in the proof of Lemma 3.17 shows that for $\theta>\max \{d /(2 s), d\}$,

$$
\begin{aligned}
K_{1}^{k}+K_{2}^{k} & \leq C\left(\left\|\mathrm{D}^{k} \mathcal{W}_{\beta} * \rho\right\|_{L^{\infty}\left(0, T ; L^{\theta}\left(\mathbb{R}^{d}\right)\right)}+\left\|\mathrm{D}^{k} \mathcal{W}_{\beta} * \rho\right\|_{L^{\infty}\left(0, T ; L^{1}\left(\mathbb{R}^{d}\right)\right)}\right) \\
& \leq C\left(\left\|\mathrm{D}^{k} \rho\right\|_{L^{\infty}\left(0, T ; L^{\theta}\left(\mathbb{R}^{d}\right)\right)}+\left\|\mathrm{D}^{k} \rho\right\|_{L^{\infty}\left(0, T ; L^{1}\left(\mathbb{R}^{d}\right)\right)}\right) \leq C(\sigma),
\end{aligned}
$$

where we used Proposition 3.14 ((3.39) and (3.41)) with $p=\theta$ in the last inequality. We conclude from (3.58) that

$$
\begin{equation*}
J_{1} \leq C(\sigma) \int_{0}^{t} \sup _{0<r<s} \max _{i=1, \ldots, N}\left|\left(\bar{X}_{i}^{N}-\widehat{X}_{i}^{N}\right)(r)\right| \mathrm{d} s \tag{3.59}
\end{equation*}
$$

Step 2: Estimate of $J_{2}$. We treat the two cases $s<1 / 2$ and $s \geq 1 / 2$ separately. Let first $s \geq 1 / 2$. Then

$$
\begin{aligned}
J_{2} & =\left|\int_{0}^{t} \nabla \widetilde{\mathcal{K}}_{\zeta} * \mathcal{W}_{\zeta} *\left(f_{\sigma}\left(\mathcal{W}_{\beta} * \rho\left(\widehat{X}_{i}^{N}(s), s\right)\right)-f_{\sigma}\left(\rho_{\sigma}\left(\widehat{X}_{i}^{N}(s), s\right)\right)\right) \mathrm{d} s\right| \\
& \leq T\left\|\nabla \widetilde{\mathcal{K}}_{\zeta} *\left(f_{\sigma}\left(\mathcal{W}_{\beta} * \rho\right)-f_{\sigma}\left(\rho_{\sigma}\right)\right)\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} .
\end{aligned}
$$

Recalling the definition of $\widetilde{\mathcal{K}}_{\zeta}=\mathcal{K} \omega_{\zeta}$ in (3.11) and writing $\nabla \widetilde{\mathcal{K}}_{\zeta} * u=\nabla \mathcal{K} * u-[(1-$ $\left.\left.\omega_{\zeta}\right) \nabla \mathcal{K}\right] * u+\left[\mathcal{K} \nabla \omega_{\zeta}\right] * u$ for $u=f_{\sigma}\left(\mathcal{W}_{\beta} * \rho\right)-f_{\sigma}\left(\rho_{\sigma}\right)$, we find that

$$
\begin{align*}
J_{2} \leq & C(T)\left(\|\nabla \mathcal{K} * u\|_{L^{\infty}\left([0, T] ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)}+\left\|\left[\left(1-\omega_{\zeta}\right) \nabla \mathcal{K}\right] * u\right\|_{L^{\infty}\left([0, T] ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)}\right.  \tag{3.60}\\
& \left.+\left\|\left[\mathcal{K} \nabla \omega_{\zeta}\right] * u\right\|_{\left.L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)\right)}\right) .
\end{align*}
$$

We estimate the right-hand side term by term. Because of

$$
\nabla \mathcal{K} * v= \begin{cases}\nabla(-\Delta)^{-1 / 2} v & \text { for } s=1 / 2 \\ (\nabla \mathcal{K}) * v & \text { for } s>1 / 2\end{cases}
$$

we use Sobolev's embedding $W^{1, p}\left(\mathbb{R}^{d}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{d}\right)$ for any $p>d$ and then the boundedness of the Riesz operator $\nabla(-\Delta)^{-1 / 2}: L^{p}\left(\mathbb{R}^{d}\right) \rightarrow L^{p}\left(\mathbb{R}^{d}\right)[108$, Chapter IV, $\S 3.1]$ in case $s=1 / 2$ or the Hardy-Littlewood-Sobolev inequality for $\widetilde{\alpha}=\alpha-1 / 2>0$ (see Lemma 3.22) in case $s>1 / 2$ to control the first norm in (3.60) by

$$
\begin{gathered}
\|\nabla \mathcal{K} * u\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \leq C\left(\|\nabla \mathcal{K} * u\|_{L^{\infty}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)}+\sum_{j=1}^{d}\left\|\nabla \mathcal{K} * D^{j} u\right\|_{L^{\infty}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)}\right) \\
\leq C\|u\|_{L^{\infty}\left(0, T ; W^{1, r}\left(\mathbb{R}^{d}\right)\right)}=C\left\|f_{\sigma}\left(\mathcal{W}_{\beta} * \rho\right)-f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{L^{\infty}\left(0, T ; W^{1, r}\left(\mathbb{R}^{d}\right)\right),},
\end{gathered}
$$

where $r=p$ in case $s=1 / 2$ and $r=p d /(d+2 s-1)$ in case $s>1 / 2$. Choosing $p>d+(2 s-1)$ guarantees that $r>d$ always holds.
For the second norm in (3.60), Hölder's inequality yields for $q>d$ and $1 / q+1 / q^{\prime}=1$, for every $t>0$,

$$
\begin{aligned}
\left\|\left[\left(1-\omega_{\zeta}\right) \nabla \mathcal{K}\right] * u(t)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} & \leq\left\|1-\omega_{\zeta}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\|\nabla \mathcal{K}\|_{L^{q^{\prime}}\left(\left\{|x|>2 \zeta^{-1}\right\}\right)}\|u(t)\|_{L^{q}\left(\mathbb{R}^{d}\right)} \\
& \leq\|\nabla \mathcal{K}\|_{L^{q^{\prime}}\left(\left\{|x|>2 \zeta^{-1}\right\}\right)}\|u(t)\|_{L^{q}\left(\mathbb{R}^{d}\right)},
\end{aligned}
$$

which can be bounded by $C \zeta^{1-2 s+d / q}\|u(t)\|_{L^{q}\left(\mathbb{R}^{d}\right)}$, since

$$
\begin{aligned}
\|\nabla \mathcal{K}\|_{L^{q^{\prime}}\left(\left\{|x|>2 \zeta^{-1}\right\}\right)}^{q^{\prime}} & \leq C \int_{\left\{|x|>2 \zeta^{-1}\right\}}|x|^{(2 s-d-1) q^{\prime}} \mathrm{d} x=C \zeta^{-d} \int_{\{|y|>2\}}|y / \zeta|^{(2 s-d-1) q^{\prime}} \mathrm{d} y \\
& \leq C \zeta^{-d+(1+d-2 s) q^{\prime}} .
\end{aligned}
$$

By similar arguments and the fact that $\left\|\nabla \omega_{\zeta}\right\|_{L^{\infty}} \leq C \zeta$, we find that

$$
\left\|\mathcal{K} \nabla \omega_{\zeta}\right\|_{L^{q^{\prime}}\left(\left\{|x|<2 \zeta^{-1}\right\}\right)} \leq C \zeta^{1+d-2 s-d / q^{\prime}}
$$

and hence, using $q^{\prime}=q /(q-1)$, we conclude for the second and third term in (3.60) that

$$
\left\|\left[\left(1-\omega_{\zeta}\right) \nabla \mathcal{K}\right] * u(t)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\left\|\left[\mathcal{K} \nabla \omega_{\zeta}\right] * u(t)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq C \zeta^{1-2 s+d / q}\|u(t)\|_{L^{q}\left(\mathbb{R}^{d}\right)} .
$$

The choice $d<q \leq d /(2 s-1)$ guarantees on the one hand that $q>d$ and on the other hand that the exponent $1-2 s+d / q$ is strictly positive (which allows us to use the property $\left.\zeta^{1-2 s+d / q}<1\right)$.

Using these estimates in (3.60), we arrive (for $s \geq 1 / 2$ ) at

$$
J_{2} \leq C(T)\left(\left\|f_{\sigma}\left(\mathcal{W}_{\beta} * \rho\right)-f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{L^{\infty}\left(0, T ; W^{1, r}\left(\mathbb{R}^{d}\right)\right)}+\left\|f_{\sigma}\left(\mathcal{W}_{\beta} * \rho\right)-f_{\sigma}\left(\rho_{\sigma}\right)\right\|_{L^{\infty}\left(0, T ; L^{q}\left(\mathbb{R}^{d}\right)\right)}\right),
$$

where we recall that $r, q>d$. These norms can be estimated by $\| f_{\sigma}\left(\mathcal{W}_{\beta} * \rho(t)\right)-$ $f_{\sigma}\left(\rho_{\sigma}(t)\right)\left\|_{L^{q}\left(\mathbb{R}^{d}\right)} \leq\right\| f_{\sigma}^{\prime}\left\|_{\infty}\right\| \mathcal{W}_{\beta} * \rho(t)-\rho_{\sigma}(t) \|_{L^{q}\left(\mathbb{R}^{d}\right)}$ and

$$
\begin{aligned}
\left\|\nabla\left(f_{\sigma}\left(\mathcal{W}_{\beta} * \rho\right)-f_{\sigma}\left(\rho_{\sigma}\right)\right)(t)\right\|_{L^{r}\left(\mathbb{R}^{d}\right)} \leq & \left\|f_{\sigma}^{\prime}\right\|_{\infty}\left\|\left(\mathcal{W}_{\beta} * \nabla \rho-\nabla \rho_{\sigma}\right)(t)\right\|_{L^{r}\left(\mathbb{R}^{d}\right)} \\
& +\left\|f_{\sigma}^{\prime \prime}\right\|_{\infty}\left\|\left(\mathcal{W}_{\beta} * \rho-\rho_{\sigma}\right)(t)\right\|_{L^{r}\left(\mathbb{R}^{d}\right)}\left\|\nabla \rho_{\sigma}(t)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} .
\end{aligned}
$$

The $L^{\infty}\left(\mathbb{R}^{d} \times(0, T)\right)$ bound for $\nabla \rho_{\sigma}$ from Lemma 3.11 and the definition of $f_{\sigma}$ finally show for $s \geq 1 / 2$ and $r, q>d$ that

$$
\begin{equation*}
J_{2} \leq C(\sigma, T)\left(\left\|\mathcal{W}_{\beta} * \rho-\rho_{\sigma}\right\|_{L^{\infty}\left(0, T ; W^{1, r}\left(\mathbb{R}^{d}\right)\right)}+\left\|\mathcal{W}_{\beta} * \rho-\rho_{\sigma}\right\|_{L^{\infty}\left(0, T ; L^{q}\left(\mathbb{R}^{d}\right)\right)}\right) \tag{3.61}
\end{equation*}
$$

Now, let $s<1 / 2$. In this case, we cannot estimate $\nabla \mathcal{K}$ and put the gradient to the second factor of the convolution. Adding and subtracting an appropriate expression as in Step 1 , using the embedding $W^{1, p}\left(\mathbb{R}^{d}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{d}\right)$ for $p>d$, the estimate $\mathcal{K}_{\zeta} \leq \mathcal{K}$, and the Hardy-Littlewood-Sobolev inequality, we find that

$$
\begin{aligned}
J_{2}= & \mid \int_{0}^{t} \int_{\mathbb{R}^{d}} \mathcal{K}_{\zeta}(y)\left(\left(f_{\sigma}^{\prime}\left(\mathcal{W}_{\beta} * \rho\left(\widehat{X}_{i}^{N}(s)-y\right)\right)-f_{\sigma}^{\prime}\left(\rho_{\sigma}\left(\widehat{X}_{i}^{N}(s)-y\right)\right)\right) \nabla \mathcal{W}_{\beta} * \rho\left(\widehat{X}_{i}^{N}(s)-y\right)\right. \\
& \left.-f_{\sigma}^{\prime}\left(\rho_{\sigma}\left(\widehat{X}_{i}^{N}(s)-y\right)\right)\left(\nabla \rho_{\sigma}\left(\widehat{X}_{i}^{N}(s)-y\right)-\nabla \mathcal{W}_{\beta} * \rho\left(\widehat{X}_{i}^{N}(s)-y\right)\right)\right) \mathrm{d} y \mathrm{~d} s \mid \\
\leq & \left\|f_{\sigma}^{\prime \prime}\right\|_{\infty}\left\|\mathcal{W}_{\beta} * \nabla \rho\right\|_{\infty} \int_{0}^{t} \int_{\mathbb{R}^{d}} \mathcal{K}_{\zeta}(y)\left|\rho_{\sigma}\left(\widehat{X}_{i}^{N}(s)-y\right)-\mathcal{W}_{\beta} * \rho\left(\widehat{X}_{i}^{N}(s)-y\right)\right| \mathrm{d} y \mathrm{~d} s \\
& +\left\|f_{\sigma}^{\prime}\right\|_{\infty} \int_{0}^{t} \int_{\mathbb{R}^{d}} \mathcal{K}_{\zeta}(y)\left|\nabla \rho_{\sigma}\left(\widehat{X}_{i}^{N}(s)-y\right)-\mathcal{W}_{\beta} * \nabla \rho\left(\widehat{X}_{i}^{N}(s)-y\right)\right| \mathrm{d} y \mathrm{~d} s \\
\leq & \max \left\{\|\nabla \rho\|_{\left.L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right), 1\right\}\left\|f_{\sigma}^{\prime}\right\|_{W^{1, \infty}} T\left(\left\|\mathcal{K} *\left|\left(\mathcal{W}_{\beta} * \rho-\rho_{\sigma}\right)\right|\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)}\right.}+\| \| \mathcal{K} *\left|\left(\mathcal{W}_{\beta} * \nabla \rho-\nabla \rho_{\sigma}\right)\right| \|_{\left.L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)\right)}^{\leq}\right. \\
& C(\sigma, T)\left(\|\nabla \rho\|_{\left.L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)\right)}+1\right) \sum_{|\alpha| \leq 2}\left\|\mathcal{W}_{\beta} * \mathrm{D}^{\alpha} \rho-\mathrm{D}^{\alpha} \rho_{\sigma}\right\|_{L^{\infty}\left(0, T ; L^{r}\left(\mathbb{R}^{d}\right)\right)},
\end{aligned}
$$

where $r>d$ is such that $1 / r=2 s / d+1 / p$ (this is needed for the Hardy-LittlewoodSobolev inequality) and $p>d$ (because of Sobolev's embedding). Note that $r>d$ can be only guaranteed if $s<1 / 2$. Together with the fact that $\|\nabla \rho\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \leq C(\sigma)$ (choose $q>d$ in (3.41) and use Sobolev's embedding), this shows that for $s<1 / 2$,

$$
\begin{equation*}
J_{2} \leq C(\sigma, T) \sum_{|\alpha| \leq 2}\left\|\mathcal{W}_{\beta} * \mathrm{D}^{\alpha} \rho-\mathrm{D}^{\alpha} \rho_{\sigma}\right\|_{L^{\infty}\left(0, T ; L^{r}\left(\mathbb{R}^{d}\right)\right)} . \tag{3.62}
\end{equation*}
$$

It follows from estimate (3.38) and Lemma 3.21 in Appendix 3.A for $p>d$ that

$$
\left\|\left(\mathcal{W}_{\beta} * D^{\alpha} \rho-D^{\alpha} \rho_{\sigma}\right)(t)\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq C\left(\left\|D^{\alpha} \nabla \rho\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \beta+\beta+\zeta^{a}\right) \leq C(\sigma, T)\left(\beta+\zeta^{a}\right),
$$

where we used the $L^{\infty}\left(0, T ; W^{3, p}\left(\mathbb{R}^{d}\right)\right)$ estimate for $\rho=\rho_{\sigma, \beta, \zeta}$ in (3.41). Then we deduce from estimates (3.61) and (3.62) that for all $0<s<1$,

$$
J_{2} \leq C(\sigma, T)\left(\beta+\zeta^{a}\right)
$$

where we recall that $a=\min \{1, d-2 s\}$.
Step 3: Estimate of $J_{3}$ and end of the proof. Arguing similarly as in Section 3.3.3, we have

$$
\left\|\left(\mathcal{K}_{\zeta}-\mathcal{K}\right) * \nabla \rho_{\sigma}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \leq C \zeta^{a}\left(\left\|\mathrm{D}^{2} \rho_{\sigma}\right\|_{L^{\infty}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)}+\left\|\nabla \rho_{\sigma}\right\|_{L^{\infty}\left(0, T ; L^{1}\left(\mathbb{R}^{d}\right)\right)}\right)
$$

This implies that

$$
\begin{equation*}
J_{3} \leq\left\|f_{\sigma}^{\prime}\right\|_{\infty}\left\|\left(\mathcal{K}_{\zeta}-\mathcal{K}\right) * \nabla \rho_{\sigma}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \leq C(\sigma) \zeta^{a} \tag{3.63}
\end{equation*}
$$

Taking the expectation, we infer from (3.59)-(3.63) that

$$
E_{2}(t):=\mathbb{E}\left(\sup _{0<s<t} \max _{i=1, \ldots, N}\left|\left(\bar{X}_{i}^{N}-\widehat{X}_{i}^{N}\right)(s)\right|\right) \leq C(\sigma)\left(\beta+\zeta^{a}\right)+C(\sigma) \int_{0}^{t} E_{2}(s) \mathrm{d} s
$$

An application of Gronwall's lemma gives the result.

### 3.4.4 Proof of Theorem 3.2 and Proposition 3.3

Lemmas 3.17 and 3.18 show that

$$
\mathbb{E}\left(\sup _{0<s<T} \max _{i=1, \ldots, N}\left|\left(X_{i}^{N}-\widehat{X}_{i}^{N}\right)(s)\right|\right) \leq C\left(N^{-1 / 4+\delta}+\beta+\zeta^{\min \{1, d-2 s\}}\right)
$$

and this expression converges to zero as $N \rightarrow \infty$ and $(\beta, \zeta) \rightarrow 0$ under the conditions stated in Theorem 3.3. This result implies the convergence in probability of the $k$-tuple $\left(X_{1}^{N}, \ldots, X_{k}^{N}\right)$ to $\left(\widehat{X}_{1}^{N}, \ldots, \widehat{X}_{k}^{N}\right)$. Since convergence in probability implies convergence in distribution, we obtain

$$
\lim _{N \rightarrow \infty,(\beta, \zeta) \rightarrow 0} \mathrm{P}_{N, \beta, \sigma}^{k}(t)=\mathrm{P}_{\sigma}^{\otimes k}(t) \quad \text { locally uniform in time }
$$

where $\mathrm{P}_{N, \beta, \sigma}^{k}(t)$ and $\mathrm{P}_{\sigma}^{\otimes k}(t)$ denote the joint distributions of $\left(X_{1}^{N}, \ldots, X_{k}^{N}\right)(t)$ and $\left(\widehat{X}_{1}^{N}, \ldots\right.$, $\left.\widehat{X}_{k}^{N}\right)(t)$, respectively. By Section 3.4.1, $\mathrm{P}_{\sigma}(t)$ is absolutely continuous with the density function $\rho_{\sigma}(t)$. Using the test function $\phi=1_{(-\infty, x]^{d}}$ in Corollary 3.13, we have, up to a subsequence,

$$
\mathrm{P}_{\sigma}\left(t,(-\infty, x]^{d}\right)=\int_{(-\infty, x]^{d}} \rho_{\sigma}(y, t) \mathrm{d} y \rightarrow \int_{(-\infty, x]^{d}} \rho(y, t) \mathrm{d} y=: \mathrm{P}\left(t,(-\infty, x]^{d}\right)
$$

locally uniformly for $t>0$. Since the convergence also holds for the initial condition, the result is shown.

## 3.A Auxiliary results

We recall some known results. The following result is proved in [11, Theorem 4.33].
Lemma 3.19 (Young's convolution inequality). Let $1 \leq p, r \leq \infty, u \in L^{p}\left(\mathbb{R}^{d}\right), v \in$ $L^{q}\left(\mathbb{R}^{d}\right)$, and $1 / p+1 / q=1+1 / r$. Then $u * v \in L^{r}\left(\mathbb{R}^{d}\right)$ and

$$
\|u * v\|_{r} \leq\|u\|_{p}\|v\|_{q} .
$$

The following lemma slightly extends [101, Lemma 7.3] from the $L^{2}$ to the $L^{p}$ setting.
Lemma 3.20. Let $p \geq 2$ and $T>0$. Then the following embedding is continuous:

$$
L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right) \cap W^{1, p}\left(0, T ; W^{-1, p}\left(\mathbb{R}^{d}\right)\right) \hookrightarrow C^{0}\left([0, T] ; L^{p}\left(\mathbb{R}^{d}\right)\right) .
$$

Proof. Let $u \in L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right) \cap W^{1, p}\left(0, T ; W^{-1, p}\left(\mathbb{R}^{d}\right)\right)$ and $0 \leq t_{1} \leq t_{2} \leq T$. Then

$$
\begin{align*}
\left.\left|\int_{\mathbb{R}^{d}}\right| u\left(t_{2}\right)\right|^{p} \mathrm{~d} x-\int_{\mathbb{R}^{d}}\left|u\left(t_{1}\right)\right|^{p} \mathrm{~d} x \mid & \left.=\left|\int_{t_{1}}^{t_{2}}\left\langle\partial_{t} u, p\right| u\right|^{p-2} u\right\rangle \mathrm{d} t \mid  \tag{3.64}\\
& \leq p\left\|\partial_{t} u\right\|_{L^{p}\left(t_{1}, t_{2} ; W^{-1, p}\left(\mathbb{R}^{d}\right)\right)}\left\||u|^{p-2} u\right\|_{L^{p^{\prime}}\left(t_{1}, t_{2} ; W^{\left.1, p^{\prime}\left(\mathbb{R}^{d}\right)\right)}\right.}
\end{align*}
$$

where $p^{\prime}=p /(p-1)$. Direct computations using Young's inequality lead to

$$
\begin{aligned}
\left\||u|^{p-2} u\right\|_{L^{p^{\prime}}\left(t_{1}, t_{2} ; W^{1, p^{\prime}}\left(\mathbb{R}^{d}\right)\right)}^{p^{p^{\prime}}} & =C \int_{t_{1}}^{t_{2}} \int_{\mathbb{R}^{d}}\left(|u|^{p}+|u|^{p^{\prime}(p-2)}|\nabla u|^{p^{\prime}}\right) \mathrm{d} x \mathrm{~d} t \\
& \leq C \int_{t_{1}}^{t_{2}}\|u(t)\|_{W^{1, p}\left(\mathbb{R}^{d}\right)}^{p} \mathrm{~d} t .
\end{aligned}
$$

We infer from (3.64) and the continuity of the integrals with respect to the time integration boundaries that $t \mapsto\|u(t)\|_{p}$ is continuous and

$$
\begin{equation*}
\sup _{0<t<T}\|u(t)\|_{p} \leq\|u(0)\|_{p}+C\left\|\partial_{t} u\right\|_{L^{p}\left(t_{1}, t_{2} ; W^{-1, p}\left(\mathbb{R}^{d}\right)\right)}+C\|u\|_{L^{p}\left(0, T ; W^{1, p}\left(\mathbb{R}^{d}\right)\right)} \tag{3.65}
\end{equation*}
$$

Next, let $t \in[0, T]$ be arbitrary and let $\tau_{n} \rightarrow 0$ as $n \rightarrow \infty$ such that $t+\tau_{n} \in[0, T]$. Estimate (3.65) implies that $\left(u\left(t+\tau_{n}\right)\right)_{n \in \mathbb{N}}$ is bounded in $L^{p}\left(\mathbb{R}^{d}\right)$. Thus, there exists a subsequence $\left(\tau_{n^{\prime}}\right)$ of $\left(\tau_{n}\right)$ such that $u\left(t+\tau_{n^{\prime}}\right) \rightharpoonup v(t)$ weakly in $L^{p}\left(\mathbb{R}^{d}\right)$ as $n^{\prime} \rightarrow \infty$ for some $v(t) \in L^{p}\left(\mathbb{R}^{d}\right)$. We can show, using estimate (3.65) and dominated convergence for the integral

$$
\int_{0}^{T} \int_{\mathbb{R}^{d}}\left(u\left(t+\tau_{n^{\prime}}, x\right)-v(t, x)\right) \phi(t, x) \mathrm{d} x \quad \text { for } \phi \in C_{0}^{\infty}\left(\mathbb{R}^{d} \times(0, T)\right)
$$

that in the limit $n^{\prime} \rightarrow \infty$

$$
\int_{0}^{T} \int_{\mathbb{R}^{d}}(u(t, x)-v(t, x)) \phi(t, x) \mathrm{d} x=0,
$$

which yields $v(t)=u(t)$.
Moreover, since $t \mapsto\|u(t)\|_{p}$ is continuous, we have $\left\|u\left(t+\tau_{n^{\prime}}\right)\right\|_{p} \rightarrow\|u(t)\|_{p}$. Since $L^{p}\left(\mathbb{R}^{d}\right)$ is uniformly convex, we deduce from [11, Prop. 3.32] that $u\left(t+\tau_{n^{\prime}}\right) \rightarrow u(t)$ strongly in $L^{p}\left(\mathbb{R}^{d}\right)$. Since the limit is unique, the whole sequence converges. Together with (3.65), this concludes the proof.

Let $\mathcal{W}_{1} \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ be nonnegative with $\int_{\mathbb{R}^{d}} \mathcal{W}_{1}(x) \mathrm{d} x=1$ and define $\mathcal{W}_{\beta}(x)=\beta^{-d} \mathcal{W}_{1}\left(\beta^{-1} x\right)$ for $x \in \mathbb{R}^{d}$ and $\beta>0$.

Lemma 3.21. Let $1 \leq p<\infty$ and $u \in W^{1, p}\left(\mathbb{R}^{d}\right)$. Then

$$
\left\|\mathcal{W}_{\beta} * u-u\right\|_{p} \leq C \beta\|\nabla u\|_{p} .
$$

Proof. We use Hölder's inequality and the fact that $\left\|\mathcal{W}_{\beta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}=1$ to find that

$$
\begin{aligned}
\left\|\mathcal{W}_{\beta} * u-u\right\|_{p}^{p} & =\int_{\mathbb{R}^{d}}\left|\int_{\mathbb{R}^{d}} \mathcal{W}_{\beta}(x-y)(u(x)-u(y)) \mathrm{d} y\right|^{p} \mathrm{~d} x \\
& \leq \int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} \mathcal{W}_{\beta}(x-y) \mathrm{d} y\right)^{p-1}\left(\int_{\mathbb{R}^{d}} \mathcal{W}_{\beta}(x-y)|u(x)-u(y)|^{p} \mathrm{~d} y\right) \mathrm{d} x \\
& =\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \mathcal{W}_{\beta}(z)|z|^{p} \frac{|u(y+z)-u(y)|^{p}}{|z|^{p}} \mathrm{~d} y \mathrm{~d} z \\
& \leq\|\nabla u\|_{p}^{p} \int_{\mathbb{R}^{d}} \mathcal{W}_{\beta}(z)|z|^{p} \mathrm{~d} z \leq C \beta^{p}\|\nabla u\|_{p}^{p},
\end{aligned}
$$

which shows the lemma.

## 3.B Fractional Laplacian

We recall that the fractional Laplacian $(-\Delta)^{s}$ for $0<s<1$ can be written as the pointwise formula

$$
\begin{equation*}
(-\Delta)^{s} u(x)=c_{d, s} \int_{\mathbb{R}^{d}} \frac{u(x)-u(y)}{|x-y|^{d+2 s}} \mathrm{~d} y, \quad \text { where } c_{d, s}=\frac{4^{s} \Gamma(d / 2+s)}{\pi^{d / 2}|\Gamma(-s)|}, \tag{3.66}
\end{equation*}
$$

$u \in H^{s}\left(\mathbb{R}^{d}\right)$, and the integral is understood as principal value if $1 / 2 \leq s<1[110$, Theorem 2]. The inverse fractional Laplacian $(-\Delta)^{-s}$ is defined in (3.2). The following lemma can be found in [108, Chapter V, Section 1.2].

Lemma 3.22 (Hardy-Littlewood-Sobolev inequality). Let $0<s<1$ and $1<p<\infty$. Then there exists a constant $C>0$ such that for all $u \in L^{p}\left(\mathbb{R}^{d}\right)$,

$$
\left\|(-\Delta)^{-s} u\right\|_{q} \leq C\|u\|_{p}, \quad \text { where } \frac{1}{p}=\frac{1}{q}+\frac{2 s}{d} .
$$

Applying Hölder's and then Hardy-Littlewood-Sobolev's inequality gives the following result.

Lemma 3.23. Let $0<s<1$ and $1 \leq p<q<\infty$. Then there exists $C>0$ such that for all $u \in L^{q}\left(\mathbb{R}^{d}\right), v \in L^{r}\left(\mathbb{R}^{d}\right)$,

$$
\begin{align*}
\left\|u(-\Delta)^{-s} v\right\|_{p} \leq C\|u\|_{q}\|v\|_{r}, & \frac{1}{q}+\frac{1}{r}=\frac{1}{p}+\frac{2 s}{d},  \tag{3.67}\\
\left\|u \nabla(-\Delta)^{-s} v\right\|_{p} \leq C\|u\|_{q}\|v\|_{r}, & \frac{1}{q}+\frac{1}{r}=\frac{1}{p}+\frac{2 s-1}{d}, s>\frac{1}{2} . \tag{3.68}
\end{align*}
$$

Lemma 3.24 (Fractional Gagliardo-Nirenberg inequality I). Let $d \geq 2$ and $1<p<\infty$. Then there exists $C>0$ such that for all $u \in W^{1, p}\left(\mathbb{R}^{d}\right)$ or $u \in W^{2, p}\left(\mathbb{R}^{d}\right)$, respectively,

$$
\begin{aligned}
& \left\|(-\Delta)^{s} u\right\|_{p} \leq C\|u\|_{p}^{1-2 s}\|\nabla u\|_{p}^{2 s} \quad \text { if } 0<s \leq 1 / 2, \\
& \left\|(-\Delta)^{s} u\right\|_{p} \leq C\|u\|_{p}^{1-s}\left\|\mathrm{D}^{2} u\right\|_{p}^{s} \quad \text { if } 1 / 2<s \leq 1 .
\end{aligned}
$$

Proof. It follows from the properties of the Riesz and Bessel potentials [108, Theorem 3, page 96] that the operator $(-\Delta)^{s}: W^{1, p}\left(\mathbb{R}^{d}\right) \rightarrow L^{p}\left(\mathbb{R}^{d}\right)$ is bounded for $0<s \leq 1 / 2$, while the operator $(-\Delta)^{s}: W^{2, p}\left(\mathbb{R}^{d}\right) \rightarrow L^{p}\left(\mathbb{R}^{d}\right)$ is bounded for $1 / 2<s \leq 1$. Thus, if $0<s \leq 1 / 2$,

$$
\left\|(-\Delta)^{s} u\right\|_{p} \leq C\left(\|u\|_{p}+\|\nabla u\|_{p}\right) \quad \text { for } u \in W^{1, p}\left(\mathbb{R}^{d}\right)
$$

Replacing $u$ by $u_{\lambda}(x)=\lambda^{d / p-2 s} u(\lambda x)$ with $\lambda>0$ yields

$$
\left\|(-\Delta)^{s} u\right\|_{p}=\left\|(-\Delta)^{s} u_{\lambda}\right\|_{p} \leq C\left(\left\|u_{\lambda}\right\|_{p}+\left\|\nabla u_{\lambda}\right\|_{p}\right)=C \lambda^{-2 s}\left(\|u\|_{p}+\lambda\|\nabla u\|_{p}\right) .
$$

We minimize the right-hand side with respect to $\lambda$ giving the value $\lambda_{0}=2 s(1-2 s)^{-1}\|u\|_{p}$ $\|\nabla u\|_{p}^{-1}$ and therefore,

$$
\left\|(-\Delta)^{s} u\right\|_{p} \leq C\|u\|^{1-2 s}\|\nabla u\|_{p}^{2 s} .
$$

The case $1 / 2<s \leq 1$ is proved in a similar way.
Lemma 3.25 (Fractional Gagliardo-Nirenberg inequality II). Let $d \geq 2,0<s \leq 1 / 2$, $p \in(1, \infty)$, and $q \in[p, \infty)$. If $p<d /(2 s)$, we assume additionally that $q \leq d p /(d-2 s p)$. Then there exists $C>0$ such that for all $u \in W^{1, p}\left(\mathbb{R}^{d}\right)$,

$$
\left\|(-\Delta)^{-s} \nabla u\right\|_{q} \leq C\|u\|_{p}^{1-\theta}\|\nabla u\|_{p}^{\theta}
$$

where $\theta=1+d / p-d / q-2 s \in[0,1]$.
Proof. The statement is true for $s=1 / 2$ since the operator $(-\Delta)^{-1 / 2} \nabla: L^{q}\left(\mathbb{R}^{d}\right) \rightarrow L^{q}\left(\mathbb{R}^{d}\right)$ is bounded for any $q \in(1, \infty)$ [108, Theorem 3, page 96]. Then the inequality follows from the standard Gagliardo-Nirenberg inequality.
Thus, let $0<s<1 / 2$. We claim that it is sufficient to prove that $(-\Delta)^{-s} \nabla: W^{1, p}\left(\mathbb{R}^{d}\right) \rightarrow$ $L^{q}\left(\mathbb{R}^{d}\right)$ is bounded. Indeed, assume that

$$
\begin{equation*}
\left\|(-\Delta)^{-s} \nabla u\right\|_{q} \leq C\left(\|u\|_{p}+\|\nabla u\|_{p}\right) \quad \text { for } u \in W^{1, p}\left(\mathbb{R}^{d}\right) \tag{3.69}
\end{equation*}
$$

Replacing, as in the proof of Lemma 3.24, $u$ by $u_{\lambda}(x)=\lambda^{d / q-1+2 s} u(\lambda x)$ with $\lambda>0$ yields

$$
\left\|(-\Delta)^{-s} \nabla u\right\|_{q} \leq C \lambda^{-\theta}\left(\|u\|_{p}+\lambda\|\nabla u\|_{p}\right)
$$

where $\theta$ is defined in the statement of the theorem. Minimizing the right-hand side with respect to $\lambda$ gives the value $\lambda_{0}=\theta(1-\theta)^{-1}\|u\|_{p}\|\nabla u\|_{p}^{-1}$ and therefore,

$$
\left\|(-\Delta)^{-s} \nabla u\right\|_{q} \leq C\|u\|_{p}^{1-\theta}\|\nabla u\|_{p}^{\theta} .
$$

It remains to show (3.69). To this end, we distinguish two cases. First, let $p<d /(2 s)$. By assumption, $p \leq q \leq r(1):=d p /(d-2 s p)$. We apply the Hardy-Littlewood-Sobolev inequality (Lemma 3.22) to find that

$$
\left\|(-\Delta)^{-s} \nabla u\right\|_{r(1)} \leq C\|\nabla u\|_{p} \leq C\left(\|u\|_{p}+\|\nabla u\|_{p}\right)
$$

Furthermore, by using (in this order) the boundedness of $(-\Delta)^{-1 / 2} \nabla: L^{p}\left(\mathbb{R}^{d}\right) \rightarrow L^{p}\left(\mathbb{R}^{d}\right)$, Lemma 2 in [108, page 133], equation (40) in [108, page 135], and Theorem 3 in [108, page 135f],

$$
\begin{align*}
\left\|(-\Delta)^{-s} \nabla u\right\|_{p} & =\left\|\nabla(-\Delta)^{-1 / 2}(-\Delta)^{1 / 2-s} u\right\|_{p} \leq C\left\|(-\Delta)^{1 / 2-s} u\right\|_{p}  \tag{3.70}\\
& \leq C\left\|(I-\Delta)^{1 / 2-s} u\right\|_{p} \leq C\left\|(I-\Delta)^{1 / 2} u\right\|_{p} \leq C\left(\|u\|_{p}+\|\nabla u\|_{p}\right) .
\end{align*}
$$

These inequalities hold for any $p \in(1, \infty)$. Now, it is sufficient to interpolate with $1 / q=$ $\mu / p+(1-\mu) / r(1):$

$$
\left\|(-\Delta)^{-s} \nabla u\right\|_{q} \leq\left\|(-\Delta)^{-s} \nabla u\right\|_{p}^{\mu}\left\|(-\Delta)^{-s} \nabla u\right\|_{r(1)}^{1-\mu} \leq C\left(\|u\|_{p}+\|\nabla u\|_{p}\right) .
$$

Second, let $p \geq d /(2 s)$. We choose $\lambda \in(0, d /(2 s p)) \subset(0,1)$ and apply the Hardy-Littlewoord-Sobolev inequality:

$$
\left\|(-\Delta)^{-s} \nabla u\right\|_{r(\lambda)}=\left\|(-\Delta)^{-\lambda s}(-\Delta)^{-(1-\lambda) s} \nabla u\right\|_{r(\lambda)} \leq C\left\|(-\Delta)^{-(1-\lambda) s} \nabla u\right\|_{p}
$$

where $r(\lambda)=d p /(d-2 s \lambda p)$. Since $(1-\lambda) s<1 / 2$, we deduce from (3.70) that

$$
\left\|(-\Delta)^{-s} \nabla u\right\|_{r(\lambda)} \leq C\left(\|u\|_{p}+\|\nabla u\|_{p}\right) .
$$

Since $r(\lambda) \rightarrow \infty$ as $\lambda \rightarrow d /(2 s p)$, the result follows.

## 3.C Parabolic regularity

Lemma 3.26 (Parabolic regularity). Let $1<p<\infty, T>0$ and let $u$ be the (weak) solution to the heat equation

$$
\partial_{t} u-\Delta u=v, \quad u(0)=u^{0} \quad \text { in } \mathbb{R}^{d},
$$

where $v \in L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right.$ ) and $u^{0} \in W^{2, p}\left(\mathbb{R}^{d}\right)$. Then there exists $C>0$, depending on $T$ and $p$, such that

$$
\begin{equation*}
\left\|\partial_{t} u\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)}+\left\|\mathrm{D}^{2} u\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C\left(\|v\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)}+\left\|\mathrm{D}^{2} u^{0}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}\right) . \tag{3.71}
\end{equation*}
$$

Furthermore, if $v=\operatorname{div} w$ for some $w \in L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right)\right)$ then

$$
\begin{equation*}
\|\nabla u\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C\left(\|w\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)}+T^{1 / p}\left\|\nabla u^{0}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}\right) . \tag{3.72}
\end{equation*}
$$

Proof. We use a known result on the parabolic regularity for the equation

$$
\begin{equation*}
\partial_{t} \widehat{u}-\Delta \widehat{u}=v, \quad \widehat{u}(0)=0 \quad \text { in } \mathbb{R}^{d} . \tag{3.73}
\end{equation*}
$$

It holds that [76]

$$
\begin{equation*}
\left\|\partial_{t} \widehat{u}\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)}+\left\|\mathrm{D}^{2} \widehat{u}\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C\|v\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} . \tag{3.74}
\end{equation*}
$$

We apply this result to $\widehat{u}=u-e^{t \Delta} u^{0}$, where $e^{t \Delta} u^{0}$ is the solution to the homogeneous heat equation in $\mathbb{R}^{d}$ with initial datum $u^{0}$. Then $\widehat{u}$ solves (3.73) and satisfies estimate
(3.74). Inserting the definition of $\widehat{u}$ and observing that $\left\|\mathrm{D}^{2}\left(e^{t \Delta} u^{0}\right)\right\|_{p} \leq C\left\|\mathrm{D}^{2} u^{0}\right\|_{p}$, we obtain (3.71).
If $v=\operatorname{div} w$ for some $w \in L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right)\right)$, the uniqueness of solutions to the heat equation yields $u=e^{t \Delta} u^{0}+\operatorname{div} U$, where $U$ solves

$$
\partial_{t} U-\Delta U=w, \quad U(0)=0 \quad \text { in } \mathbb{R}^{d} .
$$

Then we deduce from the regularity result of [76] with $\widehat{u}=U$ and $v=w$ that

$$
\left\|\mathrm{D}^{2} U\right\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} \leq C\|w\|_{L^{p}\left(0, T ; L^{p}\left(\mathbb{R}^{d}\right)\right)} .
$$

Since $\nabla u=e^{t \Delta} \nabla u^{0}+\nabla \operatorname{div} U$, inequality (3.72) follows.

## 4 Quantitative convergence result for a diffusion model with aggregation
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This chapter shows a joint work with Li Chen ${ }^{2}$ and Ansgar Jüngel ${ }^{3}$.

### 4.1 Introduction and motivation

The aim of this chapter is to prove a quantitative mean-field result in $L^{2}\left(\mathbb{R}^{d}\right)$-norm associated to the following interacting stochastic particle system describing the dynamics in time $t \geq 0$ of the spatial position $X_{i}^{N, \eta}$ of the $i$-th particle,

$$
\begin{align*}
\mathrm{d} X_{i}^{N, \eta}(t) & =\frac{\kappa}{N} \sum_{j=1}^{N} \nabla V^{\eta}\left(X_{i}^{N, \eta}(t)-X_{j}^{N, \eta}(t)\right) \mathrm{d} t+\sqrt{2 \sigma} \mathrm{~d} W_{i}(t),  \tag{4.1}\\
X_{i}^{N, \eta}(0) & =\zeta_{i} \quad \text { in } \mathbb{R}^{d}, \quad i=1, \ldots, N
\end{align*}
$$

where $N \in \mathbb{N}$ denotes the number of particles, the spatial dimension $d \geq 1, V^{\eta} \geq 0$ denotes the interaction potential with interaction radius $\eta>0$ and $\sigma>0$ the diffusion coefficient. The parameter $\kappa= \pm 1$ models the type of the dynamics: $\kappa=-1$ corresponds to repulsive interactions and $\kappa=1$ to aggregating particles. $\left(W_{i}\right)_{i=1}^{N}$ denotes

[^13]a family of independent $d$-dimensional Brownian motions on a filtered probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{0 \leq t<T}, \mathbb{P}\right)$ and $\left(\zeta_{i}\right)_{i=1}^{N}$ are $\mathscr{F}_{0}$-measurable i.i.d random variables with common density function $u_{0} \in W^{2, \infty}\left(\mathbb{R}^{d}\right)$.
For fixed $\eta>0$ the interaction potential $V^{\eta}$ is defined by
\[

$$
\begin{equation*}
V^{\eta}(x):=\eta^{-d} V\left(\frac{|x|}{\eta}\right) \quad \text { for } x \in \mathbb{R}^{d} \tag{4.2}
\end{equation*}
$$

\]

where $V: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a non-negative, smooth, normalized, symmetric function with support on the unit ball $B_{1}(0) \subset \mathbb{R}^{d}$. Additionally, we assume that $V=Z * Z$, see Section 4.1.1 for discussions of the assumptions.
In order to perform the mean-field limit $N \rightarrow \infty$, the interaction radius $\eta>0$ is coupled to the number of particles $N$, such that $\eta=N^{-\beta}$ with $0<\beta<1 /(d+2)$, which leads to the regime of moderately interacting particles, see Section 1.2.2 for an introduction. In order to show the main result of this chapter, we need additional assumptions on the smallness of $\beta$ (depending on the spatial dimension $d$ ), see Theorem 4.1.
There already are some results in the literature concerning particle system (4.1): In the repulsive case $\kappa=-1$, Oelschläger proved in [91] the convergence in law of the so-called empirical measures towards a porous-media type equation when $\eta=N^{-\beta}$ for some $0<$ $\beta<1 /(d+2)$. Later, he proved in [90] a quantitative mean-square convergence result in expectation of the "smoothed" empirical measure, still for $\kappa=-1$ and $0<\beta<1 /(2 d+$ 4). The convergence rate in [90] is of order $O\left(N^{-1 / 2-\varepsilon}\right)$ for a small $\varepsilon>0$. For the more delicate aggregating case $\kappa=1$, the mean-square convergence in probability of the smoothed empirical measure under the algebraic scaling $\eta=N^{-\beta}$ for a particle system similar to (4.1) modelling chemotaxis was shown in [109], while the (stronger) convergence of the second moments in the path space under the (weaker) logarithmic scaling $\eta \geq$ $C(\log N)^{-1 /(2 d+4)}$ for some $C>0$ was derived in [27]. By using the stronger notion of convergence, the authors in [27] derived a convergence rate which scales logarithmically in $N$, whereas the result in [109] does not provide a convergence rate
In this part of the thesis, we present a conditional $L^{2}$ convergence result (Theorem 4.1), which leads to a generalisation of the results of $[27,90,109]$ in the sense that we allow for the (more difficult) aggregating case $\kappa=1$, the (stronger) sense of mean-square convergence in expectation and the (stronger) algebraic rate $\eta=N^{-\beta}$ for some $0<\beta<1 /(d+2)$ in the moderate regime. However, we need to assume that for algebraic scaling of $\eta>0$ at least convergence in probability holds; see Assumption (C1) and equation (4.16). In Section 4.A, we explain the technical difficulty of proving such a result for interaction potentials approximating the Dirac measure with current techniques and present a proof for an other type of singular potential, the Coulomb potential.

### 4.1.1 Motivation and main results

First, in order to measure the behavior of the stochastic particle systems (4.1), we need to introduce the so-called empirical measure

$$
\begin{equation*}
\mu_{N, \eta}(t, \omega):=\frac{1}{N} \sum_{i=1}^{N} \delta_{X_{i}^{N, \eta}(t, \omega)}, \text { for } t>0, \omega \in \Omega, \tag{4.3}
\end{equation*}
$$

where $X_{i}^{N, \eta}(t)$ solve (4.1) for $i=1, \ldots, N$.
It is well-known (see e.g. [27, 91]) that the limiting behavior $(N \rightarrow \infty, \eta \rightarrow 0)$ of the particle system (4.1) is captured for both cases $\kappa= \pm 1$ by the local diffusion equation

$$
\begin{equation*}
\partial_{t} u=\sigma \Delta u-\kappa \operatorname{div}(u \nabla u) \quad \text { for } t>0, \quad u(0)=u_{0} \quad \text { in } \mathbb{R}^{d} \tag{4.4}
\end{equation*}
$$

In [91], equation (4.4) is derived for $\kappa=-1$ from (4.1) with $\eta=N^{-\beta}$ with $0<\beta<1 /(d+2)$ by proving convergence of the empirical measure in law towards a (random) Dirac measure $\delta_{\hat{X}(t)}$, where $\hat{X}(t)$ is a process with density function $u(t)$ (with respect to the Lebesgue measure).
In contrast to this, in [27] equation (4.4) is derived from system (4.1) for $\kappa=1$ with a different scaling in $\eta>0$ : There, the limit

$$
N \rightarrow \infty \text { and } \eta \geq C(\log (N))^{-1 /(2 d+4)} \rightarrow 0
$$

is considered in two steps, similar to the results in Chapter 2: First, for fixed $\eta>0$, which corresponds to weakly interacting particles, the mean-field limit leads to the nonlocal diffusion equation

$$
\begin{equation*}
\partial_{t} \bar{u}^{\eta}=\sigma \Delta \bar{u}^{\eta}-\kappa \operatorname{div}\left(\bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right), t>0, \quad \bar{u}^{\eta}(0)=u_{0} \text { in } \mathbb{R}^{d} \tag{4.5}
\end{equation*}
$$

This equation is connected to the intermediate particle system

$$
\begin{align*}
\mathrm{d} \bar{X}_{i}^{\eta}(t) & =\kappa\left(\nabla V^{\eta} * \bar{u}^{\eta}\right)\left(\bar{X}_{i}^{\eta}(t)\right) \mathrm{d} t+\sqrt{2 \sigma} \mathrm{~d} W_{i}(t) \\
\bar{X}_{i}^{\eta}(0) & =\zeta_{i} \quad \text { in } \mathbb{R}^{d}, i=1, \ldots, N \tag{4.6}
\end{align*}
$$

where all particles $\bar{X}_{i}^{\eta}(t)$ are independent and possess the common density function $\bar{u}^{\eta}(t)$. Note that (4.5) still depends on the number $N$ of particles via the interaction radius $\eta=$ $\eta(N)$. Second, since $V^{\eta}$ converges to the Dirac delta distribution in the limit $\eta \rightarrow 0$ and $\bar{u}^{\eta} \rightarrow u\left(\left[27\right.\right.$, Lemma 2.1]), we have $\nabla V^{\eta} * \bar{u}^{\eta} \rightarrow \nabla u$ in the sense of distributions, where $u$ solves (4.4). This fact is used in [27] in order to show convergence of

$$
\begin{equation*}
\mathbb{E}\left(\sup _{0<t<T} \max _{i=1, \ldots, N}\left|X_{i}^{N, \eta}(t)-\hat{X}_{i}(t)\right|\right) \rightarrow 0 \tag{4.7}
\end{equation*}
$$

for $N \rightarrow \infty, \eta \rightarrow 0$, where all $\hat{X}_{i}(t)$ possess the common density function $u(t)$ and solve

$$
\begin{align*}
\mathrm{d} \hat{X}_{i}(t) & =\kappa \nabla u\left(\hat{X}_{i}(t)\right) \mathrm{d} t+\sqrt{2 \sigma} \mathrm{~d} W_{i}(t) \\
\hat{X}_{i}(0) & =\zeta_{i} \quad \text { in } \mathbb{R}^{d}, i=1, \ldots, N \tag{4.8}
\end{align*}
$$

At this point, we want to remark that [27] only considers the case $\kappa=1$, however, with similar arguments, the case $\kappa=-1$ can be shown in the logarithmic scaling by using the concept of the intermediate system (4.6), see [26] where a cross-diffusion system is considered with similar arguments and logarithmic scaling. Additionally, the main result in [27] implies that $\mu_{N, \eta}(t) \rightarrow u(t)$ in the weak sense for logarithmic scaling of $\eta$ at a rate $O\left(\eta^{2}\right)=O\left(\log (N)^{-1 /(d+2)}\right)$. As explained in the introduction of this thesis, this can be seen as a law of large numbers in the mean-field setting. However, in order to show a central
limit theorem - which will be the goal of future work - we need algebraic convergence rates in terms of $N$. The reason is that we want to apply the convergence result to determine the limiting behaviour of the so-called fluctuation process

$$
\begin{equation*}
\xi^{N}(t):=\sqrt{N}\left(\mu_{N, \eta}(t)-u(t)\right) . \tag{4.9}
\end{equation*}
$$

Heuristically, if this process converges to a limiting process $\xi$ in an appropriate sense, it can be seen as a correction of the mean-field behaviour since

$$
\begin{equation*}
\mu_{N, \eta}(t)=u(t)+N^{-1 / 2} \xi^{N}(t) \sim u(t)+N^{-1 / 2} \xi(t) . \tag{4.10}
\end{equation*}
$$

This means that the particle dynamics for sufficiently large $N$ can be captured by the mean-field limit $u(t)$ plus some noise term with scaling $N^{-1 / 2}$. If $\xi$ is a Gaussian process, this corresponds to a central limit theorem in the mean-field setting.
In the setting of moderate interacting particles, we do not expect the convergence of $\mu_{N, \eta}(t) \rightarrow u(t)$ to be 'fast enough' such that $\xi^{N}(t)$ has a Gaussian limit. The reason is that for $\beta \rightarrow 0$ the limiting PDE changes from the local model (4.4) to the non-local PDE (4.5) for $\eta=N^{0}=1$. Hence, from an intuitive point of view we have to expect that the convergence to $u$ is very slow for small values of $\beta>0$ due to the structural change of the limiting PDE, see [90].
In order to still show a fluctuation theorem, we use a similar approach as K. Oelschläger in [90], where we do not compare $\mu_{N, \eta}$ with the solution to the local problem $u$, but to the non-local intermediate solution $\bar{u}^{\eta}$ of (4.5) plus a deterministic correction $K_{\eta} \rightarrow 0$ for $\eta \rightarrow 0$. In order to illustrate the main ideas and motivations here, we ignore the deterministic correction at the moment, since it is not relevant for the study of the $L^{2}$ convergence, which is the main part of this chapter.

We define the intermediate fluctuation process as follows

$$
\begin{equation*}
\xi_{\text {inter }}^{N}(t):=\sqrt{N}\left(\mu_{N, \eta}(t)-\bar{u}^{\eta}(t)\right) . \tag{4.11}
\end{equation*}
$$

If $\xi_{\text {inter }}^{N}(t) \rightarrow \xi_{\text {inter }}(t)$ for $N \rightarrow \infty$ (which implies $\eta(N) \rightarrow 0$ ) and $\xi_{\text {inter }}(t)$ is a Gaussian process, then by denoting the PDE error with $r^{N}(t):=\bar{u}^{\eta}(t)-u(t)$ in the spirit of (4.10), we can approximate the particle dynamics by the mean-field solution $u$ plus the limiting intermediate fluctuations $\xi_{\text {inter }}$ and a PDE approximation error:

$$
\begin{equation*}
\mu_{N, \eta}(t)=u(t)+N^{-1 / 2} \xi_{\text {inter }}^{N}(t)+r^{N}(t) \sim u(t)+N^{-1 / 2} \xi_{\text {inter }}+r^{N}(t) . \tag{4.12}
\end{equation*}
$$

Hence, it is an important question to determine the limiting behaviour of the intermediate fluctuation process $\xi_{i n t e r}^{N}$ as well as to gain estimates for the PDE error $r^{N}(t)$.
First, let us remark that the PDE error estimate has already been done in [27] $(\kappa=1)$ and [26] $(\kappa=-1)$ :

$$
\begin{equation*}
\sup _{0<t<T}\left\|\bar{u}^{\eta}(t)-u(t)\right\|_{L^{2}}^{2}+\int_{0}^{T}\left\|\nabla\left(\bar{u}^{\eta}(t)-u(t)\right)\right\|_{L^{2}}^{2} \mathrm{~d} t \leq C \eta^{2}=C N^{-2 \beta} \tag{4.13}
\end{equation*}
$$

Second, let us take a look at the dynamics of the intermediate fluctuations: Indeed, if $V^{\eta}=Z^{\eta} * Z^{\eta}$ as in [90] be a convolution square and let $\langle\cdot, \cdot\rangle$ be a dual product, then the stochastic differential equation for $\xi_{i n t e r}^{N}$ reads as

$$
\begin{equation*}
\left.\mathrm{d}\left\langle\xi_{\text {inter }}^{N}(t), \phi\right\rangle=\frac{\sqrt{2 \sigma}}{\sqrt{N}} \sum_{i=1}^{N} \nabla \phi\left(X_{i}^{N, \eta}(t)\right) \mathrm{d} W_{i}(t)+\left.\sqrt{N}\langle |\left(\mu_{N, \eta}-\bar{u}^{\eta}\right) * Z^{\eta}\right|^{2}, \Delta \phi\right\rangle \mathrm{d} t+R^{N}(t) \tag{4.14}
\end{equation*}
$$

where $\phi$ is a test function and $R^{N}(t)$ denotes an error term, which determines the test function space for $\phi$ and converges to zero for $N \rightarrow \infty$. For details see Section 4.1.2.
In order to prove Gaussian behaviour in the limit for $\xi_{\text {inter }}^{N}(t)$, we see in (4.14) that the term $\left(\mu_{N, \eta}-\bar{u}^{\eta}\right) * Z^{\eta}$ should converge in the $L^{2}$ norm faster than $N^{-1 / 2}$ if we assume that $\Delta \phi \in L^{\infty}\left(\mathbb{R}^{d}\right)$. This motivates us to define (as in [90]) the "smoothed" empirical measure and intermediate PDE solution

$$
\begin{align*}
f^{N, \eta}(t, x) & :=\left(\mu_{N, \eta}(t) * Z^{\eta}\right)(x)=\frac{1}{N} \sum_{i=1}^{N} Z^{\eta}\left(x-X_{i}^{N, \eta}(t)\right)  \tag{4.15}\\
g^{\eta}(t, x) & :=\left(\bar{u}^{\eta}(t) * Z^{\eta}\right)(x)=\int_{\mathbb{R}^{d}} Z^{\eta}(x-y) \bar{u}^{\eta}(y) \mathrm{d} y
\end{align*}
$$

Assumptions. Our main result is the $L^{2}\left(\mathbb{R}^{d}\right)$ convergence of $f^{N, \eta}-g^{\eta}$ in expectation with rate $N^{-1 / 2-\varepsilon}$. We impose the following assumptions.
(A1) Parameters: $d \geq 1, \sigma>0, \kappa>0, T>0$.
(A2) Interaction radius: $\eta=N^{-\beta}$ with $0<\beta<1 /(d+2)$ (moderate regime); for additional assumptions on $\beta$, see Theorem 4.1.
(A3) $W_{1}, \ldots, W_{N}$ are independent $d$-dimensional Brownian motions on the filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$.
(A4) Initial data: $\zeta_{1}, \ldots, \zeta_{N}$ are $\mathcal{F}_{0}$-measurable independent and identically distributed (i.i.d.) square-integrable random variables with the common density function $u_{0} \in$ $W^{2, \infty}\left(\mathbb{R}^{d}\right)$ whose $(d+1)$ st moment is bounded.
(A5) Potential: $V=Z * Z$, where $Z \in C^{3}\left(\mathbb{R}^{d}\right)$ is symmetric, nonnegative, normalized (i.e. $\|Z\|_{L^{1}}=1$ ), and has compact support in the ball $B_{1 / 2}(0)$. Define $Z^{\eta}(x)=\eta^{-d} Z(x / \eta)$ for $x \in \mathbb{R}^{d}$.

The regularity and the boundedness of the $(d+1)$ st moment of $u_{0}$ are needed to obtain bounded second derivatives and bounded $(d+1)$ st moment for the solution $\bar{u}^{\eta}(t)$ to (4.5); see Theorem 4.4. The moment bound is used to estimate $\bar{u} \eta$ in the "far field", where we need fast decay of the solution; see part 4 (Estimation of $L(T)$ ) of the proof in Section 4.7. Due to the assumptions on $Z$ and by the definition $V=Z * Z, V$ is a symmetric, nonnegative potential with $\|V\|_{L^{1}}=1$. The assumption of the compact support of $Z$
implies that the potential $V$ is compactly supported in the unit ball $B_{1}(0) .{ }^{4}$ The definition of $Z^{\eta}$ is consistent with (4.2) in the sense that $V^{\eta}=Z^{\eta} * Z^{\eta}$ :

$$
\begin{aligned}
V^{\eta}(x) & =\eta^{-d} V(x / \eta)=\eta^{-d} \int_{\mathbb{R}^{d}} Z(x / \eta-y) Z(y) d y \\
& =\eta^{-2 d} \int_{\mathbb{R}^{d}} Z((x-z) / \eta) Z(z / \eta) \mathrm{d} z=Z^{\eta} * Z^{\eta}(x)
\end{aligned}
$$

Regularity of the solution to the non-local PDE (4.5). Before we state our main theorem, we need to impose the following regularity of the solution $\bar{u}^{\eta} \geq 0$ to the non-local PDE (4.5) for both cases $\kappa= \pm 1$ :
(B1) Regularity and uniform bounds: $\bar{u}^{\eta} \in L^{\infty}\left(0, T ; W^{2, \infty}\left(\mathbb{R}^{d}\right) \cap L^{1}\left(\mathbb{R}^{d}\right)\right)$, where

$$
\left\|\bar{u}^{\eta}\right\|_{L^{\infty}\left(0, T ; W^{2, \infty}\left(\mathbb{R}^{d}\right)\right)} \leq C
$$

with a constant that is independent of $\eta$.
(B2) Smallness in case of $\kappa=1$ (aggregating case): If $\kappa=1$, then $\left\|\bar{u}^{\eta}(t)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}<\sigma$.
(B3) Uniformly bounded $(d+1)$-st moment:

$$
\sup _{0<t<T} \int_{\mathbb{R}^{d}}|x|^{d+1} \bar{u}^{\eta}(t, x) \mathrm{d} x \leq C
$$

where $C>0$ does not depend on $\eta$.
In Section 4.3, we state assumptions on $u_{0}$ such that there exists a unique solution which fulfils (B1)-(B3); see Theorem 4.4. However, we want to remark that there may be weaker assumptions on the initial condition such that (B1)-(B3) is still satisfied.

Additionally, we need the following (weak) convergence in probability with algebraic rate:
Assumption (C1): Let $0<\beta<1 /(10 d+12)$ and the cut-off rate $\beta(d+3)<\alpha<$ $1 / 2-\beta(d+1)$. Let $\left(X_{i}^{N, \eta}\right)_{i=1}^{N}$ and $\left(\bar{X}_{i}^{\eta}\right)_{i=1}^{N}$ be the solutions to systems (4.1) and (4.6), respectively. Then, we assume that for any $\gamma>0$ and $T>0$, there exists $C(\gamma, T)>0$ such that for all $0<t<T$,

$$
\begin{equation*}
\mathbb{P}\left(\max _{i=1, \ldots, N}\left|X_{i}^{N, \eta}(t)-\bar{X}_{i}^{\eta}(t)\right|>N^{-\alpha}\right) \leq C(\gamma, T) N^{-\gamma} \tag{4.16}
\end{equation*}
$$

In Section 4.A.1, we discuss Assumption (C1) in more detail. In particular, we show that for interaction potentials approximating singular potentials of Coulomb-type, the equivalent formulation of (4.16) indeed holds.
Open Problem: It is still an open problem to prove convergence in probability (4.16) to the intermediate system in the moderate regime with algebraic scaling of the interaction

[^14]radius. We comment why current methods fail to handle interaction potentials approximating the Dirac measure in Section 4.A.2.

With these considerations at hand, the main theorem of this chapter can be stated in the following way:

Theorem 4.1 (Mean-square convergence with rate $N^{-1 / 2-\varepsilon}$ ). Let Assumptions (A1)-(A4) as well as (B1)-(B3) and (C1) hold and let $\eta=N^{-\beta}$, where $0<\beta<1 /(10 d+12)$. Then, for any $T>0$, there exists $\varepsilon>0$ and a constant $C(\beta, d, T)>0$ such that for sufficiently large number of particles $N>0$,

$$
\begin{equation*}
\mathbb{E}\left(\sup _{0<t<T}\left\|\left(f^{N, \eta}-g^{\eta}\right)(t)\right\|_{L^{2}}^{2}+\sigma \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(t)\right\|_{L^{2}}^{2} \mathrm{~d} t\right) \leq C(\beta, d, T) N^{-1 / 2-\varepsilon} \tag{4.17}
\end{equation*}
$$

Theorem 4.1 can be summarised in the following way: Given that propagation of chaos with respect to convergence in probability (4.16) holds, even a stronger result holds, which forms an important step for showing a fluctuation result in the regime of aggregating particles, see Section 4.1.2 for an introduction why the $L^{2}$-norm is a natural norm to study for rigorously showing a fluctuation theorem.

A similar theorem as Theorem 4.1 was proved by Oelschläger in [90]. In this article, the author showed a fluctuation theorem for the so-called corrected fluctuations $\left(\sqrt{N}\left(\mu_{N, \eta}(t)-\right.\right.$ $\left.u(t)-c_{N}(t)\right)$, where $c_{N}$ is a deterministic correction) in the repulsive case $\kappa=-1$, see [90, Theorem 1] without additional assumption of the convergence in probability. Because of structural reasons, the aggregating regime $\kappa=1$ is much more involved.
There are three main differences of [90] to Theorem 4.1: First, in our case, we consider the smoothed intermediate solution $g^{\eta}$, whereas Oelschläger is using an approximation of $g^{\eta}$ instead. Second, we do not need as strict assumptions on $V$, especially the assumptions on the Fourier transform of $Z$ (and therefore $V$ ) is not needed in the present work. However, we note that maybe in order to prove (4.16) rigorously, more assumptions on $V$ might be needed. Third, [90] only considers the respulsive case $\kappa=-1$, which makes the analysis easier since the negative sign allows to neglect certain terms, which need to be estimated in a different way in case of aggregation.
Similarly as our estimate (4.17), Stevens [109] showed an $L^{2}$ convergence result for the smoothed quantities for the chemotaxis equation. Compared to that work, we do not prove the convergence of the smoothed quantities in probability but the stronger convergence in expectation, and we are able to derive a convergence rate, which is absent in [109]. However, our result needs the condition that at least propagation of chaos holds in probability, see Assumption (C1) and (4.16).

Initial condition. Since we have assumed in Assumption (A3) i.i.d. initial data, (4.17) holds at time $t=0$ in the following way (see the last step Section 4.7 for a proof):

$$
\begin{equation*}
\mathbb{E}\left\|\left(f^{N, \eta}-g^{\eta}\right)(0)\right\|_{L^{2}}^{2} \leq C N^{-1 / 2-\varepsilon_{0}}, \quad \text { where } \varepsilon_{0}=1 / 2-\beta d>0 \tag{4.18}
\end{equation*}
$$

### 4.1.2 Connection to fluctuations

As mentioned in Section 4.1.1, the main motivation to study the quantitative mean-field limit in $L^{2}$ norm (see Theorem 4.1) lies in the fact that this result is needed when studying fluctuations around the mean-field limit.

For particle systems like (4.1), an interesting question is whether the central limit theorem holds in the limit $N \rightarrow \infty$ when the particles become approximately independent, i.e. the question if $\sqrt{N}\left(\mu_{N, \eta}(0)-u_{0}\right) \rightarrow$ Gaussian (which is fulfilled if all $\zeta_{i}$ are i.i.d) implies

$$
\begin{equation*}
\xi^{N}(t)=\sqrt{N}\left(\mu_{N, \eta}(t)-u(t)\right) \rightarrow \operatorname{Gaussian}(\mathrm{t})^{5} ? \tag{4.19}
\end{equation*}
$$

As mentioned in the introduction of this chapter, if (4.19) holds, then we can interpret the limit of the fluctuation process $\xi^{N}(t)$ as next order correction of the mean-field behaviour

$$
\begin{equation*}
\mu_{N, \eta}(t)=u+\frac{1}{\sqrt{N}} \xi^{N}(t) \sim u+\frac{1}{\sqrt{N}} \text { Gaussian }(\mathrm{t})+\mathcal{O}\left(\frac{1}{\sqrt{N}}\right) \tag{4.20}
\end{equation*}
$$

This means that for each particle number $N$ fixed (large enough), the particle dynamics can be approximately captured by the mean-field limit $u$ plus some Gaussian noise with scaling $N^{-1 / 2}$. This is especially interesting since the particle system leading to a certain PDE is not unique, see [47] and [25] for two different particle systems leading to the porous medium equation. We refer the reader also to the end of Section 1.1.3 in the introduction of this thesis for more details. In case of the viscous porous media equation, we expect different fluctuation behaviour for those two particle systems, which would help us to understand the difference between those two systems from a modelling point of view.

Clearly, we can not expect limit (4.19) to hold if the convergence of $\mu_{N, \eta}$ to $u$ (in the weak sense) is slower than $N^{-1 / 2}$. This motivates the introduction of intermediate fluctuations $\xi_{\text {inter }}^{N}(t)$ defined in (4.11). We expect that the intermediate structure captures the limiting behaviour of $\mu_{N, \eta}(t)$ in a better way than the local solution $u(t)$. If

$$
\begin{equation*}
\xi_{\text {inter }}^{N}(t) \rightarrow \operatorname{Gaussian}(\mathrm{t}) \tag{4.21}
\end{equation*}
$$

holds (we do not specify the type of convergence here), then we can approximate the particle dynamics (4.1) by the mean-field limit $u$ plus a deterministic correction

$$
\begin{equation*}
\mu_{N, \eta}(t)=u+\frac{1}{\sqrt{N}} \xi_{\text {inter }}^{N}(t)-\left(u(t)-\bar{u}^{\eta}(t)\right) \sim u+\frac{1}{\sqrt{N}} \operatorname{Gaussian}(\mathrm{t})+\mathcal{O}\left(\frac{1}{\sqrt{N}}\right) \tag{4.22}
\end{equation*}
$$

where the last term also captures the PDE error (4.13).

Since we want to check whether (4.21) holds, we have to study the SDE, which is fulfilled by $\xi_{\text {inter }}^{N}(t)$ for fixed $N$ and $\eta$ : At this point the author wants to remark that the following lines

[^15]give insights into the study of the intermediate fluctuations which relies on the main theorem of this chapter (Theorem 4.1). However, the arguments will be presented as motivation but without proof. The rigorous study of the limiting behaviour of the intermediate fluctuations is ongoing work and not part of the present thesis.
Using a test function $\phi(t, \cdot)$ (since we only present ideas here, we do not specify the test space), applying Itô's formula leads to
\[

$$
\begin{align*}
\mathrm{d}\left\langle\xi_{\text {inter }}^{N}(t), \phi(t)\right\rangle & =-\left\langle\xi_{\text {inter }}^{N}(t),\left(\mathcal{L}_{t}^{\eta}\right)^{*} \phi(t)\right\rangle \mathrm{d} t+\frac{1}{\sqrt{N}} \sum_{i=1}^{N} \nabla \phi\left(t, X_{i}^{N, \eta}(t)\right) \sqrt{2 \sigma} \mathrm{~d} W_{i}(t)  \tag{4.23}\\
& +\frac{1}{\sqrt{N}}\left\langle\xi_{\text {inter }}^{N}(t), \nabla V^{\eta} * \xi_{\text {inter }}^{N}(t) \nabla \phi(t)\right\rangle \mathrm{d} t,
\end{align*}
$$
\]

where $\left(\mathcal{L}_{t}^{\eta}\right)^{*}$ denotes the dual formal operator of the linearised version of the non-local PDE (4.5)

$$
\begin{aligned}
\mathcal{L}_{t}^{\eta} \phi & :=\partial_{t} \phi-\sigma \Delta \phi+\operatorname{div}\left(\phi \nabla V^{\eta} * \bar{u}^{\eta}+\bar{u}^{\eta} \nabla V^{\eta} * \phi\right) \\
\left(\mathcal{L}_{t}^{\eta}\right)^{*} \psi & :=-\partial_{t} \psi-\sigma \Delta \psi-\nabla V^{\eta} * \bar{u}^{\eta} \nabla \psi+\nabla V^{\eta} *\left(\bar{u}^{\eta} \nabla \psi\right) .
\end{aligned}
$$

Motivated by K. Oelschläger [90], we take a test function which lies in the kernel of $\left(\mathcal{L}_{t}^{\eta}\right)^{*}$, which simplifies (4.23) by cancelling the first term on the right-hand side. Additionally, exploiting the "quadratic" structure $V^{\eta}=Z^{\eta} * Z^{\eta}$, the last term in (4.23) can we written as

$$
\begin{aligned}
& \frac{1}{\sqrt{N}}\left\langle\xi_{\text {inter }}^{N}(t), \nabla V^{\eta} * \xi_{\text {inter }}^{N}(t) \nabla \phi(t)\right\rangle=-\frac{1}{2 \sqrt{N}}\left\langle\left(Z^{\eta} * \xi_{\text {inter }}^{N}(t)\right)^{2}, \Delta \phi(t)\right\rangle \\
& +\frac{1}{\sqrt{N}}\left\langle\nabla Z^{\eta} * \xi_{\text {inter }}^{N}(t),\left(Z^{\eta} *\left(\xi_{\text {inter }}^{N} \nabla \phi\right)-Z^{\eta} * \xi_{\text {inter }}^{N} \nabla \phi\right)(t)\right\rangle .
\end{aligned}
$$

The second term on the right-hand side can be viewed as 'error term' and hence ignored for this motivational section. I want to put the spotlight on the first term on the righthand side, since it shows the necessity of studying the convergence rate of the smoothed intermediate fluctuations in $L^{2}$ norm. Assuming that the test function space is such that $\Delta \phi$ is uniformly bounded, we get

$$
\begin{aligned}
\left|\frac{1}{2 \sqrt{N}}\left\langle\left(Z^{\eta} * \xi_{\text {inter }}^{N}(t)\right)^{2}, \Delta \phi\right\rangle\right| & \leq \sup _{0<t<T} \sup _{x \in \mathbb{R}^{d}}|\Delta \phi(x, t)| \frac{1}{2 \sqrt{N}} \sup _{0<t<T}\left\|Z^{\eta} * \xi_{\text {inter }}^{N}(t)\right\|_{L^{2}}^{2} \\
& \leq C \sqrt{N} \sup _{0<t<T}\left\|Z^{\eta} *\left(\mu_{N, \eta}(t)-\bar{u}^{\eta}(t)\right)\right\|_{L^{2}}^{2} .
\end{aligned}
$$

Thus, in order to get a Gaussian limiting behaviour in equation (4.23), we need to study the convergence of $\sqrt{N} \sup _{0<t<T}\left\|Z^{\eta} *\left(\mu_{N, \eta}(t)-\bar{u}^{\eta}(t)\right)\right\|_{L^{2}}^{2}$. Theorem 4.1 shows that $\sup _{0<t<T}\left\|Z^{\eta} *\left(\mu_{N, \eta}(t)-\bar{u}^{\eta}(t)\right)\right\|_{L^{2}}^{2} \leq C N^{-1 / 2-\varepsilon}$ for $\varepsilon>0$, which allows us to conclude that

$$
\sqrt{N} \sup _{0<t<T}\left\|Z^{\eta} *\left(\mu_{N, \eta}(t)-\bar{u}^{\eta}(t)\right)\right\|_{L^{2}}^{2} \rightarrow 0 \quad \text { for } N \rightarrow \infty
$$

This shows that the main theorem of this chapter (Theorem 4.1) is a key step for understanding the limiting fluctuation behaviour of the stochastic interacting particle system (4.1).

Outlook. At the moment of writing this thesis, it is still an open question whether $\xi_{i n t e r}^{N}$ converges to a generalized Ornstein-Uhlenbeck process - which would mean that the central limit theorem holds for the intermediate fluctuations - or if we need a deterministic correction, like in [90]. Similar to [90], the correction $K_{\eta}(t)$ would be purely determined from the PDE structure of the intermediate non-local and the local diffusion aggregation equation.
Concerning the limiting structure - based on heuristic consideration - we expect that $\xi_{\text {inter }}^{N}$ (or $\xi_{\text {inter }}^{N}+K_{\eta}$ ) converges to a generalised Ornstein-Uhlenbeck process which can be at least formally seen as a solution to the following (linear) SPDE of Dean-Kawasaki-type:

$$
\mathrm{d} \xi(t)=\mathcal{L}_{t}(\xi(t)) \mathrm{d} t+\sqrt{2 \sigma} \nabla \cdot(\sqrt{u(t)} \xi)
$$

where $\xi: L^{2}\left([0, T] \times \mathbb{R}^{d} ; \mathbb{R}^{d}\right) \rightarrow L^{2}\left(\Omega ; \mathbb{R}^{d}\right)$ is a vector-valued space-time white noise, $\mathcal{L}_{t}$ denotes the formal operator of the linearised version of the diffusion aggregation equation (4.4) and $u$ is the solution to (4.4).

### 4.1.3 State of the art

Quantitative estimates for mean-field limits are of particular importance since they provide information on the fluctuation process. There are many notions of convergence for showing a propagation of chaos result, but not all of them can be directly used for fluctuation theory. For a quantitative estimate on the trajectories for particle system (4.1) in case $\kappa=1$ and $\eta \geq C\left(\log (N)^{-1 /(2 d+4)}\right)$ we refer to [27], where a convergence rate of $O\left(\log (N)^{-1 /(d+2)}\right)$ is derived which is too slow for a central limit theorem. Applying classical techniques (see for instance the lecture notes by Sznitman [113]) mean-field estimates by coupling methods naturally lead to quantitative results, however, we do not expect to get a convergence rate of order $1 / \sqrt{N}$ for the moderately interacting particle system (4.1) by coupling. Thus, we will focus in this section on estimates on the empirical measure or the joint law (statistical expressions) in the setting of (4.1) (or related) and refer the reader to the review [21] for more quantitative results using coupling techniques.
Due to the fact that the study of mean-field limits is a timely topic, there are many contributions in this direction. Hence, the following summary should be understood in the sense that we only give a short outline of articles closely related to the present work and it should not be understood as a complete list of articles concerning (quantitative) mean-field results, for more detailed reviews on mean-field limits in general we refer to [21], [62] and [53].
In the regime of weakly interacting particles $(\eta=1, \beta=0)$ and smooth interaction kernels, a propagation of chaos result for the finite marginals in $L^{\infty}\left((0, T) ; L^{1}\left(\mathbb{R}^{d}\right)\right)$ norm at rate $1 / \sqrt{N}$ is shown by relative entropy techniques in [81] in the early 2000s. Almost 20 years later, also using bounds on the relative entropy norm, Jabin and Wang [63] were able to derive a quantitative propagation of chaos result for the joint law of interacting particles for a large class of interaction kernels (with weak assumptions on the regularity)
in the weakly interacting regime at rate $O(1 / \sqrt{N})$. Consequently, the authors together with Bresch were able to even derive a quantitative result (in the weakly interacting case) for singular attractive interaction kernels, which includes the Patlak-Keller-Segel system, see [10]. Almost at the same time as [63], a quantitative result concerning Coulomb-type interaction potentials with respect to a modulated energy norm was shown in [43] which generalises the result of [42]. To the best of the author's knowledge, there is no mean-field result concerning the smoothed empirical measure in the weakly interacting regime with regard to the $L^{2}$-norm used in Theorem 4.1.
First results on moderately interacting particle systems with repulsive forces have been presented by Oelschläger, showing the (non-quantitative) mean-field limit for $\beta<1 /(d+2)$ in [91], and characterizing some corrected fluctuations as Gaussians for $\beta<1 /(2 d+4)$, [90]. In the latter work, he showed a similar result as in Theorem 4.1 for $\kappa=-1$ but with stronger assumptions in the interaction kernel $V$ and not comparing to the intermediate non-local solution directly. However, in case of repulsive particles assumption (C1) (see (4.16)) is not necessary. A (non-quantitative) propagation of chaos result for reaction-diffusion equations in the regime of moderately interacting particles was shown in [94]. Extending Oelschläger's methods developed in [94], Stevens [109] was able to derive a propagation of chaos result for chemotaxis equations, by showing convergence of the smoothed empirical measure in the norm $\sup _{0<t<T}\|f(t)\|_{L^{2}}^{2}+\int_{0}^{T}\|\nabla f(s)\|_{L^{2}}^{2}$ d (non-quantitative), which is the same norm with respect to time and space as considered in Theorem 4.1. In comparison to the notion of convergence used in Theorem 4.1, this result only holds in probability. In [84], Méléard and Roelly generalized the result [91] for moderately interacting particles by showing a (nonquantitative) propagation of chaos result in the moderate regime by extending the space of convergence and using probabilistic methods. Sequentially, a non-quantitative propagation of chaos for a moderate model leading to a diffusion-convection equation, which does not fulfil the assumptions on the drift coefficient in [84], was shown in [64]. Later, by using probabilistic methods, a fluctuation theorem for moderately interacting particles (even with non-linear diffusion part) was derived by Jourdain and Méléard with logarithmic connection between $\eta$ and $N$. In this article, the authors compared the empirical measure directly to the local PDE solution (no deterministic correction) and used a scaling factor different from $\sqrt{N}$, [65]. Concerning a particle approximation of a moderate model with aggregating and repulsive interaction kernels, we refer to [86], where aggregation is modelled by a non-local interaction kernel, which is different to our model.
More recently, using semigroup techniques, Flandoli and Leocata [48] were able to prove (non-quantitative) convergence of the smoothed empirical measure for a biological PDEODE system modelling aggregation in the moderate regime. This semigroup approach was also used in other settings of moderately interacting particles, see [49] and [50] for example. Convergence of the smoothed empirical measures in the moderate regime with logarithmic scaling for the regularisation of the (singular) kernel and algebraic scaling in $\eta$ was recently shown with respect to $L^{m}\left(\Omega ; L^{\infty}\left((0, T) ; L^{p} \cap L^{1}\left(\mathbb{R}^{d}\right)\right)\right.$-norm for some $m \in \mathbb{N}$ and $p>2$ in [55] (non-quantitative), where singular drift terms, including repulsive Poisson kernels, and environmental noise was considered. Summarising, there are many contributions using moderately interacting particles, however, most of them are not quantitative or consider only repulsive cases.
Since Theorem 4.1 can be used in fluctuation theory, we already mentioned the contribu-
tions by Oelschläger [90] as well as Jourdain and Méléard [65] in the moderate setting. In the classical mean-field setting (weakly interacting particles), we refer to the classical work by Tanaka [114] and Dawson [39], based on ideas of Braun and Hepp [9]. For additional treatment of non-linear diffusion terms in the fluctuation setting for weakly interacting particles, we refer to [74] and [46]. Recently, motivated by the quantitative mean-field estimates of [63], a central limit for singular kernels in the weakly interacting setting has been studied in [117]. In fact, most results on fluctuations are presented for weakly interacting particle systems; see also [70, 79, 105]. Up to the author's knowledge, only the articles [90] and [65] are concerned with fluctuations for moderately interacting particle systems.

### 4.1.4 Main idea of the proof of Theorem 4.1

For the proof of Theorem 4.1, we wish to estimate $f^{N, \eta}-g^{\eta}=Z^{\eta} *\left(\mu_{N, \eta}-\bar{u}^{\eta}\right)$ in the $L^{2}\left(\mathbb{R}^{d}\right)$ norm. In order to illustrate the idea of the methods used in this work, we exemplary pick the following two terms which appear in this or similar ways many times in the proof. Let $\bar{\mu}_{N, \eta}(t)$ denote the empirical measure associated with the intermediate system (4.6) at time $t>0$, then let us define

$$
\begin{aligned}
& \left.Z_{1}:=\mathbb{E} \int_{0}^{t}\left|\left\langle Z^{\eta} *\left(\mu_{N, \eta}(s)-\bar{\mu}_{N, \eta}(s)\right),\right| \nabla f^{N, \eta}-\nabla g^{\eta}\right|^{2}(s)\right\rangle \mid \mathrm{d} s, \\
& \left.Z_{2}:=\mathbb{E} \int_{0}^{t}\left|\left\langle Z^{\eta} *\left(\bar{\mu}_{N, \eta}(s)-\bar{u}^{\eta}(s)\right),\right| \nabla f^{N, \eta}-\nabla g^{\eta}\right|^{2}(s)\right\rangle \mid \mathrm{d} s .
\end{aligned}
$$

The proof of Theorem 4.1 is mainly based on two considerations. First, the law-of-largenumbers estimate (see Lemma 4.2)

$$
\begin{equation*}
\sup _{0<s<T} \mathbb{P}\left(\left|\left\langle\bar{\mu}_{N, \eta}(s)-\bar{u}^{\eta}(s), \psi_{\eta}\right\rangle\right|>N^{-\theta}\right) \leq C(m, T)\left\|\psi_{\eta}\right\|_{L^{\infty}}^{2 m} N^{2 m(\theta-1 / 2)}, \tag{4.24}
\end{equation*}
$$

valid for any $\theta \geq 0, m \in \mathbb{N}, \psi_{\eta} \in L^{\infty}\left(\mathbb{R}^{d}\right)$, and the mean-field estimate (see Assumption (C1))

$$
\begin{equation*}
\sup _{0<s<T} \mathbb{P}\left(\max _{i=1, \ldots, N}\left|X_{i}^{N, \eta}(s)-\bar{X}_{i}^{\eta}(s)\right|>N^{-\alpha}\right) \leq C(\gamma, T) N^{-\gamma}, \tag{4.25}
\end{equation*}
$$

for $0<t<T$, valid for $\alpha$ lying in a certain interval and for any $\gamma>0$. Note that in both estimates, the algebraic decay can be arbitrarily fast for large values of $\gamma$ and $m$, under the conditions that $\theta<1 / 2$ and $\left\|\psi_{\eta}\right\|_{L^{\infty}}$ is growing not too fast in terms of $\eta(N)$. Those estimates in probability are motivated by articles by P. Pickl and co-workers, see [72] for instance.
Second - in the sprit of [72, Theorem 4.2] - we split $\Omega$ into a set $\mathcal{D}_{1}$, for which we can apply either (4.24) or (4.25), and its complement, where the integrands of $Z_{1}$ and $Z_{2}$ (or a related expression) are small.
To fix some ideas, let us choose $\mathcal{D}(s)=\left\{\omega \in \Omega: N^{-1} \sum_{i=1}^{N}\left|\left(X_{i}^{N, \eta}-\bar{X}_{i}^{\eta}\right)(\omega, s)\right|>N^{-\alpha}\right\}$. Then, by the mean-value theorem applied to $\phi_{\eta}(\cdot, y):=Z^{\eta}(\cdot-y), G_{\eta}(\cdot, s):=\mid \nabla f^{N, \eta}-$ $\nabla g^{\eta} \mid(\cdot, s)$ and $1=\mathbb{1}_{\mathcal{D}_{1}^{c}}+\mathbb{1}_{\mathcal{D}_{1}}$ on $\Omega$ :

$$
Z_{1} \leq \mathbb{E}\left(\int_{0}^{t} \frac{1}{N} \sum_{i=1}^{N}\langle | \phi_{\eta}\left(\cdot, X_{i}^{N, \eta}(s)\right)-\phi_{\eta}\left(\cdot, \bar{X}_{i}^{\eta}(s)\right)\left|,\left|\nabla f^{N, \eta}-\nabla g^{\eta}\right|^{2}(\cdot, s)\right\rangle \mathrm{d} s\right)
$$

$$
\begin{align*}
& \leq\left\|\mathrm{D} \phi^{\eta}\right\|_{L^{\infty}} \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left(\int_{0}^{t}\left\|G^{\eta}(s)\right\|_{L^{2}}^{2}\left|X_{i}^{N, \eta}-\bar{X}_{i}^{\eta}\right| \mathbb{1}_{\mathcal{D}_{1}^{c}} \mathrm{~d} s\right) \\
& +\sup _{0<s<T} \sup _{\omega \in \Omega}\left\|G^{\eta}(s)\right\|_{L^{2}}^{2} \mathbb{E}\left(\int_{0}^{t} \frac{1}{N} \sum_{i=1}^{N}\left\|\phi_{\eta}\left(\cdot, X_{i}^{N, \eta}\right)-\phi_{\eta}\left(\cdot, \bar{X}_{i}^{\eta}\right)\right\|_{L^{\infty}} \mathbb{1}_{\mathcal{D}_{1}} \mathrm{~d} s\right) . \tag{4.26}
\end{align*}
$$

Since $\left|X_{i}^{N, \eta}-\bar{X}_{i}^{\eta}\right| \leq N^{-\alpha}$ on $\mathcal{D}_{1}^{c}$, by assuming that $\mathrm{D} \phi_{\eta}$ is bounded by $N^{r}$ for some $r>0$, the first integral in (4.26) is - by recalling the definition of $G_{\eta}$ - bounded by

$$
N^{r-\alpha} \mathbb{E} \int_{0}^{t}\left\|\nabla f^{N, \eta}-\nabla g^{\eta}(s)\right\|_{L^{2}}^{2} \mathrm{~d} s
$$

If $\phi_{\eta}$ and $\sup _{0<s<T} \sup _{\omega \in \Omega}\left\|G^{\eta}(s)\right\|_{L^{2}}^{2}$ are bounded by $N^{k}$ for some $k>0$, the second integral can be estimated by $N^{k}$ multiplied by the probability of $\mathcal{D}_{1}$, which is bounded by $C N^{-\gamma}$ due to the mean-field estimate (4.25). Thus, by choosing $\alpha$ and $\gamma$ sufficiently large, $Z_{1}$ can be estimated by

$$
Z_{1} \leq \frac{\sigma}{4} \mathbb{E} \int_{0}^{t}\left\|\nabla f^{N, \eta}-\nabla g^{\eta}(s)\right\|_{L^{2}}^{2} \mathrm{~d} s+C N^{-1 / 2-\varepsilon}
$$

For $Z_{2}$, we define $\mathcal{D}_{2}(s)=\left\{\omega:\left|Z^{\eta} * \bar{\mu}_{N, \eta}(s, x)-Z^{\eta} * \bar{u}^{\eta}(s, x)\right|>\frac{\sigma}{4}\right\}$ for fixed $x \in \mathbb{R}^{d}$. Since $\left|Z^{\eta} * \bar{\mu}_{N, \eta}(s, x)-Z^{\eta} * \bar{u}^{\eta}(s, x)\right|$ is small on $\mathcal{D}_{2}^{c}$, we find that

$$
\begin{aligned}
Z_{2} & \leq \mathbb{E}\left(\int_{0}^{t}\langle | Z^{\eta} * \bar{\mu}_{N, \eta}(s, \cdot)-Z^{\eta} * \bar{u}^{\eta}(s, \cdot)\left|\left(\mathbb{1}_{\mathcal{D}_{2}^{c}}+\mathbb{1}_{\mathcal{D}_{2}}\right),\left|\nabla f^{N, \eta}-\nabla g^{\eta}\right|^{2}(\cdot, s)\right\rangle \mid \mathrm{d} s\right) \\
& \leq \frac{\sigma}{4} \mathbb{E} \int_{0}^{t}\left\|\nabla f^{N, \eta}-\nabla g^{\eta}(s)\right\|_{L^{2}}^{2} \mathrm{~d} s+C\left\|Z^{\eta}\right\|_{L^{\infty}} \sup _{\omega \in \Omega}\left\|G_{\eta}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)}^{2} \mathbb{P}\left(\mathcal{D}_{2}(s)\right)
\end{aligned}
$$

It is important to remark that for illustrative reasons we ignored the dependence on $x$ of the set $\mathcal{D}_{2}(s)$, for a more careful treatment of this (and similar terms) we refer to the proof of Theorem 4.1. The last term is estimated by using the law-of-large-numbers estimate (4.24), which gives, if all other expressions can be bounded,

$$
Z_{2} \leq \frac{\sigma}{4} \mathbb{E} \int_{0}^{t}\left\|\nabla f^{N, \eta}(s)-\nabla g^{\eta}(s)\right\|_{L^{2}}^{2} \mathrm{~d} s+C N^{-1 / 2-\varepsilon}
$$

by taking $m$ large enough in (4.24). Thus,

$$
Z_{1}(t)+Z_{2}(t) \leq \frac{\sigma}{2} \mathbb{E} \int_{0}^{t}\left\|\nabla f^{N, \eta}(s)-\nabla g^{\eta}(s)\right\|_{L^{2}}^{2} \mathrm{~d} s+C N^{-1 / 2-\varepsilon}
$$

for some $\varepsilon>0$. The first term can be absorbed by a term which is induced by the diffusion of (4.1), whereas the second term gives us the desired rate. Many terms appearing in the analysis of $\left\|f^{N, \eta}(s)-g^{\eta}(s)\right\|_{L^{2}}$ have a similar structure as $Z_{1}$ and $Z_{2}$. However, due to an error we make by manipulating the convolution inside the dual bracket, we need more careful estimates, which are sketched in some detail in Section 4.2.

### 4.1.5 Outline of the chapter and notation

The chapter is organized as follows. We present more details on the proof in Section 4.2, where an outline of the proof is given. This can serve the reader as a guideline through the technical parts of the proof. The existence of solutions to (4.5) (Theorem 4.4) and the particle systems (4.1) and (4.6) as well as some properties of the solution which are needed for Theorem 4.1 are investigated in Section 4.3-4.4. Section 4.5 is concerned with some auxiliary results and estimates needed in the proof of Theorem 4.1. The law-of-largenumber estimate (4.24), precisely stated in Lemma 4.2 , is shown in Section 4.6. With these preparations, the detailed and rigorous proof of Theorem 4.1 is given in Section 4.7. In the appendix (Section 4.A) we discuss the assumption of propagation of chaos in probability (4.16) in more details and give a proof for convergence in probability for Coulomb-type interactions.

The norm of $L^{p}\left(\mathbb{R}^{d}\right)$ with $1 \leq p \leq \infty$ is denoted by $\|\cdot\|_{L^{p}}$. We write $\langle\mu, f\rangle=\int_{\mathbb{R}^{d}} f(x) \mathrm{d} \mu(x)$ for the dual product between a measure $\mu$ and an integrable function $f$. We denote the inner product on $L^{2}\left(\mathbb{R}^{d}\right)$ by the same symbol, $\langle u, v\rangle=\int_{\mathbb{R}^{d}} u(x) v(x) \mathrm{d} x$ for $u, v \in L^{2}\left(\mathbb{R}^{d}\right)$. The $m$-th derivative of a smooth function $\phi$ equals $\mathrm{D}^{m} \phi$. As usual, we omit the dependence of $\omega \in \Omega$ in most of the expressions. We denote by $C>0$ a generic constant independent of $N$ and $\eta$, whose value may change from line to line.

### 4.2 Key steps of the proof of Theorem 4.1

I. Law of large numbers in probability. As already mentioned in Section 4.1.4, the first ingredient of the proof is the law-of-large-numbers estimate (4.24). Roughly speaking, we derive an estimate for the probability that $\left\langle\bar{\mu}_{N, \eta}-\bar{u}^{\eta}, \phi_{\eta}\right\rangle$ or $\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right) * \psi_{\eta}$ are outside the ball of radius $N^{-\theta}$ for an arbitrary $\theta \geq 0$.

Lemma 4.2 (Law of large numbers). Let $\left(\bar{X}_{i}^{\eta}\right)_{i=1}^{N}$ be the solution to system (4.6) and let $\bar{u}^{\eta}$ be the density function associated to $\bar{X}_{i}^{\eta}$. Given $\theta \geq 0$ and $\phi_{\eta} \in L^{\infty}\left(\mathbb{R}^{d}\right), \psi_{\eta} \in L^{\infty}\left(\mathbb{R}^{d} ; \mathbb{R}^{n}\right)$ with $n \in\{1, d, d \times d\}$, we define the sets

$$
\begin{align*}
\mathcal{A}_{\theta, \phi_{\eta}}^{N}(t) & :=\left\{\omega \in \Omega:\left|\frac{1}{N} \sum_{i=1}^{N} \phi_{\eta}\left(\bar{X}_{i}^{\eta}(t)\right)-\int_{\mathbb{R}^{d}} \phi_{\eta}(x) \bar{u}^{\eta}(t, x) \mathrm{d} x\right|>N^{-\theta}\right\}  \tag{4.27}\\
\mathcal{B}_{\theta, \psi_{\eta}}^{N}(t) & :=\bigcup_{i=1}^{N}\left\{\omega \in \Omega:\left|\frac{1}{N} \sum_{j=1}^{N} \psi_{\eta}\left(\bar{X}_{i}^{\eta}(t)-\bar{X}_{j}^{\eta}(t)\right)-\left(\psi_{\eta} * \bar{u}^{\eta}\right)\left(\bar{X}_{i}^{\eta}(t)\right)\right|>N^{-\theta}\right\} . \tag{4.28}
\end{align*}
$$

Then, for every $m \in \mathbb{N}$ and $T>0$, there exists $C(m)>0$ such that for all $0<t<T$,

$$
\begin{aligned}
& \mathbb{P}\left(\mathcal{A}_{\theta, \phi_{\eta}}(t)\right) \leq C(m)\left\|\phi_{\eta}\right\|_{L^{\infty}}^{2 m} N^{2 m(\theta-1 / 2)}, \\
& \mathbb{P}\left(\mathcal{B}_{\theta, \psi_{\eta}}(t)\right) \leq C(m)\left\|\psi_{\eta}\right\|_{L^{\infty}}^{2 m} N^{2 m(\theta-1 / 2)+1} .
\end{aligned}
$$

Remark 4.3. Choosing $\theta<1 / 2$ and assuming that the dependence of $\phi_{\eta}$ or $\psi_{\eta}$ is in such a that the growth of $\left\|\phi_{\eta}\right\|_{L^{\infty}}^{2 m}$ or $\left\|\psi_{\eta}\right\|_{L^{\infty}}^{2 m}$ is sufficiently 'slow' in terms of $\eta$ (and hence
$N)$ leads to an arbitrary algebraic decay of the probabilities. Since all $\bar{X}_{i}^{\eta}(t)$ are already independent at any time $t \geq 0$ this might not be surprising, however, the author could not find a quantitative result like this in literature. Hence, for the readers convenience we also present a proof in Section 4.6.

Note that the exponent of $N$ for the estimate of the probability of $\mathcal{A}_{\theta, \phi_{\eta}}^{N}(t)$ is smaller by one than the exponent in the estimate for $\mathcal{B}_{\theta, \psi_{\eta}}^{N}(t)$, since we do not take the union over $i=1, \ldots, N$. By definition of the empirical measures, we can write

$$
\begin{aligned}
\mathcal{A}_{\theta, \phi_{\eta}}^{N}(t) & =\left\{\left|\left\langle\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)(t), \phi_{\eta}\right\rangle\right|>N^{-\theta}\right\}, \\
\mathcal{B}_{\theta, \psi_{\eta}}^{N}(t) & =\bigcup_{i=1}^{N}\left\{\left|\left(\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right) * \psi_{\eta}\right)\left(t, \bar{X}_{i}^{\eta}(t)\right)\right|>N^{-\theta}\right\} .
\end{aligned}
$$

The proof, detailed in Section 4.6, is rather standard (see, e.g., [44, Sec 2.G] for a similar proof in a slightly easier setting). To shortly summarize the proof, we exemplary pick $\mathcal{B}_{\theta, \psi_{\eta}}^{N}(t)$ and apply Markov's inequality to obtain

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{B}_{\theta, \psi_{\eta}}^{N}(t)\right) & \leq N^{2 m \theta+1} \max _{i=1, \ldots, N} \mathbb{E}\left(\frac{1}{N^{2 m}}\left|\sum_{j=1}^{N} h_{i j}(t)\right|^{2 m}\right) \\
& =N^{2 m(\theta-1)+1} \max _{i=1, \ldots, N} \mathbb{E}\left(\left(\sum_{j, k=1}^{N} h_{i j}(t) h_{i k}(t)\right)^{m}\right)
\end{aligned}
$$

where $h_{i j}(t)=\psi_{\eta}\left(\bar{X}_{i}^{\eta}(t)-\bar{X}_{j}^{\eta}(t)\right)-\left(\psi_{\eta} * \bar{u}^{\eta}\right)\left(\bar{X}_{i}^{\eta}(t)\right)$. We show that the expectation vanishes except for a number of cases which can be bounded by $N^{m}$ (up to some constant). As each of the products $h_{i j}(t) h_{i k}(t)$ is bounded by $\left\|\psi_{\eta}\right\|_{L^{\infty}}^{2 m}$, we conclude that

$$
\mathbb{P}\left(\mathcal{B}_{\theta, \psi_{\eta}}^{N}(t)\right) \leq C(m) N^{2 m(\theta-1)+1} N^{m}\left\|\psi_{\eta}\right\|_{L^{\infty}}^{2 m}
$$

proving the claim. The probability of $\mathcal{A}_{\theta, \phi_{\eta}}^{N}(t)$ is estimated in a similar way, see Section 4.6 for the complete proof.
II. Estimate of the $L^{2}$ norm: We turn to the sketch of the proof of Theorem 4.1. To compute the expectation of $\left\|\left(f^{N, \eta}-g^{\eta}\right)(t)\right\|_{L^{2}}^{2}$, we use Itô's formula to find after some reformulations detailed in Section 4.7:

$$
\begin{align*}
& \left\|\left(f^{N, \eta}-g^{\eta}\right)(t)\right\|_{L^{2}}^{2}-\left\|\left(f^{N, \eta}-g^{\eta}\right)(0)\right\|_{L^{2}}^{2}+2 \sigma \int_{0}^{t}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s  \tag{4.29}\\
& =-\frac{2 \sigma t}{N} \Delta V^{\eta}(0)+K(t)+L(t)+M(t)
\end{align*}
$$

where

$$
K(t)=C(\sigma) \frac{1}{N} \sum_{i=1}^{N} \int_{0}^{t}\left(\left(\mu_{N, \eta}-\bar{u}^{\eta}\right) * \nabla V^{\eta}\right)\left(s, X_{i}^{N, \eta}(s)\right) \mathrm{d} W_{i}(s)
$$

$$
\begin{aligned}
L(t) & =2 \kappa \int_{0}^{t}\left\langle\mu_{N, \eta}-\bar{u}^{\eta},\left(\nabla V^{\eta} * \bar{u}^{\eta}\right) \cdot\left(\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right)\right\rangle \mathrm{d} s \\
M(t) & \left.=\left.2 \kappa \int_{0}^{t}\left\langle\mu_{N, \eta},\right| \nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle \mathrm{d} s
\end{aligned}
$$

The term $L(t)$ can be treated in a similar way as the corresponding term in [90, (2.20)] for $\kappa=-1$ except that by exploiting convergence in probability we make the analysis also rigorous for the multidimensional case, while the calculations regarding this term in [90] are restricted to one space dimension. The expression $M(t)$ for $\kappa=-1$ in [90, (2.20)] is negative and can be neglected in that work, but we need to estimate this term.
The idea is to estimate each of the terms on the right-hand side of (4.29) such that they are either of order $N^{-1 / 2-\varepsilon}$ or can be absorbed by the gradient term on the left-hand side since $\sigma>0$. In view of the scaling of $V^{\eta}$, the first term on the right-hand side of (4.29) is bounded from above by $C N^{\beta(d+2)-1}$ (see (4.37) below). This expression is of order $N^{-1 / 2-\varepsilon}$ for some $\varepsilon>0$ if we assume that $\beta<1 /(2 d+4)$. After taking supremum in time and expectation of the expressions in (4.29), by the Burkholder-Davis-Gundy inequality, the stochastic integral $K(t)$ can be estimated by $C / N+\mathbb{E}\left(\sup _{0<t<T} M(t)\right)$, such that it remains to estimate $L(t)$ and $M(t)$.
II.a. Estimate of the 'quadratic term' $M(t)$ for $\kappa=1$ : The term $M(t)$ (we refer to it as 'quadratic term'), is (for $\kappa=1$ ) the most involved one and shows the strength of our new method. The reason lies in the fact that in contrast to the repulsive case $(\kappa=-1)$ in the aggregation case ( $\kappa=1$ ), this term has a positive sign and can therefore not be neglected or used in order to absorb other terms on the left-hand side at a later stage of the estimates, like in [90]. Hence, we have to establish a different strategy in order to estimate it in a proper way such that we can indeed show estimate (4.17) with rate $N^{-1 / 2-\varepsilon}$.
Using Lemma 4.10, we first observe that

$$
\begin{equation*}
\left.\left.M(t) \approx 2 \kappa \int_{0}^{t}\left\langle Z^{\eta} * \mu_{N, \eta},\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle \mathrm{d} s \tag{4.30}
\end{equation*}
$$

which only holds up to an error term since the convolution with $Z^{\eta}$ is inside the absolute value. However, since we want to illustrate the idea of the proof here, we ignore this error in this section; for details of the proof see Section 4.7.
Unfortunately, we cannot absorb $M(t)$ by the last term on the left-hand side of (4.29), since a naive estimate gives $\left\|Z^{\eta} * \mu_{N, \eta}\right\|_{L^{\infty}} \leq C N^{\beta d}$, which diverges as $N \rightarrow \infty$. Hence, we have to estimate it directly. The idea is to add and subtract $\bar{u}^{\eta}$, leading to $M(t)=M_{1}(t)+M_{2}(t)$, where

$$
\begin{aligned}
& \left.M_{1}(t)=\left.2 \int_{0}^{t}\left\langle\mu_{N, \eta}-\bar{u}^{\eta},\right| Z^{\eta} * \nabla\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle \mathrm{d} s, \\
& \left.M_{2}(t)=\left.2 \int_{0}^{t}\left\langle\bar{u}^{\eta},\right| Z^{\eta} * \nabla\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle \mathrm{d} s .
\end{aligned}
$$

For a sufficiently small initial datum, the norm $\left\|\bar{u}^{\eta}\right\|_{L^{\infty}}$ is small too (see Theorem 4.4). Moreover, by assumption, $\left\|Z^{\eta}\right\|_{L^{1}}=\|Z\|_{L^{1}}=1$. Thus, after an application of Young's
convolution inequality, $M_{2}$ can be absorbed by the last term on the left-hand side of (4.29). The smallness of the initial data is only needed in the aggregating case $\kappa=1$, for the repulsive case, the term $M(t)$ can be treated as in [90] by absorbing it on the left-hand side of (4.29).

The estimation of $M_{1}$ is more delicate. Motivated by PDE techniques, a naive approach would be to estimate $M_{1}(t)$ similar to $M_{2}(t)$. Unfortunately, $\left\|Z^{\eta} *\left(\mu_{N, \eta}-\bar{u}^{\eta}\right)\right\|_{L^{\infty}}$ cannot be bounded uniformly in $\omega$ and hence, this naive approach is not applicable. In order to gain estimates for $\mathbb{E}\left(\sup _{0<t<T}\left|M_{1}(t)\right|\right)$, we use the convergence in probability (Lemma 4.2 and Assumption (C1); (4.16)), since it allows us to divide $\Omega$ in a subset where the distance between the particle dynamics and the mean-field equation is large and its complement. Lemma 4.2 and Assumption (4.16) respectively show that this set has a small probability. Hence, we add and subtract the intermediate empirical measure $\bar{\mu}_{N, \eta}=N^{-1} \sum_{i=1}^{N} \delta_{\bar{X}_{i}^{\eta}(t, \omega)}$. Then $\mathbb{E}\left(\sup _{0<t<T}\left|M_{1}(t)\right|\right)$ can be estimated by the sum of $M_{11}, M_{12}$, and an error term (due to the error we make in (4.30)), where

$$
\begin{aligned}
& M_{11}=\mathbb{E}\left(\sup _{0<t<T} \int_{0}^{t}\left\langle Z^{\eta} *\left(\mu_{N, \eta}-\bar{\mu}_{N, \eta},\left|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle \mathrm{d} s\right)\right. \\
& \left.M_{12}=\mathbb{E}\left(\left.\sup _{0<t<T} \int_{0}^{t}\left\langle Z^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right),\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle \mathrm{d} s\right)
\end{aligned}
$$

The idea for $M_{11}$ and $M_{12}$ has already been explained in Section 4.1.4, since it forms the core element of our idea. Summarizing, we use a combination of the law of large numbers and mean-field estimates in probability ((4.24) and (4.25)) and exploit the diffusion structure of the model.

Finally, we have to estimate the error term $M_{1}-M_{11}-M_{12}$. The strategy is inspired by the one in [90], where a Taylor expansion is used. However, by exploiting the idea developed for $M_{11}$ and $M_{12}$, we see that a first-order expansion is sufficient. Still, the rigorous estimate of the error term is very technical and more complicated than the estimate for the one-dimensional situation of [90]; see estimates of $M_{13}$ starting in (4.68) and (4.69).
II.b. Estimate of $L(t)$ : For the term $L(t)$ in (4.29), we also add and subtract $\bar{\mu}_{N, \eta}$ to split the estimate in a mean-field part involving $\mu_{N, \eta}-\bar{\mu}_{N, \eta}$ and a law-of-large-numbers part for $\bar{\mu}_{N, \eta}-\bar{u}^{\eta}$. Again, the idea is to estimate both terms such that we obtain one contribution of the type $\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}$ and another contribution, which can be bounded by $N^{-1 / 2-\varepsilon}$, to split further the differences $\mu_{N, \eta}-\bar{\mu}_{N, \eta}$ and $\bar{\mu}_{N, \eta}-\bar{u}^{\eta}$, and to apply Lemma 4.2 and (4.16) several times. Additionally, this term is the reason why we need the assumption of bounded $(d+1)$-st moment of the initial data; see calculations starting in (4.91). Combining these estimates, we infer from (4.29) that

$$
\begin{aligned}
& \mathbb{E}\left(\sup _{0<t<T}\left\|\left(f^{N, \eta}-g^{\eta}\right)(t)\right\|_{L^{2}}^{2}-\left\|\left(f^{N, \eta}-g^{\eta}\right)(0)\right\|_{L^{2}}^{2}\right) \\
& \quad+C(\sigma) \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s \leq C(\sigma, T) N^{-1 / 2-\varepsilon} .
\end{aligned}
$$

Observing that $\left\|\left(f^{N, \eta}-g^{\eta}\right)(0)\right\|_{L^{2}}^{2} \leq C N^{-1 / 2-\varepsilon_{0}}$, see (4.18), we conclude the proof for $0<\varepsilon \leq \varepsilon_{0}$.

### 4.3 Results from PDE analysis

The main purpose of this chapter is to show an improved mean-field convergence result in $L^{2}\left(\mathbb{R}^{d}\right)$ norm of the smoothed quantities $f^{N, \eta}$ and $g^{\eta}$ with convergence rate $N^{-1 / 2-\varepsilon}$, see Theorem 4.1. This result will be essential in the study of the corresponding fluctuations of the particle system. However, since by definition $g^{\eta}=Z^{\eta} * \bar{u}^{\eta}$, where $\bar{u}^{\eta}$ is the unique weak solution to (4.5), also existence, uniqueness and some bounds from classical non-linear PDE analysis for non-local equations are needed.
The analysis of equation (4.5) in the repulsive case $(\kappa=-1)$ is already included in [26], where a mean-field limit to a cross-diffusion system is shown. However, due the fact that [26] holds for cross-diffusion systems, smallness assumptions on $u_{0}$ are needed which are not necessary for the non-local viscous porous media equation (4.5) in case $\kappa=-1$. The aggregating case of (4.5) ( $\kappa=1$ ) was already studied in [27]. For the reader's convenience and due to the fact that the assumptions in [26] and [27] on the initial condition are slightly different, we present the result here with combined assumptions:

### 4.3.1 Assumptions on the initial data $u_{0}$

Let in the following $s>d / 2+2$. We denote with $C_{s}$ the embedding constant of $H^{s}\left(\mathbb{R}^{d}\right) \hookrightarrow$ $W^{2, \infty}\left(\mathbb{R}^{d}\right)$. Note that for this choice of $s>0$, it holds that $H^{s}\left(\mathbb{R}^{d}\right) \hookrightarrow W^{2, \infty}\left(\mathbb{R}^{d}\right)$ continuously, see [75, Theorem 8.8].

Then, we impose the following condition on the initial datum:

$$
\begin{equation*}
u_{0} \in W^{2, \infty}\left(\mathbb{R}^{d}\right) \cap L^{1}\left(\mathbb{R}^{d}\right), \quad u_{0} \geq 0, \quad\left\|u_{0}\right\|_{L^{1}}=1, \quad \int_{\mathbb{R}^{d}}|x|^{d+1} u_{0}(x) \mathrm{d} x<\infty \tag{4.31}
\end{equation*}
$$

Additionally, we assume in case $\kappa=1$ (aggregating case) that $\left\|u_{0}\right\|_{H^{s}}<\frac{\delta}{C_{s}}$ for some $\delta>0$, where we recall that $C_{s}$ is the embedding constant $H^{s}\left(\mathbb{R}^{d}\right) \hookrightarrow W^{2, \infty}\left(\mathbb{R}^{d}\right)$.

### 4.3.2 Existence and uniqueness of the non-local equation (4.5)

We use the following well-posedness theorem for equation (4.5) which holds for repulsive and aggregating potentials.

Theorem 4.4 (Well-posedness of the non-local PDE (4.5) for $\kappa= \pm 1$ ). Let $\delta>0, \eta>0$, $s>d / 2+2$, and let $u_{0}$ satisfy (4.31) and

$$
\text { if } \kappa=1:\left\|u_{0}\right\|_{H^{s}}<\frac{\delta}{C_{s}} \text { or if } \kappa=-1:\left\|u_{0}\right\|_{L^{\infty}} \leq \delta .
$$

Then there exists a unique strong solution $\bar{u}^{\eta} \in L^{\infty}\left(0, \infty ; W^{2, \infty}\left(\mathbb{R}^{d}\right)\right)$ to (4.5) such that $\bar{u}^{\eta}(t) \geq 0$ in $\mathbb{R}^{d},\left\|\bar{u}^{\eta}(t)\right\|_{L^{1}}=1,\left\|\bar{u}^{\eta}(t)\right\|_{L^{\infty}} \leq \delta$ for $t>0$ and the moment bound

$$
\begin{equation*}
\sup _{0<t<T} \int_{\mathbb{R}^{d}}|x|^{d+1} \bar{u}^{\eta}(t, x) \mathrm{d} x<\infty \text { and }\left\|\bar{u}^{\eta}\right\|_{L^{\infty}\left(0, T ; W^{2, \infty}\left(\mathbb{R}^{d}\right)\right)} \leq C \tag{4.32}
\end{equation*}
$$

hold uniformly in $\eta$.
For the stronger assumptions on $u_{0}$ in case $\kappa=1$ the regularity $\bar{u}^{\eta} \in L^{\infty}\left(0, \infty ; H^{s}\left(\mathbb{R}^{d}\right)\right) \cap$ $L_{\text {loc }}^{2}\left(0, \infty ; H^{s+1}\left(\mathbb{R}^{d}\right)\right)$ holds and there exists $C>0$ such that for all $\eta>0$ and $T>0$,

$$
\begin{equation*}
\left\|\bar{u}^{\eta}\right\|_{L^{\infty}\left(0, T ; H^{s}\left(\mathbb{R}^{d}\right)\right)}+\left\|\nabla \bar{u}^{\eta}\right\|_{L^{2}\left(0, T ; H^{s}\left(\mathbb{R}^{d}\right)\right)} \leq C \tag{4.33}
\end{equation*}
$$

Proof. As mentioned in the introduction of this section, the proof builds on results of [27] $(\kappa=1)$ and [26] $(\kappa=-1)$. However, it is important to remark that [26] deals with cross-diffusion systems and hence there stronger assumptions on $u_{0}$ are needed there. We separate the proof in those two cases for existence, uniqueness and uniform bounds. Since the results in [27] and [26] do not include moment bounds of the solution $\bar{u}^{\eta}$, those will be shown as last step of the proof for both cases.
$\kappa=1$ : Applying [27, Theorem 1] provides a unique weak solution to (4.5), which is nonnegative, normalized, and satisfies the stated regularity. The proof of Theorem 1 in [27] shows that if $\left\|u_{0}\right\|_{L^{\infty}} \leq M$ then also $\left\|\bar{u}^{\eta}(t)\right\|_{L^{\infty}} \leq M$ for any $M>0$ and $t>0$. Furthermore, $\bar{u}^{\eta}$ is uniformly bounded in the $L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)$ norm and $\mathrm{D} \bar{u}^{\eta}$ is uniformly bounded in the $L^{2}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)$ norm. The higher-order estimates (4.33) are proved in [27, Theorem 2.2] for $s>d / 2+1$, but estimates for $s>d / 2+2$ can be achieved in the same way.

Next, let $\kappa=-1$. The result in [26, Propsition 1] for $n=1$ implies (under stronger assumptions on $u_{0}$ ) existence of a unique, nonnegative, normalized strong solution $\bar{u}^{\eta}$ to (4.5) with the regularity $\bar{u}^{\eta} \in L^{\infty}\left(0, \infty ; H^{s}\left(\mathbb{R}^{d}\right)\right) \cap L_{\text {loc }}^{2}\left(0, \infty ; H^{s+1}\left(\mathbb{R}^{d}\right)\right)$ for $s>d / 2+1$. However, since for $\kappa=-1$, we do not need smallness of the $L^{\infty}\left(\mathbb{R}^{d}\right)$ norm (and we are in an easier setting since no cross-diffusion is present), the assumptions stated in (4.31) are sufficient to derive the desired regularity in Theorem 4.4. We refer the reader to the proof of [26, Propsition 1] for details.

Moment estimates: It remains to derive the moment bound (4.33) for $\kappa= \pm 1$. We present here only the idea since the calculations follow standard arguments. Multiplying (4.5) by $|x|^{d+1}$ and integrating over $\mathbb{R}^{d}$ yields

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}^{d}}|x|^{d+1} \bar{u}^{\eta}(t, x) \mathrm{d} x=-\sigma \int_{\mathbb{R}^{d}} \nabla \bar{u}^{\eta}(t, x) \cdot \nabla|x|^{d+1} \mathrm{~d} x  \tag{4.34}\\
& \quad+2 \kappa \int_{\mathbb{R}^{d}} \bar{u}^{\eta}(t, x) \nabla \bar{u}^{\eta}(t, x) \cdot \nabla|x|^{d+1} \mathrm{~d} x=: H_{1}(t)+H_{2}(t)
\end{align*}
$$

Clearly, this formulation is only formal as a rigorous argument needs a cut-off function; we leave the details to the reader. Since $\nabla|x|^{d+1}=(d+1)|x|^{d-1} x$, we obtain from Hölder's inequality and the Sobolev embedding $H^{s}\left(\mathbb{R}^{d}\right) \hookrightarrow W^{1, d+1}\left(\mathbb{R}^{d}\right)$ with $s \geq d / 2+1 /(d+1)$ :

$$
\begin{aligned}
H_{2}(t) & \leq C\left\||\cdot|{ }^{d} \bar{u}^{\eta}(t, \cdot)\right\|_{L^{(d+1) / d}}\left\|\nabla \bar{u}^{\eta}(t)\right\|_{L^{d+1}} \leq C\left(\| \| \cdot \mid{ }^{d} \bar{u}^{\eta}(t, \cdot)\left\|_{L^{(d+1) / d}}^{(d+1) / d}+\right\| \nabla \bar{u}^{\eta}(t) \|_{L^{d+1}}^{d+1}\right) \\
& \leq C\left(\| \| \cdot \mid{ }^{d} \bar{u}^{\eta}(t, \cdot) \|_{L^{(d+1) / d}}^{(d+1) / d}+1\right)
\end{aligned}
$$

where we have used (4.33) in the last step. As by Sobolev's embedding $\bar{u}^{\eta}$ is also uniformly bounded in $L^{\infty}\left(0, \infty ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)$, we find that

$$
\left\||\cdot|^{d} \bar{u}^{\eta}(t, \cdot)\right\|_{L^{(d+1) / d}}^{(d+1) / d}=\int_{\mathbb{R}^{d}}|x|^{d+1} \bar{u}^{\eta}(t, x) \bar{u}^{\eta}(t, x)^{1 / d} \mathrm{~d} x \leq C \int_{\mathbb{R}^{d}}|x|^{d+1} \bar{u}^{\eta}(t, x) \mathrm{d} x
$$

and consequently,

$$
H_{2}(t) \leq C+C \int_{\mathbb{R}^{d}}|x|^{d+1} \bar{u}^{\eta}(x, t) \mathrm{d} x .
$$

We integrate by parts and apply Young's inequality $|x|^{d-1} \leq C\left(1+|x|^{d+1}\right)$ to the remaining term:

$$
\begin{aligned}
H_{1}(t) & =\sigma \int_{\mathbb{R}^{d}} \bar{u}^{\eta}(t, x) \Delta|x|^{d+1} \mathrm{~d} x=\sigma(d+1)(2 d-1) \int_{\mathbb{R}^{d}}|x|^{d-1} \bar{u}^{\eta}(t, x) \mathrm{d} x \\
& \leq C \int_{\mathbb{R}^{d}}\left(1+|x|^{d+1}\right) \bar{u}^{\eta}(t, x) \mathrm{d} x \leq C+C \int_{\mathbb{R}^{d}}|x|^{d+1} \bar{u}^{\eta}(t, x) \mathrm{d} x .
\end{aligned}
$$

Inserting the estimates for $H_{1}(t)$ and $H_{2}(t)$ into (4.34) shows

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}^{d}}|x|^{d+1} \bar{u}^{\eta}(t, x) \mathrm{d} x \leq C+C \int_{\mathbb{R}^{d}}|x|^{d+1} \bar{u}^{\eta}(t, x) \mathrm{d} x .
$$

Gronwall's lemma and the fact that $C$ does not depend on $\eta>0$ then concludes the proof.

### 4.4 Solvability of the particle systems

The solvability of the particle systems (4.1) and (4.6) was proved in [26]. For the convenience of the reader, we recall the results.

Lemma 4.5 (Solvability of the particle systems). There exists a unique strong solution $X_{i}^{N, \eta}$ to system (4.1) on ( $0, T$ ). Moreover, if the solution $\bar{u}^{\eta}$ to (4.5) satisfies $\bar{u}^{\eta} \in$ $L^{\infty}\left(0, T ; W^{2, \infty}\left(\mathbb{R}^{d}\right)\right)$ then system (4.6) has a unique strong solution $\bar{X}_{i}^{\eta}$ with probability density function $\bar{u}^{\eta}$.
A strong solution means that $\left(X_{i}^{N, \eta}(t)\right)_{t \geq 0}$ and $\left(\bar{X}_{i}^{\eta}(t)\right)_{t \geq 0}$ are $\mathbb{P}$-a.s. continuous, $\mathbb{R}^{d}$-valued, $\mathcal{F}_{t}$-adapted processes satisfying (4.1) and (4.6), respectively, in the sense of Itô. Note that the condition $s>2+d / 2$ in Theorem 4.4 implies that $H^{s}\left(\mathbb{R}^{d}\right) \hookrightarrow W^{2, \infty}\left(\mathbb{R}^{d}\right)$ which yields a unique solution $\bar{u}^{\eta} \in L^{\infty}\left(0, T ; W^{2, \infty}\left(\mathbb{R}^{d}\right)\right)$ if the assumptions on $u_{0}$ stated in Theorem 4.4 are fulfilled.

### 4.5 Auxiliary results

We collect some inequalities which are used several times in the following sections. First, we remark that for continuous functions $F: \mathbb{R}^{d} \rightarrow \mathbb{R}^{n}$ for $n \in \mathbb{N}$,

$$
\begin{align*}
\left\langle\mu_{N, \eta}(t), F\right\rangle & =\frac{1}{N} \sum_{i=1}^{N} F\left(X_{i}^{N, \eta}(t)\right),  \tag{4.35}\\
\left(\mu_{N, \eta} * F\right)(t, x) & =\frac{1}{N} \sum_{j=1}^{N} F\left(x-X_{j}^{N, \eta}(t)\right) \quad \text { for } t>0, x \in \mathbb{R}^{d} . \tag{4.36}
\end{align*}
$$

Clearly, this also holds for the empirical measure of the intermediate measure $\bar{\mu}_{N, \eta}$. The scaling of $V^{\eta}$ and $Z^{\eta}$, see (4.2) with $\eta=N^{-\beta}$, implies the following bounds.

Lemma 4.6. It holds for $m \in \mathbb{N}_{0}$ that

$$
\begin{align*}
& \left\|\mathrm{D}^{m} V^{\eta}\right\|_{L^{\infty}}+\left\|\mathrm{D}^{m} Z^{\eta}\right\|_{L^{\infty}} \leq C N^{\beta(d+m)}, \quad\left\|\mathrm{D}^{m} V^{\eta}\right\|_{L^{2}}+\left\|\mathrm{D}^{m} Z^{\eta}\right\|_{L^{2}} \leq C N^{\beta(d+2 m) / 2} \\
& \int_{\mathbb{R}^{d}} Z^{\eta}(y)|y| \mathrm{d} y \leq C N^{-\beta}, \quad \int_{\mathbb{R}^{d}} Z^{\eta}(y)^{2}|y|^{2} \mathrm{~d} y \leq C N^{\beta(d-2)} \tag{4.37}
\end{align*}
$$

These bounds imply the following result.
Lemma 4.7. It holds uniformly in $\Omega$ that for any $m \in \mathbb{N}_{0}$

$$
\sup _{0<s<T}\left\|\mathrm{D}^{m} V^{\eta} *\left(\bar{\mu}_{N, \eta}(s)-\bar{u}^{\eta}(s)\right)\right\|_{L^{\infty}} \leq C N^{\beta(d+m)} .
$$

Proof. It follows from the definition of $\bar{\mu}_{N, \eta}$, Young's convolution inequality, and estimate (4.37) that

$$
\begin{aligned}
\left\|\mathrm{D}^{m} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)(s)\right\|_{L^{\infty}} & \leq\left\|\frac{1}{N} \sum_{i=1}^{N} \mathrm{D}^{m} V^{\eta}\left(x-\bar{X}_{i}^{\eta}(s)\right)\right\|_{L^{\infty}}+\left\|\mathrm{D}^{m} V^{\eta}\right\|_{L^{\infty}}\left\|\bar{u}^{\eta}\right\|_{L^{1}} \\
& \leq 2\left\|\mathrm{D}^{m} V^{\eta}\right\|_{L^{\infty}} \leq C N^{\beta(d+m)}
\end{aligned}
$$

Since all estimates are uniform in $\omega$, this finishes the proof.
We also need some bounds for $f^{N, \eta}-g^{\eta}=\left(\mu_{N, \eta}-\bar{u}^{\eta}\right) * Z^{\eta}$.
Lemma 4.8. It holds uniformly in $\Omega$ that

$$
\begin{equation*}
\sup _{0<s<T}\left\|\nabla\left(f^{N, \eta}(s)-g^{\eta}(s)\right)\right\|_{L^{\infty}} \leq C N^{\beta(d+1)}, \sup _{0<s<T}\left\|\nabla\left(f^{N, \eta}(s)-g^{\eta}(s)\right)\right\|_{L^{2}} \leq C N^{\beta(d+2) / 2} . \tag{4.39}
\end{equation*}
$$

Proof. The first inequality is shown as in the proof of Lemma 4.7. For the second one, we compute by substitution

$$
\begin{aligned}
\left\|\nabla f^{N, \eta}(s)\right\|_{L^{2}}^{2} & =\left|\frac{1}{N^{2}} \sum_{i, j=1}^{N} \int_{\mathbb{R}^{d}} \nabla Z^{\eta}\left(y-\left(X_{i}^{N, \eta}(s)-X_{j}^{N, \eta}(s)\right)\right) \cdot \nabla Z^{\eta}(y) \mathrm{d} y\right| \\
& \leq\left\|\nabla Z^{\eta}\right\|_{L^{\infty}}\left\|\nabla Z^{\eta}\right\|_{L^{1}} \leq C N^{\beta(d+2)},
\end{aligned}
$$

where we have used Lemma 4.7 and the fact that $\left\|\nabla Z^{\eta}\right\|_{L^{1}}=N^{\beta(d+1)} \int_{\mathbb{R}^{d}}\left|\nabla Z\left(x N^{\beta}\right)\right| \mathrm{d} x=$ $N^{\beta}\|\nabla Z\|_{L^{1}}$.
For $g^{\eta}=\bar{u}^{\eta} * Z^{\eta}$, we see by Young's convolution inequality

$$
\left\|\nabla g^{\eta}(s)\right\|_{L^{2}}^{2}=\left\|\nabla Z^{\eta} * \bar{u}^{\eta}(s)\right\|_{L^{2}}^{2} \leq\left\|\nabla Z^{\eta}\right\|_{L^{1}}^{2}\left\|\bar{u}^{\eta}(s)\right\|_{L^{2}}^{2}=N^{2 \beta}\|\nabla Z\|_{L^{1}}^{2}\left\|\bar{u}^{\eta}(s)\right\|_{L^{2}}^{2} \leq C N^{2 \beta},
$$

due to the uniform bounds of $\bar{u}^{\eta}$; see Theorem 4.4. By triangle inequality, this concludes the proof.

Lemma 4.9. It holds that, uniformly in $\Omega$,

$$
\begin{equation*}
\sup _{0<s<T}\left(\left\|Z^{\eta} * \mu_{N, \eta}(s)\right\|_{L^{2}}+\left\|Z^{\eta} * \bar{\mu}_{N, \eta}(s)\right\|_{L^{2}}\right) \leq C N^{\beta d / 2} \tag{4.40}
\end{equation*}
$$

Proof. The proof is similar to that one of (4.39) (since $Z^{\eta} * \mu_{N, \eta}=f^{N, \eta}$ ):

$$
\begin{aligned}
\|\left. Z^{\eta} * \mu_{N, \eta}(s)\right|_{L^{2}} ^{2} & =\left|\frac{1}{N^{2}} \sum_{i, j=1}^{N} \int_{\mathbb{R}^{d}} Z^{\eta}\left(x-X_{i}^{N, \eta}(s)\right) Z^{\eta}\left(x-X_{j}^{N, \eta}(s)\right) \mathrm{d} x\right| \\
& \leq\left\|Z^{\eta}\right\|_{L^{\infty}}\left\|Z^{\eta}\right\|_{L^{1}} \leq C N^{\beta d},
\end{aligned}
$$

using (4.37) and $\left\|Z^{\eta}\right\|_{L^{1}}=\|Z\|_{L^{1}}$ in the last step. The estimate for $Z^{\eta} * \bar{\mu}_{N, \eta}$ is very similar.

The final result is concerned with the "shift" of the convolution in the inner product of $L^{2}\left(\mathbb{R}^{d}\right)$.

Lemma 4.10. Let $W \in L^{1}\left(\mathbb{R}^{d}\right)$ be symmetric and let $u$, $v \in L^{2}\left(\mathbb{R}^{d}\right)$. Then

$$
\langle W * u, v\rangle=\langle u, W * v\rangle .
$$

### 4.6 Proof of Lemma 4.2 (Law-of-large numbers)

To estimate the probability of $\mathcal{B}_{\theta, \psi_{\eta}}(t)$, defined in (4.28), we set

$$
h_{i j}(t, \omega):=\psi_{\eta}\left(\bar{X}_{i}^{\eta}(t, \omega)-\bar{X}_{j}^{\eta}(t, \omega)\right)-\left(\psi_{\eta} * \bar{u}^{\eta}\right)\left(\bar{X}_{i}^{\eta}(t, \omega)\right)
$$

for $t \geq 0, \omega \in \Omega$, and $i, j=1, \ldots, N$. Note that depending on the choice of $\psi_{\eta}, h_{i j}$ can be a matrix, a vector or a scalar. Then $\mathcal{B}_{\theta, \psi_{\eta}}^{N}(t)=\bigcup_{i=1}^{N} \mathcal{B}_{i}^{N}(t)$, where

$$
\mathcal{B}_{i}^{N}(t):=\left\{\omega \in \Omega:\left|\frac{1}{N} \sum_{j=1}^{N} h_{i j}(t, \omega)\right|>N^{-\theta}\right\}
$$

and $\mathbb{P}\left(\mathcal{B}_{\theta, \psi_{\eta}}^{N}(t)\right) \leq N \max _{i=1, \ldots, N} \mathbb{P}\left(\mathcal{B}_{i}^{N}(t)\right)$. By the Markov inequality for $m \in \mathbb{N}$, we have for any $i=1, \ldots, N$

$$
\begin{align*}
\mathbb{P}\left(\mathcal{B}_{i}^{N}(t)\right) & \leq N^{2 m(\theta-1)} \mathbb{E}\left(\left|\frac{1}{N} \sum_{j=1}^{N} h_{i j}(t)\right|^{2 m}\right)  \tag{4.41}\\
& =N^{2 m(\theta-1)} \mathbb{E}\left(\left(\sum_{j, k=1}^{N} h_{i j}(t) \cdot h_{i k}(t)\right)^{m}\right) .
\end{align*}
$$

Looking at the summands of $\mathbb{E}\left(\left(\sum_{j, k=1}^{N} h_{i j}(t) \cdot h_{i k}(t)\right)^{m}\right)$ separately, we distinguish two cases: First, we look at summands such that there exists an index $j \in\{1, \ldots, N\}$ so that
$h_{i j}$ appears only once in the product, i.e. terms of the form $\mathbb{E}\left(h_{i j}(t) \prod_{n=1, k_{n} \neq j}^{2 m-1} h_{i k_{n}}(t)\right)$. We claim that the fact that $\bar{X}_{i}^{\eta}$ and $\bar{X}_{j}^{\eta}$ are i.i.d. for $i \neq j$ implies that

$$
\mathbb{E}\left(h_{i j}(t) \prod_{n=1, k_{n} \neq j}^{2 m-1} h_{i k_{n}}(t)\right)=0 .
$$

To prove the claim, we assume that $\psi_{\eta}$ is scalar. In fact, this case can be extended to vector-valued and matrix-valued functions by taking the sum over its components. Let $K$ denote the set of different indices $k_{n}$ appearing in the product $\prod_{k_{n} \neq j} h_{i k_{n}}$, and for each $\ell \in\{1, \ldots, N\}$, let $\alpha_{\ell}$ denote its multiplicity in this product. Then, by Fubini's theorem,

$$
\begin{aligned}
\mathbb{E}\left(h_{i j}(t) \prod_{n=1, k_{n} \neq j}^{2 m-1} h_{i k_{n}}(t)\right) & =\int_{\mathbb{R}^{d}} \cdots \int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}}\left(\psi_{\eta}\left(x_{i}-x_{j}\right)-\left(\psi_{\eta} * \bar{u}^{\eta}\right)\left(x_{i}\right)\right) \bar{u}^{\eta}\left(x_{j}\right) \mathrm{d} x_{j}\right) \\
& \times \prod_{\ell \in K}\left(\psi_{\eta}\left(x_{i}-x_{\ell}\right)-\left(\psi_{\eta} * \bar{u}^{\eta}\right)\left(x_{i}\right)\right)^{\alpha \ell} \bar{u}^{\eta}\left(x_{\ell}\right) \bar{u}^{\eta}\left(x_{i}\right) \mathrm{d} x_{i} \bigotimes_{\ell \in K} \mathrm{~d} x_{\ell} .
\end{aligned}
$$

Since $\left\|\bar{u}^{\eta}\right\|_{L^{1}}=1$, the inner integral with respect to $x_{j}$ vanishes for all $x_{i} \in \mathbb{R}^{d}$,
$\int_{\mathbb{R}^{d}}\left(\psi_{\eta}\left(x_{i}-x_{j}\right)-\left(\psi_{\eta} * \bar{u}^{\eta}\right)\left(x_{i}\right)\right) \bar{u}^{\eta}\left(x_{j}\right) \mathrm{d} x_{j}=\left(\psi_{\eta} * \bar{u}^{\eta}\right)\left(x_{i}\right)-\left(\psi_{\eta} * \bar{u}^{\eta}\right)\left(x_{i}\right) \int_{\mathbb{R}^{d}} \bar{u}^{\eta}\left(x_{j}\right) \mathrm{d} x_{j}=0$,
which proves the claim.
Next, we consider products of terms $h_{i j}$, where each factor $h_{i j}$ appears at least twice. Those are the terms which might not have vanishing expectation. We collect them in the set

$$
\mathcal{N}_{i}:=\left\{\prod_{n=1}^{2 m} h_{i j_{n}}: \text { all indices } j_{n} \text { appear at least twice }\right\} .
$$

We claim that the cardinality $\left|\mathcal{N}_{i}\right|$ of this set is, up to some factor, bounded by $N^{m}$. Indeed, it holds that if $\prod_{\alpha \in A} h_{i \alpha} \in \mathcal{N}_{i}$, then the cardinality of $A$ fulfils $|A| \leq m$ since all appearing indices have to appear at least twice.
To estimate the cardinality of $\mathcal{N}_{i}$, we write $\mathcal{N}^{i}=\cup_{n=0}^{m-1} \mathcal{N}_{n}^{i}$, where

$$
\mathcal{N}_{i}^{n}:=\left\{\prod_{\alpha \in A} h_{i \alpha} \in \mathcal{N}_{i}:|A|=m-n\right\} .
$$

$\triangleright$ We first look at $\mathcal{N}_{i}^{0}$ : It contains all products, where we have $m$ different indices, i.e. each index appears exactly twice. We can choose $\binom{N}{m}$ such sets of indices. Since $N$ is large in comparison to $m$, we roughly estimate $\binom{N}{m} \leq C(m) N^{m}$. By taking into account all permutations of one such selection of indices, we get $\left|\mathcal{N}_{i}^{0}\right| \leq$ $(2 m)!C(m) N^{m}=C(m) N^{m}$, where $C(m)$ is a generic constant depending on $m$.
$\triangleright$ For $\mathcal{N}_{i}^{n}$ and $n>0$ with the same argumentation, we get $\left|\mathcal{N}_{n}^{i}\right| \leq C(m) N^{m-n}$

Hence (since all $\mathcal{N}_{i}^{n}$ are disjoint),

$$
\begin{equation*}
\left|\mathcal{N}_{i}\right| \leq C(m) \underbrace{\left(N^{m}+N^{m-1}+\cdots+N\right)}_{m \text { summands }} \leq C(m) N^{m} \tag{4.42}
\end{equation*}
$$

The expectation of $\left|\sum_{j=1}^{N} h_{i j}\right|^{2 m}$ can be written as the sum of expectations of products of the form $\prod_{k=1}^{2 m} h_{i j_{k}}$, which is bounded from above by $C\left\|\psi_{\eta}\right\|_{L^{\infty}}^{2 m}$. This leads to

$$
\mathbb{E}\left(\left|\sum_{j=1}^{N} h_{i j}\right|^{2 m}\right) \leq C\left|\mathcal{N}_{i}\right|\left\|\psi_{\eta}\right\|_{L^{\infty}}^{2 m} \leq C(m) N^{m}\left\|\psi_{\eta}\right\|_{L^{\infty}}^{2 m}
$$

We infer from (4.41) that

$$
\mathbb{P}\left(\mathcal{B}_{\theta, \psi_{\eta}}^{N}(t)\right) \leq C(m) N^{2 m(\theta-1)+1} N^{m}\left\|\psi_{\eta}\right\|_{L^{\infty}}^{2 m}=C(m) N^{2 m(\theta-1 / 2)+1}\left\|\psi_{\eta}\right\|_{L^{\infty}}^{2 m} .
$$

It remains to show the estimate for $\mathcal{A}_{\theta, \phi_{\eta}}^{N}(t)$, which is done in an analogous way as the one for $\mathcal{B}_{\theta, \psi_{\eta} \eta}^{N}$. For the reader's convenience we recall the main steps: By Markov's inequality,

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{A}_{\theta, \phi_{\eta}}^{N}(t)\right) & \leq N^{2 m \theta} \mathbb{E}\left(\left|\frac{1}{N} \sum_{i=1}^{N} \phi_{\eta}\left(\bar{X}_{i}^{\eta}(t)\right)-\int_{\mathbb{R}^{d}} \phi_{\eta}(x) \bar{u}^{\eta}(t, x) \mathrm{d} x\right|^{2 m}\right) \\
& \leq N^{2 m(\theta-1)} \mathbb{E}\left(\left|\sum_{i=1}^{N} h_{i}\right|^{2 m}\right)=N^{2 m(\theta-1)} \mathbb{E}\left(\left|\sum_{i, j=1}^{N} h_{i} h_{j}\right|^{m}\right),
\end{aligned}
$$

where $h_{i}(t):=\phi_{\eta}\left(\bar{X}_{i}^{\eta}(t)\right)-\int_{\mathbb{R}^{d}} \phi_{\eta}(x) \bar{u}^{\eta}(t, x) \mathrm{d} x$. Similarly as before, by a short computation the expectation of all terms in the sum such that one index $i \in\{1, \ldots, N\}$ appears only once vanish, i.e.

$$
\mathbb{E}\left(h_{i} \sum_{n=1, k_{n} \neq i}^{2 m-1} h_{k_{n}}\right)=0 .
$$

To estimate the remaining terms, we introduce

$$
\mathcal{N}:=\left\{\prod_{n=1}^{2 m} h_{i_{n}}: \text { all indices } i_{n} \text { appear at least twice }\right\} .
$$

Its size can be estimated as before, leading to $|\mathcal{N}| \leq C(m)\left(N^{m}+N^{m-1}+\cdots+N\right) \leq$ $C(m) N^{m}$. Then we deduce from $\mathbb{E}\left(\prod_{n=1}^{2 m} h_{i_{n}}\right) \leq C\left\|\phi_{\eta}\right\|_{L^{\infty}}^{2 m}$ that

$$
\mathbb{P}\left(\mathcal{A}_{\theta, \phi_{\eta}}^{N}(t)\right) \leq C(m) N^{2 m(\theta-1 / 2)}\left\|\phi_{\eta}\right\|_{L^{\infty}}^{2 m} .
$$

This finishes the proof.

### 4.7 Proof of Theorem 4.1 (Quantitative mean-field estimate in $L^{2}$ norm)

The proof is split into several steps. The main idea is discussed in Section 4.1.4 and the key steps are presented in Section 4.2.

Proof. 1. First reformulation. We first reformulate the $L^{2}\left(\mathbb{R}^{d}\right)$ norm of $\left(f^{N, \eta}-g^{\eta}\right)(t)$ in terms of $V^{\eta}, \mu_{N, \eta}$, and $\bar{u}^{\eta}$. For this, we expand

$$
\begin{align*}
& \left\|\left(f^{N, \eta}-g^{\eta}\right)(t)\right\|_{L^{2}}^{2}-\left\|\left(f^{N, \eta}-g^{\eta}\right)(0)\right\|_{L^{2}}^{2}=J_{1}+J_{2}+J_{3}, \quad \text { where }  \tag{4.43}\\
& J_{1}=\left\|f^{N, \eta}(t)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}-\left\|f^{N, \eta}(0)\right\|_{L^{2}}^{2}, \\
& J_{2}=\left\|g^{\eta}(t)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}-\left\|g^{\eta}(0)\right\|_{L^{2}}^{2}, \\
& J_{3}=-2\left(\left\langle f^{N, \eta}(t), g^{\eta}(t)\right\rangle-\left\langle f^{N, \eta}(0), g^{\eta}(0)\right\rangle\right) .
\end{align*}
$$

Step 1: Reformulation of $J_{1}$. By definition (4.15) of $f^{N, \eta}, V^{\eta}=Z^{\eta} * Z^{\eta}$, the symmetry of $Z^{\eta}$ and the change of variable $y=x-X_{i}^{N, \eta}(t)$, we have

$$
\begin{align*}
\left\|f^{N, \eta}(t)\right\|_{L^{2}}^{2} & =\left\|\frac{1}{N} \sum_{i=1}^{N} Z^{\eta}\left(\cdot-X_{i}^{N, \eta}(t)\right)\right\|_{L^{2}}^{2}=\frac{1}{N^{2}} \int_{\mathbb{R}^{d}}\left(\sum_{i=1}^{N} Z^{\eta}\left(x-X_{i}^{N, \eta}(t)\right)\right)^{2} \mathrm{~d} x \\
& =\frac{1}{N^{2}} \sum_{i, j=1}^{N} \int_{\mathbb{R}^{d}} Z^{\eta}\left(y+X_{j}^{N, \eta}(t)-X_{i}^{N, \eta}(t)\right) Z^{\eta}(y) \mathrm{d} y  \tag{4.44}\\
& =\frac{1}{N^{2}} \sum_{i, j=1}^{N}\left(Z^{\eta} * Z^{\eta}\right)\left(\left(X_{i}^{N, \eta}-X_{j}^{N, \eta}\right)(t)\right)=\frac{1}{N^{2}} \sum_{i, j=1}^{N} V^{\eta}\left(\left(X_{i}^{N, \eta}-X_{j}^{N, \eta}\right)(t)\right) .
\end{align*}
$$

To reformulate the last expression, we apply Itô's formula. For this, we rewrite the particle system (4.1). In the following, we omit the argument $t$ whenever this simplifies the notation. Using (4.36),

$$
\left(\mu_{N, \eta} * \nabla V^{\eta}\right)\left(X_{i}^{N, \eta}\right)=\frac{1}{N} \sum_{j=1}^{N} \nabla V^{\eta}\left(X_{i}^{N, \eta}-X_{j}^{N, \eta}\right),
$$

system (4.1) can be written as

$$
\mathrm{d} X_{i}^{N, \eta}=\kappa\left(\mu_{N, \eta} * \nabla V^{\eta}\right)\left(X_{i}^{N, \eta}\right)+\sqrt{2 \sigma} \mathrm{~d} W_{i},
$$

and consequently, for the vector $\mathbf{X}_{i j}=\left(X_{i}^{N, \eta}, X_{j}^{N, \eta}\right)^{T} \in \mathbb{R}^{2 d}$ for some $i, j \in\{1, \ldots, N\}$,

$$
\mathrm{d} \mathbf{X}_{i j}(t)=\kappa\binom{\left(\mu_{N, \eta} * \nabla V^{\eta}\right)\left(X_{i}^{N, \eta}(t)\right)}{\left(\mu_{N, \eta} * \nabla V^{\eta}\right)\left(X_{j}^{N, \eta}(t)\right)} \mathrm{d} t+\sqrt{2 \sigma}\binom{\mathrm{~d} W_{i}(t)}{\mathrm{d} W_{j}(t)} .
$$

We introduce $g(\mathbf{X})=V^{\eta}\left(X_{1}-X_{2}\right)$ for $\mathbf{X}=\left(X_{1}, X_{2}\right)^{T} \in \mathbb{R}^{2 d}$. The derivatives are

$$
\mathrm{D} g(\mathbf{X})=\binom{\nabla V^{\eta}\left(X_{1}-X_{2}\right)}{-\nabla V^{\eta}\left(X_{1}-X_{2}\right)}, \quad \mathrm{D}^{2} g(\mathbf{X})=\left(\begin{array}{cc}
\mathrm{D}^{2} V^{\eta}\left(X_{1}-X_{2}\right) & -\mathrm{D}^{2} V^{\eta}\left(X_{1}-X_{2}\right) \\
-\mathrm{D}^{2} V^{\eta}\left(X_{1}-X_{2}\right) & \mathrm{D}^{2} V^{\eta}\left(X_{1}-X_{2}\right)
\end{array}\right) .
$$

Abbreviating $Y_{i j}=X_{i}^{N, \eta}-X_{j}^{N, \eta}$, Itô's formula gives

$$
\begin{align*}
\mathrm{d} g\left(\mathbf{X}_{i j}\right)= & \kappa \nabla V^{\eta}\left(Y_{i j}\right) \cdot\left(\left(\mu_{N, \eta} * \nabla V^{\eta}\right)\left(X_{i}^{N, \eta}\right)-\left(\mu_{N, \eta} * \nabla V^{\eta}\right)\left(X_{j}^{N, \eta}\right)\right) \mathrm{d} t  \tag{4.45}\\
& +\sqrt{2 \sigma} \nabla V^{\eta}\left(Y_{i j}\right)\left(\mathrm{d} W_{i}-\mathrm{d} W_{j}\right)+2 \sigma \Delta V^{\eta}\left(Y_{i j}\right) \mathrm{d} t .
\end{align*}
$$

After summation over $i, j=1, \ldots, N$ with $i \neq j$ and using the property $\nabla V^{\eta}\left(Y_{i j}\right)=$ $-\nabla V^{\eta}\left(Y_{j i}\right)$ in the first term on the right-hand side, the integral formulation of (4.45) becomes

$$
\begin{gathered}
\sum_{i \neq j}\left(g\left(\mathbf{X}_{i j}(t)\right)-g\left(\mathbf{X}_{i j}(0)\right)\right)=2 \kappa \sum_{i \neq j} \int_{0}^{t} \nabla V^{\eta}\left(Y_{i j}(s)\right) \cdot\left(\mu_{N, \eta} * \nabla V^{\eta}\right)\left(X_{i}^{N, \eta}(s)\right) \mathrm{d} s \\
\quad+2 \sqrt{2 \sigma} \sum_{i \neq j} \int_{0}^{t} \nabla V^{\eta}\left(Y_{i j}(s)\right) \mathrm{d} W_{i}(s)+2 \sigma \sum_{i \neq j} \int_{0}^{t} \Delta V^{\eta}\left(Y_{i j}(s)\right) \mathrm{d} s,
\end{gathered}
$$

where we have used for the Itô integral the definition of $Y_{i j}$ and

$$
\begin{aligned}
& \sum_{\substack{i, j=1 \\
i \neq j}} \int_{0}^{t} \nabla V^{\eta}\left(X_{i}^{N, \eta}-X_{j}^{N, \eta}\right) \mathrm{d} W_{i}-\sum_{\substack{i, j=1 \\
i \neq j}} \int_{0}^{t} \nabla V^{\eta}\left(X_{i}^{N, \eta}-X_{j}^{N, \eta}\right) \mathrm{d} W_{j} \\
& =2 \sum_{\substack{i, j=1 \\
i \neq j}} \int_{0}^{t} \nabla V^{\eta}\left(X_{i}^{N, \eta}-X_{j}^{N, \eta}\right) \mathrm{d} W_{i},
\end{aligned}
$$

due to anti-symmetry of $\nabla V^{\eta}$.
The definition of $g$ and $J_{1}$, the fact that the difference $V^{\eta}\left(Y_{i j}(t)\right)-V^{\eta}\left(Y_{i j}(0)\right)$ vanishes for $i=j$ (since $Y_{i i}(t)=0$ for all $t \geq 0$ ), and formulation (4.44) imply that

$$
\begin{aligned}
J_{1}= & \frac{1}{N^{2}} \sum_{i \neq j}\left(V^{\eta}\left(Y_{i j}(t)\right)-V^{\eta}\left(Y_{i j}(0)\right)\right)=\frac{1}{N^{2}} \sum_{i \neq j}\left(g\left(\mathbf{X}_{i j}(t)\right)-g\left(\mathbf{X}_{i j}(0)\right)\right) \\
= & \frac{2 \kappa}{N^{2}} \sum_{i \neq j} \int_{0}^{t} \nabla V^{\eta}\left(Y_{i j}(s)\right) \cdot\left(\mu_{N, \eta} * \nabla V^{\eta}\right)\left(X_{i}^{N, \eta}(s)\right) \mathrm{d} s \\
& +\frac{2 \sqrt{2 \sigma}}{N^{2}} \sum_{i \neq j} \int_{0}^{t} \nabla V^{\eta}\left(Y_{i j}(s)\right) \mathrm{d} W_{i}(s)+\frac{2 \sigma}{N^{2}} \sum_{i \neq j} \int_{0}^{t} \Delta V^{\eta}\left(Y_{i j}(s)\right) \mathrm{d} s .
\end{aligned}
$$

It follows from (4.36) that $N^{-1} \sum_{j=1}^{N} \nabla V^{\eta}\left(Y_{i j}\right)=\left(\mu_{N, \eta} * \nabla V^{\eta}\right)\left(X_{i}^{N, \eta}\right)$ and hence,

$$
\begin{align*}
J_{1}= & \frac{2 \kappa}{N} \sum_{i=1}^{N} \int_{0}^{t}\left|\left(\mu_{N, \eta} * \nabla V^{\eta}\right)\left(X_{i}^{N, \eta}(s)\right)\right|^{2} \mathrm{~d} s  \tag{4.46}\\
& +\frac{2 \sqrt{2 \sigma}}{N} \sum_{i=1}^{N} \int_{0}^{t}\left(\mu_{N, \eta} * \nabla V^{\eta}\right)\left(X_{i}^{N, \eta}(s)\right) \mathrm{d} W_{i}(s) \\
& +\frac{2 \sigma}{N} \sum_{i=1}^{N} \int_{0}^{t}\left(\mu^{N, \eta} * \Delta V^{\eta}\right)\left(X_{i}^{N, \eta}(s)\right) \mathrm{d} s-\frac{2 \sigma}{N} \int_{0}^{t} \Delta V^{\eta}(0) \mathrm{d} s .
\end{align*}
$$

Note that we have written the sum over $i \neq j$ as the sums over $i$ and $j$ minus the sum of the diagonal $i=j$. In the sum over $i=j$, we need to evaluate $\nabla V^{\eta}\left(Y_{i i}(s)\right)=\nabla V^{\eta}(0)$, which vanishes due to anti-symmetry of $\nabla V^{\eta}$. However, the expression $\Delta V^{\eta}\left(Y_{i i}(s)\right)=\Delta V^{\eta}(0)$ does generally not vanish, explaining the last term.
Step 2: Reformulation of $J_{2}$. Since $Z^{\eta}$ is symmetric, we infer from Lemma 4.10 that

$$
\left\|g^{\eta}(t)\right\|_{L^{2}}^{2}=\left\langle Z^{\eta} * \bar{u}^{\eta}(t), Z^{\eta} * \bar{u}^{\eta}(t)\right\rangle=\left\langle\bar{u}^{\eta}(t), Z^{\eta} * Z^{\eta} * \bar{u}^{\eta}(t)\right\rangle=\left\langle\bar{u}^{\eta}(t), V^{\eta} * \bar{u}^{\eta}(t)\right\rangle
$$

Thus, considering $V^{\eta} * \bar{u}^{\eta}$ as a test function in the weak formulation of equation (4.5) for $\bar{u}^{\eta}$,

$$
\begin{aligned}
\left\|g^{\eta}(t)\right\|_{L^{2}}^{2}= & \left\langle\bar{u}^{\eta}(0), V^{\eta} * \bar{u}^{\eta}(0)\right\rangle+\int_{0}^{t}\left\langle\bar{u}^{\eta}, V^{\eta} * \partial_{t} \bar{u}^{\eta}\right\rangle \mathrm{d} s \\
& +\sigma \int_{0}^{t}\left\langle\Delta \bar{u}^{\eta}, V^{\eta} * \bar{u}^{\eta}\right\rangle \mathrm{d} s-\kappa \int_{0}^{t}\left\langle V^{\eta} * \bar{u}^{\eta}, \operatorname{div}\left(\bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right)\right\rangle \mathrm{d} s
\end{aligned}
$$

and, after integrating by parts in the third term on the right-hand side,

$$
\begin{align*}
J_{2}= & \left\|g^{\eta}(t)\right\|_{L^{2}}^{2}-\left\|g^{\eta}(0)\right\|_{L^{2}}^{2}=\int_{0}^{t}\left\langle\bar{u}^{\eta}, V^{\eta} * \partial_{t} \bar{u}^{\eta}\right\rangle \mathrm{d} s  \tag{4.47}\\
& +\sigma \int_{0}^{t}\left\langle\bar{u}^{\eta}, V^{\eta} * \Delta \bar{u}^{\eta}\right\rangle \mathrm{d} s-\kappa \int_{0}^{t}\left\langle V^{\eta} * \bar{u}^{\eta}, \operatorname{div}\left(\bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right)\right\rangle \mathrm{d} s .
\end{align*}
$$

Step 3: Reformulation of $J_{3}$. We determine $J_{3}$ by first calculating the mixed term

$$
\begin{aligned}
\left\langle f^{N, \eta}(t), g^{\eta}(t)\right\rangle & =\left\langle\mu_{N, \eta}(t) * Z^{\eta}, \bar{u}^{\eta} * Z^{\eta}\right\rangle=\left\langle\mu_{N, \eta}(t), Z^{\eta} * Z^{\eta} * \bar{u}^{\eta}(t)\right\rangle \\
& =\left\langle\mu_{N, \eta}(t), V^{\eta} * \bar{u}^{\eta}(t)\right\rangle=\frac{1}{N} \sum_{i=1}^{N} V^{\eta} * \bar{u}^{\eta}\left(t, X_{i}^{N, \eta}(t)\right),
\end{aligned}
$$

where we have again used Lemma 4.10 and the symmetry of $Z^{\eta}$. By Itô's lemma applied to every summand $V^{\eta} * \bar{u}^{\eta}\left(t, X_{i}^{N, \eta}(t)\right)$, as in (4.45),

$$
\begin{aligned}
J_{3}= & -\frac{2}{N} \sum_{i=1}^{N}\left(V^{\eta} * \bar{u}^{\eta}\left(t, X_{i}^{N, \eta}(t)\right)-V^{\eta} * \bar{u}^{\eta}\left(0, X_{i}^{N, \eta}(0)\right)\right) \\
= & -\frac{2}{N} \sum_{i=1}^{N} \int_{0}^{t}\left[\partial_{t}\left(V^{\eta} * \bar{u}^{\eta}\right)+\kappa\left(\nabla V^{\eta} * \bar{u}^{\eta}\right)\left(\nabla V^{\eta} * \mu_{N, \eta}\right)\right. \\
& \left.+\sigma \Delta V^{\eta} * \bar{u}^{\eta}\right]\left(s, X_{i}^{N, \eta}(s)\right) \mathrm{d} s-\frac{2 \sqrt{2 \sigma}}{N} \sum_{i=1}^{N} \int_{0}^{t} \nabla V^{\eta} * \bar{u}^{\eta}\left(s, X_{i}^{N, \eta}(s)\right) \mathrm{d} W_{i}(s) .
\end{aligned}
$$

Since we have a factor 2 in front of the time derivative, $\partial_{t}\left(V^{\eta} * \bar{u}^{\eta}\right)=V^{\eta} * \partial_{t} \bar{u}^{\eta}$, inserting equation (4.5) for $\bar{u}^{\eta}$ yields

$$
2 \int_{0}^{t} \partial_{t}\left(V^{\eta} * \bar{u}^{\eta}\right)\left(s, X_{i}^{N, \eta}(s)\right) \mathrm{d} s=\int_{0}^{t} V^{\eta} * \partial_{t} \bar{u}^{\eta}\left(s, X_{i}^{N, \eta}(s)\right) \mathrm{d} s
$$

$$
+\int_{0}^{t}\left[\sigma V^{\eta} * \Delta \bar{u}^{\eta}\left(s, X_{i}^{N, \eta}(s)\right)-\kappa \nabla V^{\eta} *\left(\bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\left(s, X_{i}^{N, \eta}(s)\right)\right)\right] \mathrm{d} s,
$$

which allows us to write $J_{3}$ as

$$
\begin{align*}
J_{3}= & -\frac{1}{N} \sum_{i=1}^{N} \int_{0}^{t} V^{\eta} * \partial_{t} \bar{u}^{\eta}\left(s, X_{i}^{N, \eta}(s)\right) \mathrm{d} s  \tag{4.48}\\
& -\frac{1}{N} \sum_{i=1}^{N} \int_{0}^{t}\left[\sigma V^{\eta} * \Delta \bar{u}^{\eta}\left(s, X_{i}^{N, \eta}(s)\right)-\kappa \nabla V^{\eta} *\left(\bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\left(s, X_{i}^{N, \eta}(s)\right)\right)\right] \mathrm{d} s \\
& -\frac{2}{N} \sum_{i=1}^{N} \int_{0}^{t}\left[\kappa\left(\nabla V^{\eta} * \bar{u}^{\eta}\right) \cdot\left(\nabla V^{\eta} * \mu_{N, \eta}\right)+\sigma \Delta V^{\eta} * \bar{u}^{\eta}\right]\left(s, X_{i}^{N, \eta}(s)\right) \mathrm{d} s \\
& -\frac{2 \sqrt{2 \sigma}}{N} \sum_{i=1}^{N} \int_{0}^{t} \nabla V^{\eta} * \bar{u}^{\eta}\left(s, X_{i}^{N, \eta}(s)\right) \mathrm{d} W_{i}(s) .
\end{align*}
$$

We combine estimates (4.46)-(4.48) to find from (4.44) for $J_{1}, J_{2}$, and $J_{3}$ that

$$
\begin{align*}
&\left\|\left(f^{N, \eta}-g^{\eta}\right)(t)\right\|_{L^{2}}^{2}-\left\|\left(f^{N, \eta}-g^{\eta}\right)(0)\right\|_{L^{2}}^{2}=\left(K_{1}+\cdots+K_{6}\right)(t), \quad \text { where }  \tag{4.49}\\
& K_{1}(t)=-\frac{2 \sigma}{N} \int_{0}^{t} \Delta V^{\eta}(0) \mathrm{d} s=-\frac{2 \sigma t}{N} \Delta V^{\eta}(0), \\
& K_{2}(t)= \frac{\sigma}{N} \sum_{i=1}^{N} \int_{0}^{t}\left(2\left(\mu_{N, \eta} * \Delta V^{\eta}\right)\left(X_{i}^{N, \eta}(s)\right)+\left\langle\bar{u}^{\eta}(s),\left(\Delta V^{\eta} * \bar{u}^{\eta}\right)(s)\right\rangle\right. \\
&\left.-3 \Delta V^{\eta} * \bar{u}^{\eta}\left(s, X_{i}^{N, \eta}(s)\right)\right) \mathrm{d} s, \\
& K_{3}(t)= \int_{0}^{t}\left\langle\bar{u}^{\eta}(s), V^{\eta} * \partial_{t} \bar{u}^{\eta}(s)\right\rangle \mathrm{d} s-\frac{1}{N} \sum_{i=1}^{N} \int_{0}^{t} V^{\eta} * \partial_{t} \bar{u}^{\eta}\left(s, X_{i}^{N, \eta}(s)\right) \mathrm{d} s, \\
& K_{4}(t)=-\kappa \int_{0}^{t}\left\langle V^{\eta} * \bar{u}^{\eta}, \operatorname{div}\left(\bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right)\right\rangle \mathrm{d} s \\
&+\frac{\kappa}{N} \sum_{i=1}^{N} \int_{0}^{t} \nabla V^{\eta} *\left(\bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right)\left(s, X_{i}^{N, \eta}(s)\right) \mathrm{d} s, \\
& K_{5}(t)= \frac{2 \kappa}{N} \sum_{i=1}^{N} \int_{0}^{t}\left(\left|\nabla V^{\eta} * \mu_{N, \eta}\right|^{2}-\left(\nabla V^{\eta} * \bar{u}^{\eta}\right) \cdot\left(\nabla V^{\eta} * \mu_{N, \eta}\right)\right)\left(X_{i}^{N, \eta}(s)\right) \mathrm{d} s, \\
& K_{6}(t)= \frac{\sqrt{8 \sigma}}{N} \sum_{i=1}^{N} \int_{0}^{t} \nabla V^{\eta} *\left(\mu_{N, \eta}-\bar{u}^{\eta}\right)\left(s, X_{i}^{N, \eta}(s)\right) \mathrm{d} W_{i}(s) .
\end{align*}
$$

In the next subsection, we rewrite $K_{2}, \ldots, K_{5}$ and directly estimate $K_{1}$ and $K_{6}$ at the end.
2. Second Reformulation. We reformulate the terms $K_{2}, \ldots, K_{5}$ in (4.49) in such a way that some terms can be combined or cancel. We start with $K_{2}(t)$. Using (4.36), we write

$$
K_{2}(t)=2 \sigma \int_{0}^{t}\left(\left\langle\mu_{N, \eta}(s), \Delta V^{\eta} *\left(\mu_{N, \eta}-\bar{u}^{\eta}\right)(s)\right\rangle \mathrm{d} s\right.
$$

$$
+\sigma \int_{0}^{t}\left\langle\left(\bar{u}^{\eta}-\mu_{N, \eta}\right)(s), \Delta V^{\eta} * \bar{u}^{\eta}(s)\right\rangle \mathrm{d} s
$$

Because of $V^{\eta}=Z^{\eta} * Z^{\eta}$ and Lemma 4.10, the first term in $K_{2}$ becomes

$$
\begin{gathered}
2 \sigma \int_{0}^{t}\left\langle\mu_{N, \eta}, \Delta V^{\eta} *\left(\mu_{N, \eta}-\bar{u}^{\eta}\right)\right\rangle \mathrm{d} s=2 \sigma \int_{0}^{t}\left\langle\mu_{N, \eta} * Z^{\eta}, \Delta Z^{\eta} *\left(\mu_{N, \eta}-\bar{u}^{\eta}\right)\right\rangle \mathrm{d} s \\
\quad=2 \sigma \int_{0}^{t}\left\langle f^{N, \eta}, \Delta\left(f^{N, \eta}-g^{\eta}\right)\right\rangle \mathrm{d} s=-2 \sigma \int_{0}^{t}\left\langle\nabla f^{N, \eta}, \nabla\left(f^{N, \eta}-g^{\eta}\right)\right\rangle \mathrm{d} s
\end{gathered}
$$

In a similar way, the second term of $K_{2}(t)$ can be written as

$$
\sigma \int_{0}^{t}\left\langle\bar{u}^{\eta}-\mu_{N, \eta}, \Delta V^{\eta} * \bar{u}^{\eta}\right\rangle \mathrm{d} s=-\sigma \int_{0}^{t}\left\langle\nabla\left(g^{\eta}-f^{N, \eta}\right), \nabla g^{\eta}\right\rangle \mathrm{d} s
$$

This shows that

$$
K_{2}(t)=-2 \sigma \int_{0}^{t}\left\langle\nabla\left(f^{N, \eta}-g^{\eta}\right), \nabla f^{N, \eta}\right\rangle \mathrm{d} s+\sigma \int_{0}^{t}\left\langle\nabla\left(f^{N, \eta}-g^{\eta}\right), \nabla g^{\eta}\right\rangle \mathrm{d} s
$$

Next, we consider $K_{3}(t)$. Using the definition $V^{\eta}=Z^{\eta} * Z^{\eta}$, property (4.35), Lemma 4.10, and equation (4.5), we infer that

$$
\begin{aligned}
K_{3}(t) & =\int_{0}^{t}\left\langle\bar{u}^{\eta}, Z^{\eta} * Z^{\eta} * \partial_{t} \bar{u}^{\eta}\right\rangle \mathrm{d} s-\int_{0}^{t}\left\langle\mu_{N, \eta}, Z^{\eta} * Z^{\eta} * \partial_{t} \bar{u}^{\eta}\right\rangle \mathrm{d} s \\
& =\int_{0}^{t}\left\langle\left(\bar{u}^{\eta}-\mu_{N, \eta}\right) * Z^{\eta}, Z^{\eta} * \partial_{t} \bar{u}^{\eta}\right\rangle \mathrm{d} s=\int_{0}^{t}\left\langle g^{\eta}-f^{N, \eta}, Z^{\eta} * \partial_{t} \bar{u}^{\eta}\right\rangle \mathrm{d} s \\
& =\sigma \int_{0}^{t}\left\langle g^{\eta}-f^{N, \eta}, Z^{\eta} * \Delta \bar{u}^{\eta}\right\rangle \mathrm{d} s-\kappa \int_{0}^{t}\left\langle g^{\eta}-f^{N, \eta}, Z^{\eta} * \operatorname{div}\left(\bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right)\right\rangle \mathrm{d} s \\
& =\sigma \int_{0}^{t}\left\langle\nabla\left(f^{N, \eta}-g^{\eta}\right), \nabla g^{\eta}\right\rangle \mathrm{d} s-\kappa \int_{0}^{t}\left\langle\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right), \bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right\rangle \mathrm{d} s
\end{aligned}
$$

where we integrated by parts in the last step. The first term on the right-hand side is the same as the last term in $K_{2}(t)$, which shows

$$
\begin{align*}
K_{2}(t)+K_{3}(t) & =-2 \sigma \int_{0}^{t}\left\langle\nabla\left(f^{N, \eta}-g^{\eta}\right), \nabla\left(f^{N, \eta}-g^{\eta}\right)\right\rangle \mathrm{d} s \\
& -\kappa \int_{0}^{t}\left\langle\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right), \bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right\rangle \mathrm{d} s \tag{4.50}
\end{align*}
$$

We turn to $K_{4}(t)$. Using the symmetry of $Z^{\eta}$ and Lemma 4.10 again, the first term becomes

$$
\begin{aligned}
& -\kappa\left\langle V^{\eta} * \bar{u}^{\eta} \operatorname{div}\left(\bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right)\right\rangle=-\kappa\left\langle Z^{\eta} * Z^{\eta} * \bar{u}^{\eta}, \operatorname{div}\left(\bar{u}^{\eta} \nabla Z^{\eta} * \bar{u}^{\eta}\right)\right\rangle \\
& \quad=-\kappa\left\langle Z^{\eta} * \bar{u}^{\eta}, Z^{\eta} * \operatorname{div}\left(\bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right)\right\rangle=-\kappa\left\langle g^{\eta}, \nabla Z^{\eta} *\left(\bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right)\right\rangle
\end{aligned}
$$

For the second term in $K_{4}(t)$, we take into account (4.35):

$$
\frac{1}{N} \sum_{i=1}^{N} \nabla V^{\eta} *\left(\bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right)\left(X_{i}^{N, \eta}\right)=\frac{1}{N} \sum_{i=1}^{N} Z^{\eta} * \nabla Z^{\eta} *\left(\bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right)\left(X_{i}^{N, \eta}\right)
$$

$$
\begin{aligned}
& =\frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^{d}} Z^{\eta}\left(x-X_{i}^{N, \eta}\right) \nabla Z^{\eta} *\left(\bar{u}^{\eta} \nabla Z^{\eta} * \bar{u}^{\eta}\right)(x) \mathrm{d} x \\
& =\left\langle\mu_{N, \eta} * Z^{\eta}, \nabla Z^{\eta} *\left(\bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right)\right\rangle=\left\langle f^{N, \eta}, \nabla Z^{\eta} *\left(\bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right)\right\rangle .
\end{aligned}
$$

It follows from the antisymmetry of $\nabla Z^{\eta}$ that

$$
\begin{aligned}
K_{4}(t) & =\kappa \int_{0}^{t}\left\langle f^{N, \eta}-g^{\eta}, \nabla Z^{\eta} *\left(\bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right)\right\rangle \mathrm{d} s \\
& =-\kappa \int_{0}^{t}\left\langle\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right), \bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right\rangle \mathrm{d} s,
\end{aligned}
$$

which equals the second term of $K_{3}(t)$. Hence, by (4.50)

$$
\begin{align*}
K_{2}(t)+K_{3}(t)+K_{4}(t) & =-2 \sigma \int_{0}^{t}\left\langle\nabla\left(f^{N, \eta}-g^{\eta}\right), \nabla\left(f^{N, \eta}-g^{\eta}\right)\right\rangle \mathrm{d} s \\
& -2 \kappa \int_{0}^{t}\left\langle\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right), \bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right\rangle \mathrm{d} s . \tag{4.51}
\end{align*}
$$

Finally, we consider $K_{5}(t)$. We use $\nabla V^{\eta}=Z^{\eta} * \nabla Z^{\eta}$, the definitions of $f^{N, \eta}$ and $g^{\eta}$, as well as (4.35):

$$
\begin{aligned}
K_{5}(t) & =\frac{2 \kappa}{N} \sum_{i=1}^{N} \int_{0}^{t}\left(\nabla V^{\eta} * \mu_{N, \eta}\right)\left(X_{i}^{N, \eta}\right) \cdot\left(Z^{\eta} * \nabla Z^{\eta} *\left(\mu_{N, \eta}\left(X_{i}^{N, \eta}\right)-\bar{u}^{\eta}\left(X_{i}^{N, \eta}\right)\right)\right) \mathrm{d} s \\
& =\frac{2 \kappa}{N} \sum_{i=1}^{N} \int_{0}^{t}\left(\nabla V^{\eta} * \mu_{N, \eta}\right)\left(X_{i}^{N, \eta}\right) \cdot\left(Z^{\eta} * \nabla\left(f^{N, \eta}\left(X_{i}^{N, \eta}\right)-g^{\eta}\left(X_{i}^{N, \eta}\right)\right)\right) \mathrm{d} s \\
& =2 \kappa \int_{0}^{t}\left\langle\mu_{N, \eta},\left(\nabla V^{\eta} * \mu_{N, \eta}\right) \cdot\left(Z^{\eta} * \nabla\left(f^{N, \eta}-g^{\eta}\right)\right)\right\rangle \mathrm{d} s .
\end{aligned}
$$

We add the expressions for $K_{2}, \ldots, K_{5}$ :

$$
\begin{align*}
\left(K_{2}+\cdots+K_{5}\right)(t)= & -2 \sigma \int_{0}^{t}\left\langle\nabla\left(f^{N, \eta}-g^{\eta}\right), \nabla\left(f^{N, \eta}-g^{\eta}\right)\right\rangle \mathrm{d} s  \tag{4.52}\\
& -2 \kappa \int_{0}^{t}\left\langle\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right), \bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}\right\rangle \mathrm{d} s \\
& +2 \kappa \int_{0}^{t}\left\langle\mu_{N, \eta},\left(\nabla V^{\eta} * \mu_{N, \eta}\right) \cdot\left(\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right)\right\rangle \mathrm{d} s .
\end{align*}
$$

We rewrite the second term on the right-hand side by adding and subtracting some terms in the second argument of the dual bracket,

$$
\begin{equation*}
\bar{u}^{\eta} \nabla V^{\eta} * \bar{u}^{\eta}=\left(\bar{u}^{\eta}-\mu_{N, \eta}\right) \nabla V^{\eta} * \bar{u}^{\eta}+\mu_{N, \eta} \nabla V^{\eta} *\left(\bar{u}^{\eta}-\mu_{N, \eta}\right)+\mu_{N, \eta} \nabla V^{\eta} * \mu_{N, \eta} . \tag{4.53}
\end{equation*}
$$

Then the last integral in (4.52) cancels due to the last expression of (4.53) and, because of $\nabla V^{\eta} *\left(\bar{u}^{\eta}-\mu_{N, \eta}\right)=\nabla Z^{\eta} * Z^{\eta} *\left(\bar{u}^{\eta}-\mu_{N, \eta}\right)=\nabla Z^{\eta} *\left(g^{\eta}-f^{N, \eta}\right)$, we see that

$$
-2 \kappa \int_{0}^{t}\left\langle\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right),\left(\bar{u}^{\eta}-\mu_{N, \eta}\right) \nabla V^{\eta} * \bar{u}^{\eta}+\mu_{N, \eta} \nabla V^{\eta} *\left(\bar{u}^{\eta}-\mu_{N, \eta}\right)\right\rangle \mathrm{d} s
$$

$$
\begin{aligned}
= & -2 \kappa \int_{0}^{t}\left\langle\bar{u}^{\eta}-\mu_{N, \eta},\left(\nabla V^{\eta} * \bar{u}^{\eta}\right) \cdot\left(\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right)\right\rangle \mathrm{d} s \\
& \left.+\left.2 \kappa \int_{0}^{t}\left\langle\mu_{N, \eta},\right| \nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle \mathrm{d} s
\end{aligned}
$$

and end up with

$$
\begin{aligned}
\left(K_{2}+\cdots+K_{5}\right)(t)= & -2 \sigma \int_{0}^{t}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s \\
& -2 \kappa \int_{0}^{t}\left\langle\bar{u}^{\eta}-\mu_{N, \eta},\left(\nabla V^{\eta} * \bar{u}^{\eta}\right) \cdot\left(\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right)\right\rangle \mathrm{d} s \\
& \left.+\left.2 \kappa \int_{0}^{t}\left\langle\mu_{N, \eta},\right| \nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle \mathrm{d} s
\end{aligned}
$$

In the repulsive case $\kappa=-1$, the last term is nonpositive and can be not only discarded but also used in order to absorb other terms, see [90]. However, in the attractive case $\kappa=1$, we need to estimate this expression, which complicates the proof considerably.
We insert the previous formulation for $K_{2}+\cdots+K_{5}$ into (4.49) and take the supremum over $0<t<T$ and then the expectation:

$$
\begin{align*}
& \mathbb{E}\left(\sup _{0<t<T}\left\|\left(f^{N, \eta}-g^{\eta}\right)(t)\right\|_{L^{2}}^{2}\right)+2 \sigma \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}}^{2} \mathrm{~d} s  \tag{4.54}\\
& \quad \leq \mathbb{E}\left\|\left(f^{N, \eta}-g^{\eta}\right)(0)\right\|_{L^{2}}^{2}+\mathbb{E}\left(\sup _{0<t<T}\left|K_{1}(t)+K_{6}(t)\right|\right)+L(T)+M(T),
\end{align*}
$$

where

$$
\begin{align*}
L(T) & =2 \kappa \mathbb{E}\left(\sup _{0<t<T} \int_{0}^{t}\left\langle\mu_{N, \eta}-\bar{u}^{\eta},\left(\nabla V^{\eta} * \bar{u}^{\eta}\right) \cdot\left(\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right)\right\rangle \mathrm{d} s\right),  \tag{4.55}\\
M(T) & \left.=2 \kappa \mathbb{E}\left(\left.\sup _{0<t<T} \int_{0}^{t}\left\langle\mu_{N, \eta},\right| \nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle \mathrm{d} s\right) . \tag{4.56}
\end{align*}
$$

The term $K_{1}(t)$ can be estimated directly by using (4.37):

$$
\begin{equation*}
K_{1}(t)=-\frac{2 \sigma t}{N} \Delta V^{\eta}(0) \leq C(T) N^{\beta(d+2)-1} \tag{4.57}
\end{equation*}
$$

To estimate $K_{6}(t)$, we use the Burkholder-Davis-Gundy inequality and Jensen's inequality:

$$
\mathbb{E}\left(\sup _{0<t<T}\left|K_{6}(t)\right|\right) \leq C \mathbb{E}\left(\left\langle K_{6}\right\rangle_{T}^{1 / 2}\right) \leq C\left(\mathbb{E}\left\langle K_{6}\right\rangle_{T}\right)^{1 / 2}
$$

where $\left\langle K_{6}\right\rangle_{T}$ is the quadratic variation process of $K_{6}$ at time $T>0$. Since for different particles, the Brownian motions $W_{i}$ are independent, the quadratic variation becomes

$$
\left(\mathbb{E}\left\langle K_{6}\right\rangle_{T}\right)^{1 / 2}=\left(\frac{8 \sigma}{N^{2}} \sum_{i=1}^{N} \mathbb{E} \int_{0}^{T}\left|\nabla V^{\eta} *\left(\mu_{N, \eta}\left(s, X_{i}^{N, \eta}(s)\right)-\bar{u}^{\eta}\left(s, X_{i}^{N, \eta}(s)\right)\right)\right|^{2} \mathrm{~d} s\right)^{1 / 2}
$$

$$
\begin{aligned}
& \left.=\left(\left.\frac{8 \sigma}{N} \mathbb{E} \int_{0}^{T}\left\langle\mu_{N, \eta}(s),\right| \nabla V^{\eta} *\left(\mu_{N, \eta}-\bar{u}^{\eta}\right)(s)\right|^{2}\right\rangle \mathrm{d} s\right)^{1 / 2} \\
& \left.=\left(\left.\frac{8 \sigma}{N} \mathbb{E} \int_{0}^{T}\left\langle\mu_{N, \eta}(s),\right| \nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)(s)\right|^{2}\right\rangle \mathrm{d} s\right)^{1 / 2}
\end{aligned}
$$

We infer from Young's inequality, definition (4.56) of $M(t)$, and $|\kappa|=1$ that for any $\delta>0$ small

$$
\begin{equation*}
\left.\mathbb{E}\left(\sup _{0<t<T}\left|K_{6}(t)\right|\right) \leq \frac{C(\sigma, \delta)}{N}+\left.\delta \mathbb{E} \int_{0}^{T}\left\langle\mu_{N, \eta},\right| \nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle \mathrm{d} s \leq \frac{C(\sigma, \delta)}{N}+\delta|M(T)| . \tag{4.58}
\end{equation*}
$$

It remains to estimate $L(T)$ and $M(T)$. We start with the estimate of $M(T)$ before turning to the slightly easier (and similar) calculation of $L(T)$.
3. Estimation of $M(T)$. Before we start with estimates for $M(T)$, which contain the main novelty of our method, we want to remark that the following calculations hold in both cases $\kappa= \pm 1$. However - as mentioned before - by using the negative sign of $M(T)$ in case $\kappa=-1$, this tedious estimate is not necessary (see [90]). Indeed the following calculations rely on smallness of $\left\|\bar{u}^{\eta}(t)\right\|_{L^{\infty}}$ in comparison to the diffusion parameter $\sigma$, which is not needed for $\kappa=-1$.

By adding and subtracting $\bar{u}^{\eta}$, we use $|\kappa|=1$ and write $M \leq M_{1}+M_{2}$, where

$$
\begin{aligned}
& \left.M_{1}(T)=2 \mathbb{E}\left(\left.\sup _{0<t<T} \int_{0}^{t}\left\langle\mu_{N, \eta}-\bar{u}^{\eta},\right| \nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle \mathrm{d} s\right), \\
& \left.M_{2}(T)=2 \mathbb{E}\left(\left.\sup _{0<t<T} \int_{0}^{t}\left\langle\bar{u}^{\eta},\right| \nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle \mathrm{d} s\right) .
\end{aligned}
$$

We infer from Young's convolution inequality and $\left\|Z^{\eta}\right\|_{L^{1}}=1$ that

$$
\begin{align*}
M_{2}(T) & \leq 2\left\|\bar{u}^{\eta}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)}\left\|Z^{\eta}\right\|_{L^{1}}^{2} \int_{0}^{t}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s  \tag{4.59}\\
& \leq 2 \delta \int_{0}^{t}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s,
\end{align*}
$$

if $\left\|\bar{u}^{\eta}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \leq \delta$, where $\delta>0$ is some arbitrary number. This smallness condition is possible, due to Theorem 4.4, if the initial datum is small enough. The idea is to absorb the right-hand side of (4.59) by the left-hand side of (4.54), which requires that $\delta<\sigma$. The estimate of $M_{1}$ is more involved, and we split this expression as $M_{1} \leq M_{11}+M_{12}+M_{13}$ by adding and subtracting suitable expressions, where

$$
\begin{align*}
& \left.M_{11}=2 \mathbb{E}\left(\left.\sup _{0<t<T} \int_{0}^{t}\left\langle Z^{\eta} *\left(\mu_{N, \eta}-\bar{\mu}_{N, \eta}\right),\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle \mathrm{d} s\right),  \tag{4.60}\\
& \left.M_{12}=2 \mathbb{E}\left(\left.\sup _{0<t<T} \int_{0}^{t}\left\langle Z^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right),\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle \mathrm{d} s\right),
\end{align*}
$$

$$
\begin{aligned}
M_{13}= & 2 \mathbb{E}\left(\operatorname { s u p } _ { 0 < t < T } \int _ { 0 } ^ { t } \left(\left\langle\mu_{N, \eta}-\bar{u}^{\eta},\right| \nabla Z^{\eta} *\left(f^{N, \eta}-\left.g^{\eta}\right|^{2}\right\rangle\right.\right. \\
& \left.\left.\left.-\left.\left\langle Z^{\eta} *\left(\mu_{N, \eta}-\bar{u}^{\eta}\right),\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle\right) \mathrm{~d} s\right)
\end{aligned}
$$

where $\bar{\mu}_{N, \eta}(t)=N^{-1} \sum_{i=1}^{N} \delta_{\bar{X}_{i}^{\eta}(t, \omega)}$ denotes the empirical measure of the intermediate system (4.6).
The term $M_{11}$ is estimated by the mean-field assumption (4.16), while $M_{13}$ is treated by the law-of-large-numbers estimate of Lemma 4.2. The last term $M_{13}$ can be seen as an error term, whose estimation is delicate and which needs a very careful analysis.

Step 1. Estimation of $M_{11}$ (Mean-field estimate). To apply the mean-field result in probability (4.16), which we assumed in Theorem 4.1, we introduce the set

$$
\begin{equation*}
\mathcal{C}_{\alpha}(t):=\left\{\omega \in \Omega: \max _{i=1, \ldots, N}\left|X_{i}^{N, \eta}(t)-\bar{X}_{i}^{\eta}(t)\right|>N^{-\alpha}\right\} \tag{4.61}
\end{equation*}
$$

where $\alpha \in(\beta(d+3), 1 / 2-\beta(d+1))$. By (4.16), for any $\gamma>0$ and $T>0$, there exists $C(\gamma, T)>0$ such that

$$
\begin{equation*}
\sup _{0<t<T} \mathbb{P}\left(\mathcal{C}_{\alpha}(t)\right) \leq C(\gamma, T) N^{-\gamma} \tag{4.62}
\end{equation*}
$$

The idea is to split $\Omega$ into the set $\mathcal{C}_{\alpha}(s)$ and its complement $\mathcal{C}_{\alpha}^{c}(s)$ with $s \in(0, t)$ and to estimate $M_{11}$ on these two sets separately. For this, we write $M_{11} \leq M_{111}+M_{112}$, where

$$
\begin{aligned}
& \left.M_{111}=2 \mathbb{E}\left(\left.\sup _{0<t<T} \int_{0}^{t}\left\langle Z^{\eta} *\left(\mu_{N, \eta}-\bar{\mu}_{N, \eta}\right), \mathbb{1}_{\mathcal{C}_{\alpha}(s)}\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle \mathrm{d} s\right), \\
& \left.M_{112}=2 \mathbb{E}\left(\left.\sup _{0<t<T} \int_{0}^{t}\left\langle Z^{\eta} *\left(\mu_{N, \eta}-\bar{\mu}_{N, \eta}\right), \mathbb{1}_{\mathcal{C}_{\alpha}^{c}(s)}\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle \mathrm{d} s\right) .
\end{aligned}
$$

Going back to the particle formulation and using $\left|X_{i}^{N, \eta}(s)-\bar{X}_{i}^{\eta}(s)\right| \leq N^{-\alpha}$ on $\mathcal{C}_{\alpha}^{c}(s)$ as well as $\left\|\nabla Z^{\eta}\right\|_{L^{\infty}} \leq C N^{\beta(d+1)}$ from (4.37), we find that

$$
\begin{aligned}
& M_{112}(T) \\
& \leq 2 \mathbb{E}\left(\sup _{0<t<T} \int_{0}^{t}\left\langle\frac{1}{N} \sum_{i=1}^{N}\right| Z^{\eta}\left(x-X_{i}^{N, \eta}\right)-Z^{\eta}\left(x-\bar{X}_{i}^{\eta}\right)\left|\mathbb{1}_{\mathcal{C}_{\alpha}^{c}(s)},\left|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle \mathrm{d} s\right) \\
& \leq 2\left\|\nabla Z^{\eta}\right\|_{L^{\infty}} \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \int_{0}^{T}\langle | X_{i}^{N, \eta}(s)-\bar{X}_{i}^{\eta}(s)\left|\mathbb{1}_{\mathcal{C}_{\alpha}^{c}(s)},\left|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right|^{2}\right\rangle \mathrm{d} s \\
& \leq C N^{\beta(d+1)-\alpha} \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}}^{2} \mathrm{~d} s \leq \delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}}^{2} \mathrm{~d} s,
\end{aligned}
$$

choosing $N$ sufficiently large such that $C N^{\beta(d+1)-\alpha} \leq \delta$. This is possible since

$$
\alpha>\beta(d+1)
$$

On the remaining set $M_{111}$, we use $\left\|Z^{\eta}\right\|_{L^{\infty}} \leq C N^{\beta d}$,

$$
\sup _{\omega \in \Omega} \sup _{0<s<T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}}^{2} \leq C N^{\beta(d+2)}
$$

from (4.39), and estimate (4.62). Fubini's theorem then gives

$$
\begin{aligned}
M_{111}(T) & \leq 4\left\|Z^{\eta}\right\|_{L^{\infty}} \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left(\sup _{0<s<T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}}^{2} \int_{0}^{T} \mathbb{1}_{\mathcal{C}_{\alpha}(s)} \mathrm{d} s\right) \\
& \leq 4 T N^{\beta d} \sup _{0<s<T}\left[\sup _{\omega \in \Omega}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}}^{2} \mathbb{P}\left(\mathcal{C}_{\alpha}(s)\right)\right] \\
& \leq C(T) N^{\beta d} N^{\beta(d+2)} N^{-\gamma}=C(T) N^{2 \beta(d+1)-\gamma} \leq C(T) N^{-1 / 2-\varepsilon},
\end{aligned}
$$

where the last step follows after choosing $\gamma>1 / 2+2 \beta(d+1)$ and where $\varepsilon>0$ denotes here and in the following a small number with values changing in the proof (here, we can choose $\varepsilon:=\gamma-1 / 2-2 \beta(d+1)>0)$. We conclude that

$$
\begin{equation*}
M_{11}(T) \leq C(T) N^{-1 / 2-\varepsilon}+\delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}}^{2} \mathrm{~d} s \tag{4.63}
\end{equation*}
$$

for $N$ sufficiently large and $\delta>0$ arbitrary small.
Step 2. Estimation of $M_{12}$ (Law-of-large numbers). The term $M_{12}$ is treated by the law-of-large-numbers estimate of Lemma 4.2. For this, we introduce for fixed $\delta>0$ (will be chosen later)

$$
\begin{equation*}
\mathcal{D}_{\delta}(s, x):=\left\{\omega \in \Omega:\left|\frac{1}{N} \sum_{i=1}^{N} Z^{\eta}\left(x-\bar{X}_{i}^{\eta}(s)\right)-\left(Z^{\eta} * \bar{u}^{\eta}(s, x)\right)\right|>\delta\right\}, \tag{4.64}
\end{equation*}
$$

and we split $\Omega$ into the sets $\mathcal{D}_{\delta}(s, \cdot)$ and $\mathcal{D}_{\delta}^{c}(s, \cdot)$. Then $M_{12} \leq M_{121}+M_{122}$, where

$$
\begin{aligned}
& \left.M_{121}(T)=2 \mathbb{E} \int_{0}^{T}\langle | \frac{1}{N} \sum_{i=1}^{N} Z^{\eta}\left(\cdot-\bar{X}_{i}^{\eta}(s)\right)-\left.\left(Z^{\eta} * \bar{u}^{\eta}\right)(s)\left|, \mathbb{1}_{\mathcal{D}_{\delta}^{c}(s,)}\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right|^{2}\right\rangle \mathrm{d} s, \\
& \left.M_{122}(T)=2 \mathbb{E} \int_{0}^{T}\langle | \frac{1}{N} \sum_{i=1}^{N} Z^{\eta}\left(\cdot-\bar{X}_{i}^{\eta}(s)\right)-\left.\left(Z^{\eta} * \bar{u}^{\eta}\right)(s)\left|, \mathbb{1}_{\mathcal{D}_{\delta}(s,)}\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right|^{2}\right\rangle \mathrm{d} s .
\end{aligned}
$$

In $\mathcal{D}_{\delta}(s, \cdot)^{c}$, we have $\left|N^{-1} \sum_{i=1}^{N} Z^{\eta}\left(\cdot-\bar{X}_{i}^{\eta}(s)\right)-\left(Z^{\eta} * \bar{u}^{\eta}\right)(s, \cdot)\right| \leq \delta$ and therefore,

$$
M_{121}(T) \leq 2 \delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}}^{2} \mathrm{~d} s
$$

For the second term $M_{122}$, we have to be careful with the $x$-dependence of the set $\mathcal{D}_{\delta}(s, x)$. First, we use $\left\|Z^{\eta} * \bar{u}^{\eta}\right\|_{L^{\infty}} \leq\left\|Z^{\eta}\right\|_{L^{\infty}} \leq C N^{\beta d}$ from (4.37) and Fubini's theorem

$$
\begin{equation*}
\left.M_{122}(T) \leq\left. 2\left\|Z^{\eta}\right\|_{L^{\infty}} \mathbb{E} \int_{0}^{T}\left\langle\mathbb{1}_{\mathcal{D}_{\delta}(s,)},\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right|^{2}\right\rangle \mathrm{d} s \tag{4.65}
\end{equation*}
$$

$$
\begin{aligned}
& \left.\leq\left. C N^{\beta d} \int_{0}^{T}\left\langle\mathbb{E}\left(\mathbb{1}_{\mathcal{D}_{\delta}(s,)}\right), \sup _{\omega \in \Omega}\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right|^{2}\right\rangle d s \\
& \leq C N^{\beta d} \int_{0}^{T} \sup _{x \in \mathbb{R}^{d}} \mathbb{E}\left(\mathbb{1}_{\mathcal{D}_{\delta}(s, x)}\right)\left\|\sup _{\omega \in \Omega} \nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}}^{2} d s \\
& \leq C(T) N^{\beta d} N^{\beta(d+2)} \sup _{0<s<T} \sup _{x \in \mathbb{R}^{d}} \mathbb{P}\left(\mathcal{D}_{\delta}(s, x)\right),
\end{aligned}
$$

where we used (analogous to (4.39)) that

$$
\begin{align*}
\left\|\sup _{\omega \in \Omega} \nabla f^{N, \eta}\right\|_{L^{2}}^{2} & \leq \int_{\mathbb{R}^{d}} \frac{1}{N^{2}} \sum_{i, j=1}^{N} \sup _{\omega \in \Omega}\left|\nabla Z^{\eta}\left(X_{i}^{N, \eta}(s)-X_{j}^{N, \eta}(s)+y\right) \nabla Z^{\eta}(y)\right| d y \\
& \leq\left\|\nabla Z^{\eta}\right\|_{L^{\infty}}\left\|\nabla Z^{\eta}\right\|_{L^{1}} \leq C N^{\beta(d+2)} \tag{4.66}
\end{align*}
$$

in the last step.
Now, we apply for fixed $x \in \mathbb{R}^{d}$ Lemma 4.2 with $\phi_{\eta}(y)=Z^{\eta}(x-y), \theta=0$, and $m>0$ :

$$
\mathbb{P}\left(\mathcal{D}_{\delta}(s, x)\right) \leq C(\delta)\left\|\phi_{\eta}\right\|_{L^{\infty}}^{2 m} N^{-m} \leq C(\delta) N^{2 m \beta d} N^{-m}=C(\delta) N^{-(1-2 \beta d) m}
$$

where we note that the right-hand side now depends on $\delta>0$ if we choose $\mathcal{D}_{\delta}(s, x)$ depending on $\delta$. This is slightly different than in Lemma 4.2 , but does not change the computation of the proof.
By assumption, $\beta<1 / 2 d$ such that $1-2 \beta d>0$. Thus, if we choose $m$ large enough,

$$
M_{122}(T) \leq C(T) N^{2 \beta(d+1)-(1-2 \beta) m} \leq C(T) N^{-1 / 2-\varepsilon} .
$$

Summarizing the estimates for $M_{121}$ and $M_{122}$, we infer that

$$
\begin{equation*}
M_{12}(T)=C(T) N^{-1 / 2-\varepsilon}+2 \delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}}^{2} \mathrm{~d} s \tag{4.67}
\end{equation*}
$$

which finishes Step 2.
Step 3. Estimation of $M_{13}$ (error estimate). We turn to the error term $M_{13}(T)$ defined in (4.60), which is the last and most technical one to estimate for $M(T)$. We add and subtract an expression involving $Z^{\eta} *\left(\mu_{N, \eta}-\bar{u}^{\eta}\right)$ to the error term $M_{13}$, giving $M_{13} \leq M_{131}+M_{132}$, where

$$
\begin{align*}
M_{131}= & 2 \mathbb{E}\left(\sup _{0<t<T} \int_{0}^{t}\left(\left.\left\langle\mu_{N, \eta}-\bar{u}^{\eta},\right| \nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle\right.  \tag{4.68}\\
& \left.\left.-\left\langle Z^{\eta} *\left(\mu_{N, \eta}-\bar{u}^{\eta}\right), \nabla\left(f^{N, \eta}-g^{\eta}\right) \cdot \nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right\rangle\right) \mathrm{d} s\right) \\
M_{132}= & 2 \mathbb{E}\left(\operatorname { s u p } _ { 0 < t < T } \int _ { 0 } ^ { t } \left(\left\langle Z^{\eta} *\left(\mu_{N, \eta}-\bar{u}^{\eta}\right), \nabla\left(f^{N, \eta}-g^{\eta}\right) \cdot \nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right\rangle\right.\right.  \tag{4.69}\\
& \left.\left.\left.-\left.\left\langle Z^{\eta} *\left(\mu_{N, \eta}-\bar{u}^{\eta}\right),\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right\rangle\right) \mathrm{~d} s\right) .
\end{align*}
$$

We start with $M_{131}$, which is estimated in a similar way as in [90], but we use the estimates (4.16) (Assumption (C1)) and Lemma 4.2 instead of a Taylor expansion as in [90], where the calculations for one space-dimension is done in case $\kappa=-1$.
We split $M_{131}$ into several terms and the technical proof into several sub-steps. We abbreviate $w^{N, \eta}:=Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)$. The mean-value theorem for $\nabla w^{N, \eta}$ then gives

$$
\nabla w^{N, \eta}(x)-\nabla w^{N, \eta}(x-y)=\mathrm{D}^{2} w^{N, \eta}\left(\cdot+\left(-1+c^{*}\right) y\right) \cdot y=\int_{-1}^{0} \mathrm{D}^{2} w^{N, \eta}(\cdot+r y) d r \cdot y
$$

for some $c^{*} \in(0,1)$, where $\mathrm{D}^{2} w^{N, \eta}=\left(\partial_{i j}^{2} w^{N, \eta}\right)_{i, j=1}^{d}$ denotes the Hessian matrix of $w^{N, \eta}$. The symmetry of $Z^{\eta}$ allows us to apply Lemma 4.10:

$$
\begin{aligned}
M_{131}(T)= & 2 \mathbb{E}\left(\left.\sup _{0<t<T} \int_{0}^{t}\left\langle\mu_{N, \eta}-\bar{u}^{\eta},\right| Z^{\eta} * \nabla\left(f^{N, \eta}-g^{\eta}\right)\right|^{2}\right. \\
& \left.\left.-Z^{\eta} *\left(\nabla\left(f^{N, \eta}-g^{\eta}\right) \cdot \nabla w^{N, \eta}\right)\right\rangle \mathrm{d} s\right) \\
= & 2 \mathbb{E}\left(\operatorname { s u p } _ { 0 < t < T } \int _ { 0 } ^ { t } \left\langle\mu_{N, \eta}-\bar{u}^{\eta}, \int_{\mathbb{R}^{d}} Z^{\eta}(y) \nabla\left(f^{N, \eta}-g^{\eta}\right)(\cdot-y) \mathrm{d} y \cdot \nabla w^{N, \eta}(\cdot)\right.\right. \\
& \left.\left.-\int_{\mathbb{R}^{d}} Z^{\eta}(y) \nabla\left(f^{N, \eta}-g^{\eta}\right)(\cdot-y) \cdot \nabla w^{N, \eta}(\cdot-y) \mathrm{d} y\right\rangle \mathrm{~d} s\right) \\
= & 2 \mathbb{E}\left(\operatorname { s u p } _ { 0 < t < \tau } \int _ { 0 } ^ { t } \left\langle\mu_{N, \eta}-\bar{u}^{\eta}, \int_{\mathbb{R}^{d}} Z^{\eta}(y) \nabla\left(f^{N, \eta}-g^{\eta}\right)(\cdot-y)^{T}\right.\right. \\
& \left.\left.\times\left\{\int_{-1}^{0} \mathrm{D}^{2} w^{N, \eta}(\cdot+r y) \mathrm{d} r\right\} y \mathrm{~d} y\right\rangle \mathrm{~d} s\right),
\end{aligned}
$$

where we used the mean-value theorem in the last step. We expand $\partial_{i j}^{2} w^{N, \eta}$ by adding and subtracting the empirical measure $\bar{\mu}_{N, \eta}$ of the intermediate system (4.6):

$$
\partial_{i j}^{2} w^{N, \eta}=\partial_{i j}^{2} V^{\eta} *\left(\mu_{N, \eta}-\bar{u}^{\eta}\right)=\partial_{i j}^{2} V^{\eta} *\left(\mu_{N, \eta}-\bar{\mu}_{N, \eta}\right)+\partial_{i j}^{2} V^{\eta} *\left(\mu_{N, \eta}-\bar{u}^{\eta}\right) .
$$

Then $M_{131} \leq P_{1}+P_{2}$, where

$$
\begin{align*}
P_{1}(T)= & 2 \mathbb{E}\left(\operatorname { s u p } _ { 0 < t < T } \int _ { 0 } ^ { t } \left\langle\mu_{N, \eta}-\bar{u}^{\eta}, \int_{\mathbb{R}^{d}} Z^{\eta}(y) \nabla\left(f^{N, \eta}-g^{\eta}\right)(\cdot-y)\right.\right. \\
& \left.\left.\times\left\{\int_{-1}^{0} \mathrm{D}^{2} V^{\eta} *\left(\mu_{N, \eta}-\bar{\mu}_{N, \eta}\right)(\cdot+r y) \mathrm{d} r\right\} y \mathrm{~d} y\right\rangle \mathrm{~d} s\right), \\
P_{2}(T)= & 2 \mathbb{E}\left(\operatorname { s u p } _ { 0 < t < T } \int _ { 0 } ^ { t } \left\langle\mu_{N, \eta}-\bar{u}^{\eta}, \int_{\mathbb{R}^{d}} Z^{\eta}(y) \nabla\left(f^{N, \eta}-g^{\eta}\right)(\cdot-y)\right.\right.  \tag{4.70}\\
& \left.\left.\times\left\{\int_{-1}^{0} \mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)(\cdot+r y) \mathrm{d} r\right\} y \mathrm{~d} y\right\rangle \mathrm{~d} s\right) .
\end{align*}
$$

Step 3.1: Estimation of $P_{1}$. We use the mean-field estimate in probability (4.16), which is assumed to hold for this theorem. Since $\bar{u}^{\eta}$ is nonnegative by Theorem 4.4 and $U^{\eta}(x):=$ $Z^{\eta}(x)|x|$ is symmetric, by Lemma 4.10

$$
P_{1}(T) \leq 2 \mathbb{E}\left(\sup _{0<t<T} \int_{0}^{t}\left\|\mathrm{D}^{2} V^{\eta} *\left(\mu_{N, \eta}-\bar{\mu}_{N, \eta}\right)\right\|_{L^{\infty}}\right.
$$

$$
\begin{align*}
& \left.\times\left\langle\mu_{N, \eta}+\bar{u}^{\eta} \int_{\mathbb{R}^{d}} U^{\eta}(y)\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)(\cdot-y)|\mathrm{d} y\rangle \mathrm{d} s\right)  \tag{4.71}\\
\leq & 2 \mathbb{E}\left(\sup _{0<t<T} \int_{0}^{t}\left\|\mathrm{D}^{2} V^{\eta} *\left(\mu_{N, \eta}-\bar{\mu}_{N, \eta}\right)\right\|_{L^{\infty}}\left\langle U^{\eta} *\left(\mu_{N, \eta}+\bar{u}^{\eta}\right),\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)| \rangle \mathrm{d} s\right) \\
\leq & 2 \mathbb{E} \int_{0}^{T}\left\|\mathrm{D}^{2} V^{\eta} *\left(\mu_{N, \eta}-\bar{\mu}_{N, \eta}\right)\right\|_{L^{\infty}}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}} \\
& \times\left(\left\|\mu_{N, \eta} * U^{\eta}\right\|_{L^{2}}+\left\|\bar{u}^{\eta} * U^{\eta}\right\|_{L^{2}}\right) \mathrm{d} s
\end{align*}
$$

and the last step follows from the Cauchy-Schwarz inequality. We claim that the convolutions with $U^{\eta}$ are bounded by $C N^{\beta(d-2)}$. Indeed, by (4.38) and Cauchy-Schwarz $\left(\left(\sum_{i=1}^{N} x_{i}\right)^{2} \leq N \sum_{i=1}^{N} x_{i}^{2}\right.$ for any $\left.x_{i} \in \mathbb{R}\right)$

$$
\begin{align*}
\left\|\left(\mu_{N, \eta} * U^{\eta}\right)(s)\right\|_{L^{2}}^{2} & =\int_{\mathbb{R}^{d}}\left(\frac{1}{N} \sum_{i=1}^{N} Z^{\eta}\left(x-X_{i}^{N, \eta}(s)\right)\left|x-X_{i}^{N, \eta}(s)\right|\right)^{2} \mathrm{~d} x  \tag{4.72}\\
& \leq \int_{\mathbb{R}^{d}} Z^{\eta}(x)^{2}|x|^{2} \mathrm{~d} x \leq C N^{\beta(d-2)} \\
\left\|\left(\bar{u}^{\eta} * U^{\eta}\right)(s)\right\|_{L^{2}}^{2} & \leq\left\|\bar{u}^{\eta}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)}^{2} N^{\beta(d-2)} \leq C N^{\beta(d-2)}
\end{align*}
$$

Inserting these estimates into (4.71) and splitting $\Omega$ into $\mathcal{C}_{\alpha}(s)$ and $\mathcal{C}_{\alpha}^{c}(s)$ (defined in (4.61)) yields $P_{1} \leq P_{11}+P_{12}$, where

$$
\begin{aligned}
& P_{11}(T)=C N^{\beta(d-2) / 2} \mathbb{E}\left(\int_{0}^{T} \mathbb{1}_{\mathcal{C}_{\alpha}^{c}(s)}\left\|\mathrm{D}^{2} V^{\eta} *\left(\mu_{N, \eta}-\bar{\mu}_{N, \eta}\right)\right\|_{L^{\infty}}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}} \mathrm{~d} s\right), \\
& P_{12}(T)=C N^{\beta(d-2) / 2} \mathbb{E}\left(\int_{0}^{T} \mathbb{1}_{\mathcal{C}_{\alpha}(s)}\left\|\mathrm{D}^{2} V^{\eta} *\left(\mu_{N, \eta}-\bar{\mu}_{N, \eta}\right)\right\|_{L^{\infty}}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}} \mathrm{~d} s\right) .
\end{aligned}
$$

Step 3.1a: Estimation of $P_{11}$. We compute

$$
\begin{aligned}
\left\|\mathrm{D}^{2} V^{\eta} *\left(\mu_{N, \eta}-\bar{\mu}_{N, \eta}\right)\right\|_{L^{\infty}} & =\underset{x \in \mathbb{R}^{d}}{\operatorname{esssup}}\left|\frac{1}{N} \sum_{i=1}^{N} \mathrm{D}^{2} V^{\eta}\left(x-X_{i}^{N, \eta}(s)\right)-\mathrm{D}^{2} V^{\eta}\left(x-\bar{X}_{i}^{\eta}(s)\right)\right| \\
& \leq\left\|\mathrm{D}^{3} V^{\eta}\right\|_{L^{\infty}} \frac{1}{N} \sum_{i=1}^{N}\left|X_{i}^{N, \eta}(s)-\bar{X}_{i}^{\eta}(s)\right|
\end{aligned}
$$

Together with $\left\|\mathrm{D}^{3} V^{\eta}\right\|_{L^{\infty}} \leq C N^{\beta(d+3)}$ from (4.37), the definition of $\mathcal{C}_{\alpha}^{c}(s)$, and Young's inequality, this shows that

$$
\begin{aligned}
P_{11}(T) & \leq C N^{\beta(d-2) / 2+\beta(d+3)-\alpha} \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}} \mathrm{~d} s \\
& \leq \delta \mathbb{E} \int_{0}^{t}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}}^{2} \mathrm{~d} s+C(\delta, T) N^{\beta(3 d+4)-2 \alpha} \\
& \leq \delta \mathbb{E} \int_{0}^{t}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}}^{2} \mathrm{~d} s+C(\delta, T) N^{-1 / 2-\varepsilon},
\end{aligned}
$$

if we choose $\alpha>1 / 4+\beta(3 d+4) / 2$ which is equivalent to $\beta(3 d+4)-2 \alpha<-1 / 2$. The choice $\alpha>1 / 4+\beta(3 d+4) / 2$ is compatible with the assumptions of (4.16) since

$$
\begin{equation*}
\frac{1}{4}+\frac{\beta}{2}(3 d+4)<\alpha<\frac{1}{2}-\beta(d+1) \tag{4.73}
\end{equation*}
$$

is non-empty. This is guaranteed if $\beta\left(\frac{5}{2} d+3\right)<\frac{1}{4}$ which can be written as

$$
\begin{equation*}
\beta<\frac{1}{10 d+12}=\frac{1}{2(5 d+6)} . \tag{4.74}
\end{equation*}
$$

Since we choose $\beta$ in this way, there exists an $\alpha>0$, that fulfils (4.73), and we can apply (4.16) and get for such an $\alpha$ that for any $\gamma>0$ and $T>0$ there exists a constant $C(\gamma, T)$ such that

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{C}_{\alpha}(s)\right) \leq C(\gamma, T) N^{-\gamma} \tag{4.75}
\end{equation*}
$$

which helps us in the next estimate:
Step 3.1b: Estimation of $P_{12}$. To estimate $P_{12}$, we apply the assumed convergence in probability (4.16). The assumptions are satisfied since $1 / 4+\beta(3 d+4) / 2<\alpha<1 / 2-$ $\beta(d+1)$ is fulfilled. Therefore, because of $\mathbb{P}\left(\mathcal{C}_{\alpha}(s)\right) \leq C(\gamma, T) N^{-\gamma}$ for any $\gamma>0$, estimate $\left\|\mathrm{D}^{2} V^{\eta}\right\|_{L^{\infty}} \leq C N^{\beta(d+2)}$ from (4.37), and (4.39), we can estimate by Fubini's theorem

$$
\begin{aligned}
P_{12}(T) & \leq C N^{\beta(d-2) / 2} N^{\beta(d+2)} \mathbb{E} \int_{0}^{T} \mathbb{1}_{\mathcal{C}_{\alpha}(s)}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}} \mathrm{~d} s \\
& \leq C(T) N^{\beta(3 d+2) / 2} N^{\beta(d+2) / 2} \sup _{0<s<T} \mathbb{P}\left(\mathcal{C}_{\alpha}(s)\right) \leq C(\gamma, T) N^{2 \beta(d+1)-\gamma} \leq C(T) N^{-1 / 2-\varepsilon},
\end{aligned}
$$

where the last step follows if we choose $\gamma>2 \beta(d+1)+1 / 2$. Collecting the estimates for $P_{11}$ and $P_{12}$ gives

$$
\begin{equation*}
P_{1}(T) \leq C(\delta, T) N^{-1 / 2-\varepsilon}+\delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}}^{2} \mathrm{~d} s . \tag{4.76}
\end{equation*}
$$

Step 3.2: Estimation of $P_{2}$. We continue by estimating $P_{2}(T)$, defined in (4.70). We add and subtract $\bar{\mu}_{N, \eta}$, giving $P_{2} \leq P_{21}+P_{22}$, where

$$
\begin{align*}
P_{21}(T)= & 2 \mathbb{E}\left(\operatorname { s u p } _ { 0 < t < T } \int _ { 0 } ^ { t } \left\langle\mu_{N, \eta}-\bar{\mu}_{N, \eta}, \int_{\mathbb{R}^{d}} Z^{\eta}(y) \nabla\left(f^{N, \eta}-g^{\eta}\right)(\cdot-y)\right.\right. \\
& \left.\left.\times\left\{\int_{-1}^{0} \mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)(\cdot+r y) \mathrm{d} r\right\} y \mathrm{~d} y\right\rangle \mathrm{~d} s\right), \\
P_{22}(T)= & 2 \mathbb{E}\left(\operatorname { s u p } _ { 0 < t < T } \int _ { 0 } ^ { t } \left\langle\bar{\mu}_{N, \eta}-\bar{u}^{\eta}, \int_{\mathbb{R}^{d}} Z^{\eta}(y) \nabla\left(f^{N, \eta}-g^{\eta}\right)(\cdot-y)\right.\right.  \tag{4.77}\\
& \left.\left.\times\left\{\int_{-1}^{0} \mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)(\cdot+r y) \mathrm{d} r\right\} y \mathrm{~d} y\right\rangle \mathrm{~d} s\right) .
\end{align*}
$$

Step 3.2a: Estimation of $P_{21}$. Using (4.35), we write out the dual bracket, and add and subtract a suitable expression in the second step:

$$
\begin{aligned}
P_{21}(T) \leq & 2 \mathbb{E}\left(\sup _{0<t<T} \left\lvert\, \int_{0}^{t} \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^{d}} Z^{\eta}(y) \nabla\left(f^{N, \eta}-g^{\eta}\right)\left(X_{i}^{N, \eta}-y\right)\right.\right. \\
& \times\left\{\int_{-1}^{0} \mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)\left(X_{i}^{N, \eta}+r y\right) \mathrm{d} r\right\} y \mathrm{~d} y \mathrm{~d} s \\
& -\int_{0}^{t} \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^{d}} Z^{\eta}(y) \nabla\left(f^{N, \eta}-g^{\eta}\right)\left(\bar{X}_{i}^{\eta}-y\right) \\
& \left.\times\left\{\int_{-1}^{0} \mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)\left(\bar{X}_{i}^{\eta}+r y\right) \mathrm{d} r\right\} y \mathrm{~d} y \mathrm{~d} s \mid\right) \\
\leq & P_{211}(T)+P_{212}(T),
\end{aligned}
$$

where

$$
\begin{align*}
P_{211}(T)= & 2 \mathbb{E} \int_{0}^{T} \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^{d}} Z^{\eta}(y)\left|\nabla\left(f^{N, \eta}-g^{\eta}\right)\left(X_{i}^{N, \eta}-y\right)-\nabla\left(f^{N, \eta}-g^{\eta}\right)\left(\bar{X}_{i}^{\eta}-y\right)\right| \\
& \times\left|\int_{-1}^{0} \mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)\left(X_{i}^{N, \eta}+r y\right) \mathrm{d} r \cdot y\right| \mathrm{d} y \mathrm{~d} s, \\
P_{212}(T)= & 2 \mathbb{E} \int_{0}^{T} \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^{d}} Z^{\eta}(y)\left|\nabla\left(f^{N, \eta}-g^{\eta}\right)\left(\bar{X}_{i}^{\eta}-y\right)\right| \\
& \times \mid \int_{-1}^{0}\left(\mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)\left(X_{i}^{N, \eta}+r y\right)\right.  \tag{4.78}\\
& \left.-\mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)\left(\bar{X}_{i}^{\eta}+r y\right)\right) \mathrm{d} r \cdot y \mid \mathrm{d} y \mathrm{~d} s .
\end{align*}
$$

Splitting $\Omega$ again into the sets $\mathcal{C}_{\alpha}(s)$ and $\mathcal{C}_{\alpha}^{c}(s)$, defined in (4.61), the first term $P_{211}$ can be estimated as

$$
\begin{aligned}
& P_{211}(T) \leq 4 \mathbb{E}\left(\int_{0}^{T} \int_{\mathbb{R}^{d}} \mathbb{C}_{\alpha}(s)\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{\infty}}\left\|\mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)\right\|_{L^{\infty}} Z^{\eta}(y)|y| \mathrm{d} y \mathrm{~d} s\right) \\
& \quad+2 \mathbb{E}\left(\int_{0}^{T} \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^{d}} \mathbb{C}_{\mathcal{C}_{\alpha}(s)} Z^{\eta}(y)\left|\nabla\left(f^{N, \eta}-g^{\eta}\right)\left(X_{i}^{N, \eta}-y\right)-\nabla\left(f^{N, \eta}-g^{\eta}\right)\left(\bar{X}_{i}^{\eta}-y\right)\right|\right. \\
& \left.\quad \times\left|\int_{-1}^{0} \mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)\left(X_{i}^{N, \eta}+r y\right) \mathrm{d} r \cdot y\right| \mathrm{d} y \mathrm{~d} s\right)=: Q_{1}(T)+Q_{2}(T) .
\end{aligned}
$$

For the first term, we estimate $\sup _{\omega \in \Omega} \sup _{0<s<T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{\infty}} \leq C N^{\beta(d+1)}$ by using (4.39), $\sup _{\omega \in \Omega} \sup _{0<s<T}\left\|\mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)(s)\right\|_{L^{\infty}} \leq C N^{\beta(d+2)}$ by using (4.37), $\int_{\mathbb{R}^{d}} Z^{\eta}(y)|y| \mathrm{d} y \leq C N^{-\beta}$ from (4.38), and finally, we choose $\gamma>2 \beta(d+1)-1 / 2$ :

$$
Q_{1}(T) \leq C(T) N^{\beta(d+1)+\beta(d+2)-\beta} \sup _{0<s<T} \mathbb{P}\left(\mathcal{C}_{\alpha}(s)\right)
$$

$$
\begin{equation*}
\leq C(T) N^{2 \beta(d+1)-\gamma} \leq C(T) N^{-1 / 2-\varepsilon} . \tag{4.79}
\end{equation*}
$$

Next, we set

$$
\nabla z_{i}^{N, \eta}(y):=\nabla\left(f^{N, \eta}-g^{\eta}\right)\left(X_{i}^{N, \eta}-y\right)-\nabla\left(f^{N, \eta}-g^{\eta}\right)\left(\bar{X}_{i}^{\eta}-y\right)
$$

and add and subtract $\mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)\left(\bar{X}_{i}^{\eta}+r y\right)$ to the integrand of $Q_{2}$, leading to $Q_{2} \leq Q_{21}+Q_{22}$, where

$$
\begin{aligned}
Q_{21}(T)= & 2 \mathbb{E} \int_{0}^{T} \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^{d}} \mathbb{1}_{\alpha}^{c}(s) Z^{\eta}(y)\left|\nabla z_{i}^{N, \eta}(y)\right| \int_{-1}^{0}\left(\mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)\left(X_{i}^{N, \eta}+r y\right)\right. \\
& \left.-\mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)\left(\bar{X}_{i}^{\eta}+r y\right)\right) \mathrm{d} r \cdot y \mid \mathrm{d} y \mathrm{~d} s, \\
Q_{22}(T)= & 2 \mathbb{E} \int_{0}^{T} \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^{d}} \mathbb{1}_{\mathcal{C}_{\alpha}^{c}(s)} Z^{\eta}(y)\left|\nabla z_{i}^{N, \eta}(y)\right| \\
& \times \mid \int_{-1}^{0}\left(\mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)\left(\bar{X}_{i}^{\eta}+r y\right) \mathrm{d} r \cdot y \mid \mathrm{d} y \mathrm{~d} s .\right.
\end{aligned}
$$

By definition (4.61) of $\mathcal{C}_{\alpha}^{c}(s)$, the estimate $\left\|\mathrm{D}^{3} V^{\eta}\right\|_{L^{\infty}} \leq C N^{\beta(d+3)}$, the mean-value theorem applied to $\mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right),\left\|\bar{u}^{\eta}\right\|_{L^{1}}=1$ and recalling the definition $U^{\eta}(y)=Z^{\eta}(y)|y|$, we have

$$
\begin{aligned}
Q_{21}(T) \leq & C \mathbb{E} \int_{0}^{T} \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^{d}} \mathbb{1}_{\mathcal{C}_{\alpha}^{c}(s)} Z^{\eta}(y)|y|\left\|\nabla z_{i}^{N, \eta}(y) \mid\right\| \mathrm{D}^{3} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right) \|_{L^{\infty}} \\
& \times\left|X_{i}^{N, \eta}-\bar{X}_{i}^{\eta}\right| \mathrm{d} y \mathrm{~d} s \\
\leq & C N^{-\alpha} \mathbb{E} \int_{0}^{T}\left\langle U^{\eta} *\left(\mu_{N, \eta}+\bar{\mu}_{N, \eta}\right),\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)| \rangle\left\|\mathrm{D}^{3} V^{\eta}\right\|_{L^{\infty}} \mathrm{d} s \\
\leq & C(T) N^{\beta(d+3)-\alpha}\left(\left\|\mu_{N, \eta} * U^{\eta}\right\|_{L^{2}}+\left\|\bar{\mu}_{N, \eta} * U^{\eta}\right\|_{L^{2}}\right) \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}} \mathrm{~d} s \\
\leq & C(T) N^{\beta(d+3)-\alpha} N^{\beta(d-2) / 2} \mathbb{E} \int_{0}^{t}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}} \mathrm{~d} s,
\end{aligned}
$$

where in the last step we used the bound (4.72), which is uniform in $\omega \in \Omega$, for the estimates for $\mu_{N, \eta} * U^{\eta}$ and $\bar{u}^{\eta} * U^{\eta}$. Hence, by Young's inequality,

$$
\begin{align*}
Q_{21}(T) & \leq \delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s+C(\delta, T) N^{\beta(3 d+4)-2 \alpha}  \tag{4.80}\\
& \leq \delta \mathbb{E} \int_{0}^{t}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s+C(T) N^{-1 / 2-\varepsilon}
\end{align*}
$$

after choosing $\alpha>1 / 4+\beta / 2(3 d+4)$, which is equivalent to $\beta(3 d+4)-2 \alpha<-1 / 2$. This choice of $\alpha$ is admissible, see (4.73).

For the term $Q_{22}$, we introduce the set

$$
\begin{aligned}
& \mathcal{E}_{\theta}\left(\bar{X}_{i}^{\eta}(s), y, r, s\right):=\left\{\omega \in \Omega: \left\lvert\, \frac{1}{N} \sum_{i=1}^{N} \mathrm{D}^{2} V^{\eta}\left(\bar{X}_{i}^{\eta}(s)+r y-\bar{X}_{j}^{\eta}(s)\right)\right.\right. \\
&\left.-\left(\mathrm{D}^{2} V^{\eta} * \bar{u}^{\eta}\right)\left(s, \bar{X}_{i}^{\eta}(s)+r y\right) \mid>N^{-\theta}\right\} \\
&=\left\{\omega \in \Omega:\left|\mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)\left(\bar{X}_{i}^{\eta}(s)+r y\right)\right|>N^{-\theta}\right\},
\end{aligned}
$$

which corresponds to $\mathcal{B}_{\theta, \psi}^{N}(s)$ with $\psi_{\eta}(x)=\mathrm{D}^{2} V^{\eta}(x+r y)$ in Lemma 4.2. As we integrate in $Q_{22}$ over $\mathcal{C}_{\alpha}^{c}(s)$, we can use $\max _{i=1, \ldots, N}\left|X_{i}^{N, \eta}(s)-\bar{X}_{i}^{\eta}(s)\right| \leq N^{-\alpha}$. Therefore, applying the mean-value theorem to $\nabla z_{i}^{N, \eta}$ and using $\sup _{\omega \in \Omega} \sup _{0<s<T}\left\|\mathrm{D}^{2}\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{\infty}} \leq$ $C N^{\beta(d+2)}, \sup _{\omega \in \Omega} \sup _{0<s<T}\left\|\mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)(s)\right\|_{L^{\infty}} \leq C N^{\beta(d+2)}$ which can be proved similarly as (4.39), we find that

$$
\begin{aligned}
Q_{22}(T) \leq & C N^{-\alpha} \mathbb{E}\left(\int_{0}^{T}\left\|\mathrm{D}^{2}\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{\infty}} \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^{d}} Z^{\eta}(y)|y|\right. \\
& \left.\times \int_{-1}^{0}\left|\mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)\left(\bar{X}_{i}^{\eta}+r y\right)\right|\left(\mathbb{1}_{\mathcal{E}_{\theta}\left(\bar{X}_{i}^{\eta}(s), y, r, s\right)}+\mathbb{1}_{\mathcal{E}_{\theta}\left(\bar{X}_{i}^{\eta}(s), y, r, s\right)}\right) \mathrm{d} r \mathrm{~d} y \mathrm{~d} s\right) \\
\leq & C N^{-\alpha+2 \beta(d+2)} \frac{1}{N} \sum_{i=1}^{N} \int_{0}^{T} \int_{\mathbb{R}^{d}} \int_{-1}^{0} Z^{\eta}(y)|y| \mathbb{P}\left(\mathcal{E}_{\theta}^{N}\left(\bar{X}_{i}^{\eta}(s), y, r, s\right)\right) \mathrm{d} r \mathrm{~d} y \mathrm{~d} s \\
& +C(T) N^{-\alpha+\beta(d+2)-\beta-\theta},
\end{aligned}
$$

where we also used $\int_{\mathbb{R}^{d}} Z^{\eta}(y)|y| \mathrm{d} y \leq C N^{-\beta}$ from (4.38) in the second term and Fubini's theorem in the first one. We deduce from Lemma 4.2 that for any $m \in \mathbb{N}$

$$
\mathbb{P}\left(\mathcal{E}_{\theta}\left(\bar{X}_{i}^{\eta}(s), y, r, s\right)\right) \leq C(m)\left\|\mathrm{D}^{2} V^{\eta}\right\|_{L^{\infty}}^{2 m} N^{2 m(\theta-1 / 2)+1} \leq C N^{2 m(\theta-1 / 2+\beta(d+2))+1},
$$

where we note that the constant $C>0$ is independent of $y, r$ and $s$. This leads to

$$
Q_{22}(t) \leq C N^{-\alpha+2 \beta(d+2)-\beta} N^{2 m(\theta-1 / 2+\beta(d+2))+1}+C(T) N^{\beta(d+1)-\alpha-\theta}
$$

To bound the above right-hand side by $N^{-1 / 2-\varepsilon}$, we need the following conditions on $\alpha$ and $\theta$ :
(i) $\theta<1 / 2-\beta(d+2)$ : Then $\theta-1 / 2+\beta(d+2)$ is negative and we can choose $m$ large enough to obtain $2 m(\theta-1 / 2+\beta(d+2))+1<-1 / 2-(\beta(2 d+1)-\alpha)$. Note that we choose $m \in \mathbb{N}$ after choosing $\alpha$.
(ii) $\alpha+\theta>1 / 2+\beta(d+2)$ : Then $\beta(d+2)-\alpha-\theta<-1 / 2$.

We need to ensure that both conditions are compatible with the conditions on $\alpha$ (imposted in the estimation of $P_{11}$, see (4.73)) and $\beta$ (imposed in the theorem):

$$
0<\beta<\frac{1}{10 d+12} \quad \text { and } \quad \frac{1}{4}+\frac{\beta}{2}(3 d+4)<\alpha<\frac{1}{2}-\beta(d+1) .
$$

We infer from (i), (ii), and $\alpha<1 / 2-\beta(d+1)$ that

$$
\frac{1}{2}+\beta(d+1)<\alpha+\theta<1-\beta(2 d+3) .
$$

This chain of inequalities is non-empty under the constraint $\beta<1 /(6 d+8)$. Choosing $\alpha$ close to $1 / 4+\beta(3 d+4) / 2$ and taking into account the smallness condition on $\beta$, we can always find an admissible value for $\theta>0$. Hence, conditions (i) and (ii) can be fulfilled under the given condition on $\beta$.
We combine the inequality $Q_{22}(T) \leq C(T) N^{-1 / 2-\varepsilon}$ with estimate (4.80) for $Q_{21}$ and estimate (4.79) for $Q_{1}$ :

$$
\begin{equation*}
P_{211}(T)=\left(Q_{1}+Q_{21}+Q_{22}\right)(T) \leq C(T) N^{-1 / 2-\varepsilon}+\delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s \tag{4.81}
\end{equation*}
$$

We turn to the term $P_{212}(T)$, defined in (4.78), and split $\Omega$ in $\mathcal{C}_{\alpha}(s)$ and $\mathcal{C}_{\alpha}^{c}(s)$, defined in (4.61). First, we observe the following two estimates: First, we obtain from the mean-value theorem and Lemma 4.7:

$$
\begin{aligned}
\mid \mathrm{D}^{2} V^{\eta} & *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)\left(X_{i}^{N, \eta}+r y\right)-\mathrm{D}^{2} V^{\eta}\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)\left(\bar{X}_{i}^{\eta}+r y\right) \mid \\
& \leq\left|X_{i}^{N, \eta}(s)-\bar{X}_{i}^{\eta}(s)\right| \sup _{\omega \in \Omega} \sup _{0<s<T}\left\|\mathrm{D}^{3} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)\right\|_{L^{\infty}} \\
& \leq C N^{\beta(d+3)}\left|X_{i}^{N, \eta}(s)-\bar{X}_{i}^{\eta}(s)\right| .
\end{aligned}
$$

This estimate is used on the set $\mathcal{C}_{\alpha}^{c}(s)$. Furthermore, we use on the set $\mathcal{C}_{\alpha}(s)$ :

$$
\sup _{\omega \in \Omega} \sup _{0<s<T}\left\|\mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)(s)\right\|_{L^{\infty}} \leq C N^{\beta(d+2)} .
$$

Recalling the definition $U^{\eta}(y)=Z^{\eta}(y)|y|$, this yields

$$
\begin{aligned}
P_{212}(T) \leq & C N^{\beta(d+2)} \mathbb{E}\left(\int_{0}^{T} \mathbb{1}_{\mathcal{C}_{\alpha}(s)}\left\langle U^{\eta} * \bar{\mu}_{N, \eta},\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)| \rangle \mathrm{d} s\right) \\
& +C N^{\beta(d+3)-\alpha} \mathbb{E}\left(\int_{0}^{T} \mathbb{1}_{\mathcal{C}_{\alpha}^{c}(s)}\left\langle U^{\eta} * \bar{\mu}_{N, \eta},\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)| \rangle \mathrm{d} s\right) \\
\leq & C N^{\beta(d+2)} \mathbb{E}\left(\left\|U^{\eta} * \bar{\mu}_{N, \eta}\right\|_{L^{2}}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}} \int_{0}^{T} \mathbb{1}_{\mathcal{C}_{\alpha}(s)} \mathrm{d} s\right) \\
& +C N^{\beta(d+3)-\alpha} \mathbb{E}\left(\left\|U^{\eta} * \bar{\mu}_{N, \eta}\right\|_{L^{2}} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}} \mathrm{~d} s\right) .
\end{aligned}
$$

In view of $\left\|U^{\eta} * \bar{\mu}_{N, \eta}\right\|_{L^{2}} \leq C N^{\beta(d-2) / 2}$ and $\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}} \leq C N^{\beta(d+2) / 2}$ uniformly in [ $0, T]$ and $\Omega$ (see (4.72) and (4.39), respectively) and using the Cauchy-Schwarz inequality,

$$
\begin{aligned}
P_{212}(T) \leq & C(T) N^{\beta(d+2)+\beta(d-2) / 2+\beta(d+2) / 2} \sup _{0<s<T} \mathbb{P}\left(\mathcal{C}_{\alpha}(s)\right) \\
& +C N^{\beta(d+3)+\beta(d-2) / 2-\alpha} \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}} \mathrm{~d} s
\end{aligned}
$$

$$
\begin{aligned}
& \leq C(T) N^{2 \beta(d+1)-\gamma}+C(\delta) N^{\beta(3 d+4)-2 \alpha}+\delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s \\
& \leq C(T) N^{-1 / 2-\varepsilon}+\delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s
\end{aligned}
$$

choosing as before $\alpha>1 / 4+\beta(3 d+4) / 2$ and $\gamma>0$ sufficiently large.
We combine the estimates for $P_{211}$ and $P_{212}$ (see (4.81)):

$$
\begin{equation*}
P_{21}(T) \leq C(T) N^{-1 / 2-\varepsilon}+2 \delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s \tag{4.82}
\end{equation*}
$$

which finishes Step 3.2a.
Step 3.2b: Estimation of $P_{22}$. To estimate $P_{22}$, defined in (4.77), we split $\Omega$ into the sets $\mathcal{F}_{\theta}(\cdot, y, r, s)$ and $\mathcal{F}_{\theta}^{c}(\cdot, y, r, s)$, where

$$
\begin{aligned}
& \mathcal{F}_{\theta}(x, y, r, s):=\left\{\omega \in \Omega: \left\lvert\, \frac{1}{N} \sum_{i=1}^{N} \mathrm{D}^{2} V^{\eta}\left(x+r y-\bar{X}_{i}^{\eta}(s)\right)\right.\right. \\
&\left.-\left(\mathrm{D}^{2} V^{\eta} * \bar{u}^{\eta}\right)(s, x+r y) \mid>N^{-\theta}\right\} \\
&=\left\{\omega \in \Omega:\left|\mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)(x+r y)\right|>N^{-\theta}\right\}
\end{aligned}
$$

Then $P_{22} \leq P_{221}+P_{222}$, where

$$
\begin{aligned}
P_{221}(T)= & 2 \mathbb{E}\left(\operatorname { s u p } _ { 0 < t < T } \int _ { 0 } ^ { t } \left\langle\bar{\mu}_{N, \eta}-\bar{u}^{\eta}, \int_{\mathbb{R}^{d}} Z^{\eta}(y) \nabla\left(f^{N, \eta}-g^{\eta}\right)(\cdot-y)\right.\right. \\
& \left.\left.\times\left\{\int_{-1}^{0} \mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)(\cdot+r y) \mathbb{1}_{\mathcal{F}_{\theta}^{c}(\cdot, y, r, s)} \mathrm{d} r\right\} y \mathrm{~d} y\right\rangle \mathrm{~d} s\right), \\
P_{222}(T)= & 2 \mathbb{E}\left(\operatorname { s u p } _ { 0 < t < T } \int _ { 0 } ^ { t } \left\langle\bar{\mu}_{N, \eta}-\bar{u}^{\eta}, \int_{\mathbb{R}^{d}} Z^{\eta}(y) \nabla\left(f^{N, \eta}-g^{\eta}\right)(\cdot-y)\right.\right. \\
& \left.\left.\times\left\{\int_{-1}^{0} \mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)(\cdot+r y) \mathbb{1}_{\mathcal{F}_{\theta}(\cdot, y, r, s)} \mathrm{d} r\right\} y \mathrm{~d} y\right\rangle \mathrm{~d} s\right) .
\end{aligned}
$$

We estimate similarly as before, using the definition of $\mathcal{F}_{\theta}^{c}(\cdot, y, r, s)$ and $U^{\eta}(y)=Z^{\eta}(y)|y|$ :

$$
\begin{align*}
P_{221}(T) & \leq C N^{-\theta} \mathbb{E} \int_{0}^{T}\left\langle\bar{\mu}_{N, \eta}+\bar{u}^{\eta}, \int_{\mathbb{R}^{d}} Z^{\eta}(y)\right| y \| \nabla\left(f^{N, \eta}-g^{\eta}\right)|\mathrm{d} y\rangle \mathrm{d} s  \tag{4.83}\\
& \leq C N^{-\theta} \mathbb{E} \int_{0}^{T}\left(\left\|U^{\eta} * \bar{\mu}_{N, \eta}\right\|_{L^{2}}+\left\|U^{\eta} * \bar{u}^{\eta}\right\|_{L^{2}}\right)\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}} \mathrm{~d} s \\
& \leq C N^{\beta(d-2) / 2-\theta} \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}} \mathrm{~d} s \\
& \leq C(\delta, T) N^{\beta(d-2)-2 \theta}+\delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}}^{2} \mathrm{~d} s
\end{align*}
$$

where we used (4.72) and Young's inequality. Furthermore, recalling that $\| \mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\right.$ $\left.\bar{u}^{\eta}\right) \|_{L^{\infty}} \leq C N^{\beta(d+2)}$ uniformly in $[0, T]$ and $\Omega$ (see Lemma 4.7),

$$
\begin{aligned}
P_{222}(T) \leq & 2 \mathbb{E} \int_{0}^{T}\left\langle\bar{\mu}_{N, \eta}+\bar{u}^{\eta}, \int_{\mathbb{R}^{d}} Z^{\eta}(y)\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)(\cdot-y) \mid \\
& \left.\times\left|\int_{-1}^{0} \mathrm{D}^{2} V^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)(\cdot+r y) \mathbb{1}_{\mathcal{F}_{\theta}(\cdot, y, r, s)} \mathrm{d} r \cdot y\right| \mathrm{d} y\right\rangle \mathrm{d} s \\
\leq & C N^{\beta(d+2)} \mathbb{E} \int_{0}^{T}\left\langle\bar{\mu}_{N, \eta}+\bar{u}^{\eta}, \int_{\mathbb{R}^{d}} Z^{\eta}(y)\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)(\cdot-y) \mid \\
& \left.\times \int_{-1}^{0} \mathbb{1}_{\mathcal{F}_{\theta}(\cdot, y, r, s)} \mathrm{d} r \mathrm{~d} y\right\rangle \mathrm{d} s .
\end{aligned}
$$

We apply Fubini's theorem and use the definition of $\bar{\mu}_{N, \eta}$ as well as the uniform bound $\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{\infty}} \leq C N^{\beta(d+1)}$ from (4.39). Writing out the dual bracket then leads with $\bar{u}^{\eta} \geq 0$ to

$$
\begin{align*}
P_{222}(T) \leq & C N^{\beta(d+2)} \mathbb{E}\left(\int_{-1}^{0} \int_{0}^{T} \frac{1}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^{d}} Z^{\eta}(y)|y| \mathbb{1}_{\mathcal{F}_{\theta}\left(\bar{X}_{i}^{\eta}(s), y, r, s\right)}\right.  \tag{4.84}\\
& \left.\times\left|\nabla\left(f^{N, \eta}-g^{\eta}\right)\left(\bar{X}_{i}^{\eta}(s)-y\right)\right| \mathrm{d} y \mathrm{~d} s \mathrm{~d} r\right) \\
+ & C N^{\beta(d+2)} \mathbb{E}\left(\int_{-1}^{0} \int_{0}^{T} \int_{\mathbb{R}^{d}} \bar{u}^{\eta}(x) \int_{\mathbb{R}^{d}} Z^{\eta}(y)|y| \mathbb{1}_{\mathcal{F}_{\theta}(x, y, r, s)}\right. \\
& \left.\times\left|\nabla\left(f^{N, \eta}-g^{\eta}\right)(x-y)\right| \mathrm{d} y \mathrm{~d} x \mathrm{~d} s \mathrm{~d} r\right) \\
\leq & C N^{\beta(2 d+3)} \int_{-1}^{0} \int_{0}^{T} \frac{1}{N} \sum_{i=1}^{N} Z^{\eta}(y)|y| \mathbb{P}\left(F_{\theta}^{N}\left(\bar{X}_{i}^{\eta}(s), y, r, s\right)\right) \mathrm{d} y \mathrm{~d} s \mathrm{~d} r \\
+ & C N^{\beta(2 d+3)} \int_{-1}^{0} \int_{0}^{T} \int_{\mathbb{R}^{d}} \bar{u}^{\eta}(x) \int_{\mathbb{R}^{d}} Z^{\eta}(y)|y| \mathbb{P}\left(\mathcal{F}_{\theta}(x, y, r, s)\right) \mathrm{d} y \mathrm{~d} x \mathrm{~d} s \mathrm{~d} r .
\end{align*}
$$

Again, we wish to apply Lemma 4.2 to estimate the probability of $\mathcal{F}_{\theta}(\cdot, y, r, s)$. For fixed $x \in \mathbb{R}^{d}$, the set $\mathcal{F}_{\theta}(x, y, r, s)$ corresponds to $\mathcal{A}_{\theta, \phi_{\eta}}^{N}(s)$ with $\phi_{\eta}(z)=\mathrm{D}^{2} V^{\eta}(x+r y-z)$, while $\left.\mathcal{F}_{\theta}\left(\bar{X}_{i}^{\eta}(s), y, r, s\right)\right)$ corresponds to $\mathcal{B}_{\theta, \psi_{\eta}}^{N}$ with $\psi_{\eta}(z)=\mathrm{D}^{2} V^{\eta}(z+r y)$. By Lemma 4.2, for any $m \in \mathbb{N}$, there exists $C(m, T)>0$ such that

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{F}_{\theta}\left(\bar{X}_{i}^{\eta}(s), y, r, s\right)\right) & \leq C(m, T)\left\|\mathrm{D}^{2} V^{\eta}(\cdot+r y)\right\|_{L \infty}^{2 m} N^{2 m(\theta-1 / 2)+1} \\
& \leq C(m, T) N^{2 m(\theta-1 / 2+\beta(d+2))+1} \\
\mathbb{P}\left(\mathcal{F}_{\theta}(x, y, r, s)\right) & \leq C(m, T)\left\|\mathrm{D}^{2} V^{\eta}(x+r y-\cdot)\right\|_{L^{\infty}}^{2 m} N^{2 m(\theta-1 / 2)} \\
& \leq C(m, T) N^{2 m(\theta-1 / 2+\beta(d+2))} .
\end{aligned}
$$

Then, in view of (4.38) and $\left\|\bar{u}^{\eta}(s)\right\|_{L^{1}}=1$, we deduce from (4.84) that

$$
P_{222}(T) \leq C(m, T) N^{\beta(2 d+3)} N^{-\beta} N^{2 m(\theta-1 / 2+\beta(d+2))+1} .
$$

Together with estimate (4.83) for $P_{221}$, we obtain

$$
\begin{aligned}
P_{22}(T) \leq & C(m, T) N^{2 m(\theta-1 / 2)+\beta(d+2))+2 \beta(d+1)+1} \\
& +C(\delta, T) N^{\beta(d-2)-2 \theta}+\delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s
\end{aligned}
$$

To finish the estimate for $P_{22}$, we need to choose $\theta$ for the set $\mathcal{F}_{\theta}(\cdot, y, r, s)$ : We choose $\theta$ in this step such that

$$
1 / 4+\beta(d-2) / 2<\theta<1 / 2-\beta(d+2)
$$

This is possible since $1 / 4+\beta(d-2) / 2<1 / 2-\beta(d+2)$ is equivalent to $\beta<1 /(6 d+4)$, and this is fulfilled by our assumptions. With this choice, $\beta(d-2)-2 \theta<-1 / 2$ and $\theta-1 / 2+\beta(d+2)$ is negative such that, for sufficiently large $m \in \mathbb{N}, 2 m(\theta-1 / 2+\beta(d+2))+2 \beta(d+1)+1<-1 / 2$. We infer that

$$
P_{22}(T) \leq C(\delta, T) N^{-1 / 2-\varepsilon}+\delta \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s
$$

which finishes Step 3.2b.
It remains to add estimate (4.82) for $P_{21}$ and the previous estimate to conclude that

$$
P_{2}(T)=P_{21}(T)+P_{22}(T) \leq C(\delta, T) N^{-1 / 2-\varepsilon}+3 \delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s
$$

this finishes Step 3.2.
Conclusion of Step 3.1 and 3.2. Combining estimate (4.76) for $P_{1}$ and the previous estimate for $P_{2}$, we obtain for $M_{131}$, defined in (4.68):

$$
\begin{equation*}
M_{131}(T)=P_{1}(T)+P_{2}(T) \leq C(\delta, T) N^{-1 / 2-\varepsilon}+4 \delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s \tag{4.85}
\end{equation*}
$$

Step 3.3. Estimation of $M_{132}$. We consider the term $M_{132}(T)$, defined in (4.69). The estimation of this expression is similar to the previous steps 3.1 and 3.2 , but the estimates are simpler. First, we add and subtract $\bar{\mu}_{N, \eta}(s)$ in $M_{132}$ to split the expression in a meanfield part and a law-of-large-numbers part. Then $M_{132} \leq R_{1}+R_{2}$, where

$$
\begin{aligned}
R_{1}(T)= & 2 \mathbb{E}\left(\operatorname { s u p } _ { 0 < t < T } \int _ { 0 } ^ { t } \left\langleZ^{\eta} *\left(\mu_{N, \eta}-\bar{\mu}_{N, \eta}\right), \nabla\left(f^{N, \eta}-g^{\eta}\right)\right.\right. \\
& \left.\left.\times\left(\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)-\nabla\left(f^{N, \eta}-g^{\eta}\right)\right)\right\rangle \mathrm{d} s\right) \\
R_{2}(T)= & 2 \mathbb{E}\left(\operatorname { s u p } _ { 0 < t < T } \int _ { 0 } ^ { t } \left\langleZ^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right), \nabla\left(f^{N, \eta}-g^{\eta}\right)\right.\right. \\
& \left.\left.\times\left(\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)-\nabla\left(f^{N, \eta}-g^{\eta}\right)\right)\right\rangle \mathrm{d} s\right)
\end{aligned}
$$

We start with $R_{1}$. By Young's convolution inequality,

$$
\begin{equation*}
\left\|\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}} \leq\left\|Z^{\eta}\right\|_{L^{1}}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}=\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}} \tag{4.86}
\end{equation*}
$$

and splitting $\Omega$ into $\mathcal{C}_{\alpha}(s)$ and $\mathcal{C}_{\alpha}^{c}(s)$ (see (4.61) for the definition), we arrive at

$$
\begin{aligned}
R_{1}(T) \leq & 4 \mathbb{E}\left(\int_{0}^{T}\left\|Z^{\eta} *\left(\mu_{N, \eta}-\bar{\mu}_{N, \eta}\right)\right\|_{L^{\infty}}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2}\left(\mathbb{1}_{\mathcal{C}_{\alpha}(s)}+\mathbb{1}_{\mathcal{C}_{\alpha}^{c}(s)}\right) \mathrm{d} s\right) \\
\leq & 4 \mathbb{E}\left(\left.\int_{0}^{T}\left\|\nabla Z^{\eta}\right\|_{L^{\infty}} \frac{1}{N} \sum_{i=1}^{N} \right\rvert\, X_{i}^{N, \eta}(s)-\bar{X}_{i}^{\eta}(s)\| \|\left(f^{N, \eta}-g^{\eta}\right) \|_{L^{2}}^{2} \mathbb{1}_{\mathcal{C}_{\alpha}^{c}(s)} \mathrm{d} s\right) \\
& +4 \sup _{\omega \in \Omega} \sup _{0<s<T}\left(\left\|Z^{\eta} *\left(\mu_{N, \eta}-\bar{\mu}_{N, \eta}\right)\right\|_{L^{\infty}}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2}\right) \mathbb{E} \int_{0}^{T} \mathbb{1}_{\mathcal{C}_{\alpha}(s)} \mathrm{d} s,
\end{aligned}
$$

where we used in the last step the mean-value theorem in the first integral on the right-hand side. It follows from $\left\|\nabla Z^{\eta}\right\|_{L^{\infty}} \leq C N^{\beta(d+1)}$, (4.39), and $\sup _{\omega \in \Omega} \sup _{0<s<T} \| Z^{\eta} *\left(\mu_{N, \eta}-\right.$ $\left.\bar{\mu}_{N, \eta}\right)(s) \|_{L^{\infty}} \leq C N^{\beta d}$ that

$$
R_{1}(T) \leq C(T) N^{\beta(d+1)-\alpha} \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s+C(T) N^{2 \beta(d+1)} \sup _{0<s<T} \mathbb{P}\left(\mathcal{C}_{\alpha}(s)\right) .
$$

We choose $\alpha$ such that the assumptions of (4.16) are fulfilled. This implies that $\alpha>\beta(d+1)$. Therefore, we have $C(T) N^{\beta(d+2)-\alpha} \leq \delta$ for sufficiently large $N \in \mathbb{N}$. Moreover, by (4.16), $\mathbb{P}\left(\mathcal{C}_{\alpha}(s)\right) \leq C N^{-\gamma}$ for any $\gamma>0$. Choosing $\gamma$ sufficiently large then leads to

$$
\begin{equation*}
R_{1}(T) \leq C(T) N^{-1 / 2-\varepsilon}+\delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s \tag{4.87}
\end{equation*}
$$

For $R_{2}(T)$, we need the law-of-large-numbers estimate. We split $\Omega$ into the sets $\mathcal{D}_{\delta}(s, x)$ and $\mathcal{D}_{\delta}^{c}(s, x)$, where we recall from definition (4.64) that $\mathcal{D}_{\delta}(s, x)=\left\{\omega \in \Omega: \mid Z^{\eta} *\left(\bar{\mu}_{N, \eta}-\right.\right.$ $\left.\left.\bar{u}^{\eta}\right)(s, x) \mid>\delta\right\}$. We write $R_{2}=R_{21}+R_{22}$, where

$$
\begin{aligned}
R_{21}(T)= & 2 \mathbb{E}\left(\operatorname { s u p } _ { 0 < t < T } \int _ { 0 } ^ { t } \left\langleZ^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right) \mathbb{1}_{\mathcal{D}_{\delta}^{c}(s,)}, \nabla\left(f^{N, \eta}-g^{\eta}\right)\right.\right. \\
& \left.\left.\times\left(Z^{\eta} * \nabla\left(f^{N, \eta}-g^{\eta}\right)-\nabla\left(f^{N, \eta}-g^{\eta}\right)\right)\right\rangle \mathrm{d} s\right), \\
R_{22}(T)= & 2 \mathbb{E}\left(\operatorname { s u p } _ { 0 < t < T } \int _ { 0 } ^ { t } \left\langleZ^{\eta} *\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right) \mathbb{1}_{\left.\mathcal{D}_{\delta}(s,)\right)}, \nabla\left(f^{N, \eta}-g^{\eta}\right)\right.\right. \\
& \left.\left.\times\left(Z^{\eta} * \nabla\left(f^{N, \eta}-g^{\eta}\right)-\nabla\left(f^{N, \eta}-g^{\eta}\right)\right)\right\rangle \mathrm{d} s\right) .
\end{aligned}
$$

We infer from the definition of the set $\mathcal{D}_{\delta}^{c}(s, \cdot)$ and (4.86) that

$$
\begin{equation*}
R_{21}(T) \leq 4 \delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s \tag{4.88}
\end{equation*}
$$

The second term $R_{22}(T)$ is estimated similarly as $M_{122}(T)$ in Step 2 of the estimation of $M(T)$ (Law-of-large numbers estimate), see (4.65). We use $\left\|Z^{\eta} * \bar{u}^{\eta}\right\|_{L^{\infty}} \leq\left\|\bar{u}^{\eta}\right\|_{L^{1}}\left\|Z^{\eta}\right\|_{L^{\infty}} \leq$ $C N^{\beta d}$ and Fubini's theorem:

$$
R_{22}(T) \leq C N^{\beta d} \int_{0}^{T}\left\|\sup _{\omega \in \Omega} \nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \sup _{x \in \mathbb{R}^{d}} \mathbb{P}\left(\mathcal{D}_{\delta}(s, x)\right) \mathrm{d} s
$$

Using Lemma 4.2 with $\theta=0$ and $\psi_{\eta}(y)=Z^{\eta}(x-y)$, for any $m \in \mathbb{N}$

$$
\sup _{0<s<T} \sup _{x \in \mathbb{R}^{d}} \mathbb{P}\left(\mathcal{D}_{\delta}(s, x)\right) \leq C(m)\left\|Z^{\eta}(x-\cdot)\right\|_{L^{\infty}}^{2 m} N^{-m} \leq C(m) N^{-m(1-2 \beta d)}
$$

Using (4.66), we find that $R_{22}(T) \leq C(T) N^{\beta d} N^{\beta(d+2)} N^{-m(1-2 \beta d)}=C N^{2 \beta(d+1)-m(1-2 \beta d)}$. Since $1-2 \beta d<0$, we can choose $m$ sufficiently large to obtain $R_{22}(T) \leq C N^{-1 / 2-\varepsilon}$. Together with estimate (4.88) of $R_{21}$, it follows that

$$
R_{2}(T) \leq R_{21}(T)+R_{22}(T) \leq C N^{-1 / 2-\varepsilon}+4 \delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s
$$

In view of estimate (4.87) of $R_{1}$, this finishes our estimate for $M_{132}$ :

$$
M_{132}(T) \leq R_{1}(T)+R_{2}(T) \leq C N^{-1 / 2-\varepsilon}+5 \delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s
$$

Finally, we conclude from (4.85) that

$$
\begin{equation*}
M_{13}(T) \leq M_{131}(T)+M_{132}(T) \leq C N^{-1 / 2-\varepsilon}+9 \delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s \tag{4.89}
\end{equation*}
$$

Finishing the estimate of $M(T)$. We collect estimate (4.63) of $M_{11}$, estimate (4.67) of $M_{12}$ and estimate (4.89) of $M_{13}$ :

$$
M_{1}(T) \leq\left(M_{11}+M_{12}+M_{13}\right)(T) \leq C N^{-1 / 2-\varepsilon}+12 \delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s
$$

Adding this inequality to estimate (4.59) for $M_{2}$, we conclude that

$$
\begin{equation*}
M(T) \leq M_{1}(T)+M_{2}(T) \leq C N^{-1 / 2-\varepsilon}+14 \delta \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s \tag{4.90}
\end{equation*}
$$

4. Estimation of $L(T)$. An expression like $L(T)$, defined in (4.55), has been estimated in [90] using a Taylor approximation and Fourier estimates in one space dimension. This approach is feasible also in higher space dimensions but it would become very tedious in notation. Additionally, we could reduce the assumption on the potential $V^{\eta}$ in comparison to [90] since we do not need any assumption on the Fourier transform of the potential.
Our idea is, as above, to split the integral over $\Omega$ in a mean-field part and a law-of-largenumbers part.
We add and subtract the empirical measure $\bar{\mu}_{N, \eta}(s)$ of the intermediate problem (4.6) to $L(T)$, defined in (4.55). Then $|L(T)| \leq L_{1}(T)+L_{2}(T)$, where

$$
\begin{align*}
& L_{1}(T)=2 \mathbb{E}\left(\sup _{0<t<T}\left|\int_{0}^{t}\left\langle\mu_{N, \eta}-\bar{\mu}_{N, \eta},\left(\nabla V^{\eta} * \bar{u}^{\eta}\right) \cdot\left(\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right)\right\rangle \mathrm{d} s\right|\right), \\
& L_{2}(T)=2 \mathbb{E}\left(\sup _{0<t<T}\left|\int_{0}^{t}\left\langle\bar{\mu}_{N, \eta}-\bar{u}^{\eta},\left(\nabla V^{\eta} * \bar{u}^{\eta}\right) \cdot\left(\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right)\right\rangle \mathrm{d} s\right|\right) . \tag{4.91}
\end{align*}
$$

The term $L_{1}$ can be considered as the mean-field part, while $L_{2}$ is the law-of-large-numbers part.
Step 1. Estimation of $L_{1}$. We start with $L_{1}(T)$ and add and subtract the term $\left(\nabla V^{\eta} * \bar{u}^{\eta}\right)\left(X_{i}^{N, \eta}\right)\left(\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right)\left(\bar{X}_{i}^{\eta}\right)$, leading to $L_{1}(T) \leq L_{11}(T)+L_{12}(T)$, where

$$
\begin{aligned}
L_{11}(T)= & 2 \mathbb{E} \int_{0}^{T} \left\lvert\, \frac{1}{N} \sum_{i=1}^{N}\left(\left(\nabla V^{\eta} * \bar{u}^{\eta}\right)\left(s, X_{i}^{N, \eta}(s)\right)-\left(\nabla V^{\eta} * \bar{u}^{\eta}\right)\left(s, \bar{X}_{i}^{\eta}(s)\right)\right)\right. \\
& \times\left(\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right)\left(s, \bar{X}_{i}^{\eta}(s)\right) \mid \mathrm{d} s \\
L_{12}(T)= & 2 \mathbb{E} \int_{0}^{T} \left\lvert\, \frac{1}{N} \sum_{i=1}^{N}\left(\nabla V^{\eta} * \bar{u}^{\eta}\right)\left(s, X_{i}^{N, \eta}(s)\right)\right. \\
& \times\left(\left(\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right)\left(s, X_{i}^{N, \eta}(s)\right)-\left(\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right)\left(s, \bar{X}_{i}^{\eta}(s)\right)\right) \mid \mathrm{d} s
\end{aligned}
$$

For $L_{11}(T)$, we split $\Omega$ for each time $0<s<T$ into the sets $\mathcal{C}_{\alpha}^{c}(s)$ and $\mathcal{C}_{\alpha}(s)$, defined in (4.61), use the definition of $\mathcal{C}_{\alpha}^{c}(s)$ in the first term (leading to the factor $N^{-\alpha}$ ) and Lemma 4.2 in the second term (leading to the factor $N^{-\gamma}$ for any $\gamma>0$ ). Then, by the mean-value theorem applied to $\nabla V^{\eta} * \bar{u}^{\eta}$,

$$
\begin{aligned}
L_{11}(T) \leq & C N^{-\alpha}\left\|V^{\eta} * \mathrm{D}^{2} \bar{u}^{\eta}\right\|_{L^{\infty}} \mathbb{E} \int_{0}^{T} \frac{1}{N} \sum_{i=1}^{N}\left|\left(Z^{\eta} * \nabla\left(f^{N, \eta}-g^{\eta}\right)\right)\left(s, \bar{X}_{i}^{\eta}(s)\right)\right| \mathrm{d} s \\
& +C(T) \sup _{\omega \in \Omega} \sup _{0<s<T}\left\|Z^{\eta} * \nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{\infty}}\left\|V^{\eta} * \nabla \bar{u}^{\eta}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\right)} \sup _{0<s<T} \mathbb{P}\left(\mathcal{C}_{\alpha}(s)\right) .
\end{aligned}
$$

We infer from Young's convolution inequality and Theorem 4.4 that for $k=1,2$,

$$
\begin{equation*}
\left\|V^{\eta} * \mathrm{D}^{k} \bar{u}^{\eta}\right\|_{L^{\infty}} \leq\left\|V^{\eta}\right\|_{L^{1}}\left\|\mathrm{D}^{k} \bar{u}^{\eta}\right\|_{L^{\infty}} \leq C, \tag{4.92}
\end{equation*}
$$

since $H^{s}\left(\mathbb{R}^{d}\right) \hookrightarrow W^{1, \infty}\left(\mathbb{R}^{d}\right)$. Moreover, by definition of $\bar{\mu}_{N, \eta}$ and the symmetry of $Z^{\eta} \geq 0$, we have

$$
\begin{aligned}
& \frac{1}{N} \sum_{i=1}^{N}\left|\left(Z^{\eta} * \nabla\left(f^{N, \eta}-g^{\eta}\right)\right)\left(s, \bar{X}_{i}^{\eta}(s)\right)\right|=\left\langle\bar{\mu}_{N, \eta}(s),\right| Z^{\eta} * \nabla\left(f^{N, \eta}-g^{\eta}\right)(s)| \rangle \\
& \quad \leq\left\langle\bar{\mu}_{N, \eta}(s), Z^{\eta} *\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)(s)| \rangle=\left\langle Z^{\eta} * \bar{\mu}_{N, \eta}(s),\right| \nabla\left(f^{N, \eta}-g^{\eta}\right)(s)| \rangle \\
& \quad \leq\left\|Z^{\eta} * \bar{\mu}_{N, \eta}(s)\right\|_{L^{2}}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}} \leq C(T) N^{\beta d / 2}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}}
\end{aligned}
$$

uniformly in $s \in[0, T]$, where we used (4.40) in the last step. Therefore, in view of the uniform bound $\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{\infty}} \leq C N^{\beta(d+1)}$ (see (4.39)) and Young's inequality,

$$
\begin{aligned}
L_{11}(T) \leq & C(T) N^{-\alpha+\beta d / 2} \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}} \mathrm{~d} s \\
& +C(T) N^{-\gamma} \sup _{\omega \in \Omega} \sup _{0<s<T}\left\|Z^{\eta}\right\|_{L^{1}}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{\infty}} \\
\leq & C(T) N^{-\alpha+\beta d / 2} \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}} \mathrm{~d} s+C(T) N^{\beta(d+1)-\gamma}
\end{aligned}
$$

$$
\leq \delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s+C(T, \delta) N^{-2 \alpha+\beta d}+C(T) N^{\beta(d+1)-\gamma}
$$

Now, we choose $\alpha>1 / 4+\beta d / 2$ (which is consistent with the assumptions made in (4.16)) and $\gamma>0$ sufficiently large to arrive at

$$
\begin{equation*}
L_{11}(T) \leq C(T, \delta) N^{-1 / 2-\varepsilon}+\delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s \tag{4.93}
\end{equation*}
$$

For the term $L_{12}(T)$, we split $\Omega$ again into $\mathcal{C}_{\alpha}(s)$ and $\mathcal{C}_{\alpha}^{c}(s)$ and we estimate similarly as above. Using the mean-value theorem, estimate $\left\|V^{\eta} * \nabla \bar{u}^{\eta}\right\|_{L^{\infty}} \leq C$ from (4.92),

$$
\sup _{\omega \in \Omega} \sup _{0<s<T}\left\|\nabla Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{\infty}} \leq \sup _{\omega \in \Omega} \sup _{0<s<T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{\infty}} \leq C N^{\beta(d+1)}
$$

due to Young's convolution inequality and (4.39), as well as $\left\|\nabla Z^{\eta}\right\|_{L^{2}} \leq C N^{\beta(d+1) / 2}$ from (4.37), we see that

$$
\begin{aligned}
L_{12}(T) \leq & N^{-\alpha}\left\|V^{\eta} * \nabla \bar{u}^{\eta}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \mathbb{E} \int_{0}^{T}\left\|\mathrm{D}^{2} Z^{\eta} *\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{\infty}} \mathrm{d} s \\
& +C(T)\left\|V^{\eta} * \nabla \bar{u}^{\eta}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} N^{\beta(d+1)-\gamma} \\
\leq & C(T) N^{-\alpha} \mathbb{E} \int_{0}^{T}\left\|\nabla Z^{\eta}\right\|_{L^{2}}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}} \mathrm{~d} s+C(T) N^{\beta(d+1)-\gamma} \\
\leq & \delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s+C(T, \delta) N^{-2 \alpha+\beta(d+1)}+C(T) N^{\beta(d+1)-\gamma} .
\end{aligned}
$$

Again, choosing $\alpha>1 / 4+\beta(d+1) / 2$ (which is a possible choice in (4.16)) and $\gamma>0$ sufficiently large, we infer that

$$
L_{12}(T) \leq C(T) N^{-1 / 2-\varepsilon}+\delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s
$$

Together with estimate (4.93) for $L_{11}(t)$, we conclude that

$$
\begin{equation*}
L_{1}(T)=L_{11}(T)+L_{12}(T) \leq C(T) N^{-1 / 2-\varepsilon}+2 \delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s \tag{4.94}
\end{equation*}
$$

Step 2. Estimation of $L_{2}$. The last step for estimating $L(T)$ is to derive suitable estimates for $L_{2}(T)$ defined in (4.91). To simplify the presentation, we abuse the notation by using an integral notation instead of the dual product in

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} Z^{\eta}(x-y) \mu_{N, \eta}(y) \nabla V^{\eta}(y-z) \mathrm{d} y & :=\int_{\mathbb{R}^{d}} Z^{\eta}(x-y) \nabla V^{\eta}(y-z) \mathrm{d} \mu_{N, \eta}(y) \\
& :=\frac{1}{N} \sum_{i=1}^{n} Z^{\eta}\left(x-\bar{X}_{i}^{\eta}\right) \nabla V^{\eta}\left(\bar{X}_{i}^{\eta}-z\right)
\end{aligned}
$$

In this way, we can easier keep track of the variables. With this notation, we can re-write the integrand of $L_{2}$ by exploiting the symmetry of $Z^{\eta}$ :

$$
\left\langle\bar{\mu}_{N, \eta}-\bar{u}^{\eta},\left(\nabla Z^{\eta} * \nabla\left(f^{N, \eta}-g^{\eta}\right) \nabla V^{\eta} * \bar{u}^{\eta}\right\rangle\right.
$$

$$
=\left\langle Z^{\eta} *\left(\nabla V^{\eta} * \bar{u}^{\eta}\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)\right), \nabla\left(f^{N, \eta}-g^{\eta}\right)\right\rangle .
$$

where in integral-notation

$$
\begin{aligned}
& \left\langle Z^{\eta} *\left(\nabla V^{\eta} * \bar{u}^{\eta}\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)\right), \nabla\left(f^{N, \eta}-g^{\eta}\right)\right\rangle \\
& =\int_{\mathbb{R}^{d}}\left(\nabla f^{N, \eta}(x)-\nabla g^{\eta}(x)\right) \int_{\mathbb{R}^{d}} Z^{\eta}(y-x) \nabla V^{\eta} * \bar{u}^{\eta}(y)\left(\bar{\mu}_{N, \eta}(y)-\bar{u}^{\eta}(y)\right) \mathrm{d} y \mathrm{~d} x .
\end{aligned}
$$

Writing out the convolution $\nabla V^{\eta} * \bar{u}^{\eta}$ and applying the Cauchy-Schwarz inequality for the integral in $x$, we find that

$$
\begin{aligned}
L_{2}(T) \leq & 2 \mathbb{E}\left(\int _ { 0 } ^ { T } \| \nabla ( f ^ { N , \eta } - g ^ { \eta } ) \| _ { L ^ { 2 } } \left(\int_{\mathbb{R}^{d}} \mid \int_{\mathbb{R}^{d}} \bar{u}^{\eta}(z)\right.\right. \\
& \left.\left.\times\left.\int_{\mathbb{R}^{d}} Z^{\eta}(x-y)\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)(y) \nabla V^{\eta}(y-z) \mathrm{d} y \mathrm{~d} z\right|^{2} \mathrm{~d} x\right)^{1 / 2} \mathrm{~d} s\right) .
\end{aligned}
$$

To estimate $L_{2}$ further, we define for some $\theta>0$ the set

$$
\mathcal{G}_{\theta}(x, z, s):=\left\{\omega \in \Omega:\left|\int_{\mathbb{R}^{d}} Z^{\eta}(x-y)\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)(y) \nabla V^{\eta}(y-z) \mathrm{d} y\right|>N^{-\theta}\right\},
$$

which corresponds to the set $\mathcal{A}_{\theta, \phi_{\eta}}^{N}(s)$ from Lemma 4.2 with $\phi_{\eta}(y)=Z^{\eta}(x-y) \nabla V^{\eta}(y-z)$. We infer from this lemma that for any $m \in \mathbb{N}$, there exists $C(m)>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{G}_{\theta}(x, z, s)\right) \leq C(m)\left\|\nabla V^{\eta}\right\|_{L^{\infty}}^{2 m}\left\|Z^{\eta}\right\|_{L^{\infty}}^{2 m} N^{2 m(\theta-1 / 2)} \leq C(m) N^{2 m(\theta-1 / 2+\beta(2 d+1))}, \tag{4.95}
\end{equation*}
$$

where the last inequality follows from (4.37), and this bound is uniform in $(x, z, s)$. We split the $z$-integral in $B_{1}(0)$ and $B_{1}(0)^{c}$ and the expectation in $\mathcal{G}_{\theta_{k}}(x, z, s)$ and $\mathcal{G}_{\theta_{k}}^{c}(x, z, s)$ for two different choices of $\theta_{k}$, where $k=1,2$. Then $L_{2}(T) \leq L_{21}(T)+L_{22}(T)$, where

$$
\begin{aligned}
L_{21}(T)= & 2 \mathbb{E}\left(\int _ { 0 } ^ { T } \| \nabla ( f ^ { N , \eta } - g ^ { \eta } ) \| _ { L ^ { 2 } } \left(\int_{\mathbb{R}^{d}} \mid \int_{B_{1}(0)} \bar{u}^{\eta}(z)\left(\mathbb{1}_{\mathcal{G}_{\theta_{1}}^{c}(x, z, s)}+\mathbb{1}_{\mathcal{G}_{\theta_{1}}(x, z, s)}\right)\right.\right. \\
& \left.\left.\times\left.\int_{\mathbb{R}^{d}} Z^{\eta}(x-y)\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)(y) \nabla V^{\eta}(y-z) \mathrm{d} y \mathrm{~d} z\right|^{2} \mathrm{~d} x\right)^{1 / 2} \mathrm{~d} s\right) \\
L_{22}(T)= & 2 \mathbb{E}\left(\int _ { 0 } ^ { T } \| \nabla ( f ^ { N , \eta } - g ^ { \eta } ) \| _ { L ^ { 2 } } \left(\int_{\mathbb{R}^{d}} \mid \int_{B_{1}(0)^{c}} \bar{u}^{\eta}(z)\left(\mathbb{1}_{\mathcal{G}_{\theta_{2}}^{c}(x, z, s)}+\mathbb{1}_{\mathcal{G}_{\theta_{2}}(x, z, s)}\right)\right.\right. \\
& \left.\left.\times\left.\int_{\mathbb{R}^{d}} Z^{\eta}(x-y)\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)(y) \nabla V^{\eta}(y-z) \mathrm{d} y \mathrm{~d} z\right|^{2} \mathrm{~d} x\right)^{1 / 2} \mathrm{~d} s\right) .
\end{aligned}
$$

We start with the term $L_{21}(T)$, stressing the fact that we integrate over $z \in B_{1}(0)$. Since $V^{\eta}$ and $Z^{\eta}$ have compact support in a ball of radius $\eta=N^{-\beta}<1$, it is sufficient to integrate in $y$ over $|y|<2$, as otherwise $|y-z|>1$ and consequently, $\nabla V^{\eta}(y-z)=0$. Then it is sufficient to integrate in $x$ over $|x|<3$, as otherwise $|x-y|>1$ and thus $Z^{\eta}(x-y)=0$. Hence, with the definition of $\mathcal{G}_{\theta_{1}}^{c}(x, z, s)$, we have $L_{21}(T) \leq L_{211}(T)+L_{212}(T)$, where

$$
L_{211}(T)=C N^{-\theta} \mathbb{E}\left(\int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}\left(\int_{B_{3}(0)}\left(\int_{B_{1}(0)} \bar{u}^{\eta}(z) \mathrm{d} z\right)^{2} \mathrm{~d} x\right)^{1 / 2} \mathrm{~d} s\right)
$$

$$
\begin{aligned}
L_{212}(T)= & C\left\|Z^{\eta}\right\|_{L^{\infty}}\left\|\nabla V^{\eta}\right\|_{L^{\infty}} \mathbb{E}\left(\int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}\right. \\
& \left.\times\left(\int_{B_{3}(0)}\left(\int_{B_{1}(0)} \bar{u}^{\eta}(z) \mathbb{1}_{\mathcal{G}_{\theta_{1}}(x, z, s)} \mathrm{d} z\right)^{2} \mathrm{~d} x\right)^{1 / 2} \mathrm{~d} s\right) .
\end{aligned}
$$

For the first term, we simply use Young's inequality:

$$
\begin{aligned}
L_{211}(T) & \leq C(\delta, T) N^{-2 \theta_{1}}+\delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s \\
& \leq C(\delta, T) N^{-1 / 2-\varepsilon}+\delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s
\end{aligned}
$$

choosing $\theta_{1}>1 / 4$ (which is possible; see below). For the second term $L_{212}$, we use estimate (4.37) for $Z^{\eta}$ and $\nabla V^{\eta}$, Hölder's inequality, estimate (4.39) for $\nabla\left(f^{N, \eta}-g^{\eta}\right)$, the bound $\left\|\bar{u}^{\eta}\right\|_{L^{\infty}} \leq C$ from Theorem 4.4, and Lemma 4.2:

$$
\begin{aligned}
L_{212}(T) & \leq C N^{\beta d} N^{\beta(d+1)} N^{\beta(d+2) / 2} \mathbb{E} \int_{0}^{T}\left(\int_{B_{3}(0)} \int_{B_{1}(0)}\left(\bar{u}^{\eta}(z) \mathbb{1}_{\mathcal{G}_{\theta_{1}}(x, z, s)}\right)^{2} \mathrm{~d} z \mathrm{~d} x\right)^{1 / 2} \mathrm{~d} s \\
& \leq C(m, T) N^{\beta(5 d+4) / 2} N^{2 m\left(\theta_{1}-1 / 2+\beta(2 d+1)\right)} \leq C(m, T) N^{-1 / 2-\varepsilon},
\end{aligned}
$$

where we used the uniform probability estimate (4.95) for $\mathcal{G}_{\theta_{1}}(x, z, s),\left\|\bar{u}^{\eta}(s)\right\|_{L^{2}} \leq C$ from Theorem 4.4 as well as the fact that we integrate over a bounded domain in the $x$-variable. The last inequality is possible since we can choose $\theta_{1}>0$ such that $\theta_{1}-1 / 2+\beta(2 d+1)<0$. and $m \in \mathbb{N}$ large enough.
Remember that for $L_{211}$ we need to choose $\theta_{1}>1 / 4$. Both conditions $1 / 4<\theta_{1}<1 / 2-$ $\beta(2 d+1)$ can be satisfied since $\beta<1 /(8 d+4)$. This shows that

$$
\begin{equation*}
L_{21}(T) \leq C(T) N^{-1 / 2-\varepsilon}+\delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s \tag{4.96}
\end{equation*}
$$

which finishes the estimate for $L_{21}(T)$.
Next, we estimate $L_{22}$. To control the integrals over the far-field $B_{1}(0)^{c}$, we take advantage of the boundedness of the $(d+1)$ th moment of $\bar{u}^{\eta}$, stated in Theorem 4.4. Since $V^{\eta}$ and $Z^{\eta}$ have compact support in a ball of radius $N^{-\beta}$, which is arbitrarily small for sufficiently large $N$ - with similar arguments as for $L_{21}$ - if $|z|>1$ we can integrate in $y$ over $|y|>1 / 2$, as otherwise $|y-z|>1 / 2$ and $\nabla V^{\eta}(y-z)=0$ for sufficiently large $N$. Moreover, we can integrate in $x$ over $|x|>1 / 3$, as otherwise $|x-y|>1 / 6$ and $Z^{\eta}(x-y)=0$ for $N$ large enough.
Additionally, due to the compact support $Z^{\eta}(x-y) \nabla V^{\eta}(y-z)=0$ if $|x-y| \geq N^{-\beta}$ or $|y-z| \geq N^{-\beta}$ for sufficiently large $N$. Thus, it is sufficient to integrate over $|x-z| \leq$ $|x-y|+|y-z|<2 N^{-\beta}$.
With these considerations, we can write $L_{22}(T) \leq L_{221}(T)+L_{222}(T)$, where

$$
L_{221}(T)=C \mathbb{E}\left(\int _ { 0 } ^ { T } \| \nabla ( f ^ { N , \eta } - g ^ { \eta } ) \| _ { L ^ { 2 } } \left(\int_{B_{1 / 3}(0)^{c}} \mid \int_{B_{1}(0)^{c}} \bar{u}^{\eta}(z)\left(\mathbb{1}_{\mathcal{G}_{\theta_{2}}^{c}(x, z, s)^{1}} \mathbb{1}_{\left\{|x-z|<2 N^{-\beta}\right\}}\right.\right.\right.
$$

$$
\begin{aligned}
& \left.\left.\times\left.\int_{\mathbb{R}^{d}} Z^{\eta}(x-y)\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)(y) \nabla V^{\eta}(y-z) \mathrm{d} y \mathrm{~d} z\right|^{2} \mathrm{~d} x\right)^{1 / 2} \mathrm{~d} s\right), \\
L_{222}(T)= & C \mathbb{E}\left(\int _ { 0 } ^ { T } \| \nabla ( f ^ { N , \eta } - g ^ { \eta } ) \| _ { L ^ { 2 } } \left(\int_{B_{1 / 3}(0)^{c}} \mid \int_{B_{1}(0)^{c}} \bar{u}^{\eta}(z)\left(\mathbb{1}_{\mathcal{G}_{\theta_{2}}(x, z, s)} \mathbb{1}_{\left\{|x-z|<2 N^{-\beta}\right\}}\right.\right.\right. \\
& \left.\left.\times\left.\int_{\mathbb{R}^{d}} Z^{\eta}(x-y)\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)(y) \nabla V^{\eta}(y-z) \mathrm{d} y \mathrm{~d} z\right|^{2} \mathrm{~d} x\right)^{1 / 2} \mathrm{~d} s\right) .
\end{aligned}
$$

It follows from the definition of $\mathcal{G}_{\theta_{2}}(x, z, s)$ that

$$
\begin{aligned}
& L_{221}(T) \\
& \leq C N^{-\theta_{2}} \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}\left(\int_{B_{1 / 3}(0)^{c}}\left|\int_{B_{1}(0)^{c}} \bar{u}^{\eta}(z) \mathbb{1}_{\left\{|x-z|<2 N^{-\beta}\right\}} \mathrm{d} z\right|^{2} \mathrm{~d} x\right)^{1 / 2} \mathrm{~d} s .
\end{aligned}
$$

Since $\bar{u}^{\eta}$ is a probability density function, for fixed $x \in \mathbb{R}^{d}$, the inner integral can be estimated as

$$
\begin{aligned}
\left|\int_{B_{1}(0)^{c}} \bar{u}^{\eta}(z) \mathbb{1}_{\left\{|x-z|<2 N^{-\beta}\right\}} \mathrm{d} z\right|^{2} & \leq\left(\int_{B_{1}(0)^{c}} \bar{u}^{\eta}(z) \mathrm{d} z\right)\left(\int_{B_{1}(0)^{c}} \bar{u}^{\eta}(z) \mathbb{1}_{\left\{|x-z|<2 N^{-\beta}\right\}} \mathrm{d} z\right) \\
& \leq \int_{B_{1}(0)^{c}} \bar{u}^{\eta}(z) \mathbb{1}_{\left\{|x-z|<2 N^{-\beta}\right\}} \mathrm{d} z .
\end{aligned}
$$

In view of $|x| /|z| \leq(|x-z|+|z|) /|z|<2 N^{-\beta}+1 \leq C$ for $|x-z|<2 N^{-\beta}$ and $|z|>1$, we have

$$
\begin{aligned}
& \int_{B_{1 / 3}(0)^{c}}\left|\int_{B_{1}(0)^{c}} \bar{u}^{\eta}(s, z) \mathbb{1}_{\{|x-z|<2 N-\beta\}} \mathrm{d} z\right|^{2} \mathrm{~d} x \leq \int_{B_{1 / 3}(0)^{c}} \int_{B_{1}(0)^{c}} \bar{u}^{\eta}(s, z) \mathbb{1}_{\{|x-z|<2 N-\beta\}} \mathrm{d} z \mathrm{~d} x \\
& \quad \leq C \int_{B_{1 / 3}(0)^{c}} \frac{\mathrm{~d} x}{|x|^{d+1}} \int_{B_{1}(0)^{c}}|z|^{d+1} \bar{u}^{\eta}(s, z) \mathrm{d} z \leq C(d),
\end{aligned}
$$

since $\bar{u}^{\eta}$ has a bounded $(d+1)$ st moment and $\int_{B_{1 / 3}(0)^{c}}|x|^{-(d+1)} \mathrm{d} x<\infty$. This estimate allows us to conclude for $L_{221}(T)$ as follows by Young's inequality, choosing $\theta_{2}>1 / 4$ :

$$
\begin{aligned}
L_{221}(T) & \leq C(d) N^{-\theta_{2}} \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}} \mathrm{~d} s \\
& \leq C(\delta, T) N^{-1 / 2-\varepsilon}+\delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s
\end{aligned}
$$

The remaining term $L_{222}(T)$ is treated in a similar way. First, we notice that for fixed $x, z \in \mathbb{R}^{d}$

$$
\left|\int_{\mathbb{R}^{d}} Z^{\eta}(x-y)\left(\bar{\mu}_{N, \eta}-\bar{u}^{\eta}\right)(y) \nabla V^{\eta}(y-z) \mathrm{d} y\right| \leq\left\|Z^{\eta} \nabla V^{\eta}\right\|_{L^{\infty}}\left(1+\left\|\bar{u}^{\eta}\right\|_{L^{1}}\right)
$$

and hence by using (4.37) and the uniform estimate (4.39):

$$
L_{222}(T) \leq C\left\|Z^{\eta}\right\|_{L^{\infty}}\left\|\nabla V^{\eta}\right\|_{L^{\infty}} N^{\beta(d+2) / 2}
$$

$$
\begin{aligned}
& \times \mathbb{E}\left(\int_{0}^{T}\left(\int_{B_{1 / 3}(0)^{c}}\left(\int_{B_{1}(0)^{c}} \bar{u}^{\eta}(z) \mathbb{1}_{\mathcal{G}_{\theta_{2}}(x, z, s)} \mathbb{1}_{\left\{|x-z|<2 N^{-\beta}\right\}} \mathrm{d} z\right)^{2} \mathrm{~d} x\right)^{1 / 2} \mathrm{~d} s\right) \\
\leq & C(T) N^{\beta(2 d+1)} N^{\beta(d+2) / 2} \mathbb{E}\left(\int _ { 0 } ^ { T } \left(\int_{B_{1 / 3}(0)^{c}} \frac{\mathrm{~d} x}{|x|^{d+1}}\right.\right. \\
& \left.\left.\times \int_{B_{1}(0)^{c}}|z|^{d+1} \bar{u}^{\eta}(s, z) \mathbb{1}_{\mathcal{G}_{\theta_{2}}(x, z, s)^{1 / 2}} \mathrm{~d} z\right)^{1 / 2} \mathrm{~d} s\right) .
\end{aligned}
$$

Thus, Fubini's theorem, Jensen's inequality for $\sqrt{ } \cdot$ and using the probability estimate (4.95) for $\mathcal{G}_{\theta_{2}}(x, z, s)$, which is uniform in $(x, z, s)$, gives for any $m \in \mathbb{N}$

$$
L_{222}(T) \leq C(T) N^{\beta(5 d+4) / 2} N^{m\left(\theta_{2}-1 / 2+\beta(2 d+1)\right)} \leq C(T) N^{-1 / 2-\varepsilon}
$$

choosing $1 / 4<\theta_{2}<1 / 2-\beta(2 d+1)$ (such that $\left.\theta_{2}-1 / 2+\beta(2 d+1)<0\right)$ and sufficiently large $m \in \mathbb{N}$. Combining the estimates for $L_{221}$ and $L_{222}$ leads to

$$
\begin{equation*}
L_{22}(T) \leq L_{221}(T)+L_{222}(T) \leq C(\delta, T) N^{-1 / 2-\varepsilon}+\delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s \tag{4.97}
\end{equation*}
$$

Finally, we collect estimate (4.96) for $L_{21}$ and estimate (4.97) for $L_{22}$,

$$
L_{2}(T) \leq L_{21}(T)+L_{22}(T) \leq C(\delta, T) N^{-1 / 2-\varepsilon}+2 \delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s
$$

and add this inequality to estimate (4.94) for $L_{1}$ :

$$
\begin{equation*}
L(T) \leq L_{1}(T)+L_{2}(T) \leq C(\delta, T) N^{-1 / 2-\varepsilon}+4 \delta \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)\right\|_{L^{2}}^{2} \mathrm{~d} s \tag{4.98}
\end{equation*}
$$

5. Conclusion. We insert estimates (4.57) for $K_{1}$, (4.58) for $K_{6}$, (4.90) for $M$, and (4.98) for $L$ into (4.29) to obtain

$$
\begin{aligned}
& \mathbb{E}\left(\sup _{0<t<T}\left\|\left(f^{N, \eta}-g^{\eta}\right)(t)\right\|_{L^{2}}^{2}\right)+2(\sigma-14 \delta) \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}}^{2} \mathrm{~d} s \\
& \quad \leq \mathbb{E}\left\|\left(f^{N, \eta}-g^{\eta}\right)(0)\right\|_{L^{2}}^{2}+C(T) N^{\beta(d+2)-1}+\frac{C(\sigma)}{N}+C(T, \delta) N^{-1 / 2-\varepsilon}
\end{aligned}
$$

Since $\beta<1 /(10 d+12)<1 /(2 d+4)$, we have $\beta(d+2)-1<-1 / 2$. If (4.18) holds, i.e. $\mathbb{E}\left\|\left(f^{N, \eta}-g^{\eta}\right)(0)\right\|_{L^{2}}^{2} \leq C N^{-1 / 2-\varepsilon_{0}}$, we obtain, after taking $\delta \leq \sigma / 28$,

$$
\mathbb{E}\left(\sup _{0<t<T}\left\|f^{N, \eta}(t)-g^{\eta}(t)\right\|_{L^{2}}^{2}\right)+\sigma \mathbb{E} \int_{0}^{T}\left\|\nabla\left(f^{N, \eta}-g^{\eta}\right)(s)\right\|_{L^{2}}^{2} \mathrm{~d} s \leq C(T, \sigma) N^{-1 / 2-\varepsilon}
$$

for some $\varepsilon>0$ which proves the desired estimate.
It remains to verify (4.18). For this, we can argue similarly as in the beginning of the proof, see (4.44) and below. We write

$$
\left\|\left(f^{N, \eta}-g^{\eta}\right)(0)\right\|_{L^{2}}^{2}=\left\|f^{N, \eta}(0)\right\|_{L^{2}}^{2}-2\left\langle f^{N, \eta}(0), g^{\eta}(0)\right\rangle+\left\|g^{\eta}(0)\right\|_{L^{2}}^{2}
$$

$$
=\frac{1}{N^{2}} \sum_{i, j=1}^{N} V^{\eta}\left(X_{i}^{N, \eta}(0)-X_{j}^{N, \eta}(0)\right)-\frac{2}{N} \sum_{i=1}^{N}\left(V^{\eta} * u_{0}\right)\left(X_{i}^{N, \eta}(0)\right)+\left\langle u_{0}, V^{\eta} * u_{0}\right\rangle
$$

Since $X_{i}^{N, \eta}(0)=\zeta_{i}$ and since $\zeta_{1}, \ldots, \zeta_{N}$ are independent with common density function $u_{0}$, we infer that

$$
\begin{aligned}
& \mathbb{E}\left\|\left(f^{N, \eta}-g^{\eta}\right)(0)\right\|_{L^{2}}^{2}=\frac{1}{N^{2}} \sum_{i, j=1, i \neq j}^{N} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} V^{\eta}(x-y) u_{0}(x) u_{0}(y) \mathrm{d} x \mathrm{~d} y \\
&+\frac{1}{N} N^{\beta d} V(0)-\frac{2}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^{d}}\left(V^{\eta} * u_{0}\right)(x) u_{0}(x) \mathrm{d} x+\int_{\mathbb{R}^{d}}\left(V^{\eta} * u_{0}\right)(x) u_{0}(x) \mathrm{d} x \\
&= \frac{N(N-1)}{N^{2}} \int_{\mathbb{R}^{d}}\left(V^{\eta} * u_{0}\right)(x) u_{0}(x) \mathrm{d} x+N^{\beta d-1} V(0)-\int_{\mathbb{R}^{d}}\left(V^{\eta} * u_{0}\right)(x) u_{0}(x) \mathrm{d} x \\
& \leq C N^{\beta d-1}+N^{-1}\left\|V^{\eta} * u_{0}\right\|_{L^{\infty}}\left\|u_{0}\right\|_{L^{1}} \\
& \leq C N^{\beta d-1}+N^{-1}\left\|V^{\eta}\right\|_{L^{1}}\left\|u_{0}\right\|_{L^{\infty}}\left\|u_{0}\right\|_{L^{1}} \leq C N^{-1 / 2-\varepsilon_{0}},
\end{aligned}
$$

where we used Young's convolution inequality, $\left\|V^{\eta}\right\|_{L^{1}}=1,\left\|u_{0}\right\|_{L^{\infty}} \leq C$, and we have set $\varepsilon_{0}=1 / 2-\beta d>0$. This finishes the proof of Theorem 4.1.

## 4.A Comments on Assumption (C1)

In the appendix of this chapter we discuss Assumption (C1) and show a proof of convergence in probability for interaction kernels approximating Coulomb interactions, which is partly done in a joint work with Li Chen, Veniamin Gvozdik and Yue Li, [28]. This shows that Assumption (C1) can be met by approximations of singular potentials. In Section 4.A. 2 we point out what technical difficulties which occur if one wants to adapt the techniques used for Coulomb interactions in order to give a rigorous proof of Assumption (C1).

## 4.A. 1 Convergence in probability for Coulomb interactions

In order to discuss Assumption (C1) (see (4.16)), we show a convergence result in probability, see Theorem 4.12 below, for a diffusion-aggregation model with Coulomb-type kernels:

For $d \geq 3$, we consider the following diffusion system on $\mathbb{R}^{d}$ with Coulomb-type aggregation ( $\kappa=1$ ) or Coulomb-type repulsion ( $\kappa=-1$ )

$$
\begin{equation*}
\partial_{t} \rho=\sigma \Delta \rho-\kappa \operatorname{div}(\rho \nabla \Phi * \rho), \tag{4.99}
\end{equation*}
$$

where $\Phi=\frac{C_{d}}{|x|^{d-2}}$, denotes the fundamental solution of the Laplace equation in dimension $d \geq 3$ with a constant $C_{d}>0$. Additionally, we assume $\rho(0)=\rho_{0}$ for a probability density function $\rho_{0} \in L^{\infty}\left(\mathbb{R}^{d}\right) \cap L^{1}\left(\mathbb{R}^{d}\right)$. Since the aim of this appendix is to illustrate ideas in order to show a mean-field convergence result in probability, we additionally assume that $\rho_{0} \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$, which can be reduced by using suitable approximating sequences, [29].

For approximating the Keller-Segel-type model (4.99) by a system of interacting particles, we first introduce an approximating sequence

$$
\begin{equation*}
V_{\text {coul }}^{\eta}:=\chi^{\eta} * \Phi^{\eta} \tag{4.100}
\end{equation*}
$$

where $\chi^{\eta}=\eta^{-d} \chi(|x| / \eta)$ for a normalized $\chi \in C_{c}^{2}\left(\mathbb{R}^{d}\right)$ which fulfils $\chi=\xi * \xi$ for some $\xi \in C_{c}^{2}\left(\mathbb{R}^{d}\right)$ and $\Phi^{\eta}$ is a sequence of approximating kernels such that $\Phi^{\eta} \rightarrow \Phi$ point-wise for $\eta \rightarrow 0$; we comment on the choice of approximating kernels after introducing the particle systems:
The mean-field particle system for $N$ interacting particles reads as follows

$$
\begin{align*}
\mathrm{d} Y_{i}^{N, \eta}(t) & =\frac{\kappa}{N} \sum_{j=1}^{N} \nabla V_{\text {coul }}^{\eta}\left(Y_{i}^{N, \eta}(t)-Y_{j}^{N, \eta}(t)\right) \mathrm{d} t+\sqrt{2 \sigma} \mathrm{~d} W_{i}(t),  \tag{4.101}\\
Y_{i}^{N, \eta}(0) & =\zeta_{i} \quad \text { in } \mathbb{R}^{d}, \quad i=1, \ldots, N,
\end{align*}
$$

where $\zeta_{i}$ are i.i.d. random variables with common density function $\rho_{0}$ and $\left(W_{i}\right)_{i=1}^{N}$ denotes a family of independent $d$-dimensional Brownian motions.
Using standard ideas for moderately interacting particles, for fixed $\eta>0$, we introduce an intermediate system of size $N$ starting with the same initial condition as the mean-field particle system:

$$
\begin{align*}
\mathrm{d} \bar{Y}_{i}^{\eta}(t) & =\kappa\left(\nabla V_{\text {coul }}^{\eta} * \bar{\rho}^{\eta}\right)\left(\bar{Y}_{i}^{\eta}(t)\right) \mathrm{d} t+\sqrt{2 \sigma} \mathrm{~d} W_{i}(t),  \tag{4.102}\\
\bar{Y}_{i}^{\eta}(0) & =\zeta_{i} \quad \text { in } \mathbb{R}^{d}, \quad i=1, \ldots, N,
\end{align*}
$$

where the particles $\bar{Y}_{i}^{\eta}$ are already independent with common density function $\bar{\rho}^{\eta}$, which is the solution to the smoothed version of the Keller-Segel model (4.99)

$$
\begin{align*}
\partial_{t} \bar{\rho}^{\eta} & =\sigma \Delta \bar{\rho}^{\eta}-\kappa \operatorname{div}\left(\bar{\rho}^{\eta} \nabla V_{\text {coul }}^{\eta} * \bar{\rho}^{\eta}\right)  \tag{4.103}\\
\bar{\rho}^{\eta}(0) & =\rho_{0} .
\end{align*}
$$

This can be seen by using Itô's formula, which has been pointed out several times in this thesis. For a complete existence theory of (4.99) and (4.103) we refer to the work [29].

In this section of the thesis - for proving a mean-field result with respect to convergence in probability - we need the following regularity of the solution of the intermediate system:

Lemma 4.11. For any $T>0$, there exists a unique solution $\bar{\rho}^{\eta} \in L^{\infty}\left(0, T ; H^{s}\left(\mathbb{R}^{d}\right)\right)$ with $s>d / 2+2$ to (4.103) such that $\left\|\bar{\rho}^{\eta}(t)\right\|_{L^{1}}=1$ for all $0<t<T$.

For a proof of Lemma 4.11 we refer to [29, Theorem 2] where even a more general setting is considered.
The approximating sequence $\Phi^{\eta}$ of the Coulomb-type kernel $\Phi$ is chosen according to the work of Lazarovici and Pickl [72] such that the Lipschitz ${ }^{6}$ constant of the mean-field force only diverges logarithmically in $\eta^{-1}$, i.e.

$$
\begin{equation*}
\left\|\left|D^{2} V_{\text {coul }}^{\eta}\right| * \bar{\rho}^{\eta}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \leq C \log \left(\eta^{-1}\right)\left(\left\|\bar{\rho}^{\eta}\right\|_{\infty}+\left\|\bar{\rho}^{\eta}\right\|_{L^{1}}\right) . \tag{4.104}
\end{equation*}
$$

[^16]This can be assured by taking the sequence $\Phi^{\eta}$ according to [72] with additional cut-off in a ball around the origin, see [72, Lemma 6.1].

In the following, we prove a mean-field result in probability for particle system (4.101) to the intermediate system (4.102) for the choice $\eta=N^{-\beta}$. This corresponds to Assumption (C1) and (4.16) but with interaction potentials approximating the singular Coulomb kernel instead of a Dirac distribution. It follows mainly techniques developed in [71] and [72].
Theorem 4.12 (Convergence in probability for Coulomb potential). Let $\eta=N^{-\beta}$. We assume that $0<\beta<1 / 4 d$ and $\beta(d+1)<\alpha<1 / 2-\beta(d-1)$. Let $\left(Y_{i}^{N, \eta}\right)_{i=1}^{N}$ and $\left(\bar{Y}_{i}^{\eta}\right)_{i=1}^{N}$ be the solutions to systems (4.101) and (4.102), respectively. Then, for any $\gamma>0$ and $T>0$, there exists $C(\gamma, T)>0$ such that for all $0<t<T$,

$$
\begin{equation*}
\mathbb{P}\left(\max _{i=1, \ldots, N}\left|Y_{i}^{N, \eta}(t)-\bar{Y}_{i}^{\eta}(t)\right|>N^{-\alpha}\right) \leq C(\gamma, T) N^{-\gamma} \tag{4.105}
\end{equation*}
$$

In order to prove Theorem 4.12, we need an equivalent result to Lemma 4.2 in the case that the interaction potentials approximate the Coulomb potential:
Lemma 4.13 (Law of large numbers). Let $\left(\bar{Y}_{i}^{\eta}\right)_{i=1}^{N}$ be the solution to system (4.102) and let $\bar{\rho}^{\eta}$ be the density function associated to $\bar{Y}_{i}^{\eta}$. Given $\theta \geq 0$ and $\phi_{\eta} \in L^{\infty}\left(\mathbb{R}^{d}\right)$, $\psi_{\eta} \in$ $L^{\infty}\left(\mathbb{R}^{d} ; \mathbb{R}^{n}\right)$ with $n \in\{1, d, d \times d\}$, we define the sets

$$
\begin{align*}
& \mathcal{A}_{\theta, \phi_{\eta}}^{N}(t):=\left\{\omega \in \Omega:\left|\frac{1}{N} \sum_{i=1}^{N} \phi_{\eta}\left(\bar{Y}_{i}^{\eta}(t)\right)-\int_{\mathbb{R}^{d}} \phi_{\eta}(x) \bar{\rho}^{\eta}(t, x) \mathrm{d} x\right|>N^{-\theta}\right\},  \tag{4.106}\\
& \mathcal{B}_{\theta, \psi_{\eta}}^{N}(t):=\bigcup_{i=1}^{N}\left\{\omega \in \Omega:\left|\frac{1}{N} \sum_{j=1}^{N} \psi_{\eta}\left(\bar{Y}_{i}^{\eta}(t)-\bar{Y}_{j}^{\eta}(t)\right)-\left(\psi_{\eta} * \bar{\rho}^{\eta}\right)\left(\bar{Y}_{i}^{\eta}(t)\right)\right|>N^{-\theta}\right\} . \tag{4.107}
\end{align*}
$$

Then, for every $m \in \mathbb{N}$ and $T>0$, there exists $C(m)>0$ such that for all $0<t<T$,

$$
\begin{aligned}
& \mathbb{P}\left(\mathcal{A}_{\theta, \phi_{\eta}}(t)\right) \leq C(m)\left\|\phi_{\eta}\right\|_{L^{\infty}}^{2 m} N^{2 m(\theta-1 / 2)}, \\
& \mathbb{P}\left(\mathcal{B}_{\theta, \psi_{\eta}}(t)\right) \leq C(m)\left\|\psi_{\eta}\right\|_{L^{\infty}}^{2 m} N^{2 m(\theta-1 / 2)+1} .
\end{aligned}
$$

Since all $\bar{Y}_{i}^{\eta}$ are already independent, the proof can be done in an analogous way as the proof of Lemma 4.2.

Idea of the proof of Theorem 4.12: For the proof of Theorem 4.12, we use a combination of Markov inequality and a stopping time argument. First, we estimate the probability using Markov's inequality according to

$$
\mathbb{P}\left(\max _{i=1, \ldots, N}\left|Y_{i}^{N, \eta}(t)-\bar{Y}_{i}^{\eta}(t)\right|>N^{-\alpha}\right) \leq \mathbb{E}\left(S_{\alpha}^{k}(t)\right)
$$

where $S_{\alpha}^{k}(t)=\left(N^{\alpha} \max _{i=1, \ldots, N}\left(Y_{i}^{N, \eta}-\bar{Y}_{i}^{\eta}\right)\left(t \wedge \tau_{\alpha}\right) \mid\right)^{k}, \tau_{\alpha}$ is a suitable stopping time such that $S_{\alpha}^{k}(t)$ is bounded, and $k \in \mathbb{N}$ is an arbitrary number. To bound the expectation of $S_{\alpha}^{k}(t)$ by $N^{-\gamma}$ (up to a constant), we make use Lemma of 4.13 (law-of-large numbers), Taylor's expansion and a Gronwall argument. As mentioned in the introduction of this appendix, the main ideas follow techniques developed in [71] and [72]. Furthermore, for the proof of Theorem 4.12 we need the following auxiliary lemma:

Lemma 4.14 (Estimates for $V_{\text {coul }}^{\eta}$ ). For $V_{\text {coul }}^{\eta}$ defined in (4.100) with $\eta=N^{-\beta}$, there exists a constant $C>0$ such that for $k=1,2,3$ and $f \in L^{1}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)$

$$
\begin{equation*}
\left\|\mathrm{D}^{k} V_{c o u l}^{\eta}\right\|_{L^{\infty}} \leq C N^{\beta(d-2+k)}, \quad\left\|V_{\text {coul }}^{\eta} * f\right\| \leq C \tag{4.108}
\end{equation*}
$$

Additionally, if $\bar{\rho}^{\eta}$ denotes the weak solution to (4.103), then the following estimate holds

$$
\begin{equation*}
\left\|\mathrm{D}^{2} V_{\text {coul }}^{\eta} * \bar{\rho}^{\eta}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \leq C \tag{4.109}
\end{equation*}
$$

for a constant $C>0$ which does not depend on $N$.
Proof. For fixed $x \in \mathbb{R}^{d}$, we get by recalling that $\eta=N^{-\beta}$ and by the fact that the cut-off fulfils $\Phi^{\eta} \leq \Phi$

$$
\begin{aligned}
\left|\mathrm{D}^{k} V_{\text {coul }}^{\eta}(x)\right| & \leq \int_{\mathbb{R}^{d}}\left|\mathrm{D}^{k} \chi^{\eta}(x-y)\right| \Phi_{|y| \leq \eta}(y) \mathrm{d} y+\int_{\mathbb{R}^{d}}\left|\mathrm{D}^{k} \chi^{\eta}(x-y)\right| \Phi_{|y| \geq \eta}(y) \mathrm{d} y \\
& \leq\left\|\mathrm{D}^{k} \chi^{\eta}\right\|_{L^{\infty}}\left\|\Phi_{|y| \leq \eta}\right\|_{L^{1}}+\left\|\mathrm{D}^{k} \chi^{\eta}\right\|_{L^{1}}\left\|\Phi_{|y| \geq \eta}\right\|_{L^{\infty}} \leq C N^{\beta(d-2+k)}
\end{aligned}
$$

since a simple computation shows

$$
\left\|\mathrm{D}^{k} \chi^{\eta}\right\|_{L^{\infty}} \leq C N^{\beta(d+k)}, \quad\left\|\Phi_{|y| \leq \eta}\right\|_{L^{1}} \leq C \eta^{2}=C N^{-2 \beta}
$$

and

$$
\left\|\mathrm{D}^{k} \chi^{\eta}\right\|_{L^{1}}=N^{k \beta}, \quad\left\|\Phi_{|y| \geq \eta}\right\|_{L^{\infty}} \leq C \eta^{-(d-2)}=N^{\beta(d-2)}
$$

This shows the first claim in (4.108), where we remark that we do not need the cut-off in the definition of $\Phi^{\eta}$ for this part of the proof.
In order to show the second claim in (4.108), we see that for fixed $x \in \mathbb{R}^{d}$, we have

$$
\begin{aligned}
V_{\text {coul }}^{\eta} * f(x) & =\int_{\mathbb{R}^{d}} \chi^{\eta} * \Phi^{\eta}(y) f(x-y) \mathrm{d} y \\
& \leq \int_{|y| \leq 1} \chi^{\eta} * \Phi^{\eta}(y) f(x-y) \mathrm{d} y+\int_{|y| \geq 1} \chi^{\eta} * \Phi^{\eta}(y) f(x-y) \mathrm{d} y \\
& \leq C\left\|\chi^{\eta}\right\|_{L^{1}}\|\Phi\|_{L^{1}\left(B_{1}\right)}\|f\|_{L^{\infty}}+C\left\|\chi^{\eta}\right\|_{L^{1}}\|\Phi\|_{L^{\infty}\left(\mathbb{R}^{d} \backslash B_{1}\right)}\|f\|_{L^{1}} \leq C
\end{aligned}
$$

For the proof of (4.109) we need to be a bit more careful, since $D^{2} \Phi$ is not integrable in a ball around zero.
First, for $\left\|\mathrm{D}^{2} V_{\text {coul }}^{\eta} * \bar{\rho}^{\eta}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)}$ we can put one derivative on the solution $\bar{\rho}^{\eta}$ and arrive at

$$
\begin{aligned}
\left\|\mathrm{D}^{2} V_{\text {coul }}^{\eta} * \bar{\rho}^{\eta}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} & =\left\|\nabla V_{\text {coul }}^{\eta} * \nabla \bar{\rho}^{\eta}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \\
& \leq C\left\|\nabla V_{\text {coul }}^{\eta} * \nabla \bar{\rho}^{\eta}\right\|_{L^{\infty}\left(0, T ; W^{s-1, p}\left(\mathbb{R}^{d}\right)\right)}
\end{aligned}
$$

for the choice $p=2 d /(d+2)$, where we used the Sobolev embedding for $p(s-1)>d$, which is possible if we take $s>d / 2+2$. Young's convolutional inequality with $q=d /(d+1)$ then implies

$$
\begin{aligned}
\left\|\nabla V_{\text {coul }}^{\eta} * \nabla \bar{\rho}^{\eta}\right\|_{L^{\infty}\left(0, T ; W^{s-1, p}\left(\mathbb{R}^{d}\right)\right)} & \leq C\left\|\chi^{\eta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\left\|\nabla \bar{\rho}^{\eta}\right\|_{L^{\infty}\left(0, T ; H^{s-1}\left(\mathbb{R}^{d}\right)\right)} \\
& \leq C\left\|\bar{\rho}^{\eta}\right\|_{L^{\infty}\left(0, T ; H^{s}\left(\mathbb{R}^{d}\right)\right)} \leq C
\end{aligned}
$$

where we have used the Hardy-Littlewood-Sobolev inequality, $\left\|\chi^{\eta}\right\|_{L^{1}}=1$ and the fact that $\left\|\bar{\rho}^{\eta}\right\|_{L^{\infty}\left(0, T ; H^{s}\left(\mathbb{R}^{d}\right)\right)}$ is uniformly bounded, see Lemma 4.11. This finishes the proof.

## Proof of Theorem 4.12

Proof. 1. Preparations. We start with some definitions. Let $\alpha>0$ be given as in the theorem and let $k \in \mathbb{N}$. We define the stopping time

$$
\tau_{\alpha}(\omega):=\inf \left\{t \in(0, T): \max _{i=1, \ldots, N}\left|\left(Y_{i}^{N, \eta}-\bar{Y}_{i}^{\eta}\right)(t)\right| \geq N^{-\alpha}\right\}
$$

and the random variable

$$
S_{\alpha}^{k}(t):=\left(N^{\alpha} \max _{i=1, \ldots, N}\left|\left(Y_{i}^{N, \eta}-\bar{Y}_{i}^{\eta}\right)\left(t \wedge \tau_{\alpha}\right)\right|\right)^{k} \leq 1
$$

Additionally, we define the set

$$
B_{\alpha}(t):=\left\{\omega \in \Omega: S_{\alpha}^{k}(t)=1\right\}
$$

which includes for fixed $t>0$ all $\omega \in \Omega$ such that the first time $s>0$ of $\max _{i=1, \ldots, N} \mid\left(Y_{i}^{N, \eta}-\right.$ $\left.\bar{Y}_{i}^{\eta}\right)(s, \omega) \mid \geq N^{-\alpha}$ fulfils that $s \leq t$, i.e. $\tau_{\alpha}(\omega) \leq t$.
Note that this set does not depend on $k$, since $S_{\alpha}^{k}(t)=1$ is equivalent to $S_{\alpha}^{k}(t)^{1 / k}=1$, and $S_{\alpha}^{k}(t)^{1 / k}$ does not depend on $k$.
It follows from the continuity of the paths of $Y_{i}^{N, \eta}$ and $\bar{Y}_{i}^{\eta}$ and the fact that if $\max _{i=1, \ldots, N}\left|\left(Y_{i}^{N, \eta}-\bar{Y}_{i}^{\eta}\right)(t, \omega)\right|>N^{-\alpha}$ for a fixed $t>0$ then $t>\tau_{\alpha}(\omega)$ that

$$
\begin{aligned}
\mathbb{P}\left(\max _{i=1, \ldots, N}\left|\left(Y_{i}^{N, \eta}-\bar{Y}_{i}^{\eta}\right)(t)\right|>N^{-\alpha}\right) & \leq \mathbb{P}\left(\max _{i=1, \ldots, N}\left|\left(Y_{i}^{N, \eta}-\bar{Y}_{i}^{\eta}\right)\left(t \wedge \tau_{\alpha}\right)\right|=N^{-\alpha}\right) \\
& =\mathbb{P}\left(B_{\alpha}(t)\right)=\mathbb{P}\left(S_{\alpha}^{k}(t)=1\right) \leq \mathbb{E}\left(S_{\alpha}^{k}(t)\right)
\end{aligned}
$$

where the last estimate follows from Markov's inequality.
Now, if we show that for every $\gamma>0$ and $T>0$, there exists $k \in \mathbb{N}$ and $C=C(\gamma, k, T)>0$ such that

$$
\mathbb{E}\left(S_{\alpha}^{k}(t)\right) \leq C N^{-\gamma}
$$

the proof is finished.
To prove this claim, we insert the integral formulations of (4.1) and (4.6) and add

$$
\pm \nabla V_{\text {coul }}^{\eta}\left(\bar{Y}_{i}^{\eta}(s)-\bar{Y}_{j}^{\eta}(s)\right)
$$

in the last step: For every $i=1, \ldots, N$ it holds that

$$
\begin{align*}
& \left|\left(Y_{i}^{N, \eta}-\bar{Y}_{i}^{\eta}\right)\left(t \wedge \tau_{\alpha}\right)\right|^{k}  \tag{4.110}\\
& \quad \leq C(k, T) \int_{0}^{t \wedge \tau_{\alpha}}\left|\frac{1}{N} \sum_{j=1}^{N} \nabla V_{\text {coul }}^{\eta}\left(Y_{i}^{N, \eta}(s)-Y_{j}^{N, \eta}(s)\right)-\left(\nabla V_{\text {coul }}^{\eta} * \bar{\rho}^{\eta}\right)\left(s, \bar{Y}_{i}^{\eta}(s)\right)\right|^{k} \mathrm{~d} s \\
& \quad \leq C(k, T)\left(I_{1, i}(t)+I_{2, i}(t)\right)
\end{align*}
$$

where

$$
I_{1, i}(t)=\int_{0}^{t \wedge \tau_{\alpha}}\left|\frac{1}{N} \sum_{j=1}^{N}\left[\nabla V_{\text {coul }}^{\eta}\left(Y_{i}^{N, \eta}(s)-Y_{j}^{N, \eta}(s)\right)-\nabla V_{\text {coul }}^{\eta}\left(\bar{Y}_{i}^{\eta}(s)-\bar{Y}_{j}^{\eta}(s)\right)\right]\right|^{k} \mathrm{~d} s
$$

$$
I_{2, i}(t)=\int_{0}^{t \wedge \tau_{\alpha}}\left|\frac{1}{N} \sum_{j=1}^{N} \nabla V_{\text {coul }}^{\eta}\left(\bar{Y}_{i}^{\eta}(s)-\bar{Y}_{j}^{\eta}(s)\right)-\left(\nabla V_{\text {coul }}^{\eta} * \bar{\rho}^{\eta}\right)\left(s, \bar{Y}_{i}^{\eta}(s)\right)\right|^{k} \mathrm{~d} s
$$

In the following, we estimate both terms.
2. Estimate for $I_{2, i}(t)$. The term $I_{2, i}(t)$ can be estimated by a law-of-large numbers argument. We wish to apply Lemma 4.13 with $\psi_{\eta}=\nabla V_{\text {coul }}^{\eta}$ and $\theta>0$ which will be chosen later in the proof. In order to shorten notation, we abbreviate the integrand of $I_{2, i}(t)$ as

$$
\widetilde{I}_{i}(s)=\left|\frac{1}{N} \sum_{j=1}^{N} \nabla V_{\text {coul }}^{\eta}\left(\bar{Y}_{i}^{\eta}(s)-\bar{Y}_{j}^{\eta}(s)\right)-\left(\nabla V_{\text {coul }}^{\eta} * \bar{\rho}^{\eta}\right)\left(s, \bar{Y}_{i}^{\eta}(s)\right)\right| .
$$

We have, with the notation of Lemma 4.13, $\mathcal{B}_{\theta, \nabla V_{\text {coul }}^{\eta}}^{N}(s)=\bigcup_{i=1}^{N}\left\{\widetilde{I}_{i}(s)>N^{-\theta}\right\}$. Keeping in mind that we want to estimate $\mathbb{E}\left(S_{\alpha}^{k}(t)\right)$, we compute the expectation of

$$
N^{\alpha k} \max _{i=1, \ldots, N} I_{2, i}(t)
$$

by splitting $\Omega$ into the two sets $\mathcal{B}_{\theta, \nabla V_{\text {coul }}^{n}}^{N}(s)$ and its complement $\mathcal{B}_{\theta, \nabla V_{\text {coul }}^{n}}^{N}(s)^{c}$. First, we observe that $\widetilde{I}_{i}(s) \leq N^{-\theta}$ for all $i=1, \ldots, N$ on $\mathcal{B}_{\theta, \nabla V_{\text {coul }}^{\eta}}^{N}(s)^{c}$. This yields

$$
\begin{aligned}
\mathbb{E}\left(N^{\alpha k} \max _{i=1, \ldots, N} I_{2, i}(t)\right) \leq & \mathbb{E}\left(N^{\alpha k} \int_{0}^{t} \max _{i=1, \ldots, N} \widetilde{I}_{i}(s)^{k} \mathbb{1}_{\mathcal{B}_{\theta, \nabla V_{\text {coul }}^{N}}(s)^{\mathrm{d}}} \mathrm{~d} s\right) \\
& +\mathbb{E}\left(N^{\alpha k} \int_{0}^{t} \max _{i=1, \ldots, N} \widetilde{N}_{i}(s)^{k} \mathbb{1}_{\mathcal{B}_{\theta, \nabla V_{\text {coul }}^{n}}^{N}(s)} \mathrm{d} s\right) \\
\leq & T N^{\alpha k} N^{-\theta k}+C(T) N^{\alpha k}\left\|\nabla V_{\text {coul }}^{\eta}\right\|_{L^{\infty}}^{k} \sup _{0<s<T} \mathbb{P}^{-\theta}\left(\mathcal{B}_{\theta, \nabla V_{\text {coul }}^{n}}^{N}(s)\right) .
\end{aligned}
$$

Then, because of $\left\|\nabla V_{\text {coul }}^{\eta}\right\|_{L^{\infty}} \leq C N^{\beta(d-1)}$ (see (4.108)) and after an application of Lemma 4.13, for any $m \in \mathbb{N}$

$$
\begin{align*}
\mathbb{E}\left(N^{\alpha k} \max _{i=1, \ldots, N} I_{2, i}(t)\right) & \leq C(k, m, T) N^{\alpha k}\left(N^{-\theta k}+N^{\beta(d-1) k} N^{2 m \beta(d-1)} N^{2 m(\theta-1 / 2)+1}\right)  \tag{4.111}\\
& =C(k, m, T)\left(N^{(\alpha-\theta) k}+N^{\alpha k+\beta(d-1)(k+2 m)+m(2 \theta-1)+1}\right)
\end{align*}
$$

This finishes the estimate for $I_{2, i}$.
3. Estimate for $I_{1, i}(t)$. Similar as for $I_{2, i}(t)$, in order to shorten notation, we define

$$
\widehat{I}_{i}(s)=\left|\frac{1}{N} \sum_{j=1}^{N} \nabla V_{\text {coul }}^{\eta}\left(Y_{i}^{N, \eta}(s)-Y_{j}^{N, \eta}(s)\right)-\nabla V_{\text {coul }}^{\eta}\left(\bar{Y}_{i}^{\eta}(s)-\bar{Y}_{j}^{\eta}(s)\right)\right| .
$$

The estimate for $I_{1, i}(t)$ is more technical than the law-of-large numbers estimate for $I_{2, i}(t)$. We perform a Taylor expansion of $\nabla V_{\text {coul }}^{\eta}$ around $\left(\bar{Y}_{i}^{\eta}-\bar{Y}_{j}^{\eta}\right)(s)$ with a linear term and a quadratic remainder:

$$
\begin{equation*}
\mathbb{E}\left(N^{\alpha k} \max _{i=1, \ldots, N} I_{1, i}(t)\right) \leq \mathbb{E}\left(N^{\alpha k} \int_{0}^{t \wedge \tau_{\alpha}} \max _{i=1, \ldots, N} \widehat{I}_{i}(s)^{k} \mathrm{~d} s\right) \tag{4.112}
\end{equation*}
$$

$$
\begin{aligned}
\leq & C(k) \mathbb{E}\left(N^{\alpha k} \int_{0}^{t \wedge \tau_{\alpha}} \max _{i=1, \ldots, N} \left\lvert\, \frac{1}{N} \sum_{j=1}^{N} \mathrm{D}^{2} V_{\text {coul }}^{\eta}\left(\bar{Y}_{i}^{\eta}(s)-\bar{Y}_{j}^{\eta}(s)\right)\right.\right. \\
& \left.\times\left.\left(\left(Y_{i}^{N, \eta}-Y_{j}^{N, \eta}\right)-\left(\bar{Y}_{i}^{\eta}-\bar{Y}_{j}^{\eta}\right)\right)(s)\right|^{k} \mathrm{~d} s\right) \\
& +C(k)\left\|\mathrm{D}^{3} V_{\text {coul }}^{\eta}\right\|_{L^{\infty}}^{k} \mathbb{E}\left(\left.N^{\alpha k} \int_{0}^{t \wedge \tau_{\alpha}} \max _{i=1, \ldots, N} \frac{1}{N} \sum_{j=1}^{N} \right\rvert\,\left(\left(Y_{i}^{N, \eta}-\bar{Y}_{i}^{\eta}\right)\left(s \wedge \tau_{\alpha}\right)\right.\right. \\
& \left.\left.-\left(Y_{j}^{N, \eta}-\bar{Y}_{j}^{\eta}\right)\left(s \wedge \tau_{\alpha}\right)\right)\left.\right|^{2 k} \mathrm{~d} s\right) \leq C(k)\left(I_{11}+I_{12}+I_{13}\right)(t)
\end{aligned}
$$

where

$$
\begin{aligned}
& I_{11}(t)=\mathbb{E}\left(N^{\alpha k} \int_{0}^{t \wedge \tau_{\alpha}} \max _{i=1, \ldots, N}\left|\frac{1}{N} \sum_{j=1}^{N} \mathrm{D}^{2} V_{\text {coul }}^{\eta}\left(\bar{Y}_{i}^{\eta}-\bar{Y}_{j}^{\eta}\right)\left(Y_{i}^{N, \eta}-\bar{Y}_{i}^{\eta}\right)(s)\right|^{k} \mathrm{~d} s\right), \\
& I_{12}(t)=\mathbb{E}\left(N^{\alpha k} \int_{0}^{t \wedge \tau_{\alpha}} \max _{i=1, \ldots, N}\left|\frac{1}{N} \sum_{j=1}^{N} \mathrm{D}^{2} V_{\text {coul }}^{\eta}\left(\bar{Y}_{i}^{\eta}-\bar{Y}_{j}^{\eta}\right)\left(Y_{j}^{N, \eta}-\bar{Y}_{j}^{\eta}\right)(s)\right|^{k} \mathrm{~d} s\right), \\
& I_{13}(t)=\left\|\mathrm{D}^{3} V_{\text {coul }}^{\eta}\right\|_{L^{\infty}}^{k} \mathbb{E}\left(N^{\alpha k} \int_{0}^{t} \max _{i=1, \ldots, N}\left|\left(Y_{i}^{N, \eta}-\bar{Y}_{i}^{\eta}\right)\left(s \wedge \tau_{\alpha}\right)\right|^{2 k} \mathrm{~d} s\right) .
\end{aligned}
$$

We start with $I_{13}(t)$. It follows from Fubini's theorem, $\left\|\mathrm{D}^{3} V_{\text {coul }}^{\eta}\right\|_{L^{\infty}} \leq C N^{\beta(d+1)}$ (see (4.108)), the definition of $S_{\alpha}^{k}(s)$ and $S_{\alpha}^{k}(s)^{2} \leq S_{\alpha}^{k}(s)$ (since $S_{\alpha}^{k}(s) \leq 1$ ) that

$$
\begin{equation*}
I_{13}(t) \leq C(k) N^{\beta(d+1) k} \int_{0}^{t} \mathbb{E}\left(N^{-\alpha k} S_{\alpha}^{k}(s)^{2}\right) \mathrm{d} s \leq C(k) N^{\beta(d+1) k-\alpha k} \int_{0}^{t} \mathbb{E}\left(S_{\alpha}^{k}(s)\right) \mathrm{d} s \tag{4.113}
\end{equation*}
$$

Note that we need the definition of the stopping time $\tau_{\alpha}$, which guarantees that $S_{\alpha}^{k}(t) \leq 1$. Next, we estimate $I_{11}(t) \leq I_{111}(t)+I_{112}(t)$ by adding and subtracting $\left(\mathrm{D}^{2} V_{\text {coul }}^{\eta} * \bar{\rho}^{\eta}\right)\left(\bar{Y}_{i}^{\eta}\right)$ :

$$
\begin{aligned}
I_{111}(t)= & \mathbb{E}\left(\int_{0}^{t \wedge \tau_{\alpha}} S_{\alpha}^{k}(s) \max _{i=1, \ldots, N} \left\lvert\, \frac{1}{N} \sum_{j=1}^{N} \mathrm{D}^{2} V_{\text {coul }}^{\eta}\left(\bar{Y}_{i}^{\eta}(s)-\bar{Y}_{j}^{\eta}(s)\right)\right.\right. \\
& \left.-\left.\left(\mathrm{D}^{2} V_{\text {coul }}^{\eta} * \bar{\rho}^{\eta}\right)\left(s, \bar{Y}_{i}^{\eta}(s)\right)\right|^{k} \mathrm{~d} s\right), \\
I_{112}(t)= & \mathbb{E}\left(\int_{0}^{t \wedge \tau_{\alpha}} S_{\alpha}^{k}(s) \max _{i=1, \ldots, N}\left|\left(\mathrm{D}^{2} V_{\text {coul }}^{\eta} * \bar{\rho}^{\eta}\right)\left(s, \bar{Y}_{i}^{\eta}(s)\right)\right|^{k} \mathrm{~d} s\right) .
\end{aligned}
$$

For $I_{111}(t)$, we apply Lemma 4.13 for $m \in \mathbb{N}$ (which will be chosen later in the proof) with $\psi_{\eta}=\mathrm{D}^{2} V_{\text {coul }}^{\eta}$ and $\theta=0$ and split $\Omega$ into $B_{0, \mathrm{D}^{2} V_{\text {coul }}^{\eta}}(s)$ and $B_{0, \mathrm{D}^{2} V_{\text {coul }}^{\eta}}(s)^{c}$. Fubini's theorem then leads to

$$
\begin{aligned}
I_{111}(t) \leq \mathbb{E} & \left(\int_{0}^{t \wedge \tau_{\alpha}} S_{\alpha}^{k}(s) \max _{i=1, \ldots, N} \left\lvert\, \frac{1}{N} \sum_{j=1}^{N} \mathrm{D}^{2} V_{\text {coul }}^{\eta}\left(\bar{Y}_{i}^{\eta}(s)-\bar{Y}_{j}^{\eta}(s)\right)\right.\right. \\
& \left.-\left.\left(\mathrm{D}^{2} V_{\text {coul }}^{\eta} * \bar{\rho}^{\eta}\right)\left(s, \bar{Y}_{i}^{\eta}(s)\right)\right|^{k} \mathbb{1}_{B_{0, \mathrm{D}^{2} V_{\text {coul }}}(s)^{c} \mathrm{~d} s}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +C(T)\left\|\mathrm{D}^{2} V_{\text {coul }}^{\eta}\right\|_{L^{\infty}}^{k} \sup _{0<s<T} \mathbb{P}\left(B_{0, \mathrm{D}^{2} V_{\text {coul }}^{\eta}}(s)\right) \\
\leq & \int_{0}^{t} \mathbb{E}\left(S_{\alpha}^{k}(s)\right) \mathrm{d} s+C(m, T) N^{\beta d k} N^{2 m \beta d} N^{2 m(0-1 / 2)+1}
\end{aligned}
$$

using again $\left\|\mathrm{D}^{2} V_{\text {coul }}^{\eta}\right\|_{L^{\infty}} \leq C N^{\beta d}$ (see (4.108)) and the construction of $B_{0, \mathrm{D}^{2} V_{\text {coul }}^{\eta}}(s)$. The estimate for $I_{112}(t)$ simply follows from Fubini's theorem and (4.108):

$$
I_{112}(t) \leq\left\|\mathrm{D}^{2} V_{\text {coul }}^{\eta} * \bar{\rho}^{\eta}\right\|_{L^{\infty}}^{k} \int_{0}^{t} \mathbb{E}\left(S_{\alpha}^{k}(s)\right) \mathrm{d} s \leq C(k) \int_{0}^{t} \mathbb{E}\left(S_{\alpha}^{k}(s)\right) \mathrm{d} s
$$

where we used estimate (4.109). We conclude that

$$
\begin{equation*}
I_{11}(t) \leq C(k) \int_{0}^{t} \mathbb{E}\left(S_{\alpha}^{k}(s)\right) \mathrm{d} s+C(k, m, T) N^{\beta d(k+2 m)-m+1} \tag{4.114}
\end{equation*}
$$

where the constant $C(k)>0$ depends on the $L^{\infty}\left(0, T ; W^{2, \infty}\left(\mathbb{R}^{d}\right)\right)$ norm of $\bar{\rho}^{\eta}$, which is bounded uniformly in $\eta$.
Finally, we estimate $I_{12}(t)$ by similar techniques as for $I_{11}(t)$, however, since we sum over $j=1, \ldots, N$, we have to put the modulus inside the sum in order to put $S_{\alpha}^{k}(s)$ out of the expression. First, we put the modulus inside the sum:

$$
\begin{aligned}
I_{12}(t) & \leq \mathbb{E}\left(N^{\alpha k} \int_{0}^{t \wedge \tau_{\alpha}} \max _{i=1, \ldots, N}\left(\frac{1}{N} \sum_{j=1}^{N}\left|\mathrm{D}^{2} V_{\text {coul }}^{\eta}\left(\bar{Y}_{i}^{\eta}(s)-\bar{Y}_{j}^{\eta}(s)\right)\right|\left|Y_{j}^{N, \eta}(s)-\bar{Y}_{j}^{\eta}(s)\right|\right)^{k} \mathrm{~d} s\right) \\
& \leq \mathbb{E}\left(\int_{0}^{t \wedge \tau_{\alpha}} S_{\alpha}^{k}(s) \max _{i=1, \ldots, N}\left(\frac{1}{N} \sum_{j=1}^{N}\left|\mathrm{D}^{2} V_{\text {coul }}^{\eta}\left(\bar{Y}_{i}^{\eta}(s)-\bar{Y}_{j}^{\eta}(s)\right)\right|\right)^{k} \mathrm{~d} s\right),
\end{aligned}
$$

where we used the definition of $S_{\alpha}^{k}(s)$ for $s<\tau_{\alpha}$. Similarly as in the estimate for $I_{11}(t)$, we add and subtract $\left|\mathrm{D}^{2} V_{\text {coul }}^{\eta}\right| * \bar{\rho}^{\eta}\left(s, \bar{Y}_{i}^{\eta}(s)\right)$, which yields $I_{12}(t) \leq C(k)\left(I_{121}(t)+I_{122}(t)\right)$, where

$$
\begin{aligned}
I_{121}(t)= & \mathbb{E}\left(\left.\int_{0}^{t \wedge \tau_{\alpha}} S_{\alpha}^{k}(s) \max _{i=1, \ldots, N}\left|\frac{1}{N} \sum_{j=1}^{N}\right| \mathrm{D}^{2} V_{\text {coul }}^{\eta}\left(\bar{Y}_{i}^{\eta}(s)-\bar{Y}_{j}^{\eta}(s)\right) \right\rvert\,\right. \\
& \left.-\left.\left(\left|\mathrm{D}^{2} V_{\text {coul }}^{\eta}\right| * \bar{\rho}^{\eta}\right)\left(s, \bar{Y}_{i}^{\eta}(s)\right)\right|^{k} \mathrm{~d} s\right) \\
I_{122}(t)= & \mathbb{E}\left(\int_{0}^{t \wedge \tau_{\alpha}} S_{\alpha}^{k}(s) \max _{i=1, \ldots, N}\left(\left(\left|\mathrm{D}^{2} V_{\text {coul }}^{\eta}\right| * \bar{\rho}^{\eta}\right)\left(s, \bar{Y}_{i}^{\eta}(s)\right)\right)^{k} \mathrm{~d} s\right) .
\end{aligned}
$$

By Lemma 4.13 with $\psi_{\eta}=\left|\mathrm{D}^{2} V_{\text {coul }}^{\eta}\right|$ and $\theta=0$, using $S_{\alpha}^{k}(s) \leq 1$ yields for any $m \in \mathbb{N}$

$$
\begin{align*}
I_{121}(t) & \leq \int_{0}^{t} \mathbb{E}\left(S_{\alpha}^{k}(s)\right) \mathrm{d} s+C(T)\left\|\mathrm{D}^{2} V_{\text {coul }}^{\eta}\right\|_{L^{\infty}}^{k} \sup _{0<s<T} \mathbb{P}\left(B_{0, \mid \mathrm{D}^{2} V_{\text {coul }}^{\eta}}^{N}(s)\right) \\
& \leq \int_{0}^{t} \mathbb{E}\left(S_{\alpha}^{k}(s)\right) \mathrm{d} s+C(m, T) N^{\beta d k} N^{2 m \beta d} N^{2 m(0-1 / 2)+1}, \tag{4.115}
\end{align*}
$$

where the estimates follow the ones for $I_{111}(t)$.
We obtain for $I_{122}(t)$ :

$$
\begin{align*}
I_{122}(t) & \leq C\left\|\left|\mathrm{D}^{2} V_{\text {coul }}^{\eta}\right| * \bar{\rho}^{\eta}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)}^{k} \int_{0}^{t} \mathbb{E}\left(S_{\alpha}^{k}(s)\right) \mathrm{d} s \\
& \leq C(k) \log (N) \int_{0}^{t} \mathbb{E}\left(S_{\alpha}^{k}(s)\right) \mathrm{d} s \tag{4.116}
\end{align*}
$$

where we used that our approximating sequence fulfils (4.104).
Together with (4.115), we infer that

$$
\begin{equation*}
I_{12}(t) \leq C(k)(1+\log (N)) \int_{0}^{t} \mathbb{E}\left(S_{\alpha}^{k}(s)\right) \mathrm{d} s+C(k, m, T) N^{\beta d(k+2 m)-m+1} \tag{4.117}
\end{equation*}
$$

We insert the estimates for $I_{11}(t)$ in (4.114), $I_{12}(t)$ in (4.117), and $I_{13}(t)$ in (4.113) into (4.112):

$$
\begin{aligned}
\mathbb{E}\left(N^{\alpha k} \max _{i=1, \ldots, N} I_{1, i}(t)\right) \leq & C(k)\left(1+\log (N)+N^{\beta(d+1) k-\alpha k}\right) \int_{0}^{t} \mathbb{E}\left(S_{\alpha}^{k}(s)\right) \mathrm{d} s \\
& +C(k, m, T) N^{\beta d(k+2 m)-m+1}
\end{aligned}
$$

Combining this estimate with (4.111), we conclude from (4.110) that

$$
\begin{aligned}
\mathbb{E}\left(S_{\alpha}^{k}(t)\right)= & \mathbb{E}\left(N^{\alpha k} \max _{i=1, \ldots, N}\left|Y_{i}^{N, \eta}\left(t \wedge \tau_{\alpha}\right)-\bar{Y}_{i}^{\eta}\left(t \wedge \tau_{\alpha}\right)\right|^{k}\right) \\
\leq & C(k)\left(1+N^{\beta(d+1) k-\alpha k}+\log (N)\right) \int_{0}^{t} \mathbb{E}\left(S_{\alpha}^{k}(s)\right) \mathrm{d} s \\
& +C(k, m, T)\left(N^{k(\alpha-\theta)}+N^{\alpha k+\beta(d-1)(k+2 m)+m(2 \theta-1)+1}+N^{\beta d(k+2 m)-m+1}\right)
\end{aligned}
$$

Since $\alpha \geq \beta(d+1)$ by assumption, the factor $N^{\beta(d+3) k-\alpha k}$ is bounded for all $N$. We claim that for any given $\gamma>0$ and $(\beta, \alpha)$ chosen according to the theorem, we can choose $k, \theta$ and $m$ such that the remaining terms are bounded by $N^{-\gamma}$.
Indeed, let $\theta \in(\alpha, 1 / 2-\beta(d-1))$. Then we choose $k \in \mathbb{N}$ so large that $k(\alpha-\theta) \leq-\gamma$. Furthermore, we choose $m \in \mathbb{N}$ sufficiently large such that
$\triangleright \beta d(k+2 m)-m+1 \leq-\gamma$ (which is possible because of $\beta<1 / 4 d)$ and
$\triangleright \alpha k+\beta(d-1)(k+2 m)+m(2 \theta-1)+1 \leq-\gamma($ which is possible since $\theta<1 / 2-\beta(d-1))$.
We infer that

$$
\mathbb{E}\left(S_{\alpha}^{k}(t)\right) \leq C(k)(1+\log (N)) \int_{0}^{t} \mathbb{E}\left(S_{\alpha}^{k}(s)\right) \mathrm{d} s+C(k, m, T) N^{-\gamma}
$$

and an application of Gronwall's lemma implies that $\mathbb{E}\left(S_{\alpha}^{k}(t)\right) \leq C(k, m, T) N^{-\gamma+1}$. Since $\gamma>0$ was arbitrary, this concludes the proof.

## 4.A. 2 Comments on the proof in the moderate regime

An interesting and natural question is whether we can adapt the proof of Theorem 4.12 for moderately interacting particles such that we do not need to assume Assumption (C1); see (4.16). If we perform the proof of Theorem 4.12 with $V^{\eta}$ defined in (4.2) for $\eta=N^{-\beta}$ instead of $V_{\text {coul }}^{\eta}$, two terms are of particular interest (with $\bar{u}^{\eta}$ we denote the weak solution to the intermediate PDE (4.5)):
(i) $\left\|\mathrm{D}^{2} V^{\eta} * \bar{u}^{\eta}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)}$ used for estimates of term $I_{112}$, and
(ii) $\left\|\left|\mathrm{D}^{2} V^{\eta}\right| * \bar{u}^{\eta}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)}$ used for estimates of term $I_{122}$.

For the first term, we can use the regularity of $\bar{u}^{\eta}$ in order to estimate

$$
\left\|\mathrm{D}^{2} V^{\eta} * \bar{u}^{\eta}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \leq\left\|V^{\eta}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\left\|\mathrm{D}^{2} \bar{u}^{\eta}\right\|_{L^{\infty}} \leq C .
$$

The situation becomes more delicate for $\left|\mathrm{D}^{2} V^{\eta}\right| * \bar{u}^{\eta}$ : Due to the absolute value, we can not put the derivate on the solution of the intermediate partial differential equation $\bar{u}^{\eta}$. Choosing a purely convex (or concave) potential $V$ is also not possible, since we need at least integrability on the whole space $\mathbb{R}^{d}$. Interestingly, in [93] Oelschläger showed a mean-field convergence result for the porous media equation without additional diffusion in one dimension by using a singular potential $V$ such that $V^{\prime \prime}(x) \geq 0$ for $x \neq 0$, see $[93$, Forumla (2.8)]. It is still an open problem whether we can do a similar trick since the case $x=0$, which corresponds to particles being exactly at the same place, has to be treated in a careful way. Another way to treat the difficulties could be to use a different strategy in the proof in order to avoid the absolute value inside the convolution. Future work will go in those two directions.
At the end of this appendix, the author wants to remark that for logarithmic scaling of $\eta>0$ with respect to the number of particles, the proof of Assumption (C1) can be done exactly as for Theorem 4.12. The main reason lies in the fact that for $\eta^{-1} \sim \log (N)$ the norm of $\left|\mathrm{D}^{2} V^{\eta}\right| * \bar{u}^{\eta}$ scales only logarithmically in $N$, which is the same situation as in the case of Coulomb interaction in Theorem 4.12. However - in terms of fluctuations around the mean-field limit - we are interested in an algebraic rate of $\eta>0$, i.e. $\eta=N^{-\beta}$ for some $\beta>0$.
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[^0]:    ${ }^{1}$ In: The Lord of The Rings: The Return of the King.

[^1]:    ${ }^{1}$ Attributed to Sokrates
    ${ }^{2}$ [Das Ganze ist mehr als die Summe seiner Teile] In: Aristoteles, Metaphysik VII, 17.
    ${ }^{3}$ Quoted in: Frank Wilczek, Betty Devine, Longing for the harmonies (1988).

[^2]:    ${ }^{4}$ Later called 'Kac's spheres', [56].
    ${ }^{5}$ In this thesis we will use the name $u$-chaos, see Definition 1.

[^3]:    ${ }^{6}$ 'Symmetric' means invariant under permutations of the coordinates
    ${ }^{7}$ The assumption of indistinguishability implies that the joint law is symmetric

[^4]:    ${ }^{8}$ In the next section we will see that in case of mean-field interacting particles $u(t)$ solves a partial differential equation.

[^5]:    ${ }^{9}$ We do not specify here what Gaussian means in this context; in fact we are talking about generalized Ornstein-Uhlenbeck processes, see [58] for a definition.
    ${ }^{10}$ In terms of equation (1.7) of the following section: $V_{1}=0$ in Chapter 2, $V_{2}=0$ in [47].
    ${ }^{11}$ Corrected means $\xi_{N}=\sqrt{N}\left(\mu_{\mathcal{X}_{N}(t)}-u(t)+c_{N}\right)$, where $c_{N}$ is a deterministic correction which fulfils $c_{N} \rightarrow 0$ for $N \rightarrow \infty$.

[^6]:    ${ }^{12}$ For simplicity we use here the euclidian norm as a measure of the difference between the particles; however, different notions of distance can be used; see [6], [72] and [31]

[^7]:    ${ }^{13}$ The concrete shape of the PDE is discussed at the end of this section; see (1.22).

[^8]:    ${ }^{14}$ In many applications this assumption can be weakened by assuming bounded moments of $V$.

[^9]:    ${ }^{15}$ In one dimension this is a Burger's type equation, [113] equation (2.3).

[^10]:    ${ }^{1}$ Attributed to A. Einstein.

[^11]:    ${ }^{1}$ Moscow University, 1956.

[^12]:    ${ }^{2}$ This means that the drift term becomes $-\int_{\mathbb{R}^{d}} \nabla \mathcal{K}_{\zeta}(y) f_{\sigma}\left(\frac{1}{N} \sum_{j=1, j \neq i}^{N} \mathcal{W}_{\beta}\left(X_{j}^{N}(t)-X_{i}^{N}(t)+y\right)\right) \mathrm{d} y$

[^13]:    ${ }^{1}$ Horaz, Epistulae I, 2. 40f; English translation: The one who started has already done half of the work: dare to know!
    ${ }^{2}$ University of Mannheim, Department of Mathematics, 68131 Mannheim, Germany
    ${ }^{3}$ Institute of Analysis and Scientific Computing, Technische Universität Wien, 1040 Wien, Austria

[^14]:    ${ }^{4}$ This condition can be weakened by assuming boundedness of the first moment of $Z$ instead of a compact support

[^15]:    ${ }^{5}$ We do not specify what 'Gaussian' means in this context; In fact we are talking about generalised Ornstein-Uhlenbeck processes, however, since this is not within the scope of this thesis, we do not go further into details here.

[^16]:    ${ }^{6}$ With the absolute value inside it is not exactly the Lipschitz constant, but of same order

