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Abstract

The breakdown of the self-consistent perturbation theory for many-electron systems has several

physical and formal manifestations. Among the latter ones, of the most studied are (i) the

divergence of 2-particle irreducible vertex functions and (ii) the misleading convergence of the

self-consistent perturbation theory, which emerges from the intrinsic multivaluedness of the

Luttinger-Ward functional.

Hitherto, most investigations of the perturbation theory breakdown in many-electron models have

been restricted to the particle-hole symmetric cases. This Master thesis represents a first step

beyond such restrictions.

To this aim, we start by investigating the 2-particle properties of the Hubbard Atom, for positive

(repulsive) and negative (attractive) on-site interaction, in order to determine the location in the

phase space and the nature of the irreducible vertex divergences as a function of the chemical

potential. Further, the T = 0 limit of the 2-particle quantities in the Hubbard Atom is investigated

in two ways. First, by studying the asymptotic (T → 0) behavior of the 2-particle quantities in

the dimensionless parameter space {µ/T,U/T}, exploiting the universality of this representation.

Second, by taking the T = 0 limit for Lehmann representation of the 2-particle quantities of the

Hubbard Atom.

Additionally, by extending the derivation of the Shiba-mapping for local 2-particle quantities

beyond SO(4)-symmetry, we get new insights on the vertex divergences in situations, where

SU(2)-symmetry is broken due to an external magnetic field.

Finally, we analyze the self-consistent perturbation series beyond the particle-hole symmetry

condition, in order to identify the specific constraints for its convergence to the physical solution

of the Luttinger-Ward functional at arbitrary electronic densities.
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Deutsche Kurzfassung

Der Zusammenbruch der selbstkonsistenten Störungstheorie für Viel-Elektronen-Systeme hat

mehrere physikalische und formale Erscheinungsformen. Zu den am meisten untersuchten formalen

Erscheinungsformen gehören (i) die Divergenz der 2-Teilchen irreduziblen Vertexfunktionen und (ii)

die irreführende Konvergenz der selbstkonsistenten Störungstheorie, die sich aus der intrinsischen

Mehrwertigkeit des Luttinger-Ward-Funktionals ergibt.

Bisher waren die meisten Untersuchungen zum Zusammenbruch der Störungstheorie in Viel-

Elektronen-Modellen auf den Fall der Teilchen-Loch-Symmetrie beschränkt. Diese Masterarbeit

stellt einen ersten Schritt über solche Beschränkungen hinaus dar.

Zu diesem Zweck untersuchen wir zunächst die 2-Teilchen-Eigenschaften des Hubbard-Atoms

bei positiver (abstoßender) und negativer (anziehender) lokaler Wechselwirkung, um die Lage

im Phasenraum und die Art der irreduziblen Vertex-Divergenzen als Funktion des chemischen

Potentials zu bestimmen. Außerdem wird T = 0 Limes der 2-Teilchen-Größen im Hubbard-Atom

auf zwei Arten untersucht. Erstens wird das asymptotische (T → 0) Verhalten der 2-Teilchen-

Größen im dimensionslosen Parameterraum {µ/T,U/T} unter Ausnutzung der Universalität

dieser Darstellung untersucht. Zweitens wird der T = 0 Limes für die Lehmann-Darstellung der

2-Teilchen-Größen des Hubbard-Atoms berechnet.

Des Weiteren, wird durch die Herleitung des Shiba-Mappings für lokale 2-Teilchen-Größen über die

SO(4)-Symmetrie hinaus erweitert, wodurch wir neue Erkenntnisse über die Vertex-Divergenzen in

Situationen, in denen die SU(2)-Symmetrie durch ein externes Magnetfeld gebrochen ist, erhalten.

Schließlich analysieren wir die selbstkonsistente Störungsreihe jenseits der Teilchen-Loch-Symmetrie,

um die spezifischen Einschränkungen für ihre Konvergenz zur physikalischen Lösung des Luttinger-

Ward-Funktionals bei beliebigen elektronischen Dichten zu identifizieren.
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Chapter 1

Introduction

Many interesting phenomena characterize the physics of strongly correlated systems: High-

temperature superconductivity in cuprates, nickelates and iron-pnictides/chalcogenides, quantum

criticality in heavy fermion systems, Mott-Hubbard or Hund’s-Mott metal-to-insulator transitions

and many more [1]. This provides a strong motivation, besides mere scientific curiosity, to

investigate correlated many-electron systems. However, like in most aspects of life, “there is no free

lunch”, and these fascinating physics turns out to be exceptionally demanding. More specifically,

due to the large number of degrees of freedom in interacting many-electron systems, a quantum

field theoretical description is often necessary. Therefore, modern condensed matter theory shares

several similarities with quantum electrodynamics (QED) such as the Feynman diagrammatic

description [2, 3], albeit with a very important difference: For correlated electrons no universal

small expansion parameter, like the fine structure constant α for QED, could be identified in

general. Therefore, we will have to deal with non-perturbative parameter regimes, where the

Feynman diagrammatic description can, to some extent, break down. In particular, as it has

been addressed by the recent literature, the breakdown of self-consistent perturbation theory of

many-electron systems has multifaceted physical and formal manifestations [4]. Among the latter

ones, of the most studied are: (i) the divergence of 2-particle irreducible vertex functions[5–19] and

(ii) the misleading convergence of the self-consistent perturbation theory[12, 17, 18, 20–25], which

originates from the intrinsic multivaluedness of the Luttinger Ward functional. For the study of

the irreducible vertex function a systematic investigation of 2-particle quantities, and namely of

the generalized susceptibilities [26, 27], is needed: The generalized susceptibilities are linked to

the irreducible vertex function via the Bethe-Salpeter equation (BSE) [28], which can be regarded

as the 2-particle analogue of the Dyson equation. The BSE becomes not invertible for specific

parameter values in several fundamental many-electron models, which leads to the divergence of the

corresponding irreducible vertex function [16, 17]. The vertex divergences represent a clear hallmark

for the breakdown of self-consistent perturbation theory, which however gives rise to an even

more significant effect, namely the misleading convergence of bold (self-consistent) diagrammatic

summation. In fact, due to the intrinsic multivaluedness of the Luttinger-Ward functional, several

unphysical solutions to the many-electron problem can be found. This mathematical feature

has relevant consequences as, these unphysical solutions lead to a misleading convergence of the
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self-consistent perturbation theory [18, 20] in large parameter regions. Remarkably, the parameter

values where the misleading convergence stets in, are the same as the parameters where the vertex

divergences appear. This correspondence has been formalized by a proof that shows that a crossing

of the physical with an unphysical solution implies a vertex divergence [12].

In spite of the several studies appeared in the most recent literature, the investigation of the break-

down of self-consistent perturbation theory has been so far mostly1 limited to finite temperatures

and high symmetry cases, e.g. to models with local (Hubbard) interaction where particle-hole

symmetry and SU(2)-symmetry, which together lead to a SO(4)-symmetry, are both fulfilled.

This thesis is a first step towards a systematic study of the breakdown of perturbation theory

in the more realistic situation of lower symmetry. The thesis is organized as follows: A brief

recapitulation of the formalism and the basic models of interest for this thesis (the Hubbard Atom

as well as the Anderson Impurity model) is done in chapter 2 followed by a concise summary

of the relevant previous results from the literature together with a schematic discussion of open

questions in chapter 3.

The following two chapters are devoted to the presentation of the obtained results.

In chapter 4 one of the manifestations of the breakdown of self-consistent perturbation theory, the

vertex divergences, are investigated. First, a mapping that links the local generalized susceptibilities

out of half filling with SU(2)-symmetry with the corresponding ones at half filling without SU(2)-

symmetry is derived in section 4.1). Further, in section 4.2 the vertex divergences of the Hubbard

Atom (HA) beyond particle-hole symmetry are studied and a formalism that makes it possible to

investigate the T = 0 limit is developed in section 4.3. Eventually, the mapping, that is introduced

in section 4.1, is used to extend the obtained results to the case with external magnetic field and

particle-hole symmetry. This allows us to identify the non-perturbative regimes of the Hubbard

Atom in a wide region of the parameter space.

The problematic consequence of this non-perturbative breakdown one best sees in the self-

consistent perturbation theory: The second manifestation of the perturbation theory breakdown,

the misleading convergence, is studied in chapter 5. To this aim, the Anderson Impurity model

(AIM) has been exploited, similarly as in [20], as an auxiliary model to implement an iterative

scheme that mimics the misleading convergence of the self-consistent perturbation theory. The

misleading convergence of this scheme is investigated beyond particle-hole symmetry, with a

particular focus on understanding how the misleading convergence happens in the different

parameter regions.

Finally, a conclusion and an outlook are presented in chapter 6.

1The few expectations are [13, 18, 20], though the focus of these works was not the systematic investigation
presented here.
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Chapter 2

Formalism and models

The formalism of many-body quantum field theory together with the models that are investigated in

this thesis are presented in this chapter. The essential theoretical concepts introduced here are:

The n-particle Green’s function formalism, the role played by physical symmetries and how they

reflect on Green’s functions, the definition of generalized and physical susceptibilities and, more on

the methodological side, the self-consistent perturbation expansion and the Luttinger-Ward (LW)

functional.

Further, the introduced models are the Hubbard Atom (HA) which is the primary focus of this

thesis and the Anderson Impurity model (AIM) which used as an auxiliary model.

Parts of this chapter are taken/slightly readopted from a project work of mine [29]. These parts

are marked by a black bar on the outer edge of the page.

2.1 Formalism

The common formalism to describe non-relativistic quantum many-body systems is non-

relativistic thermal field theory, which has been used for more than fifty years. The central

objects in this formal approach are the n-particle Green’s functions Gn. For T ≠ 0 it is useful

to work within the Matsubara formalism, which is done by performing a Wick rotation τ = it.
As a consequence of this rotation, the Green’s function can be only well-defined in the interval

τ ∈ [−β, β]. One can define the Green’s function such that it is periodically continued out of

this interval. Because the n-particle Green’s function for a fermionic system is “anti-periodic”

in the interval [−β, β] i.e. Gn(τi) = −Gn(τi + β) for τ ∈ [−β,0]. Therefore, it is sufficient to

only consider the Green’s function on the interval τ ∈ [0, β]. As a consequence of the periodic

continuation the Fourier transformed variables (i.e. the frequencies) of the Green’s function

are discrete Ωn = nπ
β ;n ∈ Z, which further divide into odd fermionic Matsubara frequencies

νn = (2n−1)πβ and even bosonic Matsubara frequencies ωn = 2nπ
β [2, 26, 30, 31].

The explicit definition of the n-particle Green’s function used in this work is

3



Gn,σ1...σ2n(τ1, ..., τ2n) ∶= ⟨Tτ c
†
σ1
(τ1)cσ2(τ2)...c†σ2n−1(τ2n−1)cσ2n(τ2n)⟩, (2.1)

where c
(†)
σ (τ) = eτHc

(†)
σ e−τH and Tτ being Wick’s Time ordering operator in imaginary times τ .

Note that σ can, in principle, stand for a whole set of quantum numbers. In this work only the

spin (the z-direction is used for the quantization axis) is relevant, because our models are local,

and only one orbital is considered.

The Fourier expansion of the Green’s function reads

G̃n,σ1...σ2n(ν1, ..., ν2n) ∶= ∫ β

0
dτ1...dτ2n e

−i(ν1τ1−ν2τ2+...−ν2nτ2n)Gn,σ1...σ2n(τ1, ..., τ2n) (2.2)

with the inverse Fourier expansion

Gn,σ1...σ2n(τ1, ..., τ2n) = 1

β2n ∑{νi} ei(ν1τ1−ν2τ2+...−ν2nτ2n) G̃n,σ1...σ2n(ν1, ..., ν2n), (2.3)

where all νi = (2n−1)πβ are fermionic Matsubara frequencies. The tilde for the Fourier expanded

quantity is dropped in the following, whether the quantity is Fourier expanded or not is made

visible by the frequency or time arguments.

2.1.1 Symmetries of the Green’s function

The n-particle Green’s function of a fermionic system obeys two “symmetries” that are not

connected to a unitary transformation that leaves the Hamiltonian of the system invariant.

These “symmetries” are therefore always present independent of the system considered. The

first one is the crossing symmetry that is connected to the Pauli principle for indistinguishable

fermions, that is mathematically encoded in the anticommutation relation of the creation and

annihilation operator. The crossing symmetry states that

Gn,σ1..σi..σj ..σ2n(τ1, .., τi, .., τj , .., τ2n) = −Gn,σ1..σj ..σi..σ2n(τ1, .., τj , .., τi, .., τ2n) (2.4)

for arbitrary i and j.

The second symmetry that is not connected to a transformation of the specific Hamiltonian is

the complex conjugation of the n-particle Green’s function. Using the definition of Hermitian

transpose (⟨i∣ c1...cn ∣j⟩)∗ = ⟨j∣ c†n...c†1 ∣i⟩ leads to the identity

G∗n,σ1...σ2n
(τ1, ..., τ2n) = −Gn,σ2n...σ1(−τ2n, ...,−τ1), (2.5)
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where the cyclic property of the trace is used. Fourier expanding Eq. (2.5) gives

G∗n,σ1...σ2n
(ν1, ..., ν2n) = −Gn,σ2n...σ1(−ν2n, ...,−ν1). (2.6)

Now coming to the symmetries that are defined by a unitary transformation U commuting to a

specific Hamilton of interest. The consequences of these symmetries are more lengthy to prove,

therefore the action of the considered symmetries on the Green’s function is just stated here,

for a detailed proof the reader is referred to [26].

Time translation symmetry is connected to the operator

U = e−τH . (2.7)

The system is time translation invariant for all time independent Hamiltonians, therefore this

symmetry is always fulfilled for the models considered in this work. As a result of this symmetry

the Green’s function only depends on time differences and one argument of the function can

then be discarded

Gn,σ1...σ2n(τ1, ..., τ2n) = Gn,σ1...σ2n(τ1 − τ2n, ...,0). (2.8)

The Fourier expansion of this relation ensures the energy conservation

G̃n,σ1...σ2n(ν1, ..., ν2n) = βδ(ν1−ν2+...+ν2n−1),ν2nGn,σ1...σ2n−1(ν1, ..., ν2n−1) (2.9)

with the 2n − 1 frequency Green’s function

Gn,σ1...σ2n(ν1, ..., ν2n−1) = ∫ β

0
dτ1...dτ2n e

−i(ν1τ1−ν2τ2+...+ν2n−1τ2n−1)Gn,σ1...σ2n(τ1, ..., τ2n−1).
(2.10)

The next symmetry to be discussed is the SU(2) symmetry. The operator associated to the

SU(2) symmetry is

U = e−iφn⃗⋅S⃗ with n⃗ ∈ R3, ∥n⃗∥2 = 1 and φ ∈ [0,2π), (2.11)

the components of the spin operator in second quantization read

Si = 1

2
c†σσ

σσ′
i cσ′ , (2.12)

5



where the Einstein sum convention is used and σi is a Pauli matrix. The SU(2) symmetry

evidently implies spin conservation (note that spin conservation can be present without SU(2)

symmetry, which is the case for the Hubbard Atom with external magnetic field) which can

(e.g. for the quantization axis z) be expressed as:

σ1 + σ3 + ... + σ2n−1 = σ2 + σ4 + ... + σ2n. (2.13)

The second consequence of SU(2) symmetry is that a flip of all spins (σi ↦ −σi ∀i) does not
change the Green’s function.

Due to the spin conservation the 1-particle Green’s function depends only on one spin index

Eq. (2.14) and due to the SU(2) symmetry the 1-particle Green’s function is the same for spin

up and spin down Eq. (2.15). Assuming also time translation invariance, the 1-particle Green’s

function can be written as

G1,σ(ν) ∶= δσσ′G1,σσ′(ν) (2.14)

and

G1(ν) ∶= G1,↑(ν) = G1,↓(ν). (2.15)

For the 2-particle Green’s function it follows from the spin conservation that out of the 24

possible combinations only 6 remain,

σ1 = σ2 = σ3 = σ4, σ1 = σ2 ≠ σ3 = σ4, σ1 = σ4 ≠ σ2 = σ3. (2.16)

Therefore, the following definitions can be introduced on the 2-particle level which, by consid-

ering time translation invariance read

G2,σσ′(ν1, ν2, ν3) ∶= G2,σσσ′σ′(ν1, ν2, ν3) and G2,σσ′(ν1, ν2, ν3) ∶= G2,σσ′σσ′(ν1, ν2, ν3). (2.17)
These definitions are not independent of each other, as one can show with the crossing symmetry

Eq. (2.4). Moreover, because of the SU(2) symmetry there are only two independent 2-particle

Green’s functions

G2,↑↑(ν1, ν2, ν3) = G2,↓↓(ν1, ν2, ν3) and G2,↑↓(ν1, ν2, ν3) = G2,↓↑(ν1, ν2, ν3). (2.18)

Another useful symmetry is the time reversal symmetry. In quantum mechanics the time

6



reversal operator is given by U = σ2 ⊗K where K is the complex conjugation. For a system

where the spin does not couple to other degrees of freedom (orbitals, position, ...) the time

reversal operator is just a complex conjugation

KΨ(x) ∶= Ψ∗(x). (2.19)

A similar argument can be made in quantum field theory, by exploiting the fact that the matrix

elements of the creation and annihilation operator in Fock basis ∣{nj}⟩ are real. Therefore, the

matrix elements of the Hamilton operator are also real, if the Hamilton is a real function of cσ

and c†σ. This also holds for real functions of the Hamilton operator like eτH . As a consequence

of the time reversal symmetry, the n-particle Green’s function in imaginary time is purely real

G∗n,σ1...σ2n
(τ1, ..., τ2n) = Gn,σ1...σ2n(τ1, ..., τ2n). (2.20)

Further, if one uses the complex conjugation Eq. (2.5) and time translation symmetry Eq. (2.8)

where each time is shifted by β one gets

Gn,σ1...σ2n(τ1, ..., τ2n) = Gn,σ2n...σ1(−τ2n, ...,−τ1) = Gn,σ2n...σ1(β − τ2n, ..., β − τ1). (2.21)

Eventually, by Fourier expanding Eq. (2.21) and using again time translation invariance by

setting the last time to zero we get

Gn,σ1...σ2n(ν1, ..., ν2n−1) = Gn,σ2n...σ1(ν2n, ..., ν2), (2.22)

where ν2n = ν1 − ν2 + ... + ν2n−1 ensures energy conservation.

Finally, we consider the special case of the particle-hole symmetry. The Hubbard Atom is only

particle-hole symmetric if µ = U/2. The corresponding unitary particle-hole transformation for

the Hubbard Atom reads

U =W = (c†↑ + c↑)(c†↓ + c↓), (2.23)

which transforms the creation and annihilation operator as

c′σ =W †cσW = c†σ and c†′σ =W †c†σW = cσ. (2.24)

For particle-hole symmetric systems the relation

7



Gn,σ1...σ2n(τ1, ..., τ2n) = (−1)nGn,σ2n...σ1(τ2n, ..., τ1) (2.25)

holds. Using the relation for complex conjugation Eq. (2.5) and transforming Eq. (2.25) into

Fourier space, using time translation invariance, finally yields

G∗n,σ1...σ2n
(ν1, ..., ν2n−1) = (−1)nGn,σ1...σ2n(ν1, ..., ν2n−1). (2.26)

Therefore, the Green’s function for particle-hole symmetric systems is either purely real or

purely complex, depending on n.

2.1.2 Generalized susceptibility

In general, instead of working with the 2-particle Green’s function a directly related quantity is

considered: The generalized susceptibility, which is defined as follows

χσ1σ2σ3σ4(τ1, τ2, τ3, τ4) = G2,σ1σ2σ3σ4(τ1, τ2, τ3, τ4) −G1,σ1σ2(τ1, τ2)G1,σ3σ4(τ3, τ4), (2.27)

where the last term is often referred to as bubble term and is defined as

χ0,σ1σ2σ3σ4(τ1, τ2, τ3, τ4) = −G1,σ1σ4(τ1, τ4)G1,σ3σ2(τ3, τ2). (2.28)

The physical susceptibility can be obtained by taking the limits τ2 → τ−1 , τ4 → τ−3 , τ4 → 0. By

considering spin conservation Eqs. (2.16), (2.17) and then time translation invariance Eq. (2.8),

one can define the generalized susceptibility as

χσσ′(τ1, τ2, τ3) ∶= χσσσ′σ′(τ1, τ2, τ3,0). (2.29)

Although it is possible to define χσσ′ based on Eq. (2.17), it is not often used since it lacks

independence from χσσ′ , as evident through the application of crossing symmetry.

For the Fourier transformation it is useful to introduce two frequency conventions, as they

correspond to two distinct physical situations. The particle-hole (ph) and the particle-particle

(pp) notation
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ph: ν1 = ν pp: ν1 = ν (2.30a)

ν2 = ν + ω ν2 = ω − ν′ (2.30b)

ν3 = ν′ + ω ν3 = ω − ν (2.30c)

ν4 = ν′ ν4 = ν′, (2.30d)

where ν = π
β (2n − 1) and ν′ = π

β (2n′ − 1) are fermionic Matsubara frequencies and ω = π
β2m

is a bosonic Matsubara frequency. One interprets the creation (annihilation) operators as

outgoing (incoming) electrons and incoming (outgoing) holes. The two notations correspond to

the following physical situations: The ph-notation describes the scattering of an electron with

energy ν +ω with a hole with energy −ν, where the transferred energy of the process is ω. The

pp-notation describes the scattering of two electrons with energies ν′ and ω − ν′ again with the

transfer energy ω. These two processes are visualized in Fig. 2.1.

Figure 2.1: Left: A process in ph-notation. Right: A process in pp-notation.
Picture taken from [26].

The Fourier transformation of these two notations are defined as

χνν′ω
ph,σσ′ ∶= ∫ β

0
dτ1dτ2dτ3 χσσ′(τ1, τ2, τ3) e−iντ1ei(ν+ω)τ2e−i(ν′+ω)τ3 (2.31)

and

χνν′ω
pp,σσ′ ∶= ∫ β

0
dτ1dτ2dτ3 χσσ′(τ1, τ2, τ3) e−iντ1ei(ω−ν′)τ2e−i(ω−ν)τ3 , (2.32)

where one can view χνν′ω as infinite dimensional matrix in the fermionic Matsubara space for

fixed ω. From the definitions Eqs. (2.31), (2.32) one can also see that χph can be transformed

into χpp and vice versa by the frequency shift

χνν′ω
pp,σσ′ = χνν′(ω−ν−ν′)

ph,σσ′ . (2.33)

In Eqs. (2.34) to (2.38) all relevant symmetries that were discussed in section 2.1.1 are displayed
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in the context of susceptibilities

Crossing Symmetry: χνν′ω
ph,σσ′ = χ(ω+ν′)(ω+ν)−ωph,σ′σ

χνν′ω
pp,σσ′ = χ(ω−ν)(ω−ν′)ωpp,σ′σ

(2.34)

Complex Conjugation: (χνν′ω
σσ′ )∗ = χ−ν′−ν−ωσ′σ (2.35)

Time reversal symmetry: χνν′ω
σσ′ = χν′νω

σ′σ (2.36)

SU(2) symmetry: χνν′ω
σσ′ = χνν′ω

σ′σ (2.37)

Particle-hole symmetry: (χνν′ω
σσ′ )∗ = χνν′ω

σσ′ , (2.38)

where a relation without ph or pp index means that this relation holds for particle-hole and

particle-particle notation.

To obtain the physical susceptibility (as a function of a bosonic Matsubara frequency ω)

one needs to sum over all fermionic frequencies, which precisely corresponds to the limits

τ2 → τ−1 , τ4 → τ−3 , τ4 → 0

χphysical
σσ′ (ω) = 1

β
∑
νν′ χ

νν′ω
σσ′ . (2.39)

In general, one can split the generalized susceptibility into two terms (one Wick contraction is

eliminated by the bubble term in Eq. (2.27))

χνν′ω
σσ′ = χνν′ω

0 δσσ′ − 1

β2 ∑
ν1ν2

χνν1ω
0 F ν1ν2ω

σσ′ χν2ν
′ω

0 , (2.40)

with

χνν′ω
0,ph = −βG(ν)G(ν + ω)δνν′ and χνν′ω

0,pp = −βG(ν)G(ω − ν)δνν′ . (2.41)

The first part of in Eq. (2.40) is given by the product of two 1-particle Green’s functions and
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evidently belongs to the class of bubble contributions, while the second term entails a connected

2-particle Green’s function. Diagrammatically, this can be expressed as shown in Fig. 2.2.

Figure 2.2: Diagrammatic representation of the generalized susceptibility. Picture taken from
[26].

The different scattering processes contributing to the full vertex F can be characterized by

the (2-particle) reducibility of their diagrammatic representation. The three channels are

characterized by the lines that are cut so that the diagram falls apart. This characterization

is called the parquet decomposition [26, 28]. A diagram in the full vertex is either fully two

particle irreducible or (2-particle) reducible in exactly one channel. The channels are the

particle-particle channel (pp) the particle-hole longitudinal channel (ph) and the particle-hole

transverse channel (ph).

F = Λ +Φpp +Φph +Φph, (2.42)

where Λ is the fully irreducible part and Φr is reducible in channel r.

The parquet equation together with diagrammatic examples is shown in Fig. 2.3.

Figure 2.3: Parquet decomposition with diagrammatic examples. Picture taken from [26].

Because a diagram is either fully irreducible or reducible in exactly one channel, one can also

define an irreducible vertex for a specific channel r: Γr = Λ +Φj +Φi; i, j ≠ r.
Furthermore, in the presence of SU(2) symmetry, it is convenient to introduce new channels

for the spin degree of freedom so that these channels do not mix. The channels that are used
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through this work are the charge, spin, and the pairing channel

χνν′ω
c ∶= χνν′ω

ph,↑↑ + χνν′ω
ph,↑↓, (2.43)

χνν′ω
s ∶= χνν′ω

ph,↑↑ − χνν′ω
ph,↑↓ (2.44)

and

χνν′ω
pair ∶= χν(ω−ν′)ω

pp,↑↓ − χνν′ω
0,pp , (2.45)

with the associated irreducible vertices

Γνν′ω
c/s ∶= Γνν′ω

ph,↑↑ ± Γνν′ω
ph,↑↓ and Γνν′ω

pair ∶= Γν(ω−ν′)ω
pp,↑↓ − Γνν′ω

0,pp . (2.46)

The latter can be used to write the Bethe-Salpeter equation (BSE) Eq. (2.47), which represents

the 2-particle analogue to the well known Dyson equation G = G0 +G0ΣG

±χνν′ω
r = χνν′ω

0,r − 1

β2
χνν1ω
0,r Γν1ν2ωχν2ν

′ω
r , (2.47)

where there is a sum over repeated indices and the plus for the charge and spin channel and the

minus for the pairing channel. Diagrammatically, this equation can be visualized as in Fig. 2.4.

Figure 2.4: Diagrammatic representation of the Dyson equation and the Bethe-Salpeter equa-
tion, where double lines represent the dressed Green’s function G. Picture taken
from [17]

The treatment of generalized susceptibilities as infinite dimensional matrices in fermionic Matsubara

space is possible, since the different bosonic frequency planes do not couple (see Eq. (2.47)). Further,

the generalized susceptibilities can be treated approximately as finite dimensional matrices because
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in the high frequency limit ν, ν′ → ±∞, they decline with 1
ν2

and become diagonal. This is the

trivial non-interaction high-frequency behavior and can be neglected safely by taking a finite matrix

from −νmax to νmax if νmax is big enough to capture all physical relevant behavior. Evidently the

smaller β is, the fewer frequencies are needed to get a good approximation.

2.1.3 Self-consistent perturbation expansion

The perturbative expansion of the one-particle Green’s function can diagrammatically be done

in two ways. One is to calculate the Green’s function up to a specific order (in interaction) by

drawing all diagrams up to this order and then summing up the diagrams. In this case the

diagrams are built with the non-interacting Green’s function G0 and the interaction U . Since

the number of diagrams grows exponential with the order [3] this approach become numerically

heavy when several orders have to be considered. An alternative approach is the self-consistent

perturbation expansion. For this approach the self energy Σ is defined as the sum of all skeleton

diagrams without the two external legs1. The skeleton diagrams for Σ are 2-particle irreducible

diagrams with the two external legs amputated. Additionally, all non-interacting Green’s functions

are replaced by full Green’s functions G in the skeleton diagrams. Therefore, the self energy can

be seen as a functional of G and U : Σ = Σ[G,U]. Hence, it follows that the Dyson equation can

be rewritten as a self-consistent equation of G (for known G0)

G = 1

G−10 −Σ[G] . (2.48)

In principle, this equation could be used to self-consistently compute G, if Σ[G] is known. Unfor-
tunately, the form of the functional Σ[G] is normally not known2. Therefore, one approximates

the functional Σ[G] with Σapprox[G], which is a chosen set of skeleton diagrams. Starting from

some G (usually Gstart = G0) one calculates Σapprox[G] then a new G is calculated via Eq. (2.48).

This new G is used to calculate Σapprox[G] again. These two steps are done iteratively until the

procedure converges to a certain G.

2.1.4 Luttinger-Ward (LW) functional

In order to derive an explicit expression for the grand canonical potential Ω for interacting fermions

in terms of the Green’s function G Luttinger and Ward introduced the Luttinger-Ward (LW)

functional [32]. The LW functional plays an essential role when one considers self-consistent

field theory (SCF) as it is done in Ref. [28]. Following [28], one can split the action S in a

non-interacting part S0 and an interacting part SV . Then S can be rewritten in terms of a SCF

part SSCF and the difference to the exact expression ∆S

1Normally, the self energy is the sum of all one-particle irreducible diagrams without external legs
2Even in such a simple model as the Hubbard Atom its expression is unknown
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S = SSCF +∆S (2.49)

with

SSCF = S0 + β ∑
kk′σσ′Σσσ′(k, k′)c†σ(k)cσ′(k′) + βΩ̄, (2.50)

where k = (k, iνn), representing k the crystal momentum of the electron and νn = (2n − 1)π/β a

fermionic Matsubara frequency, Σ is the self-consistent field and Ω̄ is a c-number. The SCF action

gives rise to a self-consistent propagator

GSCF
σ (k) = 1

iν − (ϵk − µ) −Σσ(k) , (2.51)

where space translation symmetry, time translation symmetry and spin conservation are assumed.

In principle ∆S can be made arbitrary small by choosing an appropriate Σ and Ω̄ [28]. Hence,

the exact solution can be obtained with the SCF approach.

The SCF grand canonical potential ΩSCF is defined by

e−βΩSCF ∶= ZSCF = ∫ Dc†Dce−SSCF (2.52)

and therefore ΩSCF reads

ΩSCF = −1/β Tr ln(−βG−1SCF) + Ω̄. (2.53)

At this point Ω̄ is still arbitrary but by requiring consistency of thermodynamic derivatives and

respect of local conservation laws (or continuity equations) for particle number, momentum, and

energy, this arbitrariness disappears and

Ω̄ = −Tr(ΣGSCF) +Φ, (2.54)

where Φ is the famous LW functional that has the property

δΦ

δGSCF
σ (k) = Σσ(k). (2.55)

Further, it holds that
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δΣσ(k)
δGSCF

σ′ (k′) = δ2Φ

δGSCF
σ (k)δGSCF

σ′ (k′) = Γph
σσ′(k, k′) (2.56)

as it can also be seen in [28].

Diagrammatically the LW functional is defined as the sum of all closed3 skeleton diagrams with

certain symmetry prefactors [33]. Φ is therefore a functional of the full Green’s function G and the

interaction U . An important application of the LW functional is its use in constructing approximate

approaches to compute the self-energy Σ and Green’s function G. These approaches, known as

Φ-derivable schemes, are called conserving approximations. Which means that quantities that

are conserved on the microscopic level are also conserved on the macroscopic level in Φ-derivable

approximations.

2.2 Models

2.2.1 Hubbard Atom (HA)

The model studied in this thesis is the single orbital Hubbard Atom (HA), which describes

correlated electrons in a single orbital on an isolated lattice site, which interact via an instanta-

neous and purely local electrostatic repulsion U . Because of the Pauli principle, the maximum

number of electrons on this lattice point is limited to two, with opposite spin directions. The

HA can be regarded as the limiting case of other more complicated many-electron models. For

example, it corresponds to a Hubbard model, whose hopping amplitude t is set to zero, therefore

it is also often referred to as atomic limit. It is also equivalent to an Anderson Impurity model

(AIM) in the limit of a vanishing hybridization function ∆ between the impurity site and the

non-interacting electronic bath. Evidently, the HA provides an idealized description of the

physics of localized magnetic moments, at least in the limit T ≪ U .

The Hamilton of the Hubbard Atom in second quantization reads:

H = −µ(n↑ + n↓) − h(n↑ − n↓) +Un↑n↓ with nσ = c†σcσ, (2.57)

where c
(†)
σ annihilates (creates) an electron with spin σ =↑, ↓ on the single site/orbital considered,

µ is the chemical potential and h is an external magnetic field in z-direction. For the scope of

this master thesis we assume that the gyro-magnetic factor of the fermionic particles is positive,

consistent with the notation of [34]. If electrons are considered, the shift h → −h is needed.

These operators obey the anticommutation rule of fermionic operators, i.e. {c†σ, cσ′} = δσ,σ′ . As
one can see, the Hubbard Atom is purely local and the only parameters relevant for its physical

description are the chemical potential µ and the local (“Hubbard”) interaction U between two

3Closed diagrams are diagrams that do not have external variables
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electrons.

The Hilbert space of the Hubbard Atom is four dimensional, being defined by the following

eigenstates and eigenenergies

N = {∣0⟩ , ∣↑⟩ , ∣↓⟩ , ∣↑↓⟩} and EN = {0,−µ − h,−µ + h,U − 2µ}. (2.58)

The Hubbard Atom is half filled for µ = U/2 as one can see by calculating the occupation

number ⟨n↑ + n↓⟩, where the thermal expectation value ⟨...⟩ is given by

⟨A⟩ = 1

Z
Tr(e−βHA) with Z = Tr(e−βH) = 1 + eβ(µ+h) + eβ(µ−h) + eβ(2µ−U). (2.59)

Therefore

⟨nσ⟩ = 1

Z
∑
N

⟨N ∣ e−βENnσ ∣N⟩ = eβ(µ+σh) + eβ(2µ−U)
1 + eβ(µ+h) + eβ(µ−h) + eβ(2µ−U) , (2.60)

with σ ∈ {−1,+1} and ⟨n↑ + n↓⟩ = 1 for µ = U/2. The double occupancy reads

⟨n↑n↓⟩ = eβ(2µ−U)
1 + eβ(µ+h) + eβ(µ−h) + eβ(2µ−U) . (2.61)

2.2.2 Anderson Impurity model (AIM)

A quantum impurity model describes an interacting impurity hosted in a non-interacting Fermi sea

with which it can exchange electrons. The physical systems that can be described with impurity

models are for example dilute metal alloys, quantum dots and molecular conductors [35]. Moreover,

impurity models are often used as auxiliary models, since they can be solved numerical exact with

continuous-time Quantum Monte Carlo solvers [36], this is done for example in dynamical mean

field theory (DMFT) [37] and also in this thesis the AIM is used as an auxiliary model.

In this section we consider a single-orbital Anderson Impurity model (AIM) [35]. The single-orbital

AIM is described by the Hamiltonian

H = ∑
k,σ

εkc
†
k,σck,σ − µ∑

σ

d†
σdσ +Ud†↑d↑d†↓d↓ +∑

k,σ

Vk,σd
†
σck,σ + V ∗k,σc†k,σdσ, (2.62)

where c
(†)
k,σ annihilates (creates) an electron in the non-interacting bath with spin σ and momentum

k and d
(†)
σ annihilates (creates) an electron on the impurity with spin σ. The coupling between the

impurity and the bath is described by Vk,σ and U refers to the on-site interaction at the impurity.

Since the terms in the Hamiltonian that describe the coupling between impurity and bath and

the bath itself are quadratic, the bath degrees of freedom can be integrated out and the partition

function of the remaining impurity can be written as
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Z = Trd(Tτe
−S), (2.63)

where the effective action S of the impurity reads

S = ∫ β

0
dτ Un↑(τ)n↓(τ) − µ (n↑(τ) + n↓(τ)) +∑

σ

∫ β

0
dτdτ ′ d†

σ(τ ′)∆σ(τ ′ − τ)dσ(τ), (2.64)

with

nσ(τ) = d†
σ(τ)dσ(τ). (2.65)

The coupling to the bath is replaced by the hybridization function ∆, which represents the

amplitude of an electron hopping from the impurity to the bath at τ and back to the impurity at

τ ′, and reads

∆σ(iνn) =∑
k

∣Vk,σ ∣2
iνn − εk . (2.66)

The non-interacting Green’s function of the AIM G0 then reads

G−10,σ(iνn) = iνn + µ −∆σ(iνn). (2.67)

For continuous-time Quantum Monte Carlo solvers, two different expansions in the partition

Eq. (2.63) are possible: The interaction expansion where the exponential in Eq. (2.63) is expanded

for the interaction term and the hybridization expansion where the expansion is done in the term

with the hybridization.
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Chapter 3

State of the art and open questions

This chapter concisely illustrates a selection of the existing results on the breakdown of perturbation

theory. This has two main manifestations: (i) The divergence of the irreducible vertex functions

and (ii) the misleading convergence of the self-consistent perturbation theory, which emerges from

the intrinsic multivaluedness of the Luttinger-Ward functional. Further, it is recalled how these

two aspects of the perturbative breakdown are connected according to the recent literature. Finally,

the main limitations of the existing studies, which are mostly focused on the parameter region at

or close to particle-hole symmetry, are addressed.

To date, most of the existing studies on the two manifestations of the breakdown of many-electron

perturbation theory are considering the special case of perfect particle-hole symmetry. The

calculations of this thesis, discussed in the following chapters 4 and 5, represent one of the

first steps towards an important generalization of these studies to the more realistic situations

encountered in condensed matter physics, where the particle-hole symmetry is not fulfilled.

Parts of this chapter are taken/slightly readopted from a project work of mine [29]. These parts

are marked by a black bar on the outer edge of the page.

3.1 Vertex divergences

In reference [17] it is shown that a divergence in the irreducible vertex Γνν′ω
r corresponds to

an eigenvalue that is zero in the generalized susceptibility χνν′ω
r . This is done by using the

BSE Eq. (2.47). Viewing the quantity X(ω) as a matrix in the fermionic Matsubara frequency

space (ν, ν′) for a fixed bosonic frequency ω, one can invert the BSE

Γr(ω) = β2(χ−1r (ω) ∓χ−1r,0(ω)), (3.1)

where ...−1 is a matrix inversion in the fermionic frequency space, and the minus/plus sign has

to be taken for r = c,s/pair. The bubble term χr,0 is a diagonal matrix, given by the product

of two Green’s functions. The elements of the bubble term are always different from zero for
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finite temperatures except for the trivial limit ν →∞ (the matrix is proportional to 1/ν2 in the

high ν limit, which corresponds to a high-frequency a non-interacting behavior). Therefore,

the irreducible vertex Γr only diverges if the matrix χr is singular, i.e. has an eigenvalue that

is equal to zero.

Often it is useful to view the generalized susceptibility in its eigenvalue decomposition

χνν′ω
r = ∑

l

v−1l,r(ν)λl,r vl,r(ν′), (3.2)

where λl and vl are eigenvalues and eigenvectors of χ and v−1l is the lth row in the inverse of

the eigenvector matrix V . The physical corresponding susceptibility then reads

χphysical
r (ω) = ∑

l

λl,rwl,r with wl,r = ∑
ν

v−1l,r(ν)∑
ν′ vl,r(ν′), (3.3)

where wl defines the weight of the lth eigenvalue.

Since the divergences in the irreducible vertex are caused by vanishing eigenvalues of the

generalized susceptibility, it is useful to analyze the properties of the corresponding eigenvectors

in terms of the possible symmetries of the system. In Tab. 3.1 the properties of the generalized

susceptibility for ω = 0 are shown. The table distinguishes between cases that involve different

symmetries, while always assuming time translation invariance. These are: CC=complex

conjugation, CS=crossing symmetry, TR=time reversal and SU(2).

Symmetry χσσ′,ph(ω = 0) χσσ′,pp(ω = 0)
CC+CS centro-hermitian hermitian

TR+SU(2) centro-hermitian, symmetric real, bi-symmetric

PH real, centro-hermitian real, symmetric

PH+TR+SU(2) real, bi-symmetric real, bi-symmetric

Table 3.1: Table for the properties of the generalized susceptibility when different symmetries
are considered. Properties taken from [38].

Centro-hermitian means that

JχJ = χ∗ with Jνν′ = δν−ν′ (3.4)

and a bi-symmetric matrix is simultaneously centro-symmetric and symmetric [39].

As it can be seen in Tab. 3.1 the generalized susceptibility is no longer hermitian when some

symmetries are broken. But generalized susceptibility remains a centro-hermitian matrix

independent of the symmetries that are broken Tab. 3.1. Therefore, the eigenvalues of the

generalized susceptibility are either real or come in complex conjugate pairs [39]. The existence
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of complex conjugate pairs as eigenvalues can lead to the formation of so called pseudo-

divergences (see section 4.2 for more information).

An explicit calculation of the analytically exact expression for the 1- and 2-particle Green’s

function for the Hubbard Atom is performed in reference [34]. Hence, from that, it is also

possible to calculate the generalized susceptibilities. The formalism was adopted to the particle-

hole convention Eq. (2.30a) in a bachelor thesis at the group [40] (see also appendix A.1).

In Ref. [5] the irreducible vertex of the Hubbard Atom are analytically calculated for the half

filling case (µ = U/2). There it is shown that the eigenvectors of the generalized susceptibility

χνν′ω
r corresponding to the divergences in the irreducible vertex Γνν′ω

r are either antisymmetric

and localized or symmetric and delocalized in Matsubara frequency space. In the charge channel

(in [5] d(ensity) channel) the divergences for ω = 0 are defined by the condition following

ν∗ = ±U
2

√
3 for the antisymmetric singularity (3.5)

and

U tan(β2 ∣Bc∣)
2∣Bc∣ + 1 = 0 for the symmetric singularity, (3.6)

with ν∗ being the fermionic Matsubara frequency where the localized divergence is located and

Bc = U
2

√−1+3eβU/2
1+eβU/2 . In Fig. 3.1 the divergence lines for a vertex at ω = 0 in the HA at half filling

are shown, where the red lines are the antisymmetric divergence in the charge channel and

the orange lines are the symmetric divergence that simultaneous occur in the charge and the

pairing channel.
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Figure 3.1: The lines where the irreducible vertex function of the HA diverges at half filling are
shown: the red lines correspond to divergences in the charge channel associated to a
frequency antisymmetric eigenvector, while the orange lines indicate the divergences
that simultaneous occur in the charge and the pairing channel, associated to
symmetric eigenvectors. n defines the positive Matsubara frequency where the
antisymmetric eigenvector is localized ν∗ = (2n − 1)π/β. Figure from [17].

Further, it is often useful to use the fact that a complex and symmetric matrix can be

diagonalized by a complex orthogonal transformation, if and only if each eigenspace of the

matrix has an orthonormal basis, i.e. no eigenvector that is “quasi-null” (see below) needs to

be included in the basis itself [41]. The inner product and the induced Euclidean quasi-norm

are defined as

⟨u, v⟩ ∶= uT ⋅ v = n∑
i

uivi (3.7)

and

∥u∥2T ∶= uT ⋅ u. (3.8)

We recall that a vector is “quasi-null” if ∥u∥2T = 0 but u ≠ 0. The only points in the phase space

where we have quasi-null vectors in our basis are at the exceptional points [42] that will be

excluded from the following analysis. Further, the usual norm that is used for complex vector

spaces will be denoted by ∥u∥2† = u† ⋅ u.
This complex orthogonal transformation turns out to be particularly useful since the eigenvectors

normalized in such a way (i) preserve symmetry properties regarding frequency even out of

ph-symmetry and (ii) are orthogonal to each other regarding the scalar product defined in

Eq. (3.7).

For a centro-hermitian matrix χ with eigenvector v and eigenvalue λ (either real or element of a

21



complex conjugate pair) it holds that

χv = λv⇔ χJv∗ = λ∗Jv∗. (3.9)

From Eq. (3.9) follows that for a complex conjugate pair of eigenvalues, i.e. λα and λα′ = λ∗α, the
relation

if λα ∈ C: ∃vα′ = Jv∗α with λα′ = λ∗α (3.10)

between the eigenvectors vα and vα′ = Jv∗α of this complex conjugate pair holds.

For non-degenerate1 real eigenvalues Eq. (3.9) implies that v is linearly dependent on Jv∗, e.g.
v = γJv∗ with γ ∈ C. Using the usual norm ∥.∥† and enforcing ∥v∥† = 1 we get the additional

constraint of ∣γ∣ = 1. In the specific case of particle-hole symmetric systems, where we can restrict

ourselves to real vector spaces, it holds γ = ±1. On the other hand, by adopting the quasi norm∥.∥T and enforcing ∥v∥T = 1 one gets γ = ±1, even when the restriction to particle-hole symmetry is

lifted. Hence, in this case, one finds v = ±Jv∗, which means the vector has either a symmetric real

part with antisymmetric imaginary part or vice versa. Therefore, we can state in general that:

λα ∈ R and non-degenerate ⇒ vα = γJv∗α with ∣γ∣ = 1
if ∥vα∥† = 1: γ ∈ C

if ∥vα∥T = 1: γ ∈ R.

(3.11)

In practice, this means that the eigenvectors of complex conjugate pairs are related to each other

via vα = Jv∗α′ and the eigenvectors of real eigenvalues are linearly dependent on Jv∗ with v = γJv∗.
Further, important information has been joined recent literature by exploiting, an exact mapping

that links the local 2-particle quantities of the half filled (ph-symmetric) attractive (U < 0) and
repulsive (U > 0) model [11]. In particular, this mapping was then used to obtain the divergences

lines of the attractive Hubbard model (solved with DMFT) from the corresponding ones in the

repulsive model. It was found that only the symmetric vertex divergences are transformed under

the mapping, while the antisymmetric divergences are invariant. The corresponding map of

divergence lines, extended to U < 0, can be seen in Fig. 3.2.

1Note that non-degenerate is just a sufficient condition but not a necessary, therefore also an eigenvector with
a real degenerate eigenvalue can possess the discussed symmetry. In fact, we see (empirically) that also real and
degenerate eigenvalues have the discussed symmetry.
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Figure 3.2: Vertex divergence lines at half filling for the Hubbard model solved with DMFT.
Divergences are shown for repulsive and attractive interaction. The lines in the
attractive sector, which have been explicitly computed in DMFT, can also be obtained
from the lines in the repulsive sector by using the derived mapping for half filling.
Further, the mapped degrees of freedom are shown, where λA/S means (anti-)symmetric
eigenvector. Figure taken from [11].

The mapping in Ref. [11] is derived by using a partial (local) particle-hole transformation, or Shiba

transformation [43], where the ↓ −spin is transformed as c↓ → c†↓ and c†↓ → c↓ while the ↑ −spin is

not affected by the transformation2.

Additional to the (local) spin operator Ŝ with the components

Sx = 1

2
(c†↑c↓ + c†↓c↑), (3.12)

Sy = 1

2i
(c†↑c↓ − c†↓c↑), (3.13)

Sz = 1

2
(c†↑c↑ − c†↓c↓) (3.14)

we can define a (local) pseudospin operator Ŝp with the components

Sp,x = 1

2
(c†↑c†↓ + c↓c↑), (3.15)

Sp,y = 1

2i
(c†↑c†↓ − c↓c↑), (3.16)

Sp,z = 1

2
(c†↑c↑ + c†↓c↓ − 1). (3.17)

Evidently, the Shiba transformation of the spin Ŝ is the pseudospin Ŝp. Further, one can show

that the spin and pseudospin are independent of each other as each component of the spin operator

2Note that the transformation can be also defined for non-local lattice problems by including a factor (−1)i in
the transformation, where i is the lattice side. Here, we will only consider the local Shiba transformation.

23



commutes with any component of the pseudospin operator [26].

The pseudospin is physically interpreted as follows: Sp,x and Sp,y correspond to local Cooper

pair operator, which describe the order parameter of a strong-coupling (Bose-Einstein-like)

superconductor, and Sp,z describes the deviation of the density from half filling.

Normally, if one speaks about SU(2)-symmetric systems, what is meant is that the Hamiltonian of

the system commutes with an arbitrary rotation generated by the spin operator (see Eq. (2.11)).

Further, one can show that, in the perfect particle-hole symmetric case, the Hamiltonian commutes

with any rotation generated by the pseudospin operator [26].

Hence, for systems that exhibit a symmetry under rotations generated by spin and pseudospin,

e.g. a system that possesses the usual SU(2)-symmetry and is particle-hole symmetric, one has

two independent SU(2)-algebras. The spin algebra SU(2)S and the pseudospin algebra SU(2)P.

Combining these SU(2)-algebras leads to SO(4) ≃ (SU(2)S × SU(2)P )/Z2 [26], therefore we can

refer to these systems as SO(4)-symmetric.

3.2 Misleading convergence

In Refs. [18, 20] it was found that the self-consistent perturbation theory described in section 2.1.3

can converge to unphysical solutions. This possibility of multiple solutions is due to the intrinsic

multivaluedness of the LW functional. In Ref. [20], this remarkable feature of the many-body-

theories is investigated for the Hubbard Atom at half filling by means of an iterative scheme that

mimics the convergence of the self-consistent perturbation theory. The difference to the standard

self-consistent perturbation theory is that the authors keep the values of the full Green’s function

G (which is known in the HA) fixed instead of the non-interacting Green’s function G0. Their

scheme starts from a guess G
(n=0)
0 and finds a certain G(n)[G(n)0 ] using an interaction-expansion

continuous-time quantum Monte Carlo solver. The iterative procedure is defined by the relation:

[G(n+1)0 ]−1 = [G−10 ](n) + (G−1exact − [G(n)[G(n)0 ]]−1) , (3.18)

The parameters at which this iterative procedure, which corresponds to self-consistent perturbation

theory, ceases to converge to the physical solution exactly corresponds to the parameters at which

the first divergence of the irreducible vertex in the charge channel takes place. Remarkably, for U

values higher than the U value of the first vertex divergence in the charge channel, the scheme

still converges, but to an unphysical solution. The convergence of this scheme (named scheme A

in Fig. 3.3) can be seen in Fig. 3.3.
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Figure 3.3: Misleading convergence of the schemes in Eq. (3.18) for the Hubbard Atom at half
filling. Scheme A converges to the exact solution for small U and scheme B for large
U . Figure taken from [20].

Further, an ad hoc scheme, called scheme B, has been developed in Ref. [20]. Scheme B reads

[G(n+1)0 ]−1 = [G(n)0 ]−1 ± (G−1exact − [G(n)[G(n)0 ]]−1) , (3.19)

where the ± means that minus is used for the lowest Matsubara frequency and plus is used for all

other Matsubara frequencies. By using scheme B the authors of Ref. [20] managed to obtain a

convergence to the physical solution in the complementary region of the phase-diagram, i.e., for U

values higher than the U value of the first divergence in the charge channel, as it can be seen in

Fig. 3.3.

At the present stage it is unclear, why the scheme B modifies the convergence like that. One

could speculate that the ad hoc sign change made in Eq. (3.19) works due to the fact that the

first vertex divergence in the charge channel is localized on the lowest Matsubara frequencies [5].

It is not known, however, whether scheme B can be generalized to become applicable to other

cases than the Hubbard Atom.

3.3 Link between vertex divergences and misleading convergence

In Ref. [12] a connection between the two manifestations of the breakdown of perturbation theory,

discussed in the previous sections, is made. The intrinsic multivaluedness of the LW functional [20]

is explicitly accounted for by considering a functional F[G−10 ;U, ν] that equals G when evaluated

at the functions G
(1)
0 or G

(2)
0 . Further, it holds that

χνν′ω=0
c = δF[G−10 ;U, ν]

δG−10 (ν′) ∣
G0=G0,physical

. (3.20)
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The formal derivation in [12] is obtained via the following steps. First, it is assumed that

G
(1)
0 = G(2)0 at U = U0, then by means of a functional Taylor expansion of F it is demonstrated

that the irreducible vertex function in the charge channel must diverge at U0. This finding links

the crossing of two solutions with the occurrence of vertex divergences in the charge channel. A

heuristic picture of this crossing of different LW solutions is shown in Fig. 3.4, which sketch the

situation if G and G0 would just be real numbers and G(G0) a function of G0. The point of

crossing is a minimum, so it holds that ∂G
∂G0
= 0 and therefore Γ = ∂Σ

∂G = ∂Σ
∂G0

∂G0

∂G →∞.

Figure 3.4: Heuristic picture for the crossing of two G0 functions, both corresponding to the
physical Gphys. The blue lines mark the value of the physical Green’s function for
different U , the red lines show the function G(G0) for different U and the green line
describes the evolution of the two G0 functions for different interactions U . Figure
taken from [12].

Beyond the formal implications of the general relation derived in [12] it is interesting, on a more

practical point of view, to recall that the crossing of LW-solutions has also been directly associated

with the onset of misleading convergence of the bold (self-consistent) perturbation expansion3

[17, 18, 20–22, 24, 25]. Hence, the occurrence of the first divergence of Γc with progressively

increasing ∣U ∣ should represent a hard border for the convergence of the self-consistent perturbation

resummation to the physical solution.

3Exactly in the cases of the simplest zero space-time dimensional model [21, 22, 24] and empirically (with no
exception known) in the general case of many-electron models with on-site interaction.
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3.4 Open questions

As the largest part of the previous investigations was restricted to high symmetry cases, where the

rather special condition of particle-hole symmetry is fulfilled, a natural extension would be to lift

such a restriction. This represents the main goal of the present thesis. Our study aims to address

several key questions, emphasizing the specific motivation behind each one. These questions are

listed below:

• How can the mapping of 2-particle quantities between repulsive and attractive models of

Ref. [11] be extended beyond SO(4)-symmetry?

Motivation: Extending the mapping would allow a better understanding of the underlying

physics and, on a more practical note, one would be able to investigate a larger parameter

space with reduced numerical effort.

• How do the vertex divergences behave beyond particle-hole symmetry?

Motivation: By the means of this analysis one could identify the non-perturbative regions

out of half filling and investigate whether the non-perturbation region remains always

bounded by vertex divergences when the condition of particle-hole symmetry is lifted.

• How does the T = 0 limit behave?

Motivation: Clarifying the T = 0 limit would improve the understanding between the

ground state properties of the system and the non-perturbative breakdown. Further, there

are computational methods that can mostly be used for T = 0 [44, 45].

• How does the misleading convergence of self-consistent perturbation theory happen beyond

particle-hole symmetry?

Motivation: The investigation of the misleading convergence would answer the very

practical and important question, in which regions of the phase space the bold diagrammatic

summation is still applicable. Further the question, if only vertex divergences lead to

misleading convergence, can be addressed. Moreover, investigating the way in which the

perturbation theory breaks down is a first step towards the derivation of a formal link

between vertex properties and misleading convergence in the sense of Ref. [12] that goes

beyond the implicit assumption of particle-hole symmetry.
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Chapter 4

Results: Vertex divergences in

Hubbard Atom

In this chapter, the results obtained for the first manifestation of the perturbative breakdown, i.e.

the divergence of the irreducible vertex, are presented. Specifically, the vertex divergences in the

Hubbard Atom (HA) beyond particle-hole symmetry are investigated along the following steps:

First, an exact mapping that links the local 2-particle quantities in the SU(2)-symmetric out-of-

half-filling case to the SU(2)-broken half filling case is derived and discussed. Then, a precise

determination of the vertex divergences occurring at finite temperature in the SU(2)-symmetric

HA beyond particle-hole symmetry is presented for the whole phase space, including repulsive as

well as attractive interaction. Exploiting the universality of this result, the limit T → 0 is then

thoroughly investigated. Finally, the introduced mapping is used to obtain the vertex divergences

of the HA in presence of a finite magnetic field at half filling, extending the previous analysis to

the whole phase space of the HA where either spin or pseudospin symmetry is broken.

4.1 Mapping of local 2-particle quantities beyond SO(4)-symmetry

In section 3.1 the mapping of local 2-particle quantities is investigated when the two Hamiltonians

linked by this mapping exhibit a SO(4) symmetry, e.g. the system is invariant under rotations in

spin and pseudospin space. In this section the mapping is extended to the case where either the

spin or the pseudospin symmetry is broken on one side of the mapping.

In order to map the local 2-particle quantities (for bosonic frequency ω = 0) from the SU(2)-

symmetric1 out of half filling case to the SU(2)-broken half filling case we start with a partial

particle-hole, or Shiba, transformation [43]:

c↑ → c↑, c†↑ → c†↑, c↓ → c†↓ and c†↓ → c↓. (4.1)

1By SU(2)-symmetric we mean symmetric under rotation in spin (and not pseudospin) space, unless explicitly
stated otherwise.
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The effect of such a transformation becomes more transparent when using the particle-hole

symmetric form of the corresponding Hamiltonian, as it is stated in the first line of Eq. (4.2)

H = −δµ(n↑ + n↓) − h(n↑ − n↓) +U(n↑ − 1/2)(n↓ − 1/2)= −µ(n↑ + n↓) − h(n↑ − n↓) +Un↑n↓ + const., (4.2)

with δµ = µ −U/2.
Performing the Shiba transformation for this Hamiltonian leads to

H(U, δµ, h) = −δµ(n↑ + n↓) − h(n↑ − n↓) +U(n↑ − 1/2)(n↓ − 1/2)
Shiba←→ −δµ(n↑ − n↓) − h(n↑ + n↓) −U(n↑ − 1/2)(n↓ − 1/2) =H(−U,h, δµ). (4.3)

As it can be seen in Eq. (4.3) the Shiba transformation corresponds to exchanging the values of

δµ and h and changing the sign of U . In this thesis, the specific transformation H(U, δµ,0) ↔
H(−U,0, h) with δµ = h is considered. Hence, the mapping is from a Hubbard Atom (or local

problem) out of half filling without external magnetic field to the same system at half filling in

presence of a magnetic field and a sign flip in the interaction.

For the physical susceptibility the effect of the Shiba transformation is well known: The charge

susceptibility gets mapped into the longitudinal spin susceptibility while the pairing susceptibility

is mapped into the transverse spin susceptibility [43]. The action of the mapping is much more

complicated for the generalized susceptibilities, especially for the charge and longitudinal spin

channel, as we will see in the following.

Looking at the definition of the generalized susceptibility Eq. (4.4) we can calculate how the

generalized susceptibilities transform under the Shiba transformation2

χνν′ω
σσ′ = ∫ β

0
dτ1dτ2dτ3 e

−iντ1ei(ν+ω)τ2e−i(ν′+ω)τ3
(⟨Tτ c

†
σ(τ1)cσ(τ2)c†σ′(τ3)cσ′(0)⟩ − ⟨Tτ c

†
σ(τ1)cσ(τ2)⟩⟨Tτ c

†
σ′(τ3)cσ′(0)⟩), (4.4)

which leads to

χνν′↑↑,h = χνν′↑↑,δµ, χνν′↑↓,h = −χν−ν′↑↓,δµ, χνν′↓↑,h = −χ−νν′↓↑,δµ and χνν′↓↓,h = χ−ν−ν′↓↓,δµ , (4.5)

where the subscript δµ marks the system out of half filling without magnetic field, while the

subscript h corresponds to the case of finite magnetic field and half filling.

We recall that the charge and spin channel are decoupled in presence of SU(2)-symmetry [28] and

therefore the matrix χδµ is block diagonal

2if no explicit ph or pp index is present the quantity is always expressed in ph-notation and χνν′ ∶= χνν′ω=0
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χδµ = ⎛⎝χc,δµ 0

0 χs,δµ

⎞⎠ . (4.6)

When SU(2)-symmetry is broken, instead, charge and longitudinal spin channel get coupled by

the matrices χcs and χsc. Therefore, χh is no longer block diagonal for finite h:

χh = ⎛⎝χc,h χcs,h

χsc,h χs,h

⎞⎠ . (4.7)

The matrices in Eq. (4.7) (defined in Ref. [46]) can be represented with the SU(2)-symmetric

quantities by using the transformations in Eq. (4.5)

χνν′
c,h = 1

2
(χνν′↑↑,h + χνν′↓↓,h + χνν′↑↓,h + χνν′↓↑,h) = Re(χνν′↑↑,δµ) −Re(χ−νν′↑↓,δµ), (4.8)

χνν′
s,h = 1

2
(χνν′↑↑,h + χνν′↓↓,h − χνν′↑↓,h − χνν′↓↑,h) = Re(χνν′↑↑,δµ) +Re(χ−νν′↑↓,δµ), (4.9)

χνν′
cs,h = 1

2
(χνν′↑↑,h − χνν′↓↓,h − χνν′↑↓,h + χνν′↓↑,h) = iIm(χνν′↑↑,δµ) − iIm(χ−νν′↑↓,δµ), (4.10)

χνν′
sc,h = 1

2
(χνν′↑↑,h − χνν′↓↓,h + χνν′↑↓,h − χνν′↓↑,h) = iIm(χνν′↑↑,δµ) + iIm(χ−νν′↑↓,δµ), (4.11)

where it is used that the generalized susceptibilities are centro-hermitian (χ−ν−ν′σσ′ = (χνν′
σσ′)∗) and

the susceptibilities with δµ index are SU(2)-symmetric (χνν′
σσ′,δµ = χνν′−σ−σ′,δµ).

In order to understand the mapping of the full generalized susceptibilities χh and χδµ it is useful

to introduce the orthogonal transformation Q [11]

Q = 1√
2

⎛⎝1 −J
1 J

⎞⎠ with J = ⎛⎜⎜⎜⎝
1⋰

1

⎞⎟⎟⎟⎠. (4.12)

The transformation Q applied to a centro-hermitian matrix χCH separates the parts that couple

to symmetric χS respectively antisymmetric χA vectors, in blocks

QχCHQT = ⎛⎝χ′A iχ′′S
iχ′′A χ′S

⎞⎠ . (4.13)

To understand why these blocks are antisymmetric (A) or symmetric (S) see appendix A.2.

Further, defining two transformations for the space of the full generalized susceptibilities
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Q = ⎛⎝Q 0

0 Q

⎞⎠ and T =
⎛⎜⎜⎜⎜⎜⎝
1 0 0 0

0 0 0 1

0 0 1 0

0 1 0 0

⎞⎟⎟⎟⎟⎟⎠
(4.14)

we show that

QχhQT = TQχδµQTT, (4.15)

see appendix A.2 for the calculation.

Hence, if vδµ is an eigenvector of χδµ, then consequently TQvδµ is an eigenvector of χh. We find

that the symmetric part of the eigenvector vδµ is mapped from the charge to the spin sector or

vice versa, and the antisymmetric part is invariant under the transformation.

Further, it holds that

χνν′
Sx,h = χνν′

Sy ,h = χνν′↑↓,h + χνν′↓↑,h = χν−ν′
pp,↑↓,δµ − χνν′

0,pp = χνν′
pair,δµ, (4.16)

see appendix A.2 for the calculations.

This derivation, which extends the results of [11] beyond SO(4)-symmetry, is useful for several

reasons. First, it allows us to directly obtain the 2-particle quantities with external magnetic field

at half filling from the corresponding 2-particle quantities out of half filling without magnetic field

(or vice versa). Further, it clarifies which part of the susceptibilities are mapped and which are

invariant under this transformation. Finally, it can be also used to obtain the divergence lines in

both sectors by just calculating one sector as it is done in section 4.4.

4.2 Vertex divergences out of half filling

In this section the vertex divergences at transfer frequency ω = 0 for the Hubbard Atom out of

half filling without magnetic field are calculated. As it is already stated in section 3.1 vertex

divergences correspond to a vanishing eigenvalue in the generalized susceptibility expressed as

a matrix in fermionic Matsubara frequency space. When particle-hole symmetry is fulfilled the

generalized susceptibilities in the ph-channel are real and symmetric (hence hermitian), therefore

they only have real eigenvalues. By breaking particle-hole symmetry, e.g. by varying the chemical

potential µ, the static generalized susceptibilities in ph-channel (and σσ′ spin channel) become

centro-hermitian matrices3, which have either real or complex conjugate pairs as eigenvalues [39].

Since the eigenvalues of centro-hermitian matrices can be complex a sign change of the real part

of an eigenvalue can occur continuously without the necessity of crossing the origin of the complex

3The pp-channel, instead, is not affected by breaking the ph-symmetry Tab. 3.1.
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plane: The eigenvalues can get negative real parts also by crossing the imaginary axis with a finite

value of the imaginary part. In this context, we define the occurrence of a complex conjugate pair

of eigenvalues with vanishing real part but finite imaginary part as pseudo-divergences. Evidently,

the BSE remains invertible in this case, but pseudo-divergences appear to be nonetheless important

due to their impact on the self-consistent perturbation theory, as we will see in chapter 5.

We start our analysis by investigating the Lehmann-representation of the generalized susceptibility4.

Let us consider a model which depends on N parameters {εi}∣Ni=1, where all εi have the unit of

energy. Of course, all energies of the corresponding many-body Hamiltonian will only depend

on these parameters {Ej} = {Ej({εi})} and on the basis of dimensional considerations βEj must

only be dependent on the set {βϵi} for all j.
Hence, by looking at the Lehmann-representation of the generalized susceptibility, we notice that,

apart from an overall scaling of β3, the generalized susceptibility can be expressed in terms of the

parameter set {βEi}. As a consequence, one finds that:

χνν′ω
α1,α2,α3,α4

(β,{εi}) = β3fnn′m
α1,α2,α3,α4

({βεi}), (4.17)

where n,n′ and m are the indices for ν, ν′ and ω and α is a generic set of quantum numbers.

In the general case of the Hubbard Model with the three parameters µ,U, t we have a 4-dimensional

parameter space {β,µ,U, t} that needs to be considered. On the basis of the above consideration,

we can restrict ourselves to a 3-dimensional reduced parameter space {βµ,βU,βt} which can be

investigated without losing any information about the model.

For this thesis we use the insight of Eq. (4.17) for the Hubbard Atom, we notice that we can

reduce the 3-dimensional parameter space {β,µ,U} to a 2-dimensional parameter space {βµ,βU}
without loosing any information about the system. We can therefore investigate a 2-dimensional

parameter space instead of a 3-dimensional one without loosing any information about the system,

as all information is present to the reduced phase space.

Based on the above considerations, we present our results for the position and the nature of

the vertex divergences in the HA without magnetic field in this 2-dimensional parameter space{βµ,βU} by searching for vanishing eigenvalues, or for a vanishing real part of the eigenvalues in

the case of pseudo-divergences, of the generalized susceptibility. To this aim, a discrete grid in the(δµ,U)-space for constant β (for simplicity β = 1) is introduced, the generalized susceptibilities

are calculated on this grid, and then the eigenvalues of these susceptibilities are calculated and

searched for vanishing eigenvalues or vanishing real parts. Note that we define δµ = µ−U/2 instead

of µ to make the plot symmetric around half filling.

Before discussing the results, let us clarify the semantics. We classify a divergence as “symmet-

ric/antisymmetric” if the corresponding eigenvector of the generalized susceptibility, which has a

vanishing eigenvalue, has a symmetric/antisymmetric real part and an antisymmetric/symmetric

imaginary part, provided that we use the norm Eq. (3.8) to normalize the eigenvectors. The

4See [47] for the exact formula for local susceptibilities, but note that the presented arguments also apply for
non-local susceptibilities with the only difference that the σ index becomes a σ, k index.
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notation used to display the (pseudo-)divergences is the phase space is the following: Solid lines

mark divergences and dashed lines mark pseudo-divergences. For different channels we use different

colors. The adopted color coding, which is consistent with the existing literature, is: For a vertex

(pseudo-)divergence in the charge channel: red, pairing channel: yellow, spin channel: bluish

green.

The calculated vertex divergences and pseudo-divergences for the Hubbard Atom without external

magnetic field are shown in Fig. 4.1, where the known divergences (see Figs. 3.1, 3.2) at half

filling has been marked with colored dots (charge: red, charge and pairing simultaneously: orange,

spin: bluish green). In the 2-dimensional parameter space the red dots mark antisymmetric

divergences in the charge channel and the orange dots mark symmetric divergences in the charge

and pairing channel simultaneously. Then the mapping derived in Ref. [11] can be used to get

the corresponding divergences in the attractive (U < 0) sector at half filling: The antisymmetric

divergences in the charge channel are invariant, and the symmetric divergences get mapped to the

spin channel.

Starting from the known results at particle-hole symmetry, we investigate the development of the

divergences lines without particle-hole symmetry.

For the repulsive sector we find that, by increasing/decreasing δµ, an antisymmetric and a

symmetric divergence line in the charge channel “meet” at an exceptional point (EP)5 out of

half filling and then form a pseudo-divergence line. Further, we find that, due to the lifting of

perfect ph-symmetry, the symmetric divergence in the charge channel and pairing channel are no

longer on top of each other, when going out of half filling. The charge divergences of the described

structure look like ellipses in the phase space, as it can be seen in Fig. 4.1. Hence, we will call this

structure, together with the attached pseudo-divergences and the pairing divergence, loops.

Note that the three loops shown in Fig. 4.1 are just the first three loop structures. Since in Refs. [5,

17] the authors find infinitely many divergences at half filling, we also have infinitely many loops

for higher and higher U values.

5EPs are points where the algebraic multiplicity of an eigenvalue is bigger than the geometric multiplicity [42]
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Figure 4.1: Vertex divergences and pseudo-divergences for the HA with broken ph-symmetry and
without external magnetic field. Solid lines mark vertex divergences and dashed lines
mark pseudo-divergences. The channel in which the (pseudo-)divergence appears is
indicated by the color of the line: charge: red, pairing: yellow, spin: bluish green.
The (pseudo-)divergences are plotted and calculated in the reduced parameter space{βδµ, βU}, where δµ = µ−U/2 is used instead of µ to make the plot symmetric around
half filling.

For a closer inspection, let us now considering a path with constant βδµ and increasing βU . We

find that crossing a divergence corresponds to a real eigenvalue, in the generalized susceptibility,

that goes from positive to negative. Hence, after crossing N divergence lines we have N negative

real eigenvalues, of which ⌈N/2⌉ have antisymmetric eigenvectors and ⌊N/2⌋ have symmetric

eigenvectors6. At higher values of δµ, where we cross a pseudo-divergence and not a divergence,

6The notation symmetric/antisymmetric eigenvector is again used for eigenvector that have symmetric/antisym-
metric real part.
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we find that the crossing corresponds to a complex conjugate pair whose real part changes from

positive to negative7. Therefore, after crossing N pseudo-divergences (that emerge from the loops),

one finds 2N complex conjugate pairs with negative real parts.

In Figs. 4.2 to 4.4 we show the eigenvectors along the (pseudo-)divergence lines for the first loop

structure for different βδµ.

Figure 4.2: Upper row: Eigenvectors along the first antisymmetric divergence v1.
Lower row: eigenvectors along the first symmetric divergence v2. Both for different
βδµ (the exceptional point is at βδµ = 0.6). Vectors are normalized with ∥.∥T .

In Fig. 4.2 the eigenvectors in the charge channel that correspond to the divergences that form

the first loop are shown. We find that the real antisymmetric/symmetric eigenvector at half

filling acquire a symmetric/antisymmetric imaginary part out of half filling. The imaginary part

increases for increasing values of βδµ, e.g. by progressively approaching the value of βδµ = 0.6,
where the EP is located.

In Fig. 4.3 the eigenvector pairs along the first pseudo-divergence are shown for different βδµ.

7Note that this only holds for pseudo-divergences that emerge from the loops. Considering the pseudo-divergences
that cross the U = 0 axis, we find that this corresponds to a complex conjugate pair, whose real part changes from
negative to positive along a path with increasing U .
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Figure 4.3: Eigenvectors along the first pseudo-divergence in the charge channel for different βδµ.
Vectors are normalized with ∥.∥T .

We find the expected behavior that the two eigenvectors associated to the pseudo-divergence are

related to each other via v1 = Jv∗2 (see Eq. (3.10)).

Finally, in Fig. 4.4 the eigenvectors along the pairing channel of the first loop structure are shown

for different βδµ.

Figure 4.4: Eigenvector of the first divergence in the pairing channel for different βδµ.

We note that eigenvectors in the pairing channel are real for any βδµ, because breaking the

ph-symmetry has no effect on the pairing channel and therefore χpair remains a real and symmetric

matrix. Further, we find that the real and symmetric eigenvector of the pairing divergence does

not change very much depending on βδµ.

Making our analysis more quantitative, Figs. 4.2 to 4.4 show that all eigenvectors corresponding

to the first loop structure are approximately localized at ν1 and −ν1. This appears to be a general

feature of the eigenvectors that are related to the divergences. So the eigenvectors of the N th loop

structure are approximately localized at νN and −νN (See Figs. A.1 to A.3 for the second loop

structure).

Turing now to the study of the attractive sector, we find that the divergence lines show a completely

different shape: They are disposed in a series of parabolas one inside the other, as it can be seen

in Fig. 4.1. In the charge channel we only have antisymmetric divergences at half filling. An

antisymmetric divergence line meets with a symmetric divergence one out of half filling at an EP,

forming a pseudo-divergence afterward. The different structure compared to the divergences in the
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repulsive sector reflects in a specific difference: Each symmetric divergence extends to U → −∞.

The reason this happens is the following: There are no symmetric divergences at half filling, and

therefore a symmetric and an antisymmetric divergence can not form a closed loop at difference

with the repulsive sector.

In the spin channel we find nearly the same but with the difference that the spin channel has only

symmetric divergences at half filling. This symmetric divergences meet at an exceptional point

with an antisymmetric divergence that again extends to U → −∞. Hence, the charge and the spin

channel exhibit the same structure but with the role of symmetric and antisymmetric divergences

exchanged.

Further, we find that the N th pseudo-divergences crosses the U = 0 axis at8 βδµ = βµ = ±(2N −1)π.
This must be the same point for charge and spin channel, because these two channels coincide for

U = 0, due to the absence of vertex corrections. After crossing U = 0 these pseudo-divergences

reach into the repulsive sector.

Following the same steps made in the repulsive case, let us consider again a path with constant

βδµ and decreasing βU (increasing ∣βU ∣). Going through an antisymmetric divergence corresponds

to a real eigenvalue that goes from positive to negative. When looking at a path at higher βδµ

where we cross pseudo-divergence, we find a complex conjugate pair of eigenvalues whose real part

changes from positive to negative. Going to lower βU along this path, we get to an exceptional

point where this complex conjugate pair of eigenvalues splits apart, and two real eigenvalues

appear afterward. From this two eigenvalues the one with an antisymmetric eigenvector stays

negative and the one with a symmetric eigenvector turns from negative to positive when crossing

the symmetric divergence at even lower βU . Such a development can be seen in Fig. A.4 for the

first pseudo-divergence and the first symmetric divergence in the charge channel.

For the spin channel the situation is nearly the same with the difference that again the role played

by symmetric and antisymmetric divergence is interchanged.

Therefore, in the charge channel there are N negative real eigenvalues with antisymmetric

eigenvectors inside the N th parabola and 2N (real or complex) eigenvalues with negative real part

inside the area bounded by the N th symmetric divergence and the N th pseudo-divergence lines.

For the spin channel we have the same situation, but again with symmetric and antisymmetric

divergences exchanged.

In Figs. 4.5 to 4.7 the eigenvectors along the first parabola are shown for charge and spin channel.

8This can be understood by calculating when the real part of χνν′
0 (U = 0) = −βG2

0(ν)δνν′ vanishes
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Figure 4.5: Eigenvectors along the first parabola of vertex divergences in the charge channel for
different βδµ. The exceptional point is at βδµ = 1.12. Vectors are normalized with∥.∥T .

Looking at Fig. 4.5 we start with a real antisymmetric eigenvector at half filling (δµ = 0), which
gradually acquires a symmetric imaginary part by increasing βδµ. This imaginary part gets larger

when approaching the exceptional point, which is at βδµ = 1.12. After the exceptional point, the

eigenvector features a symmetric real part and an antisymmetric imaginary part, whereas the

latter gets progressively smaller when moving away from the exceptional point.

For the first parabola in the spin channel (see Fig. 4.6) we find the same behavior, albeit with

antisymmetric and symmetric divergences interchanged and an exceptional point at βδµ = 0.975.
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Figure 4.6: Eigenvectors along the first parabola in the spin channel for different βδµ. The
exceptional point is at βδµ = 0.975. Vectors are normalized with ∥.∥T .

For the eigenvectors along the first pseudo-divergence in Fig. 4.7 we find again the usual behavior

as in the repulsive case.

Figure 4.7: Eigenvectors along first pseudo-divergences for different βδµ (βδµ = 2 is for U < 0 and
βδµ = 4 for U > 0). Upper row: Charge channel; Lower row: Spin channel. Vectors
are normalized with ∥.∥T .

Looking at Figs. 4.5 to 4.7 we find, similarly as in the repulsive case, that the eigenvectors for

the first parabola are approximately localized on ν1 and −ν1, with an important exception: The
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symmetric eigenvector in the charge channel for low βU . This specific vector gets more and more

delocalized when going to lower βU , as it can be seen more clearly in Fig. A.5. The drastic

delocalization for lower βU only happens for this vector, as it can be seen in Fig. A.7, and

corresponds to a slow decaying frequency structure of the generalized susceptibility (Fig. A.6).

Further, this behavior gives rise to the Curie behavior of the physical susceptibility as it is discussed

in appendix A.3.

Finally, we want to highlight one additional feature of the reduced parameter space, introduced

before, in combination with the approximately localized eigenvectors. Since the eigenvectors that

correspond to the N th symmetric or antisymmetric divergence are approximately localized at νN

and νN a 2N × 2N -matrix is sufficient for a qualitative estimate of the position of the first N

symmetric and antisymmetric divergence lines in the parameter space at arbitrary temperature9.

4.3 Vertex divergences in the T=0 limit

The representation of the data in the reduced phase space {βµ,βU} can be exploited to learn

something about the T = 0 limit of the vertex divergences. To this aim, we start by looking at the

asymptotic behavior of the vertex (pseudo-)divergence lines for βU → ±∞, from which we are able

to infer the behavior for β →∞ and finite U . Our calculations show that the following asymptotic

relation describes the position of the vertex (pseudo-)divergence lines in the βU → ±∞ limit:

βUr(βµr) = krβµr + dr, (4.18)

where r is the channel of the (pseudo-)divergence and βUr and βµr are the values of βU and βµ

where the (pseudo-)divergence is located. The (pseudo-)divergences present in the asymptotic

regime in the repulsive sector are (i) the charge channel pseudo-divergences that emerge from

the loops, (ii) the charge and spin pseudo-divergences, that emerge from the parabolas at U < 0
and then go through the U = 0 axis, and (iii) the pairing divergences. For a distinction between

the two charge pseudo-divergences we call the pseudo-divergences that originates from the loops

“repulsive” charge pseudo-divergences and the ones that stem from the parabolas in the U < 0
sector “attractive” charge pseudo-divergences.

In the asymptotic region of the attractive sector charge and spin divergences exist.

The fitted values of Eq. (4.18) can be seen in Tab. 4.1 for δµ > 0 and the first (pseudo-)divergence

in the considered channel.

9excluding the symmetric divergence of the first parabola in the charge channel for low βU
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Sector Channel kr dr

U>0

Charge “repulsive” 1 2.44
Charge “attractive” 1 -3.83

Spin 1 3.05
Pairing 1 0

U<0
Charge 2 -7.18
Spin 2 -2.63

Table 4.1: Fitted values for Eq. (4.18) for the different sectors and channels.

Note that all k in the repulsive sector are 1 and all k in the attractive sector are 2. Evidently, k = 1
corresponds to vertex divergence lines parallel to µ = U and k = 2 corresponds to lines parallel

to the ph-symmetric line µ = U/2. It is important to recall that, these two lines mark significant

boarders in the phase space of the T → 0 limit: They correspond to parameter points, where

the ground state of the model changes leading to a discontinuity in the filling n for T = 0, see
Eqs. (A.35), (A.39). In Fig. 4.8, the filling together with the corresponding ground states can be

seen.

Figure 4.8: Filling ⟨n⟩ at T = 0 together with the corresponding ground state in the areas.

Since the filling n is a function of βµ and βU a (pseudo-)divergence is on the same value of n for

every temperature. In the asymptotic repulsive regime we can set µ along the (pseudo-)divergence

as µ = U − dU>0. This leads to
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n = 1 + e−βdU>0
2 + e−β(U−dU>0) + e−βdU>0 U→∞!→ 1 + e−βdU>0

2 + e−βdU>0 . (4.19)

One will then find dU>0 → 0±, depending on the sign of d in Tab. 4.1, in the T → 0 limit, since

βdU>0 must stay constant.

For the attractive sector we can set µ = U/2 − dU<0/2 along the divergences in the asymptotic

regime. This leads to

n = eβU/2 + e−βdU<0
2eβU/2 + eβdU<0/2+e−βdU<0 U→−∞!→ 1

1 + e3βdU<0/2 . (4.20)

Therefore, also dU<0 → 0− must hold for T → 0.

Since we always considered the first (pseudo-)divergences in the corresponding channel we can draw

the conclusion that there are no spin or attractive charge pseudo-divergences inside the V-shaped

region bounded by µ = 0 and µ = U (with the empirical fulfilled assumption that the (pseudo-

)divergences of the same channel do not cross). Also, there are no pairing divergences or repulsive

charge divergences outside this V-shaped area. Since, infinitely many loop structures for U > 0
and parabolas for U < 0 exist, we can infer that for T = 0 we have repulsive pseudo-divergences

and pairing divergences at every (U,µ)-point inside the V-shaped area, except for ph-symmetry(µ = U/2) where one has degenerate divergences namely a symmetric and an antisymmetric charge

divergence and a symmetric pairing divergence for every U > 0 and µ = U/2. Further, we have

an antisymmetric charge and a symmetric spin divergence at every U < 0 and µ = U/2. Finally,
outside the V-shaped area we have pseudo-divergences in the attractive charge channel and the

spin channel everywhere. All these results can be made by only considering the properties of the

reduced phase {βµ,βu} space together with the asymptotic behavior in this reduced phase space.

This shows again how useful it can be to work within this phase space.

The distribution of (pseudo-)divergence lines is schematically drawn in Fig. 4.9.
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Figure 4.9: Schematic plot of the (pseudo-)divergence lines for T = 0. The area hatched with
alternating dashed red and solid yellow lines indicates the parameter region, where
pseudo-divergences in charge channel and divergences in pairing channel are found
everywhere. The area hatched with alternating dashed red and green lines indicates
the parameter region, where pseudo-divergences in charge and spin channel are
found everywhere. At ph-symmetry µ = U/2 the orange line indicates symmetric
and antisymmetric charge divergences and symmetric pairing divergences for every
U > 0 and the reddish green line indicates symmetric spin and antisymmetric charge
divergences for every U < 0. The black dotted lines mark µ = 0 and µ = U .

A final note on the calculation of the different k and d values in Tab. 4.1 is due. For the spin

channel in the repulsive sector and the charge channel in the attractive sector the calculation is

more involved, because of the slow decaying frequency structure of the generalized susceptibilities.

This structure is connected with a delocalization of a specific eigenvector, which gives rise to a

Curie behavior (as discussed in appendix A.3). As a consequence, one needs to consider larger

matrices for the generalized susceptibilities for larger ∣U ∣ values. Nonetheless, a careful analysis of

the numerical data lead to the conclusion that k goes towards 1 respectively 2 for the asymptotic

regime. Hence, at most, the values of d may not be accurate for these two cases, which would not

affect our argumentation.

With these premises, we now use Eq. (A.7) and take the limit T → 0 of the analytic formula,

which allows us to further investigate the T = 0 limit of the HA. This leads to the operator

χc/s(ν, ν′, ω) represented in Matsubara frequency space, where the former discrete Matsubara
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frequencies become now continuous variables. The detailed procedure to obtain the operator

presentation in Matsubara frequency space is described in appendix A.4. We start by analyzing

the vertex divergences at T = 0 and particle-hole symmetry µ = U/2, for this we can use the

findings of Ref. [5] and take the T = 0 limit. The equation defining the antisymmetric divergences

at ph-symmetry and T = 0 is

ν2 = A2
r with Ac = U√3/2 and As = iU/2. (4.21)

The symmetric divergences are instead defined by

ν2 = B2
r with Bc = ⎧⎪⎪⎪⎨⎪⎪⎪⎩

U
√
3/2 if U > 0

iU/2 if U < 0 and Bs = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
−iU/2 if U > 0−U√3/2 if U < 0 (4.22)

where, once again, the perfect mapping between spin and charge channel for the symmetric

divergences can be noted.

For the repulsive sector we find degenerate symmetric and antisymmetric divergence for every

finite U = 2ν/√3 (ν > 0) in the charge channel, because ν is real and continuous and no divergences

in the spin channel. Note that the symmetric divergence in the charge channel is also a symmetric

divergence in the pairing channel because we look at a ph-symmetric situation.

For the attractive sector, instead, we find antisymmetric divergences at all finite U = −2ν/√3
(ν > 0) and no symmetric divergences in the charge channel. In the spin channel symmetric

divergences occur at all finite U = −2ν/√3 (ν > 0) while no antisymmetric divergences are present.

Note that the degenerate charge divergences in the repulsive sector do not give rise to exceptional

points, being simply degenerate. Pseudo-divergences out of ph-symmetry can then be formed with

this degeneracy without the need for an exceptional point.

We now use the calculated χc/s(ν, ν′, ω = 0) at T = 0 together with the developed discretization

procedure (see appendix A.4) to compute the spectra of χc/s at T = 0.
We start by looking at different µ values, inside and outside the V-shaped region, for constant

positive U values. In Fig. 4.10 the spectrum of χc for U = 1 and different µ values is illustrated in

the complex plane of their corresponding eigenvalues λ.
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Figure 4.10: Discretized spectra of χc at T = 0 in the repulsive sector for U = 1 and different µ
values. The spectra are presented in the complex plane of the eigenvalues λ.

Since, these spectra have been computed for the (properly) discretized version of χc we can

argue that the spectra in Fig. 4.10 would progressively coalesce in continuous lines by taking the

limit ∆ν → 0. Therefore, it becomes clear why a divergence for every U at ph-symmetry and

pseudo-divergences for every δµ ≠ 0 is found.

In Fig. 4.11 the spectra of χc are compared to spectra that are obtained by a χ that is calculated

with the (perturbative) random phase approximation (RPA) (see appendix A.5).
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Figure 4.11: Discretized spectra of χc at T = 0 in the repulsive sector for U = 1 and different µ
values together with the spectra of the charge susceptibility calculated with the RPA.

We see that the RPA nicely reproduce the spectra of the exact solution outside the V-shaped area

µ > U but fails completely inside the V. Since RPA is a perturbative approximation, we interpret

this as a signature of non-perturbative effects. Therefore, we conclude that the model has a

non-perturbative behavior inside the V-shaped area and a perturbative behavior outside. Extending

this argument to T > 0 we can infer that all divergences emerging from loop structures, which

are the ones that are inside the V-shape, can have non-perturbative effects differently from the

pseudo-divergences that originates from the attractive sector. This expectation is also supported

by the fact that the pseudo-divergences that stem from the parabolas cross the U = 0 axis, which

definitely link them to the perturbative regime. Hence, we can rename the pseudo-divergences as
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non-perturbative when they emerge from the loop structures of divergences and perturbative ones

for those stemming from the parabola structures found for U < 0 and going through the U = 0 axis.

The interpretation suggested by such a renaming is also supported by our findings in chapter 5.

Interestingly, if we now take a closer look at the spectrum, we find a qualitative difference in the

structure of the spectra outside and inside the V-shaped area. This can be seen in Fig. 4.12.

Figure 4.12: Discretized spectra of χc at T = 0 in the repulsive sector for U = 1 and different µ
values together with the spectra of the charge susceptibility calculated with the RPA.
Zoom in allows to distinguish the non-perturbative structure present for 0 < µ < U .

Moreover, we note that the spectra inside the V-shaped area (except for ph-symmetry at µ = U/2)
first cross the real axis of the complex plane and only afterward form the arches that give rise to

the pseudo-divergences. Again, the RPA fails completely at reproducing this structure. Therefore,
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we draw the conclusion that this structure is a distinguished signature of the non-perturbative

properties of the corresponding pseudo-divergences. Further, we see that the slope at the point

where the spectrum crosses the real axis gets flatter and the point where the spectrum crosses

the real axis goes to ∞ as µ→ U−. This should happen since the physical charge susceptibility

must diverge at µ = U (and µ = 0), because there the degenerate ground state is ∣↑↓⟩ , ∣↑⟩ , ∣↓⟩ (resp.∣0⟩ , ∣↑⟩ , ∣↓⟩) and the filling n is discontinuous.

Let us turn now to the analysis of the spin channel for the same values of µ and U . The spectra

are plotted in Fig. 4.13.

Figure 4.13: Discretized spectra of χs at T = 0 in the repulsive sector for U = 1 and different µ
values. The spectra are presented in the complex plane of the eigenvalues λ.

We see that, for µ < U , we have an eigenvalue that is disconnected from the rest of the spectrum.

For a more precise inspection, we plot the spectra again without this one eigenvalue in Fig. 4.14.

48



Figure 4.14: Discretized spectra of χs at T = 0 in the repulsive sector for U = 1 and different
µ values. The spectra are plotted without the outlier to see if there is a pseudo-
divergence.

We see that we have continuous spectra also in the spin sector, except for the one isolated outlier

eigenvalue for all parameter values inside the V-shaped area. Further, we notice that we do not

have any (pseudo-)divergences inside the V-shaped area and pseudo-divergences outside.

We must recall at this point, that the physical susceptibility in the spin channel χs,phys must

diverge for 0 < µ < U , because of the degenerate ground state ∣↑⟩ , ∣↓⟩. This physics is captured

by the outlier eigenvalue. Indeed, this eigenvalue goes to ∞ as discretization ∆ν → 0, while the

rest of the spectrum just gets denser, as it can be seen in Fig. 4.15. Further, this eigenvalue is

connected to the delocalized symmetric eigenvector, which is also discussed in section 4.2, that

leads to slow decaying frequency structure in the generalized susceptibility and gives rise to a

Curie behavior of the physical susceptibility (see Fig. A.5).
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Figure 4.15: Left: The dependence of the outlier eigenvalue of the generalized susceptibility in the
spin channel on the discretization ∆ν, one sees that the outlier eigenvalue diverges
for ∆ν → 0.
Right: The continuous part of the spectrum only gets denser with ∆ν → 0. Both
plots are for U = 1 and µ = 0.7.

By taking a closer look at the spectra (see Fig. 4.16), we find that the structure we have previously

identified as a sign of non-perturbative effects does not appear at all, consistent with the fact that

the spin pseudo-divergences emerge from the parabolas at U < 0.
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Figure 4.16: Zoomed in spectra of χs to see the absence of the non-perturbative structure.

We will now investigate the generalized charge and spin susceptibility at T = 0 in the attractive

sector for U = −1 and different µ values. Starting with the charge channel, we plot the spectra for

different µ values in Fig. 4.17.
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Figure 4.17: Discretized spectra of χc at T = 0 in the attractive sector for U = −1 and different µ
values together with the spectra of the charge susceptibility calculated with the RPA.

We see that at ph-symmetry, again an outlier eigenvalue appears. This eigenvalue is again

responsible for a diverging physical charge susceptibility (see Fig. 4.18) due to the degenerate

ground state ∣0⟩ , ∣↑↓⟩ at µ = U/2. Further, we find a divergence for every U at half filling and

pseudo-divergences everywhere out of half filling. We again have continuous spectra except for

the isolated outlier eigenvalue at particle-hole symmetry and one real eigenvalue for U/2 < µ < 0
at ≈ −1. This eigenvalue gets part of the continuous spectrum for µ > 0. All eigenvalues that are
not part of the continuous spectrum are again connected to the delocalized eigenvector associated

to a slow decaying frequency structure in the generalized susceptibility. Further, this eigenvalue

is connected to a Curie behavior of the physical susceptibility at ph-symmetry as discussed in
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appendix A.3.

We see that the RPA nicely reproduce the spectra beyond ph-symmetry except for the one

disconnected eigenvalue for U/2 < µ < 0 . However, this seems to be no intrinsic limitation of RPA,

as it is discussed in appendix A.5.

Figure 4.18: Left: The dependence of the outlier eigenvalue of the generalized susceptibility in
the charge channel on the discretization ∆ν. One sees that the outlier eigenvalue
diverges for ∆ν → 0.
Right: The continuous part of the spectrum only gets denser with ∆ν → 0. Both
plots are for U = −1 and µ = −0.5.

Zooming into the spectra Fig. 4.19 we find no trace of the non-perturbative structure described in

Fig. 4.12, consistent with our classification of pseudo-divergences.

53



Figure 4.19: Zoomed in spectra of χc to see the absence of the non-perturbative structure for the
pseudo-divergences together with the spectra of the charge susceptibility calculated
with the RPA.

By plotting the spectra of the spin channel for the attractive sector Fig. 4.20 divergences at half

filling and pseudo-divergences out of half filling are found.
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Figure 4.20: Discretized spectra of χs at T = 0 in the repulsive sector for U = 1 and different µ
values. The spectra are presented in the complex plane of the eigenvalues λ.

Zooming into the spectra Fig. 4.21, we find again no trace of the non-perturbative structure,

consistent to our classification of pseudo-divergences.
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Figure 4.21: Zoomed in spectra of χs to see the absence of the non-perturbative structure for the
pseudo-divergences.

One last comment about the formation of pseudo-divergences in the attractive sector out of half

filling is due. Since we have calculated that at half filling we only find antisymmetric/symmetric

divergences in the charge/spin channel, the question remains how the pseudo-divergences out

of half filling can form without the crossing of a symmetric and antisymmetric divergence. We

speculate that this behavior is possible due to the discontinuity in the generalized susceptibilities

at µ = U/2 which can be already seen by looking at n. Due to this discontinuity, the eigenvalues

must not evolve continuously and pseudo-divergences can be formed without having a symmetric

divergence that meets with an antisymmetric divergence.

This detailed study of the T = 0 spectra confirm our conclusions drawn by investigating the

asymptotic regime of the reduced phase space {βµ,βU}, highlighting the convenience of working
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in this reduced phase space.

In conclusion, we find a non-perturbative region composed of the V-shaped area 0 < µ < U for

U > 0 and the line µ = U/2 for U < 0 at T = 0. Remarkably, in this specific region also a violation

of the Luttinger Ward theorem appears (with the obvious exception of ph-symmetric cases at

µ = U/2 where the LW theorem is enforced by symmetry) as consistent with [48–50].

4.4 Vertex divergences with broken SU(2)-symmetry

In this section the derived mapping from section 4.1 and the divergences out of half filling without

magnetic field from section 4.2 will be used to obtain the divergences at half filling with external

magnetic field. Because the pairing susceptibility, whose symmetry is not directly affected by a

changing of µ, gets completely mapped to the transverse spin channel Eq. (4.16), we note that the

divergences in the pairing channel get just mapped to the transverse spin channel. Further, the

symmetric part of a charge eigenvector gets mapped to the spin channel respectively the symmetric

part of a spin eigenvector gets mapped to the charge channel as in Eqs. (A.19), (A.20). For finite

magnetic field the charge and the longitudinal spin sectors are coupled. Therefore, it is convenient

to define the percentage of a divergence occurring in this enlarged space in terms of charge or spin

relative contributions by using the quantities S and A. To this aim, we split the eigenvector v of

χc,δµ or χs,δµ, that is normalized by ∥.∥T , in symmetric part vS and antisymmetric part vA

v = vA + vS with vS/A = 1

2
(v ± Jv). (4.23)

Then we define10

S = ∥vS∥2†∥v∥2† (4.24)

and

A = ∥vA∥2†∥v∥2† . (4.25)

It holds that S + A = 1 therefore, we can use the value of S to determine the percentage in

10Note that for S and A other definitions would be also possible. Other definitions could be: a) Use v with∥v∥T = 1 and define S/A = ∥vS/A∥T . This is not practical because S/A ∈ C and therefore they can not be used

directly to define a percentage. b) Use v with ∥v∥† = 1 and define S/A = ∥vS/A∥†. This definition is equivalent

to the definition in the main text, but because vectors normalized with ∥.∥T have nicely defined symmetric and

antisymmetric parts, it is more handy to work with these vectors. The equivalence is due to the fact that ṽ = v′∥v′∥† eiφ,
where ṽ and v′ are the same vector but different normalized (∥ṽ∥† = 1, ∥v′∥T = 1) and φ is the phase of ∥ṽ∥T . Finally,
the factor 1/∥v∥2† in the definition in the main text is needed, because ∥v∥† ≠ 1 and this would lead to S +A ≠ 1
without this factor.
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longitudinal spin/charge space of a mapped vector when the original vector was a vector in

charge/spin channel and A is the percentage that stays in the original channel. This is also used

for the weighted color coding in Fig. 4.22.

Now consider the vectors v1 and v2 of a complex conjugate pair, again normalized with ∥.∥T .
Because of Eq. (3.10) the symmetric and antisymmetric parts of v1 can be written as

v1 = 1

2
(v1 + v∗2) + 1

2
(v1 − v∗2) with vS/A = 1

2
(v1 ± v∗2). (4.26)

If we now calculate SC and AC of this complex eigenvalue we get

SC/AC = ∥vS/A∥2†∥v1∥2† = 1

4∥v1∥2† (v†
1 ⋅ v1 ± vT2 ⋅ v1 ± v†

1 ⋅ v∗2 + vT2 ⋅ v∗2) = 1

2
, (4.27)

where it was used that vT1 ⋅ v2 = 0 and ∥v2∥† = ∥v1∥†11.
Hence, we find that complex conjugate pairs, and therefore pseudo-divergences, have the maximal

mixing (S = A = 0.5) between the coupled charge and longitudinal spin channel when we map

them.

Exploiting these definitions, we then report in Fig. 4.22 our results for the divergences of the HA

with magnetic field at half filling, where the weighted color coding is defined by S and A.

11vT1 ⋅ v2 = 0, because the vectors are orthogonal regarding the scalar product Eq. (3.7). Further, ∥v2∥† = ∥v1∥†
holds because of the relation v2 = Jv∗1
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Figure 4.22: Vertex divergences and pseudo-divergences for the HA with external magnetic field
h at half filling. Solid lines mark vertex divergences and dashed lines mark pseudo-
divergences. The channel in which the (pseudo-)divergence appears is made clear by
the color of the line: charge: red, longitudinal spin: green, transverse spin: blue. The
charge and longitudinal spin channel are coupled. Therefore, the color of the coupled
channel is a mix of red and green, where the portion of red/green is determined by
the fraction that the eigenvector has in the charge/spin subspace, e.g. the quantitiesS and A. The (pseudo-)divergences are plotted in the reduced parameter space{βh, βU}.

Looking at Fig. 4.22 we can immediately notice that the parabolas get mapped to the repulsive(βU > 0) sector and the loop structures get mapped to the attractive (βU < 0) sector. Looking
first along the h-axis, we find that for βU > 0 we only have divergences that are fully in the charge

channel and for βU < 0 the antisymmetric divergences are fully in the charge channel and the

symmetric divergences are fully in the longitudinal spin channel (as it should be, regarding the

findings in [5, 11]).
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Going along a parabola towards the exceptional point the percentage of the longitudinal spin

channel in the divergences increases. Remarkably, the maximal mixing happens at the exceptional

point. Far away from the exceptional point at high βU the divergences are almost fully in the

longitudinal spin channel.

For the attractive sector we find that the antisymmetric/symmetric divergence gets a greater

portion in the longitudinal spin/charge channel going toward the exceptional point.

Further, we can confirm the finding of Eq. (4.27) that the pseudo-divergences are maximally

mixed.

Note that this also can be deduced from the eigenvectors plotted in section 4.2, because for

symmetric/antisymmetric divergences we can simply take the real/imaginary part of the eigenvector

for evaluating the percentage that gets mapped to the other channel. The vectors that do not

have such nice symmetry properties are the one corresponding to complex conjugated pairs of

eigenvalues which always have a maximal mixing of the channels Eq. (4.27).

To give an easier to understand illustration of the mapping, which also corresponds to the “natural”

properties of the mapping, i.e. δµ↔ h and U ↔ −U , we will show two more plots.

First, we show in Fig. 4.23 the (pseudo-)divergence lines in the attractive sector for the HA with

external magnetic field at half filling together with the repulsive sector out of half filling and

without magnetic field. Where the SU(2)-broken case is obtained via the derived mapping and

the x-axis is βh for U < 0 and βδµ for U > 0.
Second, we show in Fig. 4.24 the (pseudo-)divergence lines in the repulsive sector for the HA with

external magnetic field at half filling together with the attractive sector out of half filling and

without magnetic field. Where the SU(2)-broken case is obtained via the derived mapping and

the x-axis is βh for U > 0 and βδµ for U < 0.
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Figure 4.23: Mapping of the repulsive vertex divergences and pseudo-divergences in the HA from
out of half filling without magnetic field to magnetic field h at half filling. Solid lines
mark vertex divergences and dashed lines mark pseudo-divergences. The channel
in which the (pseudo-)divergence appears is made clear by the color of the line:
charge: red, longitudinal spin: green, transverse spin: blue, pairing: yellow, spin
with SU(2)-symmetry: bluish green. The charge and longitudinal spin channel are
coupled. Therefore, the color of the coupled channel is a mix of red and green, where
the portion of red/green is determined by the fraction that the eigenvector has in
the charge/spin subspace. The (pseudo-)divergences are plotted in the reduced 2-d
parameter space {βδµ, βU} in the upper half and in the {βh, βU} in the lower half
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Figure 4.24: Mapping of the attractive vertex divergences and pseudo-divergences in the HA from
out of half filling without magnetic field to magnetic field h at half filling. Solid lines
mark vertex divergences and dashed lines mark pseudo-divergences. The channel in
which the (pseudo-)divergence appears is made clear by the color of the line: charge:
red, longitudinal spin: green, spin with SU(2)-symmetry: bluish green. The charge
and longitudinal spin channel are coupled. Therefore, the color of the coupled channel
is a mix of red and green, where the portion of red/green is determined by the fraction
that the eigenvector has in the charge/spin subspace. The (pseudo-)divergences are
plotted in the reduced 2-d parameter space {βh, βU} in the upper half and in the{βδµ, βU} in the lower half
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Chapter 5

Results: Branching of solutions

This chapter focuses on the second manifestation of the breakdown of perturbation theory: The

misleading convergence of the bold perturbation series, which originates from the intrinsic mul-

tivaluedness of the Luttinger-Ward functional. To investigate the misleading convergence in the

Hubbard Atom (HA) beyond particle-hole symmetry an iterative scheme, originally introduced in

Ref. [20], that calculates G0, given the exact G (which is analytically known in the HA), is used.

This scheme mimics the convergence of the bold perturbation series, with the difference that G

is fixed and not G0 as in the bold perturbation series. The convergence of the iterative scheme

is investigated in the phase space of the SU(2)-symmetric Hubbard Atom beyond particle-hole

symmetry and linked to the results presented in the previous chapter.

5.1 Method

In this chapter we investigate the convergence of the bold (self-consistent) perturbation series for

the Hubbard Atom beyond particle-hole symmetry.

For this we adapt scheme A in Eq. (3.18) developed in Ref. [20], that empirically (see section 3.3)

mimics the convergence of the bold perturbation series. The difference to the bold perturbation

series is that we fix the full Green’s function G to obtain a G0.

The adapted scheme is presented in Eq. (5.1)

[G−10 ](n+1) = G−1phys +Σ[G(n)0 ], (5.1)

where Σ[G(n)0 ] is calculated with the AIM solver. To solve the AIM, a hybridization expansion

continuous-time quantum Monte Carlo (QMC) with the worm sampling method of w2dynamics

[51] is used. In practice, a hybridization function ∆ (so basically a G0) is provided as input to the

QMC solver, which gives back the corresponding impurity self energy of the associated interacting

AIM. Further, as both ∆(νn) and ∆(τ) are needed as an input for w2dynamics, but our iterative

scheme only yields G0(νn) (and therefore ∆(νn)) we use the sparse IR package [52] to perform

the inverse Fourier transformation of ∆(νn).
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This iterative scheme is then used until we converge to a G0 (e.g. ∥G(n)0 −G(n−1)0 ∥ < ε, where ε is

some small positive upper bound, below which we assume that the numerical convergence has

been obtained.)

Note that in the context of diagrammatic resummations in self-consistent perturbation theory

there are two different parameters for convergence. First, there is the convergence with respect

to iterations of the self-consistent equation, which would correspond to n in Eq. (5.1). Second,

one considers the convergence with respect to the order in the expansion. This corresponds to

the number of orders which are considered in the skeleton diagrams of the functional Σ[G]. The
latter is the convergence one usually talks about when using bold diagrammatic schemes.

For the scheme we use the situation is a bit different: We only consider the convergence with

respect to iterations of the self-consistent Eq. (5.1), since the convergence with respect to the

expansion, numerically obtained via the QMC solver, is always fulfilled.

It is worth to emphasize that the numerical convergence of the iterative scheme Eq. (5.1) can be

made easier by adopting the following procedure.

First, we detect if our solution oscillates with respect to the iterations. If this is the case, we mix

the solution of the current iteration with the solutions of previous iterations.

Second, we exploit the inside that the Hartree term of the self energy must be nU for both the

unphysical and the physical solution. This is due to the fact that we fix G to the physical solution

and the corresponding Hartree term is 1
β ∑nG(iνn)e−iνn0− . However, we noticed that although the

filling of the auxiliary AIM nAIM should coincide with the exact filling of the HA (nHA) numerical

deviations can occur. As we interpret these deviations as a numerical error, we correct the self

energy from the AIM ΣAIM according to

Σ = ΣAIM − (nAIM − nHA)U, (5.2)

which has considerably helped the convergence of our iterative procedure in the most delicate

regimes.

With this background, we calculate G0 for paths along constant δµ but for different U values.

In some cases the solution we obtain depends on the starting value of ∆. For the selection of

the starting value of ∆ we discuss different options: (i) We can use the converged solution of

the previous point in U as an input for next U -point. This can be either done by going from

low ∣U ∣ values to higher values (“left to right”) or by going from high ∣U ∣ values to low values

(“right to left”). Evidently, option (i) has the advantage that fewer iterations are needed, reducing

the overall numerical effort, but with the (potential) disadvantage of a possible bias towards

one solution. To prevent this, we can use (ii) a random ∆ as a starting value at every U -point.

We interpret the two methods “left to right” and “right to left” in the context of self-consistent

perturbation theory as choosing different starting values for G. Normally one chooses Gstart = G0

this would correspond to the “left to right” method as we start from a physical solution, while

choosing some other (unphysical) starting value would plausibly correspond to the “right to left”

method.
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Following the example of Ref. [20] we note that for the analysis of the misleading convergence a

practical one-dimensional parameter is the double occupancy ⟨n↑n↓⟩ which is related to G0 via

Eq. (5.3)

⟨n↑n↓⟩ = 1

βU
Tr(ΣG) = 1

βU
Tr ((G−10 −G−1)G) . (5.3)

5.2 Results for the misleading convergence in the Hubbard Atom

In this section we show the results for the convergence of the scheme in Eq. (5.1) to an unphysical

solution in the Hubbard Atom beyond particle-hole symmetry. For this, we apply the iterative

scheme along paths with constant δµ and different U values and investigate several such paths

with different δµ values.

The physical values for the double occupancy of the HA calculated with the (analytical) Eq. (2.61)

and the corresponding ones calculated with the iterative obtained G0 via Eq. (5.3) can be seen

in Fig. 5.1 for δµ = 0 (half filling). Here, the start value of ∆(νn) has been set randomly at

each U -point to avoid bias towards one specific solution. This is realized, by using the QMC

randomized noise for ∆(νn) which is possible because the hybridization function of the physical

solution is exactly zero, therefore the converged physical solution corresponds to a hybridization

function that is only numerical noise. To prevent a bias towards one solution, the random start

value for ∆(νn) is chosen such that it is one magnitude greater than the numerical noise of the

physical solution.

Figure 5.1: Double occupancy of the physical solution and the iteratively obtained solution for
different U values and δµ = 0 plotted over U . The red vertical line marks the U value
of the first divergence in the charge channel, while the orange vertical line marks the
U values of the second divergence in the charge channel, which is also a divergence in
the pairing channel at half filling.
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We can clearly see that the iterative scheme converges to the physical solution for U values smaller

than the U value where the first divergence in the charge channel appears (marked by a vertical red

line). For U values larger than the U value of the first charge divergence, we observe a convergence

to an unphysical solution consistent to [12, 20].

We also compare the physical with the iterative obtained G0(νn) and Σ(νn) for the largest U

value of in Fig. 5.1 in Fig. 5.2.

Figure 5.2: Upper: The physical and the iteratively obtained G0 plotted over positive Matsubara
frequencies. Lower: The physical and the iteratively obtained Σ plotted over positive
Matsubara frequencies at βU = 6, δµ = 0 and β = 30

We see that the main difference between the physical and the unphysical solution is at the first

Matsubara frequency, therefore we will focus on comparing G0 and Σ on the first Matsubara

frequency. The corresponding data are presented in Fig. 5.3.
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Figure 5.3: Upper: The physical and the iteratively obtained G0(ν1) of the HA plotted for
different U values. Lower: The physical and the iteratively obtained Σ(ν1) plotted
for different U values at δµ = 0 and β = 30. The red vertical line marks the U value of
the first divergence in the charge channel, while the orange vertical line marks the U
values of the second divergence in the charge channel, which is also a divergence in
the pairing channel at half filling.

From the numerical data in Fig. 5.3 we infer that the deviation from the physical G0 is continuous

both in the real part and the imaginary part of the non-interaction Green’s function G0. Conse-

quently, the deviation in Σ from the physical solution is also continuous, as G0 and Σ are related

via the Dyson equation. From this we conclude, similarly as in Ref [20], that the physical G0 is

equal to an unphysical solution at the U value of the first charge Udiv divergence and that the two

solutions approach each other continuously for U → Udiv.

This observation is consistent with the proof in Ref. [12].

Moreover, we see, by looking at Figs. 5.1, 5.3, that the second charge divergence (which is also

a pairing divergence because we are at half filling) does not appear to have any effect on the
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convergence of the algorithm. This is also consistent with the proof in Ref. [12] due to the fact

that only the crossing of the physical G0 with some unphysical G0 implies a divergence in the

irreducible charge vertex. Since our algorithm already converged to an unphysical branch very far

from G0,phys when crossing the second charge divergence, we do not see any particular effect.

Further, it can be seen in Fig. 5.2 that the real part of the physical and the unphysical Σ coincide.

Since the only contribution to the real part of Σ at half filling is the Hartree term and the

correction of Eq. (5.2) is not made for half filling, we can conclude the Hartree term of the physical

and the unphysical solution is indeed the same.

Although the proof in Ref. [12] formally has been derived for half filling, it can easily be extended to

vertex divergences in the charge channel out of half filling by introducing the additional parameter

µ and µ0 for the position of the crossing in µ-space additionally to U0. Introducing this parameter

does not alter the arguments of the proof, therefore we expect results that are qualitative the

same as for half filling, when crossing a vertex divergence in charge channel beyond ph-symmetry.

Consequently, we expect a continuous deviation from the physical G0 and Σ after crossing the

first charge divergence out of half filling (δµ ≠ 0).
This is confirmed by the numerical data in Figs. 5.4, 5.5, where the data are calculated along a

“from left to right” path, e.g. using the scheme where we use the solution of the last U point as a

starting point for the new U point which has a higher U value.

Figure 5.4: Double occupancy of the physical solution and the iteratively obtained solution of the
HA plotted for different U values and βδµ = 0.5. The red vertical line marks the U
value of the first vertex divergence in the charge channel, while the yellow vertical line
marks the U values of the first divergence in the pairing channel.
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Figure 5.5: Upper: The physical and the iteratively obtained G0(ν1) of the HA plotted for
different U values. Lower: The physical and the iteratively obtained Σ(ν1) of the HA
plotted for different U values at δµ = 0.5 and β = 30. The red vertical line marks the
U value of the first vertex divergence in the charge channel, while the yellow vertical
line marks the U values of the first divergence in the pairing channel.

As it can be seen in Figs. 5.4, 5.5 the convergence to an unphysical solution begins when crossing

the charge divergence at the lowest U value. This happens continuously, like for half filling, and,

thus, we get qualitatively the same behavior as in the half filling case. Again, the crossing of the

second charge divergence or the crossing of the pairing divergence has no effect on the convergence.

To some extent these results were already, at least implicitly, known because of the proof in

Ref. [12] and the data at half filling in Ref. [20].

On the other hand, the numerical data in [18], though not conclusive, seem somehow to suggest that

also the pseudo-divergences, as defined in section 4.2, may have some effect on the self-consistent

perturbation theory.

Therefore, we will investigate what happens if we cross a non-perturbative pseudo-divergence,
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e.g. pseudo-divergences that stem from the loop structure of the vertex divergence lines in the

phase diagram (see section 4.2). To this aim, we use the iterative scheme of Eq. (5.1) for δµ

values higher than that of the exceptional point (βδµ = 0.6). In Fig. 5.6 the iteratively obtained,

double occupancy together with the physical double occupancy can be seen along a “left to right”

U−path at βδµ = 3.

Figure 5.6: Double occupancy of the physical solution and the iteratively obtained solution plotted
for different U values and βδµ = 3. The dashed red vertical line marks the U value of
the first non-perturbative pseudo-divergence in the charge channel, while the yellow
vertical line marks the U values of the first divergence in the pairing channel.

From the double occupancy in Fig. 5.6 we clearly see that also the crossing of the (non-perturbative)

pseudo-divergence in the charge channel represents a barrier for the convergence of our self-

consistent algorithm to the physical solution. Therefore, also this kind of pseudo-divergences

mark the end of the self-consistent perturbation theory, justifying their classification as “non-

perturbative”. Moreover, we infer, from the numerical data, that the branch switch to the

unphysical solution happens discontinuously. The structure of the discontinuity is analyzed by

looking at G0(ν1) and Σ(ν1) in Fig. 5.7.
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Figure 5.7: Upper: The physical and the iteratively obtained G0(ν1) of the HA plotted for
different U values. Lower: The physical and the iteratively obtained Σ(ν1) plotted
for different U values at δµ = 3 and β = 30. The dashed red vertical line marks the
U value of the first non-perturbative pseudo-divergence in the charge channel, while
the solid yellow vertical line marks the U values of the first divergence in the pairing
channel.

According to the data shown in Fig. 5.7, the switching to the unphysical solution at the pseudo-

divergence (red dashed vertical line) is continuous in the real part of G0, but discontinuous in the

imaginary part of G0 as well as in both real and imaginary part of Σ. We want to emphasize that

the branch switch to the unphysical solution at pseudo-divergences needs to be discontinuous in

some way, as a continuous switch would imply a vertex divergence [12] leading to a contradiction.

On the other hand, in order to make the switch between solutions possible, it is plausible that a

link between these must exist. In this case the link appears to be the real part of G0. More in

general one can argue that this link is needed because, otherwise one could not single out the case

of the observed switch from the generic situation where infinitely many unphysical solutions, with
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no link to the physical solution, exist1.

Such a discontinuous behavior appears somewhat reminiscent of that of a first order phase-

transition in thermodynamics. Indeed, by a closer inspection, one finds, another similarity: We

find a coexistence region of the physical and the unphysical solution. This coexistence region

can be accessed by performing a calculation by means of the iterative scheme from “left to right”

and from “right to left”, in analogy to the e.g. metal insulator coexistence region in the Mott

transition.

These calculations are shown in Fig. 5.8.

Figure 5.8: Double occupancy of the physical solution and the iteratively obtained solution plotted
for different U values and βδµ = 3. The data plotted with a black line is calculated
from “left to right” while the data plotted with a blue line is calculated from “right to
left”. The dashed red vertical line marks the U value of the first non-perturbative
pseudo-divergence in the charge channel, while the solid yellow vertical line marks the
U values of the first divergence in the pairing channel.

More precisely, we find that the unphysical regime extends beyond the pseudo-divergence, when

calculating the data from “right to left”. Remarkably, the branch switch from unphysical to

physical solution then happens at the pairing divergence, suggesting a (loose) analogy between

the yellow divergence line and the Uc1 of the Mott MIT.

To further investigate the structure of the branch, we plot again G0(ν1) and Σ(ν1) in Fig. 5.9.

1The existence of infinitely many unphysical solutions is suggested by the existence of infinitely many divergences
[5, 12, 17]
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Figure 5.9: Upper: The physical and the iteratively obtained G0(ν1) of the HA plotted for
different U values. Lower: The physical and the iteratively obtained Σ(ν1) plotted for
different U values at δµ = 3 and β = 30. The data plotted with a black line is calculated
from “left to right” while the data plotted with a blue line is calculated from “right to
left”. The dashed red vertical line marks the U value of the first non-perturbative
pseudo-divergence in the charge channel, while the solid yellow vertical line marks the
U values of the first divergence in the pairing channel.

Notably, the numerical data suggest that the link between the physical and the unphysical solution,

when calculating the data from “right to left”, is no longer guaranteed by the real part of G0, as

it is the case for the calculation from “left to right”, but by the imaginary part of Σ, since the
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imaginary of Σ appears (numerically) continuous at the branch switch while all other quantities

are discontinuous.

This insight raises the question of what happens if the pseudo-divergence in the charge channel

occurs at lower U values than the pairing divergence, as it is the case for 0.6 < ∣βδµ∣ < 1.75.
It turns out that the convergence of our iterative scheme in this region is very challenging due

to very strong oscillations during the iterations. These oscillations can be suppressed by mixing

different iteration steps, as described in section 5.1. But our data suggest that in this parameter

regime of strong oscillations rather leads to a sort of Maxwell-construction-like interpolation

between the physical and the unphysical solution, instead of a proper convergence to a given

solution (see appendix A.6 for more information). Therefore, only converged data that are obtained

without mixing are presented in the main text for 0.6 < ∣βδµ∣ < 1.75, where the oscillations are very
strong and the charge pseudo-divergence is located at lower U values than the pairing divergence.

In Figs. 5.10, 5.11 data for βδµ = 0.7 calculated from “left to right” and from “right to left” without

mixing are presented.

Figure 5.10: Double occupancy of the physical solution and the iteratively obtained solution
plotted for different U values at βδµ = 0.7 and β = 30. The data plotted with a
black line is calculated from “left to right” while the data plotted with a blue line is
calculated from “right to left”. The red dashed vertical line marks the U value of the
first non-perturbative pseudo-divergence in the charge channel, while the solid yellow
vertical line marks the U values of the first divergence in the pairing channel. The
small deviation from the physical solution right before the charge pseudo-divergence
is interpreted as numerical error. The numerical error associated to the iterative
scheme seems to happen near the exceptional point, see also Fig. 5.4.

No coexistence region is found for the cases where the charge pseudo-divergence is located at

smaller U values than the pairing divergence. This can be seen in Fig. 5.10, where the branch

switch occurs at the pseudo-divergence in the charge channel for both “left to right” and “right

to left”. For a more detailed analysis, we must again closely inspect the behavior of G0(ν1) and
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Σ(ν1) in Fig. 5.11.

Since a continuous branch switch would imply a divergence in the charge channel [12], which is

not observed in this parameter regime, the branch switch must be discontinuous.

Because we are near the exceptional point (βδµ = 0.6) the discontinuous jump is very small, and

it is very hard to numerically identify which parts of G0 and Σ are continuous and which are

discontinuous.

Figure 5.11: Upper: The physical and the iteratively obtained G0(ν1) of the HA plotted for
different U values. Lower: The physical and the iteratively obtained Σ(ν1) plotted
for different U values at δµ = 0.7 and β = 30. The data plotted with a black line is
calculated from “left to right” while the data plotted with a blue line is calculated
from “right to left”. The dashed red vertical line marks the U value of the first
non-perturbative pseudo-divergence in the charge channel, while the solid yellow
vertical line marks the U values of the first divergence in the pairing channel.
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Therefore, more data are needed to provide a solid interpretation for the structure of the branch

switch. To this aim, we calculate the difference between the unphysical and the physical solution

at the first Matsubara frequency at the U value of the (pseudo-)divergence in the charge channel.

The value of the unphysical G0(ν1) (or Σ(ν1)) at the U corresponding to the pseudo-divergence is

determined by fitting the calculated values of G0(ν1) (or Σ(ν1)) obtained through our iterative

scheme. The fitting process involves a second-degree polynomial in U to which the unphysical

G0(ν1) (or Σ(ν1)) in proximity to the pseudo-divergence are fitted. Due to the strong oscillations

in the iterative scheme, only data that are calculated without mixing is used for the fitting

procedure (see appendix A.6).

The difference between the fitted polynomial at the U value of the first (pseudo-)divergence in the

charge channel and the physical G0(ν1) (resp. Σ(ν1)) is plotted in Fig. 5.12 for different δµ values

and denote by ∆G0 (resp. ∆Σ).

Figure 5.12: Upper: Difference between the extrapolated value of G0(ν1) computed with the
iterative algorithm and the value of the physical G0(ν1) at the U value of the first (non-
perturbative pseudo-)divergence plotted for different δµ values. Lower: Difference
between the extrapolated value of Σ(ν1) computed with the iterative algorithm
and the value of the physical Σ(ν1) at the U value of the first (non-perturbative
pseudo-)divergence plotted for different δµ values. The black solid vertical line marks
the βδµ value of the corresponding exceptional point, while the black dashed vertical
line marks the βδµ value at which the first charge pseudo-divergence line and the
first pairing divergence line cross.
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We interpret the enhancement of the real part of ∆G0 observed around the exceptional point,

marked by a solid vertical line in Fig. 5.12, as numerical error. This is plausible as the data

(especially for βδµ = 0.5) suggest that the slope of the branch switch gets steeper when approaching

the exceptional point and diverge at the exceptional point. Evidently, this makes it hard to get

good numerical results in this region, which likely also explains the numerical artefacts seen in

Figs. 5.4, 5.10, where the double occupancy appears to slightly deviate from the physical value

also right before the pseudo-divergence. A further support of this interpretation is the fact that

Re(∆G0) decreases again when departing from the exceptional point. In contrast, to the clear

enhancement in Im(∆G0) observed for ∣βδµ∣ > 0.6.
At the same time, we do not see a clear trend in the data of Im(∆Σ) for ∣βδµ∣ < 1.75, while

the value of Im(∆Σ) extrapolates to zero for βδµ = 1.75. This suggests the interpretation that

Im(∆Σ) is nonzero only for ∣βδµ∣ > 1.75. On the other hand, for Re(∆Σ) we do see a clear trend

for ∣βδµ∣ > 0.6 which would likely imply that Re(∆Σ) is only zero for ∣βδµ∣ < 0.6.
Although our numerical data are not completely conclusive, we present here the simplest possible

explanation which is not in contradiction with the whole data sets, in the spirit of the well known

concept of Ockham’s razor:

(i) A completely continuous switch between physical and unphysical solution occurs at vertex

divergences in the charge channel.

(ii) A branch switch that is only continuous in the real part of G0 and the imaginary part of

Σ occurs at (non-perturbative) pseudo-divergences that are at lower U values than the pairing

divergence for the same δµ. This structure unifies the behavior of the two solutions in the

coexistence region for ∣βδµ∣ > 1.75, as the “left to right” branch switch is only continuous in the

real part of G0 and the “right to left” switch is only continuous in the imaginary part of Σ.

(iii) A branch switch that takes place at (non-perturbative) pseudo-divergences that are at higher

U values than the pairing divergence for the same δµ is only continuous in the real part of

G0 (when the data are calculated from “left to right”). Further, this is the only case where a

coexistence of physical and unphysical solution is found: This happens in the parameter region

bounded by the pairing divergence from the left and the charge pseudo-divergence from the right.
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The three cases that we found for the branch switch from the physical to the unphysical solution

are summarized in Tab. 5.1.

Case (i) (ii) (iii)

βδµ ∣βδµ∣ < 0.6 0.6 < ∣βδµ∣ < 1.75 ∣βδµ∣ > 1.75
(Pseudo-)Divergences

Charge divergence at lower U
than pairing divergence

Charge pseudo-divergence at lower U
than pairing divergence

Pairing divergence at lower U
than charge pseudo-divergence

Coexistence region ✗ ✗
Between pairing divergence

and charge pseudo-divergence

Branch switch at Charge divergence Charge pseudo-divergence
Charge pseudo-divergence

(Pairing divergence)

Re(G0) ✓ ✓
✓

(✗)

Im(G0) ✓ ✗ ✗

Re(Σ) ✓ ✗ ✗

Im(Σ) ✓ ✓
✗

(✓)B
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Table 5.1: Summarized properties of the branch switch for all found cases. In the case where a
coexistence region exists, the entry in brackets is for the “right to left” solution and
the entry without brackets is for the “left to right” solution.

Eventually, we turn to the discussion of the case δµ < 0. For δµ < 0 our numerical data suggest

that we have the same behavior as for δµ > 0 but the iterative scheme faces more difficulties to

converge for small δµ values which is probably due to the very small value of the double occupancy

and the filling characterizing these cases.

Finally, we address the pseudo-divergences in the charge channel that emerge from the discussed

parabola structures (see section 4.2) at U < 0. To this aim, we calculate the convergence of the

iterative scheme for βδµ = 4 and U > 0 Fig. 5.13 and for βδµ = 1.5 and U < 0 Fig. 5.14.

We find that the pseudo-divergences that stem from the parabolas do not lead to a branch switch

neither in the attractive nor the repulsive sector. This again supports our classification of these

pseudo-divergences as “perturbative” pseudo-divergences. Further, the vertex divergences in the

attractive sector lead to a completely continuous branch switch similarly as in the repulsive case.
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Figure 5.13: Double occupancy of the physical solution and the iteratively obtained solution
plotted for different U values at βδµ = 4. The dashed red vertical line marks the U
value of the first perturbative pseudo-divergence in the charge channel.

Figure 5.14: Double occupancy of the physical solution and the iteratively obtained solution
plotted for different negative U values at βδµ = 1.5. The solid red vertical line marks
the U value of the first divergence in the charge channel, while the dashed red vertical
line marks the U value of the first perturbative pseudo-divergence in the charge
channel.
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Chapter 6

Conclusion and outlook

6.1 Conclusion

In this thesis we managed to successfully extend the existing analyses of the breakdown of the

many-electron perturbation expansion, presented in chapter 3, which are manly limited to the

particle-hole symmetric case. In particular, we were able to provide a precise answer to the

questions posed in section 3.4:

How can the mapping of 2-particle quantities between repulsive and attractive models of Ref. [11]

be extended beyond SO(4)-symmetry?

The mapping developed in section 4.1 links local generalized susceptibilities calculated for systems

that are invariant under rotations in the spin-space to the corresponding ones of systems that

are invariant under rotations in the pseudospin-space. This corresponds to relating a system

beyond particle-hole symmetry without external magnetic field to a corresponding one with

particle-hole symmetry but with external magnetic field and a sign flip in the interaction. Our

derivation demonstrates that, consistent with the results of [11], the symmetric real part of the

generalized susceptibilities is mapped from the charge to the spin channel (or vice versa), while the

antisymmetric real part is invariant under the mapping. At the same time, the imaginary parts

of the generalized susceptibilities beyond particle-hole symmetry get mapped to the generalized

susceptibilities that couple the charge and the spin channel for the corresponding SU(2)-broken

system.

How do the vertex divergences behave beyond particle-hole symmetry?

In section 4.2 we have investigated the structure of the vertex divergences, which correspond to a

vanishing eigenvalue in the generalized susceptibility, in the Hubbard Atom beyond particle-hole

symmetry both for repulsive and attractive interaction.

Additionally, we find that a (N + 1)-dimensional phase space of a general many-electron model

at finite T that depends on the N parameters {εi}∣Ni=1 can be reduced to a N -dimensional phase

space by considering the dimensionless parameters βεi without losing any information about the

generalized susceptibilities.

Since the eigenvalues of the generalized susceptibility out of half filling can be either real or

complex conjugate pairs, we define the pseudo-divergence We also search for the presence of
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“pseudo-divergences”, in addition to the location of vertex divergences. Pseudo-divergences occur,

according to our definition, when the generalized susceptibility has a complex conjugate pair of

eigenvalues with vanishing real part but finite imaginary part.

By searching for divergences and pseudo-divergences in the reduced parameter space {βδµ, βU}-
space, we find the following results:

In the repulsive sector only charge and pairing (pseudo-)divergences occur. Two charge divergence

lines in the repulsive sector form a closed “loop” structure in parameter space, where the point

where the two divergence lines meet is identified as an exceptional point1. Further, a pseudo-

divergence line emerges from each exceptional point by increasing doping. Moreover, the pairing

divergence lines beyond particle-hole symmetry deviate from the symmetric charge divergence

lines due to the violation of the pseudospin SU(2)-symmetry.

In the attractive sector, only charge and spin (pseudo-)divergences are found, whereas both

channels share a similar structure of the (pseudo-)divergence lines. For both channels, two

divergence lines meet at an exceptional point, from where a pseudo-divergence line emerges. In

contrast to the repulsive sector the divergence lines do not form a closed structure but rather a

parabola structure that extend to U → −∞. Interestingly, the pseudo-divergence lines of these

parabolas cross the U = 0-axis and extend into the repulsive sector (cf. Fig. 4.1).

Further, by using the developed mapping, we can also obtain the divergence lines for a Hubbard

Atom at half filling with external magnetic field without performing the respective calculations as

discussed in section 4.4.

How does the T = 0 limit behave?

In appendix A.4, we have developed a procedure which allows to investigate the T = 0 limit

of the generalized susceptibilities. Equipped with this scheme, we study the structure of the

eigenspectra of the generalized susceptibilities expressed in terms of the imaginary frequencies

at T = 0 in section 4.3. A remarkable outcome of this analysis is the following: We find a

non-perturbative region, with a continuous distribution of pseudo-divergences and divergences,

in the whole phase space enclosed in 0 < µ < U with U > 0 and for the specific value of µ = U/2
for U < 0. Further, we classify the pseudo-divergences as “perturbative” and “non-perturbative”

pseudo-divergences, which are characterized by a different structure of the spectrum (see Fig. 4.12).

The non-perturbative pseudo-divergences correspond to the pseudo-divergences that emerge from

the ”loop structures” at finite temperature, while the perturbative divergences stem from the

parabola structures.

How does the misleading convergence of self-consistent perturbation theory happen beyond particle-

hole symmetry?

In chapter 5 we investigate the convergence of the self-consistent perturbation theory beyond

particle-hole symmetry by means of an iterative scheme first adapted in Ref. [20]. This way, we

find a misleading convergence of the iterative scheme for different values of the chemical potential.

In particular, for ∣βδµ∣ < 0.6, where we still find divergences in the charge channel by increasing

the value of βU and no pseudo-divergences the situation remains qualitatively similar to the half

1exceptional points are points where the algebraic multiplicity of an eigenvalue is bigger than the geometric
multiplicity [42]
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filling case: The convergence to an unphysical solution starts by crossing the first divergence in

the charge channel (see Fig. 5.4).

For ∣βδµ∣ > 0.6, instead, we have pseudo-divergences in the charge channel, there we find that also

the crossing of the first non-perturbative pseudo-divergence leads to an unphysical convergence

of the iterative scheme (see Fig. 5.10) which, as mentioned before, resembles the self-consistent

perturbation theory while the crossing of a perturbative pseudo-divergence does not lead to an

unphysical convergence of the scheme (see Figs. 5.13, 5.14).

Further, consistent with a loose analogy with the properties of a 1st order phase transition, we find

a coexistence region for the physical and the unphysical solution between the pairing divergence

and the non-perturbative pseudo-divergence if the pairing divergence occurs at smaller U values

than the pseudo-divergence, which is the case for ∣βδµ∣ > 1.75. In particular, following a U -path

from lower to larger U values the iterative scheme starts to converge to an unphysical solution

after crossing the first pseudo-divergence in the charge channel, but following the same U−path in

the opposite direction, the convergence to an unphysical solution also takes place for U values

smaller than the U value of the first pseudo-divergence and only terminates for U values smaller

than the U value of the first pairing divergence (see Fig. 5.8).

Moreover, our investigations have demonstrated that, when the misleading convergence is caused

by the crossing of the divergence in the charge channel, the corresponding deviation from the

physical solution occurs continuously regardless of whether one considers the at half filling or the

out of half filling case (see Figs. 5.3, 5.5).

On the other hand, when the misleading convergence is caused by a non-perturbative pseudo-

divergence, the situation becomes more complicated.

For 0.6 < ∣βδµ∣ < 1.75, where the charge pseudo-divergence occurs at smaller U values than

the pairing divergence, we do not have conclusive data due to the strong oscillations in our

self-consistent procedure. However, we suspect that the branch switch between the physical and

the unphysical solution happens continuous in the real part of G0 and the imaginary part of Σ,

while it probably displays a discontinuous jump in the imaginary part of G0 and the real part of

Σ (see Figs. 5.11, 5.12). Further, we suspect that no coexistence region of the physical and the

unphysical solution exists in this case.

For ∣βδµ∣ > 1.75 where the charge pseudo-divergence is at larger U values than the pairing

divergence, we find a coexistence region between the charge pseudo-divergence and the pairing

divergence. If the branch switch occurs at the charge pseudo-divergence (e.g. considering a path

with increasing U) only the real part of G0 appears to be continuous. Instead, only the imaginary

part of Σ appears to be continuous if the branch switch occurs at the pairing divergence (e.g. on

the opposite path with decreasing U) as it can be seen in Fig. 5.9.

The findings of misleading convergence are summarized in Tab. 5.1.
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6.2 Outlook

Although we were able to answer the posed questions, taking a first step towards a systematic

understanding of the perturbative breakdown beyond particle-hole symmetry, some relevant

questions still need to be addressed.

A very natural extension would be to break further symmetries, e.g. investigate the (pseudo-

)divergences of the Hubbard Atom for the most general case: beyond particle-hole symmetry

and in the presence of an external magnetic field. By deriving the mapping for the most general

case where neither SU(2) nor particle-hole symmetry are fulfilled one only needs to consider the

repulsive system and can obtain the attractive model with this mapping (or vice versa), for this

our developed framework should be very convenient.

Also, the difference between the non-perturbative and the perturbative pseudo-divergences remains

to be understood. To this aim, a closer examination of the non-perturbative structure in the

spectra of the generalized susceptibilities, best seen in the T = 0 limit, could be interesting.

Further, a more precise investigation of the structure of the misleading convergence of our iterative

scheme, especially in the region 0.6 < ∣βδµ∣ < 1.75, where the charge pseudo-divergence occurs at

smaller U values than the pairing divergence for which our data are not very conclusive, needs to

be done. The final goal of this investigation would be to develop an analytical proof like the one

in Ref. [12] for non-perturbative pseudo-divergences. In this respect, a possible direction to be

followed, which looks quite promising, is the examination of the vertex divergences occurring for

complex values of the interaction. Their occurrence in the complex interaction plane could be

linked directly to the non-perturbative pseudo-divergences, as suggested by the preliminary data

in Ref. [53]. Moreover, we note that the analysis of complex interactions has also been used in the

context of diagrammatic Monte Carlo calculations for a determination of the convergence radii of

the method itself [54].

Finally, the investigation of other models needs to be done. Interesting cases would be: (i)

The Falicov-Kimball model solved with DMFT, because the functional form of its self energy as

functional of the full Green’s function is analytically known [17]. (ii) The Hubbard Dimer as

well as the Hubbard model solved with cluster DMFT methods [18, 55] to investigate the effect

of non-local spacial correlations on the breakdown of perturbation theory. (iii) A two orbital

impurity model with magnetic coupling to fully clarify the supposed connection between the

breakdown of perturbation theory and the violation of the Luttinger theorem [48–50].
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Appendix A

Appendix

A.1 Analytical expression for the generalized susceptibility in

the Hubbard Atom without magnetic field

The 1-particle Green’s function and the connected 2-particle Green’s functions for the HA in

ph-notation (if no explicit ph or pp index is present, the quantity is expressed in ph-notation)

for different spin combinations are shown in Eqs. (A.1) to (A.3).

GT=0
1 (ν) = 1 − n

iν + µ + n

iν + µ −U , (A.1)

GT=0,c
2,↑↑ (ν, ν′, ω) = U2n(1 − n)(δ(ω) − δ(ν − ν′))(i(ν + ω) + µ)(i(ν + ω) + µ −U)(iν′ + µ)(iν′ + µ −U) (A.2)

and
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GT=0,c
2,↑↓ (ν, ν′, ω) =
= 2n − 1
i(ν + ω) + iν′ + 2µ −U ( 1

i(ν + ω) + µ −U + 1

iν′ + µ −U )( 1

i (ν′ + ω) + µ −U + 1

iν + µ −U )
+ −βeβ(U+µ)δνν′(2eβµ + 1) eβU + e2βµ ( 1

i(ν + ω) + µ − 1

i (ν′ + ω) + µ −U )( 1

iν + µ − 1

iν′ + µ −U )
+ βU2δω0 (e(2µ−U)β − e2µβ)(1 + 2eµβ + e(2µ−U)β)2 1(i(ν + ω) + µ)(i(ν + ω) + µ −U) (iν′ + µ) (iν′ + µ −U)
+ n − 1(i(ν + ω) + µ) (i (ν′ + ω) + µ −U) (iν + µ) + 1 − n(i(ν + ω) + µ) (iν′ + µ −U) (i (ν′ + ω) + µ −U)+ 1 − n(i(ν + ω) + µ −U) (iν′ + µ) (i (ν′ + ω) + µ −U) + n − 1(iν′ + µ) (i (ν′ + ω) + µ −U) (iν + µ)+ 1 − n(i(ν + ω) + µ) (iν′ + µ) (iν + µ) + 1 − n(i(ν + ω) + µ) (iν′ + µ) (i (ν′ + ω) + µ)+ 1 − n(i(ν + ω) + µ −U) (i (ν′ + ω) + µ) (iν + µ −U) + n − 1(i(ν + ω) + µ −U) (iν′ + µ) (i (ν′ + ω) + µ)+ 1 − n(iν′ + µ −U) (i (ν′ + ω) + µ) (iν + µ −U) + n − 1(i(ν + ω) + µ) (iν′ + µ −U) (i (ν′ + ω) + µ)+ −n(i(ν + ω) + µ −U) (iν′ + µ −U) (iν + µ −U) + −n(i(ν + ω) + µ −U) (iν′ + µ −U) (i (ν′ + ω) + µ −U) ,

(A.3)

where the superscript c in the Green’s functions means that only the connected part of the

Green’s functions is considered and n is the occupation number of each spin (which is equal for

spin up and down in the SU(2) symmetric case)

n = eµβ + e(2µ−U)β
1 + 2eµβ + e(2µ−U)β . (A.4)

The corresponding generalized susceptibilities are defined in Eqs. (A.5), (A.6)

χνν′ω↑↑ = Gc
2,↑↑(ν, ν′, ω) − βG1(ν)G1(ν + ω)δνν′ (A.5)

and

χνν′ω↑↓ = Gc
2,↑↓(ν, ν′, ω). (A.6)

The explicit expression for the generalized charge/spin susceptibility as defined in Eq. (2.43) is

given in Eq. (A.7)
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χνν′
c/s = − β [ 1 − niν + µ + n

iν + µ −U ]2 δνν′ + βU2n(1 − n) (1 − δνν′)(iν + µ)(iν + µ −U) (iν′ + µ) (iν′ + µ −U)
± 2n − 1
iν + iν′ + 2µ −U ( 1

iν + µ −U + 1

iν′ + µ −U )2
± −βeβ(U+µ)δνν′(2eβµ + 1) eβU + e2βµ ( 1

iν + µ − 1

iν′ + µ −U )2
± βU2 (e(2µ−U)β − e2µβ)(1 + 2eµβ + e(2µ−U)β)2 1(iν + µ)(iν + µ −U) (iν′ + µ) (iν′ + µ −U)
± n − 1(iν + µ) (iν′ + µ −U) (iν + µ) ± 1 − n(iν + µ) (iν′ + µ −U) (iν′ + µ −U)
± 2( 1 − n(iν + µ −U) (iν′ + µ) (iν′ + µ −U) + n − 1(iν′ + µ) (iν′ + µ −U) (iν + µ))± 1 − n(iν + µ) (iν′ + µ) (iν + µ) ± 1 − n(iν + µ) (iν′ + µ) (iν′ + µ)± 1 − n(iν + µ −U) (iν′ + µ) (iν + µ −U) ± n − 1(iν + µ −U) (iν′ + µ) (iν′ + µ)± −n(iν + µ −U) (iν′ + µ −U) (iν + µ −U) ± −n(iν + µ −U) (iν′ + µ −U) (iν′ + µ −U) .

(A.7)

The corresponding particle-particle quantities can be obtained by the frequency shift Eq. (2.33)

and using the definition of the generalized susceptibility in the pairing channel Eq. (2.45).

For the prefactor in the second line of Eq. (A.7) the limit towards µ → U/2 needs to be taken

carefully:

q0 = 2n − 1
iν + iν′ + 2µ −U µ→U/2!→ βδν,−ν′

2(1 + eβµ) . (A.8)

A.2 Derivation of the mapping beyond SO(4)-symmetry

In this section the calculations for section 4.1 are done in more detail. For this we start by showing

how the orthogonal transformation Q in Eq. (4.12) separates the symmetric and antisymmetric

parts of a centro-hermitian matrix. A centro-hermitian matrix χCH can be represented by the

sum of a centro-symmetric real matrix χ′ and a skew-centro-symmetric imaginary matrix χ′′ 1

χCH = χ′ + iχ′′ with χ′ = ⎛⎝A′ JC ′J
C ′ JA′J

⎞⎠ and χ′′ = ⎛⎝A′′ −JC ′′JC ′′ −JA′′J⎞⎠ , (A.9)

where χ′(′), A′(′) and C ′(′) are real square matrices.

1Centro-hermitian matrix: JAJ = A∗, centro-symmetric matrix: JAJ = A, skew-centro-symmetric matrix:

JAJ = −A, with J = ⎛⎜⎝
1⋰

1

⎞⎟⎠
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The transformation Q acts on (skew-)centro-symmetric matrices as follows2

Qχ′QT = ⎛⎝A′ − JC ′ 0

0 A′ + JC ′⎞⎠ and Qχ′′QT = ⎛⎝ 0 A′′ − JC ′′
A′′ + JC ′′ 0

⎞⎠ . (A.10)

To understand why A′ − JC ′ and A′′ + JC ′′ are termed antisymmetric blocks and A′ + JC ′ and
A′′ − JC ′′ are termed symmetric blocks, we let χ′ and χ′′ act on a vector v which is decomposed

into symmetric and antisymmetric parts

⎛⎝A′ JC ′J
C ′ JA′J

⎞⎠
⎡⎢⎢⎢⎢⎣
⎛⎝ vS
JvS
⎞⎠ + ⎛⎝ vA−JvA⎞⎠

⎤⎥⎥⎥⎥⎦ =
⎛⎝(A′ + JC ′)vS + (A′ − JC ′)vA(C ′ + JA′)vS + (C ′ − JA′)vA⎞⎠ (A.11)

and

⎛⎝A′′ −JC ′′JC ′′ −JA′′J⎞⎠
⎡⎢⎢⎢⎢⎣
⎛⎝ vS
JvS
⎞⎠ + ⎛⎝ vA−JvA⎞⎠

⎤⎥⎥⎥⎥⎦ =
⎛⎝(A′′ − JC ′′)vS + (A′′ + JC ′′)vA(C ′′ − JA′′)vS + (C ′′ + JA′′)vA⎞⎠ . (A.12)

As it can be seen A′ − JC ′ and A′′ + JC ′′ couple to the antisymmetric part of the vector and

A′ + JC ′ and A′′ − JC ′′ couple to the symmetric part of the vector.

Now defining χ↑↑,δµ and χ↑↓,δµ as

χ↑↑,δµ = ⎛⎝A′ JB′J
B′ JA′J

⎞⎠ + i⎛⎝A′′ −JB′′JB′′ −JA′′J⎞⎠ and χ↑↓,δµ = ⎛⎝C ′ JD′J
D′ JC ′J

⎞⎠ + i⎛⎝C ′′ −JD′′JD′′ −JC ′′J⎞⎠ (A.13)

we find that

QχδµQT = ⎛⎝Qχc,δµQ
T 0

0 Qχs,δµQ
T

⎞⎠ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

χ′c,δµ,A i χ′′c,δµ,S
i χ′′c,δµ,A χ′c,δµ,S 0

0
χ′s,δµ,A i χ′′s,δµ,S
i χ′′s,δµ,A χ′s,δµ,S

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (A.14)

with

χ′c,δµ,A = A′ − JB′ +C ′ − JD′, χ′c,δµ,S = A′ + JB′ +C ′ + JD′,
χ′′c,δµ,A = A′′ + JB′′ +C ′′ + JD′′, χ′′c,δµ,S = A′′ − JB′′ +C ′′ − JD′′, (A.15)

2with Q = (1 −J
1 J

)
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and

χ′s,δµ,A = A′ − JB′ −C ′ + JD′, χ′s,δµ,S = A′ + JB′ −C ′ − JD′,
χ′′s,δµ,A = A′′ + JB′′ −C ′′ − JD′′, χ′′s,δµ,S = A′′ + JB′′ −C ′′ + JD′′. (A.16)

For the SU(2) broken situation at half filling we find3

QχhQT = ⎛⎝Qχc,hQ
T Qχcs,hQ

T

Qχsc,hQ
T Qχs,hQ

T

⎞⎠
= ⎛⎝QRe(χ↑↑,δµ − Jχ↑↓,δµ)QT iQIm(χ↑↑,δµ − Jχ↑↓,δµ)QT

iQIm(χ↑↑,δµ + Jχ↑↓,δµ)QT QRe(χ↑↑,δµ + Jχ↑↓,δµ)QT

⎞⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

χ′c,δµ,A 0 0 i χ′′c,δµ,S
0 χ′s,δµ,S i χ′′s,δµ,A 0

0 i χ′′s,δµ,S χ′s,δµ,A 0

i χ′′c,δµ,A 0 0 χ′c,δµ,S

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (A.17)

which has clearly the same matrix components as QχδµQT but with the 2nd and 4th column and

row exchanged. Therefore, a corresponding reordering of Eq. (A.17), which corresponds to a

matrix transformation with T of Eq. (4.14), leads to the matrix in Eq. (A.15). This proves

QχhQT = TQχδµQTT. (A.18)

The final step is to compare the eigenvalues and eigenvectors of χδµ and χh. Since the two matrices

just differ by the orthogonal transformation TQ the eigenvalues of both matrices are the same

and for each eigenvector v of χδµ, TQv is an eigenvector of χh. Due to the block diagonal form of

χδµ, all eigenvectors have either entries in the first two subspaces (the charge subspace) or in the

last two subspaces (the spin subspace). If we now transform an eigenvector from the charge/spin

subspace vc/s of χδµ we find

TQvc = TQ
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎛⎜⎜⎜⎜⎜⎝
vS
JvS
0

0

⎞⎟⎟⎟⎟⎟⎠
+
⎛⎜⎜⎜⎜⎜⎝

vA−JvA
0

0

⎞⎟⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎛⎜⎜⎜⎜⎜⎝

0

0

vS
JvS

⎞⎟⎟⎟⎟⎟⎠
+
⎛⎜⎜⎜⎜⎜⎝

vA−JvA
0

0

⎞⎟⎟⎟⎟⎟⎠
(A.19)

3Note that Jχ↑↓,δµ = (0 J
J 0

)((C ′ JD′J
D′ JC ′J) + i(C ′′ −JD′′J

D′′ −JC ′′J))
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and

TQvs = TQ
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎛⎜⎜⎜⎜⎜⎝

0

0

vS
JvS

⎞⎟⎟⎟⎟⎟⎠
+
⎛⎜⎜⎜⎜⎜⎝

0

0

vA−JvA
⎞⎟⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎛⎜⎜⎜⎜⎜⎝
vS
JvS
0

0

⎞⎟⎟⎟⎟⎟⎠
+
⎛⎜⎜⎜⎜⎜⎝

0

0

vA−JvA
⎞⎟⎟⎟⎟⎟⎠
, (A.20)

where we clearly see an invariance of the antisymmetric part and a mapping from charge to spin

subspace (or vice versa) for the symmetric part.

Now the final step is the mapping of the pairing susceptibility from out of half filling without

magnetic field

χνν′ω
pair,δµ = χν,ω−ν′,ω↑↓,pp,δµ − χνν′ω

0,pp (A.21)

to the transverse spin channel at half filling with magnetic field [46]

χνν′ω
Sx,h = χνν′ω

Sy ,h = 1

2
(χ↑↓,h + χ↓↑,h). (A.22)

From Eq. (2.27) it is obvious that χ↑↓ = G2,↑↓ and χ↓↑ = G2,↓↑, if there is spin conservation. Then

using the definition

G2,σσ′ = ∫ β

0
dτ1dτ2dτ3dτ4 e

−iν1τ1eiν2τ2e−iν3τ3eiν4τ4⟨Tτ c
†
σ(τ1)cσ′(τ2)c†σ′(τ3)cσ(τ4)⟩ (A.23)

and making a Shiba transformation we obtain

G2,↑↓,h(ν1, ν2, ν3, ν4) = −G2,↑↓,δµ(ν1,−ν3,−ν2, ν4) and (A.24)

G2,↓↑,h(ν1, ν2, ν3, ν4) = −G2,↓↑,δµ(−ν4, ν2, ν3,−ν1). (A.25)

By using the crossing symmetry, we can obtain [26]

χσσ′(ν1, ν4, ν3, ν2) − χ0,σσ′(ν1, ν2, ν3, ν4) = −χσσ′(ν1, ν2, ν3, ν4) + χ0,σσ′(ν1, ν4, ν3, ν2)δσσ′ (A.26)

and get

χ↑↓,h(ν1, ν2, ν3, ν4) = χ↑↓,δµ(ν1, ν4,−ν2,−ν3) − χ0,↑↓,δµ(ν1,−ν3,−ν2, ν4) and (A.27)

χ↓↑,h(ν1, ν2, ν3, ν4) = χ↓↑,δµ(−ν4,−ν1, ν3, ν2) − χ0,↓↑,δµ(−ν4, ν2, ν3,−ν1). (A.28)

Now introducing the ph-frequency convention of Eq. (2.30a) and shifting ω → ω − ν − ν′ according
to Eq. (2.33) on the right-hand side of the equations to switch to the pp-notation, we end up with
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χνν′ω↑↓,h = χν,−ν′−ω,−ω↑↓,pp,δµ − χν,ν′,−ω
0,↑↓,pp,δµ and (A.29)

χνν′ω↓↑,h = χ−ν′,ν+ω,ω↓↑,pp,δµ − χ−ν′,−ν,ω
0,↓↑,pp,δµ TR Eq. (2.36)= χν+ω,−ν′,ω↑↓,pp,δµ − χ−ν,−ν′,ω

0,↑↓,pp,δµ. (A.30)

Calculating χSx gives

χνν′ω
Sx,h = 1

2
(χν,−ν′−ω,−ω↑↓,pp,δµ + χν+ω,−ν′,ω↑↓,pp,δµ − χν,ν′,−ω

0,↑↓,pp,δµ − χν+ω,ν′+ω,ω
0,↑↓,pp,δµ ) , (A.31)

by using crossing symmetry Eq. (2.34) and SU(2)-symmetry Eq. (2.37) for χ−ν,−ν′,ω
0,↑↓,pp,δµ. For ω = 0

Eq. (4.16) is proven.

A.3 Corresponding eigenvectors of divergence lines

In this section additional analysis of the eigenvectors of the corresponding divergences in section 4.2

are presented.

We start by showing the eigenvectors of the second loop structure of the repulsive sector in

Figs. A.1 to A.3

Figure A.1: Upper row: Eigenvectors along the second antisymmetric divergence v3. Lower row:
Eigenvectors along the second symmetric divergence v4. Both for different βδµ.
Vectors are normalized with ∥.∥T .

90



Figure A.2: Eigenvectors along the second pseudo-divergence in the charge channel for different
βδµ. Vectors are normalized with ∥.∥T .

Figure A.3: Eigenvector of the second divergence in the pairing channel for different βδµ. Vectors
are normalized with ∥.∥T .

One clearly sees that the vectors of the second loop structure are approximately localized at ν2

and −ν2.
In Fig. A.4 the development of the eigenvalues, that lead to the first symmetric and antisymmetric

divergence in the charge channel (attractive sector), along a path with constant βδµ = 1.5 are

shown.
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Figure A.4: Development of the eigenvalues, that lead to the first symmetric λS and antisymmetric
λA divergence in the charge channel (attractive sector), along a path with constant
βδµ = 1.5. The red dashed lines mark the first pseudo-divergence and the red solid
line marks the symmetric divergence of the first parabola.

We see that, coming from larger U values, the real part of the complex conjugate pair changes

from positive to negative at the pseudo-divergence. In the following, the complex pair becomes

two distinct real eigenvalues after an exceptional point. The eigenvalue that corresponds to

the symmetric eigenvector λS becomes positive by crossing the symmetric divergence while the

antisymmetric eigenvalue λA stays negative.

In Fig. A.5 we plot the development of the eigenvectors along the first symmetric divergence in

the charge channel of the repulsive sector (U > 0).

92



Figure A.5: Delocalization of the eigenvector along the first parabola in the charge channel.
Vectors are normalized with ∥.∥T .

We find that the eigenvector gets more and more delocalized in Matsubara frequencies for more

negative values of βU (U < 0).
This delocalized eigenvector corresponds to the largest eigenvalue in the generalized susceptibility.

As it was found in Ref. [11] this eigenvalue dominates the behavior of the physical susceptibility

and gives rise to a Curie behavior (χphys ∝ β). Therefore, the eigenvalue must scale like β,

diverging in the limit T → 0, and the eigenvector must correspond to a weight which does not get

suppressed. Both conditions are naturally realized by a delocalized symmetric eigenvector. In

fact, this behavior can be generated by an eigenvector that becomes more and more delocalized

for T → 0 as we observe in Fig. A.5. For instance, let’s consider a matrix where every coefficient

is equal to 1, namely the all-ones matrix. The argument can be understood by considering a

matrix where every coefficient is equal to 1, namely the all-ones matrix. This provides a way to

generate a divergent eigenvalue without any divergent matrix element. If we consider an all-ones

matrix of the shape n × n, this matrix has a single nonzero eigenvalue with the value n and n − 1
eigenvalues which are equal to 0. The eigenvector of the eigenvalue n is equal to 1 for every

component. In the context of generalized susceptibilities the dimension of the matrix, that needs

to be considered, scales with β as more and more Matsubara frequencies will be included if the

cut-off-frequency is kept constant by reducing the temperature. In this case, the eigenvalue of the

delocalized eigenvalue naturally scales proportionally to β.

Numerically, we observe that the delocalized eigenvector gives rise to a slow decaying frequency

structure in the generalized susceptibility, as it can be seen in Fig. A.6 in the spin channel for

U > 0 and in the charge channel for U < 0. This structure approaches the all-ones matrix for the

T → 0 limit.
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Figure A.6: Generalized susceptibilities for positive and negative interaction U . As matrices in
the fermionic frequency space ν, ν′

The delocalization in νn of the eigenvector of the first symmetric divergence in the charge channel

at U < 0 has not been found in any other eigenvectors of the charge channel (see Fig. A.7 for an

exemplary competition)
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Figure A.7: Different symmetric eigenvectors of the generalized charge susceptibility for βU = −80
at µ = U/2.

A.4 Generalized susceptibilities for T=0

In this section the T → 0 limit of the generalized charge and spin susceptibility is calculated.

Thereby, the susceptibility χc/s(ν, ν′, ω) at T = 0 can no longer be viewed as a matrix, as the

Matsubara frequencies become continuous. Mathematically χc/s(ν, ν′, ω) can be regarded as an

operator represented in Matsubara frequency space4. Consequently, all sums over Matsubara

frequencies become integrals and a Kronecker-Delta of Matsubara frequencies becomes a Dirac-

Delta:

1

β
∑
ν

β→∞!→ ∫ ∞
−∞ dν

2π
, (A.32)

βδνν′ β→∞!→ 2πδ(ν − ν′), (A.33)

βδω0
β→∞!→ 2πδ(ω). (A.34)

For the remaining terms that depend on β in Eq. (A.7) the limit β → ∞ is done for U > 0 in

Eqs. (A.35) to (A.38)

4Note that also the susceptibilities at finite T can be regarded as operators in this sense, but we will stick to the
terminology of infinite dimensional matrices as they still have discrete indices.
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n = 1 + eβ(µ−U)
2 + e−βµ + eβ(µ−U) β→∞!→

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if µ < 0
1
3 , if µ = 0
1
2 , if 0 < µ < U
2
3 , if µ = U
1, if µ > U

, (A.35)

q0 = 2n − 1
iν + iν′ + 2µ −U β→∞!→ ⎧⎪⎪⎪⎨⎪⎪⎪⎩

0, ∀ν, ν′ if µ→ U/2
2n−1

iν+iν′+2µ−U , else
, (A.36)

q1 = − 1

2 + e−βµ + eβ(µ−U) β→∞!→
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if µ < 0−1
3 , if µ = 0−1
2 , if 0 < µ < U−2
3 , if µ = U

0, if µ > U
, (A.37)

q2 = e−βU − 1(2 + e−βµ + eβ(µ−U))2 β→∞!→
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if µ < 0−1
9 , if µ = 0−1
4 , if 0 < µ < U−1
9 , if µ = U

0, if µ > U
, (A.38)

where the limit of q0 is done according to Eq. (A.8).

The corresponding terms for U < 0 and β →∞ are calculated in Eqs. (A.39) to (A.42)

n = 1 + eβ(µ−U)
2 + e−βµ + eβ(µ−U) β→∞!→

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
0, if µ < U/2
1
2 , if µ = U/2
1, if µ > U/2 , (A.39)

q0 = 2n − 1
iν + iν′ + 2µ −U β→∞!→ ⎧⎪⎪⎪⎨⎪⎪⎪⎩

πδ(ν + ν′), if µ→ U/2
2n−1

iν+iν′+2µ−U , else
, (A.40)
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q1 = − 1

2 + e−βµ + eβ(µ−U) β→∞!→= 0∀µ, (A.41)

q2 = e−βU − 1(2 + e−βµ + eβ(µ−U))2 β→∞!→ ⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
4 , if µ = U/2
0, else

. (A.42)

Having performed all limits in Eq. (A.7) we can now construct the generalized susceptibilities in

charge and spin channel for T = 0. However, for the numeric calculations, the susceptibilities need

to be discretized again. How this is done is stated in Eqs. (A.43) to (A.45)

2πδ(ν − ν′) discretization!→ 2π

∆ν
δνν′ , (A.43)

2πδ(ω) discretization!→ 2π

∆ω
δω0, (A.44)

∫ dν

2π

discretization!→ ∆ν

2π
∑
ν

, (A.45)

where ∆ν and ∆ω refer to the equidistant frequency grid that is chosen.

The in this way discretization quantities again represent matrices in fermionic Matsubara frequency

space (for constant bosonic frequency) with a cut-off frequency νmax. Evidently, νmax and ∆ν

must be large respectively small enough such that the results do not depend on them.

Finally, the eigenequation of the generalized susceptibilities in its continuous form is

∫ ∞
−∞ dν′

2π
χ(ν, ν′)v(ν′) = λv(ν), (A.46)

with the eigenvector v(ν) and the eigenvalue λ. According to Eq. (A.45) the discretized form is

∆ν

2π
∑
ν′

dν′
2π

χν,ν′v(ν′) = λv(ν). (A.47)

Note, that for a numerical diagonalization routine (e.g. numpy.linalg.eig) the factor ∆ν
2π is in

general missing. Therefore, to scale correctly every eigenvalue obtained with the help of a numerical

routine, the factor ∆ν
2π of the discretization procedure must be included.
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A.5 Random phase approximation for T=0

In this section the random phase approximation (RPA) for T = 0 is derived. Thereby, we explicitly

separate the singular (proportional to the Dirac-Delta distribution) terms from the regular terms.

We start from the Feynman diagrammatic definition of the RPA:

χRPA(ν, ν′) = − − − − ...

=χ0(ν, ν′) − ∫ dν1
2π

dν2
2π

χ0(ν, ν1)Γ(ν1, ν2)χ0(ν2, ν′)
+ ∫ dν1

2π

dν2
2π

dν3
2π

dν4
2π

χ0(ν, ν1)Γ(ν1, ν2)χ0(ν2, ν3)Γ(ν3, ν4)χ0(ν4, ν′) − ...
= −G2(ν)2πδ(ν − ν′) −G2(ν)UG2(ν′) ∞∑

n=0(∫ dν̃

2π
UG2(ν̃))n ,

(A.48)

where

χ0(ν, ν′) = − = −G2(ν)2πδ(ν − ν′), (A.49)

Γ(ν, ν′) = = U (A.50)

and all lines in the diagrams are full Green’s functions. The RPA can also be derived from a

Luttinger-Ward functional, where the skeleton series only contains a first order term in U . The

Luttinger-Ward functional and the from it derived self energy and irreducible vertex are shown in

Eqs. (A.51) to (A.53)

Φ = , (A.51)

Σ = δΦ

δG
= = nU, (A.52)

Γ = δ2Φ

δG2
= . (A.53)

Therefore, the full Green’s function of the RPA reads

G(ν) = 1

iν2 + µ − nU . (A.54)

With G(ν) we can further simplify the RPA expression. By defining a χPhys
0
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χPhys
0 ∶= −∫ dν̃

2π
UG2(ν̃) = −∫ dν̃

2π

U(iν2 + µ − nU)2 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∞, if µ = nU
0, otherwise

(A.55)

and evaluating the geometric series∑∞n=0(−χPhys
0 )n in Eq. (A.48) we end up with our final expression

for the RPA

χRPA = −G2(ν)2πδ(ν − ν′) −G2(ν)UG2(ν′)(1 − δµ,nU). (A.56)

Hereby, we ignore that the geometric series does not converge for µ = nU , where χPhys
0 diverges,

and take the evaluation of the geometric series, as it is usually done in Feynman diagrammatic

methods. We proceed and keep in mind that the RPA is in principle not valid for this case.

For the theory to be consistent, the filling n must be self-consistently determined. The self-

consistent equation that defines n is given by

n = 1

β
∑
νn

G(νn)e−iνn0− = 1

eβ(nU−µ) + 1 β→∞!→ Θ(−nU + µ), (A.57)

where Θ is the Heaviside step function.

For T = 0 the self-consistent equation cannot be fulfilled for all regions in the phase space. The

problematic parameter regime is a V-shaped region for both repulsive and attractive interaction,

this V-shaped region is defined by 0 < µ < U for U > 0 and U < µ < 0 for U < 0. For U > 0 and

0 < µ < U the self-consistent Eq. (A.57) has no solution except for the ph-symmetric case µ = U/2
where n = 1/2. Moreover, Eq. (A.57) has two concurrent solutions for U < 0 and U < µ < 0 which

are n = 0 and n = 1, except for µ = U/2 where n = 1/2 uniquely.

For all other regions, Eq. (A.57) has a unique solution that coincides with the exact solution of n

in Eqs. (A.35), (A.39). Because of these difficulties with the self-consistent determination of n we

use the exact filling as an input for the RPA calculations in section 4.3.

In Fig. 4.17 we see that the eigenvalue, that is not part of the continuous spectra for U/2 < µ < 0
and U < 0, is not reproduced by our RPA calculations. Although, in principle, eigenvalues that

are not part of the continuous spectrum would be possible and can also be generated within a

RPA expression. For example, by setting n to the not justified value 1/2, we find a spectrum that

has a similar shape than the spectra of the exact generalized susceptibility with the disconnected

eigenvalue included. However, the non-perturbative structure of the spectra (which is a crossing

in the spectra structure cf. Fig. 4.10) is not captured by RPA, independently of the choice of n.
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A.6 Convergence problem of the iterative scheme

In this section, we investigate the convergence problems due to strong oscillations of our iterative

scheme Eq. (5.1) in more detail. We identified the problematic region at the U values between

the (non-perturbative) pseudo-divergence in the charge channel and the pairing divergence for

0.6 < ∣βδµ∣ < 1.75, where the charge pseudo-divergence is located at smaller U values than the

pairing divergence. We exemplarily show data for βδµ = 1 in the following. We start by presenting

data that are calculated with the iterative scheme where the mixing of different iterations (see

section 5.1) are used in Figs. A.8, A.9.

Figure A.8: Double occupancy of the physical solution and the iteratively obtained solution
plotted for different U values at βδµ = 1. In the calculation the mixing of different
iterations has been used. The red dashed vertical line marks the U value of the
first non-perturbative pseudo-divergence in the charge channel, while the solid yellow
vertical line marks the U values of the first divergence in the pairing channel.

In Fig. A.8 we see a clear change in the slope of double occupancy versus U once we enter the

problematic parameter region between the charge pseudo-divergence and the pairing divergence.

For a more detailed investigation, we look again at G0(ν1) and Σ(ν1).
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Figure A.9: Upper: The physical and the iteratively obtained G0(ν1) of the HA plotted for
different U values. Lower: The physical and the iteratively obtained Σ(ν1) plotted
for different U values at δµ = 1 and β = 30. In the calculation the mixing of different
iterations has been used. The dashed red vertical line marks the U value of the
first non-perturbative pseudo-divergence in the charge channel, while the solid yellow
vertical line marks the U values of the first divergence in the pairing channel.

The data in Fig. A.9 suggests a completely continuous branch switch between the physical and

the unphysical solution at the charge pseudo-divergence. As this contradicts the exact derivation

provided in Ref. [12] and our numerical results are strongly dependent on the mixing procedure,

we conclude that these data can not be trusted. In fact, we suspect that the mixing procedure in

presence of huge oscillations might lead to a Maxwell-construction-like interpolation between the

physical and the unphysical solution.

In this context, we also investigate the influence of the mixing procedure on the solution we

get from our iterative scheme. To this aim, we run the iterative scheme with mixing (if some

oscillations are detected) for a single parameter point until it converges, and after the convergence
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we perform 100 additional iterations without mixing to check whether a stable solution with the

mixing procedure was obtained.

The results of this procedure are shown for βδµ = 1 for a U value between the pseudo-divergence

and the pairing divergence and a U value after the pairing divergence in Fig. A.10.

Figure A.10: Filling n and double occupancy ⟨n↑n↓⟩ of the auxiliary AIM plotted over iterations at
βδµ = 1, where the charge pseudo-divergence is at lower a U value than the pairing
divergence. The mixing procedure is applied until the iterative scheme numerically
converges, which is marked by a vertical green line, afterward the mixing procedure
is switched off. The data shown in the left-hand side panels is calculated for a
parameter between the charge pseudo-divergence and the pairing divergence, while
the data shown in the right-hand side panels is calculated for a parameter after the
paring divergence. The horizontal dashed gray line marks the value of the physical
filling/double occupancy.

In Fig. A.10 we see that the mixing procedure leads to a convergence that is not stable when the

mixing is switched off for a U value that is between the charge pseudo-divergence and the pairing

divergence. Therefore, we conclude that the mixing procedure does not lead to trustful results in

this parameter region.

The same investigation is also performed for βδµ = 3, where the charge pseudo-divergence is at

higher a U value than the pairing divergence5.

5In the corresponding coexistence region, we start from an unphysical solution.

102



Figure A.11: Filling n and double occupancy ⟨n↑n↓⟩ of the auxiliary AIM plotted over iterations at
βδµ = 3, where the charge pseudo-divergence is at higher a U value than the pairing
divergence. The mixing procedure is applied until the iterative scheme numerically
converges, which is marked by a vertical green line, afterward the mixing is switched
off. The data in the left-hand side panels is calculated for a parameter between the
charge pseudo-divergence and the pairing divergence, while the data in the right-hand
side panels is calculated for a parameter after the charge pseudo-divergence. The
horizontal dashed gray line marks the value of the physical filling/double occupancy.

In Fig. A.11 we see that the oscillations are way smaller in the parameter region between the

charge pseudo-divergence and the pairing divergence than for βδµ = 1 in Fig. A.10 and differently

from this case the oscillations observed before and after switching of the mixing are qualitatively

similar. Hence, we conclude that applying the mixing procedure for βδµ > 1.75 is justified.
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