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Abstract

Energy systems are currently undergoing necessary but drastic changes toward sustain-
ability. As renewable energy sources are taking over, their intermittent nature challenges
industrial energy systems to increase flexibility and energy efficiency of operation. In
this context, thermal energy storage (TES) emerges as a pivotal technology by enabling
balancing of energy supply and demand as needed. At the same time, rapid digitalization
developments and especially digital twin (DT) technology promise a paradigm shift of
automation and optimization. However, major drawbacks remain. Firstly, investment
costs are a critical impediment to increasing TES capacity. Secondly, industrial-scale TES
remains very complex to operate, as DT solutions have yet to mature.

To overcome the first issue, this thesis investigated a novel hybrid TES prototype. The
goal of the hybrid concept is an economic and technically feasible option to retrofit widely
used steam storage with phase change material (PCM), thereby increasing capacity. In
this work, design guidelines for PCM arrangement were derived via numerical modeling,
and the concept’s potential but also engineering challenges were revealed in experimental
studies.

To further improve the practical utilization of TES, this thesis introduced methods for
more intelligent system operation. Digitalization applications and DT solutions provide
immense capabilities for this aim but still require focused research. Therefore, a DT
platform was developed that bridges the gap between the latest research and technology
on DTs in computer engineering and the actual implementation and value creation in the
energy sector. Equipped with powerful services on this intelligent platform, the DT can
automatically adapt its virtual models to physical behavior, as demonstrated in this work.
A DT was deployed on a TES test rig, emulating a use case of waste heat recovery in steel
production. Experimental tests in live operation enabled qualitative and quantitative
evaluation of the developed DT-based methodology. The DT approaches, developed in
this work, are tailored to the requirements of industrial energy systems and are thus not
bound to their application for energy storage alone.
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Kurzfassung

Energiesysteme weltweit durchlaufen derzeit einen notwendigen, aber drastischen Wandel
zu Gunsten höherer Nachhaltigkeit. Während die Versorgung auf erneuerbare Energiequel-
len umgestellt wird, verlangt deren volatiler Charakter höhere Flexibilität und Energieeffi-
zienz industrieller Energiesysteme. Unter dieser Herausforderung erweisen sich thermische
Energiespeicher (TES) als eine zentrale Technologie, die den Ausgleich von Energie-
Versorgung und -Bedarf ermöglicht. Gleichzeitig verspricht die rasante Digitalisierung mit
Entwicklungen wie dem digitalen Zwilling (digital twin – DT) einen Paradigmenwechsel
in Automatisierung und Optimierung. Allerdings gilt es noch einige Schwierigkeiten zu
überwinden. Einesteils stellen hohe Investitionskosten eine kritische Hürde für die Erhö-
hung der Kapazität von TES dar. Andererseits ist der Betrieb von TES im industriellen
Maßstab nach wie vor sehr komplex, da DT-Lösungen noch nicht ausgereift sind.

Um das erste Problem zu überwinden, wurde in dieser Arbeit ein neuartiger hybrider
TES-Prototyp untersucht. Das Ziel des Hybridspeicherkonzepts ist eine sowohl technisch
als auch wirtschaftlich sinnvolle Option zur Nachrüstung weit verbreiteter Dampfspeicher
mit Phasenwechselmaterial (phase change material - PCM), um so die Kapazität zu
erhöhen. In dieser Arbeit wurden mittels numerischer Modellierung Designrichtlinien
für die PCM-Anordnung abgeleitet. Anschließende experimentelle Untersuchungen am
entwickelten Prototyp zeigen das Potential und weitere technische Herausforderungen des
Konzepts auf.

Um die praktische Verwendung von TES weiter zu verbessern, wurden in dieser Arbeit
Methoden für einen intelligenteren Betrieb industrieller Energiesysteme entwickelt. Di-
gitalisierungsanwendungen und DT-Lösungen bieten immense Möglichkeiten für dieses
Ziel, erfordern aber noch gezielte Forschung. Daher wurde eine praktische DT-Plattform
entwickelt, welche die Lücke zwischen der neuesten Forschung und Entwicklung zu DTs in
der Informatik und der konkreten Umsetzung und Wertschöpfung in der Energietechnik
schließt. Ausgestattet mit leistungsstarken Services auf dieser intelligenten Plattform,
kann der DT seine virtuellen Modelle automatisch an physikalisches Verhalten anpassen.
Dies wird in dieser Arbeit demonstriert. Zur Erprobung wurde ein DT für den Prüfstand
eines TES implementiert, wobei ein Prozess zur effizienten Abwärmenutzung in der Stahl-
erzeugung den industriellen Use Case bildet. Der experimentelle Live-Betrieb des DT
ermöglichte die qualitative und quantitative Evaluierung der entwickelten DT-basierten
Lösungen. Die in dieser Arbeit entwickelten DT-Methoden sind auf die Anforderungen
industrieller Energiesysteme zugeschnitten und daher nicht nur an die Anwendung für
TES gebunden.
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Any sufficiently advanced technology
is indistinguishable from magic.

ARTHUR C. CLARKE
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Preface

This thesis for the degree of Doctor technicae was arranged as a cummulative dissertation.
As opposed to a monograph, it consists of a series of individual contributions to scientific
literature published during the timeframe of the doctorate study. In terms of academic
accreditation, cummulative dissertations and monographs are subject to the same formal
requirements. Therefore, this document not only contains the core publications of my
scholarly work, but also a synopsis establishing the contextual link of the individual articles
within the overarching scope of this thesis and expounding the coherent contribution to
scientific progress. The research presented in my core publications, five journal papers,
were not part of any other theses for an academic degree.

This thesis was compiled during my employment at TU Wien at the Institute of Energy
Systems and Thermodynamics in the research unit Industrial Energy Systems1 starting
in July, 2019. Along my teaching activities, I had the chance to contribute to several
national and international funded research projects, most notably

• HyStEPs - Hybrid storage for efficient processes2 (FFG project number 868842),

• DIGI STEAM - Digitalization in the energy sector: Identification of digitalization
possibilities in the energy sector especially in the field of steam supply systems3

(vgbe project number 429),

• 5DIndustrialTwin - 5D Digital Twin for Industrial Energy Systems4 (FFG project
number 881140),

• SINFONIES - Sustainability IN Flexibly Operated reNewable Industrial Energy
Systems5 (FFG project number 871673), and the

• IEA IETS Task XVIII on “Digitalization, Artificial Intelligence and Related Tech-
nologies for Energy Efficiency and GHG Emissions Reduction in Industry”6 (national
funding under FFG project number 883006).

My involvement in these projects and the consequent scientific exchange significantly
shaped the research for this thesis.

1https://www.tuwien.at/en/mwbw/iet/e302-03-research-unit-of-industrial-energy-systems
2https://www.nefi.at/de/projekt/hysteps
3https://www.vgbe.energy/fe429_abschlussbericht
4https://energieforschung.at/projekt/5d-digital-twin-fuer-industrielle-energiesysteme/
5https://energieforschung.at/projekt/sustainability-in-flexibly-operated-renewable-industrial-energy-

systems/
6https://iea-industry.org/tasks/digitalization-artificial-intelligence-and-related-technologies-for-energy-

efficiency-and-ghg-emissions-reduction-in-industry/
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Research summary

This introductory chapter of my cumulative thesis provides a synopsis of its core publica-
tions and establishes the contextual link of the individual articles within the overarching
scope of this thesis.

In Section 1, I explain why we need to improve thermal energy storage in facing human-
induced global warming, one of the world’s biggest challenges of the 21st century, as
well as the basic considerations to achieve this. Section 2 summarizes the industrial
and scientific state of the art within the subject area, which this thesis aims to extend.
It further provides essential theoretical and methodical background information. The
specific problem statement, which my work addresses, is given in Section 3 together with
corresponding research questions. Section 4 links the publications within the overarching
research framework. It explains which part of this thesis is covered in each paper and
summarizes their content and results. The thesis is concluded in Section 5, where the
academic contribution is discussed with regard to the stated research questions.

1 Introduction

We are currently in the middle of one of the biggest revolutions in the energy sector in
history. Only three transitions before were of comparable magnitude: Firstly, the big shift
from traditional biomass to fossil fuels as the primary energy source during the Industrial
Revolution, beginning in the 18th century. Secondly, the period of Electrification in the
late 19th century/ early 20th century, which saw the establishment of early power plants
and their grid connections to homes, businesses, and industries that allowed for widespread
access to electricity. Thirdly, the subsequent oil and gas revolution, triggered by advances
in drilling, oil refinement, and combustion engines. From this point forward, we heavily
relied on fossil fuels for heating, transportation, and electricity generation. While these
energy revolutions lead to unprecedented economic growth and prosperity in large parts of
the world, in retrospect, we know that they also took a huge toll on our planet’s health. In
2019, approximately 79 % of global greenhouse gas (GHG) emissions originated from fossil
fuel consumption in the sectors of energy, industry, and transport (Intergovernmental
Panel on Climate Change (IPCC) 2023). GHG emissions are the main driver for climate
change which threatens ecosystems, biodiversity, and human wellbeing. Slowly, most
people and governments have acknowledged the fact that we need to reduce these GHG
emissions drastically and rapidly to mitigate these effects as best as possible, which is
currently the main driver of change in energy systems.
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Research summary

Figure 1: Past and future global primary energy supply by source.
Note: Historic data until 2021 from Ritchie et al. 2022 based on Smil 2017 and BP 2022. Future
data corresponds to the scenario “Net Zero Emissions by 2050 (NZE)” of the International
Energy Agency (IEA) 2022.

The current energy transition is marked by the continuing replacement of fossil fuels with
sustainable, renewable energy sources such as solar wind, hydro, and geothermal power
(see Figure 1). The International Renewable Energy Agency (IRENA) 2023 estimates that
the share of renewable energy in the global primary energy supply must grow from 16 % in
2020 to 77 % in 2050 given the currently targeted 1.5 °C Scenario in the Paris Agreement
(i.e., limiting global warming to a maximum increase of 1.5 °C above pre-industrial levels).
However, about 37 % of total energy consumption origins from the industry sector (Wei
et al. 2019), which still relies on direct fossil fuel combustion for more than 60 % of its
energy supply, see Figure 2a. This slow abandonment of fossils is mainly explained by
high-temperature process heat requirements, but also cost-sensitivity and the long design
life of equipment (Wei et al. 2019). Worldwide, heat generation in the industry sector
causes 21 % of global CO2 emissions (Global Carbon Project 2019) to drive, often via steam,
processes like fluid heating, distillation, drying, chemical reactions, or metal melting and
processing (Thiel & Stark 2021). To achieve the widespread defossilisation of industrial
energy supply, efficiency improvements, e.g., by excess heat utilization, but also direct
electrification are key (Gerres et al. 2019). Thus, the International Renewable Energy
Agency (IRENA) 2023 concluded that the global electricity generation must at least triple
from 2021 to 2050, see Figure 2b. Moreover, the share of renewable energy sources in
electricity generation, such as solar photovoltaic, wind, and hydropower, is expected to
double from 40 % in 2021 to more than 80 % in less than 30 years, see Figure 2b. However,
an electricity grid based on renewable energy sources combined with the huge demand of
an electrified industry raises some obstacles. The main challenge with most renewables is
their intermittent nature. For example, solar irradiation and wind speed are very volatile
and, on top of that, will remain hard to predict. Future energy systems must therefore
solve the balancing issue between energy supply and demand. In the past, flexibility rested
primarily on the energy supply side, e.g., in the form of conventional fossil-fueled power
plants. Due to their gradual phase-out, the flexibility on the supply side is decreasing.
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(a) Total final energy consumption in the indus-
try sector

(b) Total global electricity generation by source

Figure 2: Development of energy sources until 2050 under the current scenario “Net Zero
Emissions by 2050 (NZE)” of the International Energy Agency (IEA) 2022 to
accomplish the 1.5 °C global warming “target”

Leinauer et al. 2022 and Papaefthymiou et al. 2018 refer to this development as the
“flexibility gap”, which is illustrated in Figure 3. It is therefore evident that additional
flexibility on the demand side is essential (Biegel et al. 2014).

A widely acknowledged option to increase this much-needed demand-side flexibility is
demand response (or demand-side management) of residential, commercial, and industrial
consumers (Lund et al. 2015). While different concepts for demand response exist, the
basic idea is that consumers can (or must) adjust their consumption pattern based on
signals sent by the grid system operator depending on the balancing needs (Jordehi
2019). Such signals either require immediate action or announce changes in advance,
e.g., day-ahead, and their response is typically rewarded via price incentives. Of course,
also volatile market prices can be a natural incentive for consumer demand balancing.
Especially the energy-intensive industry may significantly contribute to closing the arising
flexibility gap (Leinauer et al. 2022) in energy systems, since it consumes more than 30 %
of the global electricity demand. Papaefthymiou et al. 2018 states that large industrial
consumers, such as steel and aluminum mills, constitute not only the greatest but often
also the most cost-effective potential for demand-side flexibility. In fact, industrial plants
have several advantages compared to residential or commercial consumers (Fatras et al.

3
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Figure 3: Electric energy systems face a “flexibility gap” gap due to the phase-out of
fossil-fueled power plants and the increasing share of renewable-based generation.
Note: Adapted from Papaefthymiou et al. 2018.

2022). They feature, for example, large consumption volumes, and enablers like installed
load monitoring devices, allowing load scheduling at high time resolution (Shoreh et al.
2016). However, a major drawback is that industrial energy demand is typically very
inflexible due to process requirements (Lund et al. 2015). Olsthoorn et al. 2015 and
Leinauer et al. 2022 found that, besides present regulatory shortcomings, the technical
risk of operation disruption, the impact on product quality, and uncertainties about cost
savings are the most relevant barriers impeding flexibility enhancement.

Out of this predicament, it is obviously pivotal to store energy on the demand side: Energy
storage enables the decoupling of energy supply and demand. The clever operation of
industrial sites with physical storage enables flexible consumption without obstructing
process requirements. The question remains of how this storage is achieved. Lund et al.
2015 states that the demand for thermal energy dominates the global final energy use,
and it is also easier to store thermal energy than electricity. In fact, high-temperature
heat (> 500 °C), required, e.g., in iron, steel, cement, and lime production, accounts for
more than 50 % of the final energy consumption in the whole European industry sector
(Naegler et al. 2015). Another big part is consumed for process heat at temperatures
between 100 °C and 500 °C, e.g., in pulp & paper, food production, and chemical industries
(Naegler et al. 2015). Therefore, it is clear that the greatest industrial energy storage
potential is to store heat, i.e., thermal energy, in thermal energy storage (TES). Arce et al.
2011 showed that TES can potentially reduce total CO2 emissions in the EU by up to 6 %
in the residential and industrial sector alone. Furthermore, TES typically features lower
prices and higher cycle efficiency than electric battery storage (Lund et al. 2016).

Despite excellent technical options as well as the great potential for operational cost
benefits for TES integration, Martin & Chiu 2022 found that TES is rarely used in
industrial applications. They conclude that this has likely to do with two important
aspects that impede the commercial feasibility (p. 744):

• TES can increase complexity to processes, and thus increase the operational risk.

4
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• An economically feasible TES, with payback on investment of only a few years, is
still an investment that need to compete with other investments closer to the core of
the business itself.

However, they also state that the increasing cost of energy will make an investment in
TES more attractive, if not necessary (Martin & Chiu 2022). In fact, the International
Renewable Energy Agency (IRENA) 2020 estimated that the total installed TES capacity
will increase from 234 GWh in 2019 to 800 GWh in 2030. Since profitability and short
payback times are key criteria for investment decisions in the industry, cost-effective
integration scenarios for TES and the best possible exploitation of available capacity are
crucial. Therefore, TES technology must improve further. The International Renewable
Energy Agency (IRENA) 2020 specified the most important research and innovation
objectives across different TES technologies for industry in their TES Innovation Outlook
of 2020 as (p. 82):

• Develop TES materials that are more suitable for industrial application considering
factors such as operating temperature ranges and discharge power.

• Develop systematic approaches for designing TES systems to better integrate renew-
able technologies in industrial processes. Enhanced system modularity could be used
to address issues of scale. Emphasis should be placed on optimizing heat transfer
efficiencies.

• Develop advanced control and operation systems for TES, to ensure storage is stable
and flexible for energy-intensive industrial processes.

Plainly spoken, we need to find ways to:

• increase TES capacity in a technically feasible and economically viable manner, and

• use that TES more intelligently.

Only if industrial energy systems have sufficient TES capacity and are able to operate
it cleverly, do they have the flexibility to contribute to the sustainable energy system
transition. This is the motivation for this thesis.

5
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2 Context

Energy storage will play an important role in the current energy transition since it enables
the flexibility necessary due to volatile renewable energy supply. The basic principle
of energy storage is simple: Besides just maintaining energy content (idle), storage can
absorb abundant energy (charging) and release energy when it is needed (discharging).
The state of charge (SOC) increases through charging and decreases when discharging
and is limited by the storage capacity. In reality, also conversion losses of energy during
charging/discharging occur and continual losses can reduce the SOC. The storage’s power,
i.e., the rate at which energy can be charged and discharged, is limited and can also
depend on the current SOC or other factors. Technically, energy is always stored in the
form of internal, potential, or kinetic energy, but it is common practice to classify energy
storage systems according to the physical form of energy stored, i.e., electrical, chemical,
mechanical, and thermal energy (Sterner & Stadler 2019). For industrial application,
TES is especially well suited, since on-site process heat production accounts for about
74 % of total industrial energy use (International Renewable Energy Agency (IRENA)
2020). This potential of TES has led to growing research interest. Research activity in
high-quality journals has increased exponentially without stagnation since 2000 (Calderón
et al. 2020).

While substantial research has been dedicated to this area, and TES technology matures
more and more, its integration in energy-intensive industry still lags behind. Besides
technical and physical restrictions, costs are a major barrier to the application of TES.
Typically, process technologies and energy supply systems have long lifetimes of several
years to decades (Gibb et al. 2018). Rathgeber et al. 2022 states that in the industry
sector, high interest rates of 10 % and above and short payback periods of 5 years and
below are usual. Therefore, high initial capital costs are a major impediment to TES
(Therkelsen & McKane 2013). Additionally, process requirements may change frequently
and retrofit approaches that feature small changes in the infrastructure of the energy
system have special relevance for the current transition phase (Gibb et al. 2018). To
see the tripling of global TES capacity in only 10 years until 2030, projected by the
International Renewable Energy Agency (IRENA) 2020, economically and technically
feasible options to increase TES capacity are needed.

Phasing out fossil fuels, as introduced in Section 1, is not the only development that
is shaking up the energy sector. Vahidinasab & Mohammadi-Ivatloo 2023 state that
there are four challenges in the way toward future energy systems that will solve the
energy trilemma of sustainability, affordability, and security of supply: Decarbonization,
Decentralization, Digitalization, and Democratization. In fact, besides the liberalization of
the energy market with new participation concepts and tariffs and the spatially distributed
nature of renewable electricity generation, digitalization has been a big topic for years.
Accelerated by the manufacturing sector under the catchword “Industry4.0” (I4.0), this
development is expected to have an immense impact on energy systems (Xu et al. 2022).

We rely on digital models of physical TES not only for design but also for operation. On
the one hand, not all states within TES can be measured. On the other hand, complex

6
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(a) Key barriers holding back the imple-
mentation of digital technologies

(b) Main benefits that digitalization could bring
to the energy sector

Figure 4: Results of a recent survey on the perception of digitalization in the energy sector
of the United Nations Economic Commission for Europe (UNECE) 2022

industrial TES cannot be efficiently controlled by simple control strategies as, e.g., for
household hot-water storage. Also, industrial energy demand is often well-known by a
specified production/process schedule in advance. Thus, the ability to accurately predict
TES behavior is of great value. This is where digitalization developments can make a big
impact. The UNIDO 2017 stated that the sustainable energy transition and the digital
transformation of industry can mutually benefit from each other. There are already a fair
amount of examples attesting this symbiosis. Digitalization provides new capabilities for
process optimization (Xu et al. 2019; Min et al. 2019), prediction (Prawiranto et al. 2021),
monitoring (Yu et al. 2020), and control (Zabala et al. 2020), predictive maintenance,
as well as fault detection and analysis (Abdrakhmanova et al. 2020), to name a few.
Most importantly, digitalization has great potential in addressing the aforementioned
flexibility gap. Based on a review of digital applications in the energy sector, Weigel &
Fischedick 2019 concluded that, while in the past, the generation followed the demand,
digitalization will enable demand to follow generation, to some extent, by providing the
necessary information and control infrastructure. The International Energy Agency (IEA)
2017 projects for 2040 that energy curtailment, i.e., the forced temporal reduction of
electricity production by renewables, can be limited from 7 % to 1.6 % by digitally enabled
demand response measures and additional energy storage. This in turn would boost the
share of renewable electricity generation and reduce GHG emissions. A recent survey
by the United Nations Economic Commission for Europe (UNECE) 2022 found that the
general perception is that digitalization could bring great technical, environmental and
economic benefits to energy systems (see, Figure 4). However, at the same time, the lack
of awareness of the potential and benefits of digitalization in the sector is reckoned as the
most critical barrier holding back the implementation of digital technologies.

The digital twin (DT) is often seen at the pinnacle of digitalization or at least as the key
enabler for realizing the widespread application of digital solutions and thus aiding the
energy transition (Lu et al. 2020). A DT is, in essence, a virtual replica of a physical
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object. However, a DT should be more than a model (Kritzinger et al. 2018) in that it
automatically adapts to real-world changes and is able to predict and control its physical
counterpart. Furthermore, a DT should offer a large number of value-generating services
to the real system (Cimino et al. 2019). DTs of energy system components, such as TES,
or even whole industrial energy systems, could fundamentally change the way energy
systems operate (Yu et al. 2022). The adaptivity of DTs could provide major benefits
for industrial TES operating in harsh conditions. DTs could also increase automation
and reduce uncertainty about flexibility potentials, both of which are crucial for power
grid services such as demand response (Leinauer et al. 2022). However, DT technology
is still in its early development stage. Implementation requirements, frameworks, and
even benefits need to be investigated. A recent review on DT technology for industrial
energy management by Yu et al. 2022 resulted in eight critical future research directions,
including service and maintenance applications, adaptive DT technology for real-world
behavior changes, specification of DT software requirements, and, engineering of machine
learning-driven techniques.

The motivation for this thesis is to counteract the growing global flexibility gap, introduced
in Section 1, by improving the thermal energy storage potential of industrial energy
systems. Based on the current options, I approached this problem via TES retrofit and DT
technology. In the remainder of this section, relevant principles, methods, and applications
for the technological aspects investigated in this thesis are outlined and set into context.
At the beginning of each section, a general overview is presented before the state of the
art relevant to this work is introduced in detail.

2.1 Thermal energy storage
TES can be grouped into various different categories regarding the selection criteria.
For example, categorization according to temperature level, storage duration, or the
storage system’s heat carrier or heat-transfer fluid (HTF) (Sterner & Stadler 2019; Zhang
et al. 2016). However, the most used distinction in literature is after the physical form
of stored energy (Maruf et al. 2022; Gil et al. 2010). This results in three different
types: Sensible, latent and thermo-chemical energy storage. The International Renewable
Energy Agency (IRENA) 2020 also listed thermo-mechanical energy storage as another
separate but promising TES technology. Each TES type has distinctive features regarding
stored energy density, response time, cycle efficiency, or temperature range, to name a
few. Choosing the best storage system primarily depends on the specific application.
Sensible TES is considered the most mature technology (Barbosa et al. 2023). Latent and
thermo-chemical storage systems are not commercially mature yet (Esence et al. 2017) and
are more complex due to potential component corrosion, toxicity, and chemical instability
(Paul et al. 2022). Maruf et al. 2022 states that sensible and latent heat storage have a high
technology readiness level (TRL) of 9, while thermo-chemical energy storage technology is
still in the early stages of development (TRL 4), despite its potential for long-term storage.
Figure 5b illustrates the presented basic categorization together with the corresponding
development stage and typical energy density. In the following paragraph, the three main
TES types are briefly described.
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Figure 5: Categorization and thermal characteristic of sensible, latent and thermo-chemical
TES. Note: Figure 5b adapted from Sterner & Stadler 2019.

Sensible thermal energy storage is based on the heat capacity of storage media. The
energy that is transferred to and from the TES results in a corresponding increase
or decrease of the medium’s temperature. The amount of energy stored

Qsensible = m · cp∆T (1)

(in J) depends on the mass of the storage material m (kg) and its specific heat cp

(kJkg−1K−1), and is proportional to the temperature difference between low and
high temperature level (see Figure 5a). Storage media can be liquid (e.g., water or
oil) or solid (e.g., bricks, rock beds, or sand), but are usually selected according to
their heat capacity and spatial options (Cabeza et al. 2021). Compared to latent
heat, the specific heat of materials is typically 50–100 times smaller (Alva et al.
2018). To achieve similar energy storage densities, large temperature spreads are
necessary. Thus, in order to minimize storage losses and increase efficiency, good
heat insulation is necessary.

Latent heat thermal energy storage (LHTES) exploits the phase transition of a material.
The amount of energy stored

Qlatent = m · ∆lm (2)

(in J) is generally given by the product of the storage material mass m (kg) and
the specific latent heat (kJkg−1). During operation however, also the sensible heat
Qsensible (1) must be considered. As illustrated in Figure 5a, a large amount of energy
is stored at a constant temperature level. An LHTES storage material is usually
referred to as phase change material (PCM). In the most frequent case, LHTES
use solid-liquid phase change. i.e., heat is stored during melting of the PCM and it
is released again during solidification. The nearly isothermal charging/discharging
process together with its high energy density compared to sensible TES is often
considered the major advantage of LHTES over the latter (Ibrahim et al. 2017).
Cabeza et al. 2021 states that although many materials have been studied for use
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as PCM, only few of them have been commercialized due to frequent problems
such as phase separation, subcooling, corrosion, long-term stability, and low heat
conductivity.

Thermo-chemical energy storage refers to TES systems that rely on the chemical reac-
tion of at least two substances for heat absorption and release. Typically, there is a
differentiation between three mechanisms: Reversible chemical reactions, adsorption,
and absorption (Sterner & Stadler 2019). However, the common feature is that they
can store large amounts of energy in a small temperature range, similar to LHTES
(see Figure 5a). The subgroup of thermo-chemical TES is not relevant for this work,
partly because of their low TRL level, and will not be discussed further. I refer the
interested reader to a recent review by Desai et al. 2021.

Table 1 summarizes the advantages and disadvantages of individual TES types briefly
introduced above. From this overview, it is clear that various forms of TES exist, at
least on an experimental scale, and that they can be tailored to the respective industry
sector and application. E.g., TES applications are available for a temperature range from
−269 °C to around 1600 °C (Gasia et al. 2017). Cabeza et al. 2021 presents the main
requirements for the specific design of a TES system as: high-energy density, good heat
transfer between the HTF and the storage material, mechanical and chemical stability of
the storage material, compatibility between the storage material and the container material,
complete reversibility of a number of cycles, low thermal losses during the storage period,
and easy control. Moreover, the operation strategy, the needed charging/discharging rates,
and nominal temperature and enthalpy drops have a large influence. The requirements

Characteristic Sensible TES LHTES Thermo-
chemical TES

Energy storage
density

Small
(∼ 50 kWh/m3)

Moderate
(∼ 100 kWh/m3)

High
(∼ 500 kWh/m3)

Heat loss
during storage

High High Minor

Charging/
discharging rates

High Medium Medium

System
complexity

Low Low High

Maturity Industrial scale Pilot-scale Laboratory-scale
Costs Low Moderate High

Table 1: Comparing of the general characteristics of the three main TES types. The color
scheme indicates the weight of advantages (green) and disadvantages (red). Note:
Table adapted from Desai et al. 2021 and Sadeghi 2022. The characteristics can widely differ
depending on temperature and other requirements. This table should only provide an overview.
For more information, I recommend the interested reader the Handbook of Thermal Energy
Storage by Sterner & Stadler 2019 or Advances in Thermal Energy Storage by Cabeza 2021.
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most relevant for this thesis were presented by Gasia et al. 2017 in their review on system
and materials requirements for high-temperature TES. They established more than 25
requirements for both sensible and latent heat TES to handle in order to ensure optimal
performance and further achieve widespread deployment. These can be grouped into
chemical, kinetic, physical and thermal (from a material point of view) and environmental,
economic and technological (from both material and system points of view) (Gasia et al.
2017).

Hybrid sensible/latent thermal energy storage

As previously stated, each type of TES has its own set of benefits and drawbacks, which vary
depending on the particular application. This fact motivates the basic idea of combining
different TES in a hybrid configuration to capitalize on their respective advantages and
reduce their disadvantages. In 2021, Ding et al. 2021 presented the first-ever literature
review on hybrid TES developments. They found that combinations of sensible TES and
LHTES are currently the most studied and termed the integration of PCM in hot water
tanks as the “classic” hybrid TES system, which was most frequently investigated. Some
studies showed that with PCM, the tank volume can be reduced (Bayomy et al. 2019;
Abdelsalam et al. 2017), the effective operation time can be extended (Nkwetta et al. 2014),
and system efficiency can be enhanced (Zhao et al. 2018). Ding et al. 2021 concluded that
more hybrid TES systems need to be explored to overcome the shortcomings such as low
efficiency and low storage density of standalone systems.

Sensible hot water storage is mostly applicable in the residential sector (Tatsidjodoung
et al. 2013) and for low-temperature industrial processes, e.g., in the food sector. For
storage temperatures above the boiling point of water, high-temperature TES are required.
Here, the Ruths steam storage (RSS) comes in as a well-known and widely applied sensible
TES type in industrial steam systems (see, e.g., Steinmann & Eck 2006, González-Roubaud
et al. 2017, Biglia et al. 2017, Kuravi et al. 2013). Worldwide, steam systems account for
approximately 30 % of the energy used in industrial facilities (Yang & Dixon 2012). The
RSS is a pressure vessel containing a two-phase mixture of liquid water and steam at the
equilibrium point. It is also simply known as steam accumulator or, after its working
principle, sliding pressure steam storage (Tamme et al. 2005). In general, the RSS can be
charged and discharged with either liquid water or steam but typically relies on steam.
During charging, superheated or saturated steam at higher pressure is introduced that
instantly condenses inside the RSS and thus increases the temperature, liquid filling level,
and pressure of the equilibrium. During discharging, saturated steam is released from
the vessel leading to evaporation inside the RSS and a decrease in pressure (Goldstern
1970). Hence the expression “sliding pressure” storage. Since the storage medium (steam)
is at the same time the HTF, no heat exchangers are required and the RSS achieves high
charging and discharging rates. These high rates and fast reaction times are considered
the main advantages of the RSS (González-Roubaud et al. 2017; Steinmann & Eck 2006).
A disadvantage for some applications is the pressure drop during discharging, which can
be circumvented by integrating additional heat sources or introducing PCM inside the
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storage vessel (Steinmann & Eck 2006). A further disadvantage is that the RSS capacity
is always determined by vessel volume and the allowed pressure operation range. Thus, no
capacity expansion is possible during the storage lifetime. Acquiring additional RSS units
is rather expensive with the price being mainly driven by the pressure vessel costs at high
temperatures (Beck et al. 2021). Since steam systems are a part of almost every major
industrial process today (Einstein et al. 2001), cost-effective improvements to traditional
RSS technology are highly relevant. Even small increases in the efficiency of steam systems
can thus account for considerable energy savings and flexibility enhancement on a global
scale.

However, up to now, few research teams have considered a hybrid TES approach involving
RSS. The arrangement of pressure-resistant PCM capsules inside the RSS pressure vessel
was mentioned by Steinmann & Eck 2006, Buschle et al. 2006, and Tamme et al. 2008.
Another proposed option is to use a tube register surrounded by PCM to extend the RSS
(Buschle et al. 2006; Tamme et al. 2008). In a novel hybrid storage concept, Dusek &
Hofmann 2018 proposed to place PCM-filled containers at the shell surface of the RSS.
The authors state that this configuration combines the high charging and discharging
rates of the RSS and the high energy density of PCM. This basic concept is illustrated in
Figure 6. It is also possible to divide the outer PCM containers into several chambers,
enabling the arrangement of PCM with different material properties (Dusek & Hofmann
2019). Such a mixture can lead to an increased charging rate in LHTES (Fang & Chen
2007; Li et al. 2021). Furthermore, an iterated concept of Dusek & Hofmann 2019
considers the integration of electric heating elements or heat exchangers inside the PCM
containers. This could prove advantageous since pressure increase in the RSS is delayed
and power-to-heat options are enabled, which become increasingly relevant (Nepustil et al.
2016). However, the most critical disadvantage for LHTES performance is the low heat
conductivity of most PCM (Ibrahim et al. 2017). Various methods have been discussed
to increase the heat transfer between the heat transfer medium and PCM (Merlin et al.
2016). Zayed et al. 2020 presented a recent review on this topic. The most prominent
strategies include adding fins or other extended surfaces (Yang et al. 2017; Eslamnezhad
& Rahimi 2017; Augspurger et al. 2018; Muhammad & Badr 2017), heat pipes (Motahar
& Khodabandeh 2016), porous media (Mesalhy et al. 2005), or nanoparticles (Motahar
et al. 2014; Khodadadi & Hosseinizadeh 2007) into PCM.

Leading up to my thesis, only a handful of publications studied the hybrid storage approach
illustrated in Figure 6. A first numerical model of the hybrid TES was established by
Dusek & Hofmann 2019, validating the RSS sub-model with data from an industrial steel
plant. A simulation study of different PCM arrangements was compared and presented in
Dusek et al. 2019. A non-linear design optimization tool for such hybrid TES systems was
developed by Hofmann et al. 2019a to enable cost-effective retrofitting of conventional
RSS. Furthermore, Niknam & Sciacovelli 2023 presented the first holistic techno-economic
investigation of the discussed hybrid TES. In their simulation studies, they included capital
expenditures, annual fuel, and non-fuel-related operating costs into total TES costs while
taking technology lifetime into account. This investigation resulted in 5 % less costs for
the hybrid TES than for a conventional RSS and additional relative operational savings
of about 5.5 %, thus confirming previous results of Hofmann et al. 2019a. While previous
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Figure 6: Simplified illustration of the hybrid storage concept first introduced by Dusek
& Hofmann 2018. Aluminium finned LHTES modules filled with PCM are
retrofitted to the outer surface of an RSS. Note: Reprinted from the author’s previous
publication (Kasper et al. 2023b) with permission from Elsevier Ltd.

research shows that this hybrid RSS/LHTES system could provide advantageous and
cost-effective, it lacked some details concerning practical implementation. For example,
Niknam & Sciacovelli 2023 modeled the LHTES part only in one dimension and assumed
perfect heat transfer between both storage types. Dusek et al. 2019 provided a more
detailed two-dimensional LHTES model but neglected natural convection effects. Also, a
clear operating strategy for the hybrid TES is missing.

Modeling and operation of thermal energy storage

Digital, mathematical models are essential for both the efficient design and operation of
TES. The control of typical TES in the residential sector and even of some industrial
TES applications is often very simple, e.g., following timers or simple feedback loops via
thermostats (Davis 2015). This is typically very energy-inefficient. More sophisticated
strategies such as model predictive controllers (MPC)s are equipped with a model to
forecast TES behavior and optimize it according to given system demands.

TES models, be they for design, observation, or control purposes, must account for the
main heat transfer and phase transition phenomena occurring in TES. Heat transfer is
differentiated into three types: Heat conduction, heat radiation, and convection (natural
and/or forced convection). The complex combination of these thermodynamic mechanisms
results in strong non-linearities in TES models. For some phenomena, no analytical
solution exists, e.g., for transient phase change problems in more than one dimension
(Radhakrishnan & Balakrishnan 1992). Numerous approaches were developed in the past
to accurately model these effects. Physical models based on exact thermodynamic laws and
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numerical discretization methods are typically reliable but require high implementation
effort and computational power. Contrary to physical models, data-driven approaches
require little or no information about the physical behavior and rely on historic data to find
a relationship between the system state variables, e.g., input and output variables. They
generally benefit from reduced computational and modeling effort but can lack robustness.
Hofmann et al. 2019b presented a comparison of a physical and a hybrid physical/data-
driven model, also known as a grey-box model for an industrial TES. From their study, it
can be concluded that physical models remain state of the art for detailed TES design
analysis. However, data-driven and grey-box models could provide huge advantages
for TES operation. A review on the use of Artificial Intelligence (AI) for performance
prediction, optimal design, and operational control of TES was recently provided by He
et al. 2022. However, regarding operational optimization of industrial energy systems,
Maruf et al. 2022 states that mathematical programming can still be considered state of
the art. For short and medium-term operation planning on an industrial scale, typically
unit commitment (UC) problems are solved to decide on the efficiently timed operation
of energy supply, storage, and consumption (Abdi 2021). In the energy sector, this
problem is often referred to as energy management (Moretti et al. 2020). Various solution
methods have been proposed for energy management, such as dynamic programming,
Lagrangian relaxation, simulated annealing, fuzzy logic, genetic algorithms, and linear
and mixed-integer linear programming (MILP) (Pernsteiner et al. 2022). However, Moser
et al. 2020 state that modern energy management is most frequently based on MILP.
MILP is suitable considering runtime and accuracy (Ommen et al. 2014) and because of
its inherent guarantee of finding global optima (Muschick et al. 2022).

2.2 Digitalization and digital twin technology
This section presents a brief history and some important definitions of digitalization and
DT technology, which is an essential foundation to follow the state of the art in this
research area.

Definitions

Digitalization is no completely new phenomenon. Weigel & Fischedick 2019 even dates
it back to the 1950s. However, the International Energy Agency (IEA) 2017 found
that digitalization in the energy sector is increasing rapidly, based on the analysis of
global investment flows. Expenses for digital infrastructure and software already exceed
investments in traditional electricity generation infrastructure in some instances.

As motivated above, the DT is often seen as a key concept in the context of extensive digital
transformation. Tao et al. 2019a states that the DT concept was first introduced as early
as 2003 but the first actual definition of a DT was presented in 2012 (Glaessgen & Stargel
2012). However, the DT definition remains vigorously debated and sometimes inconsistent
(Cimino et al. 2019). Negri et al. 2017 and Liu et al. 2021 even presented tables of 16
and 21 separate DT definitions found in the literature. However, the characteristics most
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often prescribed to a DT by research align with the refined definition given by Negri et al.
2017 and then approved in numerous reviews, e.g., by Cimino et al. 2019 and Kritzinger
et al. 2018:

“The DT consists of a virtual representation of a production system that is able to
run on different simulation disciplines that is characterized by the synchronization
between the virtual and real system, thanks to sensed data and connected smart
devices, mathematical models and real time data elaboration.”

This definition for production systems hints at the origin of the DT in the manufacturing
domain. For a more general scope, the terms physical object (Wagner et al. 2018) or
physical entity are used (Josifovska et al. 2019). According to Josifovska et al. 2019, a
physical entity is an abstraction of a “thing” persisting in the real world which has to be
mirrored or twinned in the virtual world. Regarding energy systems, this can be a single
process unit or even part of that unit, but also a whole energy system.

To further avoid some misconceptions about DTs, Kritzinger et al. 2018 introduced a
categorization that received mainly endorsement in the scientific community (see, e.g., Yu
et al. 2022). According to them, some DTs are only digital models or digital shadows. A
digital model exhibits no form of automated data exchange between the physical and virtual
entity. If a model features an automated one-way data exchange from the physical to the
virtual entity, one should refer to such a combination as a digital shadow. Consequently, a
real DT should feature bidirectional automated information and data exchange. Thus, the
field of DTs is about much more than just accurate mathematical descriptions of physical
system behavior. Of course, DT development comprises many specific sub-problems, but
the main difficulty lies in automation and intelligent algorithm-based decision-making.

Digital twin modeling

Wang et al. 2022 states that DT technology is developing rapidly, thanks to simulation and
modeling capabilities, better interoperability and IoT sensors, and more available tools and
computing infrastructure. Although the number of DT publications is increasing, there is
still no uniform platform available for the practical implementation of a DT (Liu et al.
2021). However, numerous concepts and frameworks for DT modeling have been proposed.
In a bibliometric review on DT-enabled smart industrial systems, Ciano et al. 2021 located
the work of Tao et al. in the center of past research in this field. Tao et al. 2019b proposed
a five dimensional (5D)-DT modeling concept, see Figure 7. Adding to the three basic
aspects of (i) the physical space, (ii) the virtual space, and (iii) the connection between
them, already established by Grieves 2014, they added (iv) DT data and (v) DT services
(Tao et al. 2018a; Tao et al. 2019c). In the 5D-DT concept, especially the service dimension
is emphasized as an important part. The functionality of the DT is encapsulated into
standardized services with user-friendly interfaces for easy and on-demand usage. However,
most modeling proposals are very conceptual, maintaining a high level of abstraction and
leave important implementation details unaddressed (Steindl & Kastner 2021). Concrete
DT implementations, on the other hand, are mostly realized with a specific application in
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mind without any architectural template (Josifovska et al. 2019) or target a limited set of
services (Cimino et al. 2019). There remains a significant gap in DT research, regarding
how to offer a higher number of services in the same environment to support complex
decision-making (Cimino et al. 2019). For a comprehensive overview of DT modeling
regarding different aspects within the 5D-DT concept, I refer to the most recent work of
Tao et al. 2022.

Figure 7: Simplified illustration of the 5D-DT modeling concept introduced by Tao et al.
2019b.

Digital twins in energy systems: state of the art

Most previous work on DT technology focused on the manufacturing domain. On a
methodical level, very few DT publications targeted energy-related applications (Cioara
et al. 2021). In 2019, Tao et al. 2019a found that DTs for dispatching optimization and
operational control are currently completely underexplored but very promising. In a
current literature review by Kaiblinger & Woschank 2022, only 5 % of evaluated DT case
studies could be attributed to the energy domain, which is similar to the findings of Yu
et al. 2022. However, the sector is catching up, albeit it’s a very young research field.
Since the second half of 2022, three comprehensive review papers were published analyzing
the state of the art: Yu et al. 2022, Ghenai et al. 2022, and Sleiti et al. 2022. To the best
of my knowledge, these were the first scientific reviews of DT technology specifically in the
energy sector. Sleiti et al. 2022 found 21 publications addressing industrial energy supply,
starting with one publication in 2018, 10 in 2019, and 9 since 2020. Ghenai et al. 2022
found 22.5 % of studies related to DT for energy storage and only one paper addressing
DT of TES (which is co-author publication D of this thesis).

A crucial research gap is that the majority of proposed DT in the energy domain lack
automated bidirectional connectivity between virtual and physical entity, which was
observed by Yu et al. 2022. They state that most DT thus fall under the digital model or
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digital shadow group. Several future research directions were proposed in the mentioned
review papers to improve DT development for energy systems. A selection is given here:

• Fast, guaranteed connectivity within the DT and its physical entity, to guarantee
availability and the foundation for real-time decision-making (Ghenai et al. 2022).

• Parallel simulation with physics-based and data-driven models to enhance results
and allow interpretation of data-driven processes (Sleiti et al. 2022).

• Hybrid physics-based/data-driven modeling approaches to provide more robustness
for failure prediction and corrective actions than pure data-driven approaches (Sleiti
et al. 2022).

• Localized high-fidelity simulations of system components as a foundation for data-
driven anomaly detection purposes (Sleiti et al. 2022).

• Continuous system parameter update via measurements or state parameter estima-
tion approaches to cope with degradation of physical system components (Sleiti
et al. 2022).

• Self-adaptive DT technology to recalibrate to degradation, state changes, or recon-
figuration of the physical entity (Yu et al. 2022).

• Specification of software artefacts and standardized languages to support interoper-
ability (Yu et al. 2022).

• Research on automated AI model incorporation into DT processes such as AI
optimization algorithms or machine learning models (Yu et al. 2022).
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3 Problem statement

TES must be improved very quickly in the coming years to cope with the increasing
volatility in energy supply and future flexibility requirements of industrial processes, as
explained in the Introduction. Of course, this involves several specific issues that need
to be treated, partly in parallel. For example, this includes optimal design, integration,
and operation of TES systems, as well as affordable investment and maintenance, and
longevity of the technology. Therefore, the overarching key objective of this thesis can be
formulated as:

Key Objective: Increase the flexibility of industrial energy systems by improv-
ing thermal energy storage

On the one hand, this means that more TES capacity is needed. On the other hand, the
intelligent operation of TES is crucial. To address both of these challenges, this thesis
focuses on (1) the feasibility of economic TES capacity retrofit, and (2) DT technology to
improve the system’s operational optimization and consequently energy storage. Based
on the current challenges and the state of the art, two main research questions and
corresponding sub-questions tackling the key objective are stated below.

Thermal energy storage retrofit: As presented in the state of the art summarized in
Section 2, numerous types of TES exist for industrial applications. A major hurdle for their
practical implementation is the investment costs for new TES capacity. Dusek & Hofmann
2018 presented a promising concept for the economic retrofit of RSS capacity with PCM.
Leading up to this thesis, several publications studied this concept (see Section 2.1).
However, many questions critical to the technical feasibility of this concept remained.
For example, the influence of natural convection on the behavior of the PCM containers
was never considered. However, this effect can be significant and needs to be examined
in detail to account for it in design considerations and operational methods. But above
all, the concept lacked experimental confirmation. These research gaps lead to one main
research question of this thesis and corresponding sub-questions:

RQ 1: How can the technical feasibility of the hybrid TES concept for RSS retrofit
be achieved for actual implementation?

RQ 1.1: What is the optimal design of PCM modules for RSS retrofit, considering
the influence of natural convection?

RQ 1.2: Which parameters are the most critical to hybrid TES performance?

A high-fidelity model of the PCM part of the hybrid TES is used for detailed numerical
design studies considering natural convection. Furthermore, the first-of-a-kind functional
lab-scale prototype of the hybrid storage, built by a project consortium I was part of,
provided the test rig for experimental validation of PCM module design and the interaction
between RSS and PCM parts.
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Digital twin technology for energy system operation: It is expected that DTs have
a great potential to increase the operational efficiency of industrial energy systems and
thus also TES utilization. However, reliable case studies are scarce and the potential of
digitalization applications and DTs for energy supply and storage needs to be evaluated,
to shape targeted future research directions. Another problem is that most previous
DT research can be ascribed to the manufacturing domain (Jones et al. 2020), following
different requirements than those relevant to energy systems. As just one example of
such sectoral differences, energy systems feature multiple continuous processes as opposed
to manufacturing with a high share of discrete states during operation. This makes the
practical application of DTs in energy systems considerably lag behind other fields since
important concepts and methods are missing. Essential architectural patterns have to
be established and tested, regarding, e.g., the connectivity between physical and virtual
system, data integration and knowledge management, and modeling frameworks. Technical
implementation barriers in this interdisciplinary field have to be addressed by providing
practical and easily transferable solutions. Furthermore, the majority of previous research
did not develop comprehensive DT technology for fully bidirectional information exchange
(Yu et al. 2022).

This assessment leads to the following main research question and connected sub-questions:

RQ 2: What is an appropriate way to implement a DT for industrial energy system
operation and what are its qualitative and quantitative benefits?

RQ 2.1: What is the potential of digitalization and DT technology for optimizing
energy supply and storage operation?

RQ 2.2: What are the requirements on DT implementation for industrial energy
systems and how can these be met?

For this second research question, a well-founded literature review, establishing the
current state of the art, is necessary, to draw legitimate conclusions and develop pertinent
methods on this basis. Additionally, a DT is not comprehensively tested until it is
bidirectionally connected to its physical counterpart in live operation. For this aim, an
existing sensible TES test rig, a packed bed thermal energy storage (PBTES) located at
TU Wien laboratories, was used. An industrial use case of waste heat recovery in a steel
production plant provided the means for experimental testing of DT-based TES model
adaption and optimization.
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4 Research approach

This work contributes to the state of the art in different areas, pursuing the research
questions stated in Section 3. In this section, the approach to solve these questions is
explained and the contributing work presented in the individual published articles is
summarized. Figure 8 provides an overview of my core publications and relevant co-author
publications and illustrates their contextual embedding into this thesis. Papers 1 and
2 focused on research question RQ 1 by numerical and experimental investigation of
a novel hybrid TES concept for storage capacity retrofit. Papers 3, 4 and 5 targeted
research question RQ 2. The DT platform, first conceptualized in Paper 3, and published
comprehensively in Paper 4, was evaluated on the experimental operation of a TES in
Paper 5. The listed publications that I co-authored further contributed to the impact
of this work. While Papers A, B and C presented methods for state observation and
control of the specific hybrid TES concept, these approaches could also be implemented
as virtual entity models in the DT platform. In Paper D, a fundamental DT architecture
was presented, with a special focus on a smart data service and virtual entity instances.
Papers E, F and G developed automation approaches for model adaption, soft sensor
creation, and MILP linearization, respectively, which can all be integrated as services
within a DT and contribute powerful functionality to TES operation.

The combined overarching purpose of all my published work was to improve thermal
energy storage and thus make industrial energy systems more flexible and efficient.
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Figure 8: Overview of publications and their contextual embedding into this thesis.
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Research question RQ 1 of this thesis called for the detailed investigation of the hybrid
RSS/LHTES storage retrofit concept first introduced by Dusek & Hofmann 2018. The
background and state of the art regarding this concept were given in Section 2.1. The
intended benefit of this retrofit concept is twofold: Firstly, increasing storage capacity in
an economic manner, and secondly, extending the application range of the common RSS.
After the concept’s initial discussion in scientific literature in 2018, it was the subject
of a series of publications. These provided a more detailed analysis of the hybrid TES,
aiming for an optimal design from both the thermodynamic and the techno-economic
perspectives. These early investigations laid the foundation for my work in this thesis.

An important effect that all previous studies of the hybrid TES neglected is heat transfer
via natural convection within the liquid PCM of the LHTES part. Depending on the
material properties, the geometry of the PCM cavities, and the operating scenario, natural
convection can have a significant influence on the charging/discharging speed of the
LHTES. Therefore, I conducted numerical studies with a high-fidelity model of the PCM
cavities that considers heat transfer by both conduction and natural convection pursuing
research question RQ 1.1. This resulted in the first published study of the combined
effects of (i) aluminum proportions, (ii) fin spacing, and (iii) cavity orientation on the
charging/discharging speed of this type of PCM cavity arrangement (Paper 1). The
methodology for these design studies was thus established and optimal design parameters
were calculated for a wide parameter range. Thus, well-founded decisions for PCM module
design for RSS retrofit can be made.

After the design of the hybrid TES was studied in detail via numerical simulation, the logical
next step in following research question RQ 1 were experimental investigations. Luckily,
the construction of the first prototype was funded within the project HyStEPs (HyStEPs |
NEFI 2023). While the basic concept, illustrated in Figure 6, implies a very simple design
and construction of the hybrid TES, its implementation is not straightforward. The actual
design is bound to a number of thermodynamic, economic, and safety requirements. For
well over a year, several construction ideas for LHTES modules were debated within the
project consortium and analyzed via thermodynamic models, mechanical stress analysis,
material characterization, and economic calculations. Also, the targeted ability of an easy
technology scale-up and budgetary restrictions were constraints to possible realizations.
Optimization of all the, partly opposing, aspects is impossible and we had to tolerate some
trade-offs. We finally built a fully functional lab-scale RSS and the corresponding LHTES
container modules to retrofit the RSS. The full test rig was set up at the steel production
facility of project partner voestalpine Stahl Donawith GmbH in Leoben, Austria to be
supplied with high-pressure saturated steam. I presented the construction considerations,
the full experimental set-up, and the subsequent investigation in Paper 2.

Various charging/discharging experiments were performed with the test rig. After some
baseline tests where only the RSS was insulated and characterized, the LHTES modules
were mounted to the RSS (just as they would be in an industrial retrofit) and insulated.
The fact that we increased the RSS capacity by 30 % was a success in itself. However,
irregular heat transfer between the two storage types proved to strongly impede the storage
performance. For an in-depth investigation of the observed effects, I identified uncertain
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parameters in the simulation model of the LHTES part. The strong deviation between the
heat transfer coefficients between the RSS wall and individual LHTES modules matched
experimental observations. With the help of the now validated model, I performed a
sensitivity analysis of the critical parameters of charging/discharging performance. These
results provide the answer to research question RQ 1.2 and indicate that LHTES storage
power could be increased by up to 10 times compared to the achieved results, with realistic
adjustment of heat transfer between RSS and LHTES part.

The finding that natural convection effects in the PCM cavities can significantly influence
heat transfer and thus the overall hybrid TES behavior (see Paper 1), led to further
research. The hybrid TES retrofit approach could only ever be successful if efficient
operation could be guaranteed. However, the convective heat transfer complicates SOC
measurement and control in a LHTES even more. On top of that, Paper 1 found that the
PCM cavities’ position on the RSS, i.e., the angular orientation, influences the charging
speed. Given this highly complex state system, new methods for optimal control of hybrid
TES operation had to be found. These developments culminated in co-author publications
A, B, and C that I contributed to.

The first step was a co-simulation methodology we developed, coupling the high-fidelity
conduction/convection PCM model with a one-dimensional two-phase equilibrium model
of the RSS (Paper A). To reduce computational effort, we implied a strategy to optimally
aggregate the high number of PCM cells at the circumference of the RSS into several
sectors. Thus, only one representative cell simulation for each sector is needed.

Despite the clever aggregation approach, the developed co-simulation is only suitable for
design analysis and would be too slow for operational purposes. Therefore, we further
worked on real-time capability of the PCM simulation model. We developed an approach
to circumvent the laborious solving of Navier-Stokes equations via data-based model
reduction based on the observation of dominant flow patterns (Paper B). This provides a
reliable simulation method, including convective effects, but by orders of magnitude faster
than the previous model.

With the data-based reduced order model, we could tackle the problem of real-time state
estimation that is necessary for optimal control of the hybrid TES. The work published
in Paper C established a robust observation methodology where the higher-order PCM
cell model is linearized around the current operation trajectory and implemented in a
well-known extended Kalman filter. We proved that this state observation method can
estimate both the SOC, as well as the location and shape of the PCM cell’s melting front
with high accuracy.

The findings of my work on research question RQ 1 primarily provide answers for the
design of the hybrid TES. Even if some developed methods enable much more accurate
TES operation, their standardized application is not straightforward. Thus, partly in
parallel to my work on the hybrid TES, I pursued scientific gaps in energy system operation
(research question RQ 2). Recent digital innovations provide the potential to massively
surpass current operational strategies but still require more research. Especially, to achieve
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widespread implementation of promising DT technology, which is a cornerstone of energy
systems’ adaption to I4.0.

Thus, I started out by reviewing the current options offered by digitalization and the
involved technological aspects. A literature review of the history and definition of the DT
was important to avoid any misconceptions and establish the basic idea and purpose of
DT modeling. I also introduced this review to my work in the IEA’s IETS Task XVIII on
“Digitalization, Artificial Intelligence and Related Technologies for Energy Efficiency and
GHG Emissions Reduction in Industry”. The reports of my colleagues and me on this
topic are listed under Scientific reports in this thesis. The discussions within the scientific
community helped to sharpen the definitions, and the expertise of industry participants
facilitated the assessment of the current obstacles and needs. I found a general lack of
in-depth research on DT modeling, despite the attention the topic received in recent
years. For example, there is an urgent need to standardize interfaces and communication
protocols. Proven DT modeling approaches were rare, and most previous research had been
done in manufacturing, differing from the needs of the energy domain. As a consequence,
a first DT implementation concept for a steam generator was developed, based on the
5D-DT model introduced by Tao et al. 2018b. The 5D-DT scheme was received well in
previous literature. It can be viewed as a high-abstraction implementation guideline for
DTs. The goal of my work was to present how this concept could be used for industrial
energy systems and their components. Therefore, recommendations for approaching each
DT dimension were developed. A first qualitative assessment of the benefits of the DT
was conducted via use cases from relevant literature and an application concept of the
DT. This work was presented in Paper 3.

After this first DT conceptualization, I worked with colleagues from the Institute of
Computer Engineering at TU Wien on a more detailed DT architecture, demonstrating
the application of semantic web technologies as part of a smart data service. This work
on a “Generic Digital Twin Architecture” (GDTA) for industrial energy systems was
published in co-author publication D.

Since the work from Paper 3 left only a DT concept with specific recommendations, and
the GDTA is a technology-independent implementation architecture, focusing on the data
and virtual entity dimension, more research on a practical, holistic DT implementation was
necessary. On reviewing further literature, I found that there are some distinct barriers
that impede DT development in the energy sector. Following a requirements engineering
approach, I established a list of DT requirements to help DTs overcome the current
implementation barriers (see, Paper 4). Equipped with this knowledge, a DT platform
tailored to the identified requirements was developed. To facilitate the implementation of
the platform, concrete implementation issues were addressed, and universal, yet specific,
approaches for resolving these issues were proposed. The alignment of the technological
aspects with the requirements was then qualitatively validated and the DT platform’s
benefits were discussed.

To also assess the quantitative benefits of the DT (as part of research question RQ 2), it
was instantiated for a PBTES test-rig acting as the physical entity. In the evaluation use
case, automatically created soft sensors act as surrogates for damaged sensor values in
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order to reduce error propagation to, e.g., SOC observation. The DT platform was set up
as developed in Paper 4. The SCADA system, as part of the physical entity, was realized
with the software XAMControl of evon Automation. An existing ontology was extended
with context information on the test rig. Furthermore, four services and corresponding
DT workflows were developed and integrated into the platform. This setup and the
following evaluation was documented in co-author publication F. The DT workflow of
automated soft sensor creation was evaluated in experimental tests and we could quantify
its benefit.

After the platform’s first successful validation, I worked on another option to test the
benefits of DT modeling, which is documented in Paper 5. An excess heat recovery
process in steel production constituted the industrial reference case, with a PBTES
integrated to balance the fluctuating excess heat and steam generation. Since the high
dust load in the off-gas leads to a gradual pressure drop in the PBTES system and
thus decreases charging/discharging power, this system provided a great example for
DT implementation. State-of-the-art operational optimization of this system via MILP
modeling would overestimate the decreasing power and lead to non-optimal operation
schedules. Thus, we developed and implemented several DT micro-services and workflows
to guarantee that (1) deviations between virtual entity models and physical entity behavior
are detected, (2) the models are updated, (3) subsequently linearized to suit the MILP
approach and (4) used for live operational optimization. The approach was tested in
experiments on the PBTES test rig, where the actual power was scaled to the PBTES
size in the virtual energy system use case.
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5 Conclusion and outlook

The current drastic changes within energy systems require the efficient utilization of TES.
Therefore, this thesis investigated options and methods to improve TES. On the one hand,
a promising hybrid TES concept was studied via numerical and experimental studies.
On the other hand, possibilities for intelligent system operation offered by digitalization
technologies were analyzed. Based on this, a DT platform, tailored to the requirements of
industrial energy systems, was developed and experimentally tested for the operation of a
TES.

This section concludes my research summary by highlighting the scientific contribution to
the state of the art of the individual publications constituting this thesis (Section 5.1)
while reflecting on the problem statement presented in Section 3. Finally, an outlook on
further research and development is given (Section 5.2).

5.1 Scientific contribution
Research question RQ 1.1 was pursued via detailed numerical studies. To find an
appropriate design of PCM modules for the RSS retrofit in the hybrid TES concept,
the influence of several factors was analyzed with a high-fidelity model of the PCM
behavior. This resulted in the first numerical investigation that studied the combined
effects of (i) aluminum proportions, (ii) fin spacing, and (iii) cavity orientation on the
charging/discharging speed of this type of PCM cavity arrangement. This work was
published in Paper 1. Significant angular dependency of the cavity orientation on charging
behavior was observed. Contrary to that, the orientation had a negligible impact on
the discharging behavior, which agrees with the literature. As expected, the convective
enhancement factor, quantifying the relative increase in charging power compared to
negligible convection, generally increases with both the angle of cavity inclination and the
fin spacing. Interestingly, convective enhancement factors of up to 2 were observed for
downwards-facing cavities, given a critical fin spacing width was exceeded. The choice
of volumetric aluminum ratio to increase heat flux in the PCM cavity always presents a
trade-off between fast charging time and overall storage capacity. Therefore, guideline
values for the optimal volumetric aluminum ratio of about 15 % were found. Furthermore,
optimal choices for fin spacing were found, each for a particular aluminum ratio and
cavity orientation. Thus, a well-founded decision on uniform fin spacing can be made,
or even different fin spacings in dependence on a cavity’s orientation on the retrofitted
RSS could be considered. These results summarized here provided the answer to research
question RQ 1.1 for the specific hybrid TES retrofit concept in focus. On top of that,
the studied configurations are frequently found in PCM applications even in completely
different domains. The findings thus provide at least qualitative evidence for a wide range
of applications.

The first functional prototype of the hybrid TES made it possible to properly address
research question RQ 1.2 and ultimately also RQ 1. The experimental characterization
and sensitivity analysis of the test rig was presented in Paper 2. This presented a vital
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step in verifying the novel retrofit concept. The numerical models could be validated with
satisfactory results. It was a success that the targeted retrofitted storage capacity of 30 %
could be reached. However, only approximately 26 % of the stored enthalpy in the LHTES
could be recovered to the RSS during a discharging period of 8.5 h. The reason for this
can be ascribed to relatively low heat transfer values between the RSS and LHTES part
of the storage. The comparison of measurement results of the individual LHTES modules’
estimated power showed large differences, which reflects in the identified heat transfer
coefficients. Presumably, small air gaps between the two storage types account for that.
While this fact is hard to determine, the measurement results were a clear indication of
it and could be confirmed via optical inspection. Thus, the most critical parameter of
the hybrid TES concept (RQ 1.2) is heat transfer between the two storage types, which
proved harder to manage than expected. The sensitivity analysis, also carried out in
Paper 2, gave insight into the hybrid TES potential, given that reasonable adjustments
are made.

To achieve the technical feasibility of the hybrid TES concept (RQ 1), the heat transfer
between RSS and the retrofitted LHTES must be improved. The design of the LHTES
part must be optimized taking natural convection into account, as demonstrated in
Paper 1. Furthermore, intelligent simulation, estimation, and control methods, such as
those presented in co-author publications A, B and C, must be applied to capitalize on
the storage’s full potential.

The work on the second main objective of this thesis (RQ 2) was published over the course
of several publications.

After a first literature review that clarified the basic definitions of digitalization applica-
tions and summarized the relevant state of the art, research question RQ 2.1 could be
approached. Within the reviewed digitalization aspects, my analysis in Paper 3 found that
DT technology is especially promising for operation and maintenance in the energy sector.
Many methods and applications for improving the operational performance of components
of industrial energy systems, e.g., based on mathematical modeling or machine learning,
already exist. However, the major benefit of the DT approach is the tight integration
and interaction of all these smart services. DTs facilitate the integration of otherwise
stand-alone digital services such as, e.g., condition monitoring, predictive maintenance,
and operational optimization. The DT serves as a platform for these services that gives
them access to a common knowledge base and bi-directional communication with the
physical entity. Therefore, DTs can maximize the added value from individual solutions
by exploiting synergies, while increasing interoperability, robustness, and scalability. This
potential was outlined for a use case in the area of steam supply systems. Also, a first
conceptual DT implementation was presented and recommendations were drawn.

To develop not just one DT solution, but DT technology that is tailored to the application
in industrial energy systems, research question RQ 2.2 was established. The specific
requirements for DT implementation for industrial energy systems were presented based
on a detailed literature review of current implementation barriers in energy systems and
requirements given in other domains. Building on previous literature concepts and my work
in co-author publication D, a practical DT platform was developed. The description of
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this platform provides solutions to various implementation issues that were not addressed
in previous concepts while meeting the established requirements. The work on this topic
was presented in Paper 4 and also answered how DTs are appropriately implemented for
industrial energy system operation (research question RQ 2).

This thesis also discussed the benefits of DT implementation (RQ 2). On a qualitative level,
DTs define clear interfaces to separate the work of energy system engineers and informatics
experts. Through the efficient service encapsulation of the proposed DT platform, energy
domain experts can focus their work on service development, virtual entity models, and the
optimal operation of energy systems. At the same time, computer scientists can leverage
their expertise on the scalability, reliability, and security of the DT platform and on
establishing interoperability on a technical, syntactical, semantical, and operational level
(see Paper 3 and Paper 4). On the one hand, this facilitates the widespread application
of novel methods straight from applied research in only a short amount of development
time. On the other hand, more industrial facilities can leverage these complex methods
by facilitating their implementation via DT technology. Quantitative benefits are created
by the tight integration of individual digitalization solutions together with semantic web
technology in the data and connection dimension of DTs. Thus, the use of existing
methods can be improved. This was experimentally validated via different application
use cases involving TES. Co-author publication F presented how a DT, equipped with
the capability to automatically create soft sensors, can effectively eliminate the error in
SOC calculation of a TES introduced by temperature sensor failures. Thus, the cost- and
energy-efficient operation of the system is undisturbed. Furthermore, Paper 5 presented a
methodology for automatic model adaption and linearization services integrated on a DT
platform. Using these DT services ensures that efficient operational optimization is not
impaired by outdated component models.

5.2 Outlook
The first ever prototype of a hybrid RSS/LHTES storage concept and its goal of retrofitting
30 % of TES capacity was realized. However, the heat transfer between the two storage
types was too low to call it technically efficient, yet. In the developed construction concept,
direct contact between the RSS and the LHTES containers is essential for efficient storage
operation. Fixed, permanent mounting to the RSS shell was disregarded due to technical
and safety restrictions (see, Paper 2). Unfortunately, the metallic springs, intended to
ensure a tight fit of LHTES containers to the RSS surface, proved inadequate. Additionally,
heat insulation proved to be worse than expected. Future iterations of the prototype must
assess the option to avoid some thermal bridges to the environment, such as the hoses,
designated to remove eventual exhaust gases from liquified PCM.

To conclude, the hybrid TES construction concept must be revisited. Some possible options
were discussed in Paper 2. The application of, e.g., silicon-based, heat conductivity pastes
or the use of flexible, elastomer-based PCM encapsulations seem most promising to increase
heat transfer between the two storage types. Of course, economic assessments of the retrofit
concept, previously presented by Hofmann et al. 2019a and Niknam & Sciacovelli 2023
should also be revisited under new circumstances. The conducted numerical studies of the
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PCM cavities demonstrated the importance of considering natural convection in LHTES
design and operation. Since the studied aluminum-finned geometry is very common, the
analysis provides at least qualitative findings for a wide range of PCM applications. If the
exhibited engineering challenges are solved and the developed methods are put to use, the
hybrid TES retrofit could provide a valuable addition to TES technology for industrial
energy systems.

DTs are a great result of rapid digitalization and I4.0 developments. After an initial hype,
DTs could soon see their widespread application in industrial energy systems. The DT
platform presented in this thesis provides a scalable implementation template for that.
However, DT services that incorporate verified methods are essential for DTs to generate
added value. While service integration and scalability are facilitated in DT platforms,
methodical research on energy system services must continue. Important research aspects
relating thereto, independent of the specific application, are automation and reliability.

For example, most data-based modeling methods still rely on manual verification of
training data or at least expertise-based specification of respective historic time windows.
Thus, the reliable automation of such model training tasks within DTs is highly relevant.
The same holds for fault detection services. The detection of deviations and faults as
well as their classification is a challenging topic even when manually conducted. For
their automation, e.g., ontology-based reasoning approaches could prove appropriate. The
automatic generation of such information models from existing Pipe and Instrumentation
(P&I) diagrams was already demonstrated and could provide a powerful tool to foster
automation (Sierla et al. 2020). Based on ontologies, dynamic data-driven models of
energy systems can be identified fully automatically (Steindl & Kastner 2020). It would
be desirable to apply this approach for automated optimization model identification. In
recent years, several research teams introduced modular MILP-based energy management
approaches (see, e.g., Krien et al. 2020, Halmschlager & Hofmann 2021, and Moser et al.
2020). This provides a foundation for further automation via ontology-based model
identification, hence facilitating the still cumbersome development of optimization models
even more. However, the further development of specific ontologies and related approaches
will require interdisciplinary work between computer scientists and energy system experts
for years to come.

DTs could also provide a great platform for transfer learning and energy system control
via reinforcement learning (see, e.g., Tubeuf et al. 2023). On the one hand, an accurate
digital representation provides the clear advantage that less or even no training of these
machine learning methods on the physical entity is necessary. On the other hand, model
adaption based on the newest operating data and deployment of these models for actual
control is facilitated by a DT platform. This could also foster faster development of
reliable fault detection services. However, the first feasibility studies on this approach with
experimental validation are necessary to guide future research. In this context, hybrid
physical and data-driven modeling methods as well as reduced order models are very
promising.

We need to continue our work on the optimal design and utilization of TES since it is an
indispensable necessity for enabling the flexibility of industrial energy systems. Of course,
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improving TES integration options and TES operation are not the only way to aid the
energy transition and reduce GHG emissions. However, they are definitely key aspects. I
am certain, that worldwide TES capacity will grow substantially and that DT technology
will mature and thrive in the coming years. But I can only hope, that we’ll make these
adaptions fast enough.
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Paper 1
Numerical studies on the influence of natural convection under inclination on
optimal aluminium proportions and fin spacings in a rectangular aluminium
finned latent-heat thermal energy storage
published in Applied Thermal Engineering in collaboration with Dominik Pernsteiner,
Martin Koller, Alexander Schirrer, Stefan Jakubek, and René Hofmann

This journal paper covers the detailed design analysis of PCM modules for the hybrid
TES concept. The specific goal was to address research question RQ 1.1 of this thesis,
hence to find an optimal design with regard to charging/discharging speed. The paper
explains the basic geometry considerations and modeling assumptions. The high-fidelity
PCM model that was used in these numerical studies is explained in detail and its
validation is presented. With the help of this model, different geometry variations of
a rectangular aluminium finned PCM cavity could be analyzed. The parameter study
focused on the combined effects of three main geometrical aspects: the aluminum fin
spacing, the volumetric aluminium-to-PCM ratio, and the cavity orientation. All three
present interesting trade-offs. Increasing the fin spacing leads to stronger effective heat flux
enhancement due to natural convection. However, for small fin spacing as well as for some
operating states, convective effects are small, and in such cases, the spacing should be as
small as technically possible. In the paper, optimal fin spacing values for different cavity
orientations are specified. The second aspect of the volumetric aluminum ratio always
presents a trade-off between fast charging time and overall storage capacity. A guideline
value of about 15 % could be determined. Regarding the third aspect, a significant
influence of the cavity orientation on charging speed was found. The consideration of these
effects in the design is essentially a techno-economic question since uniform fin spacings
are easier to construct and thus cheaper in serial production. However, the effects must
at least be considered in TES operation. With the results of this study, well-founded
decisions on the PCM module design can be made. Furthermore, this paper enabled the
subsequent work on co-simulation (Paper A), model reduction (Paper B), and storage
state estimation (Paper C) to improve the hybrid TES concept.
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Numerical studies on the influence of natural convection under inclination 
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A R T I C L E  I N F O   
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Computational fluid dynamics (CFD) 
Angular dependency 

A B S T R A C T   

Phase change material (PCM) is applicable in various use cases, such as in a novel hybrid steam/latent heat 
storage system where containers filled with PCM are placed at the shell surface of a Ruths steam storage (RSS) for 
retrofitting. The considered approximately rectangular PCM cavity design includes aluminium fins, which is a 
common choice for heat transfer enhancement. Numerical studies were conducted with two separate numerical 
models to analyse melting and solidification of PCM in such cavity. Varying aluminium proportions, as well as 
varying fin spacings were simulated under different orientations of the PCM cavity and their impact on charging/ 
discharging speed was analysed, providing a foundation for design optimization of the considered geometry. 
Guideline values for optimal aluminium ratio and optimal fin spacing could be obtained. Significant angular 
dependency on the thermophysical behaviour could be observed during melting, whereas the effect of natural 
convection during solidification was found to be negligible. The results of this work provide important insight to 
facilitate the design process of rectangular aluminium finned PCM cavities.   

1. Introduction 

1.1. Motivation 

As a consequence of progressive decarbonisation efforts the energy- 
intensive industries are required to drastically increase energy effi-
ciency. A large increase of thermal energy storage capacity in existing 
industrial plants and processes is therefore required in the future. 
Having the advantage of high energy density, Phase Change Material 
(PCM) is commonly used either in stand-alone storage systems, e.g., 
passive climatization modules in buildings, or to retrofit existing storage 
systems of other types. An overview of typical PCM and their application 
is given in Zalba et al. [1]. Dusek and Hofmann [2] presented a novel 
approach to increase the storage capacity of well-established Ruths 
steam storages (RSS) by attaching PCM containers to its outer shell. To 
ensure optimal use of latent heat thermal energy storages (LHTES) it is 
necessary to study the exact thermodynamic behaviour of the included 
PCM containers. 

Different types of PCM encapsulations have been developed in the 
past, each tailored to the specific use case of interest (for an overview 
see, for example, Lin et al. [3], Zayed et al. [4], or Agyenim et al. [5]). 
PCM is typically placed in long thin heat pipes, cylindrical containers or 
rectangular containers, whereby the shell and tube system are the most 
intensely analysed LHTES type [5]. The typically low thermal conduc-
tivity of PCM prevents rapid heat transfer during charging (melting) and 
discharging (solidification) processes. Various techniques were devel-
oped to improve heat transfer rates in LHTES, e.g., using extended sur-
faces [6–8], high thermal conductivity porous matrices [9,10], heat 
pipes [11], nanoparticles [12] and carbon nanotubes [13], to mention a 
few. A very common approach for heat transfer enhancement is to equip 
the encapsulations with heat conductivity enhancement structures, such 
as flat-plate aluminium fins [14]. The application of such fins is 
particularly desirable due to the effectiveness in performance, ease in 
fabrication, and relatively low cost of construction [5]. In the hybrid 
storage approach presented by Dusek and Hofmann [2], PCM cavities 
are arranged around the cylindric RSS where each cavity features 
aluminium fins orientated in the radial-axial plane of the RSS. Due to the 
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typical dimensions of the hybrid storage, these fin segments are 
approximately rectangular, effectively making this a flat-plate rectan-
gular PCM cavity design (for more details, see Section 2 and Fig. 1). In 
this work, numerical studies were conducted to analyse the melting and 
solidification of PCM in such encapsulation and thus providing essential 

information to enable storage design optimization. 

1.2. PCM simulation methods 

Analytical solutions only exist for a limited number of phase change 

Fig. 1. The location of the PCM cells attached to a RSS is illustrated, as proposed by Dusek and Hofmann [2]. Geometry and location of the considered PCM fin 
segment and adjacent fin segments and orientation relative to the gravitational vector are defined. Liquid PCM is depicted in yellow, solid PCM in blue. For details on 
PCM cell geometry, see Fig. 2. Note: This illustration is not true to scale. 

Nomenclature 

Acronyms 
CFD Computational Fluid Dynamics 
FDM Finite Difference Method 
FEM Finite Element Method 
LHTES Latent Heat Thermal Energy Storage 
PCM Phase Change Material 
RMSE Root Mean Square Error 
RSS Ruths Steam Storage 
Index 
alu aluminium 
conduction conduction only reference case 
in inner value 
init initial value 
out outer value 
ref reference 
Parameters and variables 
α heat transfer coefficient (Wm−2 K−1)
β volumetric thermal expansion coefficient (K−1)
Δlm specific latent heat 

(
Jkg−1)

Δt time step (s)
ΔxPCM cavity PCM dimension in x direction (m)
ΔyPCM cavity PCM dimension in y direction (m)
Q̇ heat flux (W)
∊ mushy region temperature range (K)
Ĥ enthalpy per unit volume (J m−3)
f force density (kgm−2 s−2)
g gravitational acceleration vector (ms−2)
q specific heat flux (Wm−2)
Su momentum source term 
u velocity vector (ms−1)
μ dynamic viscosity (Nsm−2)

ϕ fin segment orientation 
ρ density (kgm−3)
ρ0 constant density of PCM (kgm−3)
a volumetric aluminium ratio 
B momentum source term coefficient (Pasm−3)
c specific heat capacity 

(
Jkg−1 K−1

)
fl liquid fraction 
h specific enthalpy 

(
Jkg−1)

k thermal conductivity (Wm−1 K−1)
Lx,Ly length of PCM segment in x,y direction (m)
p pressure (Nm−2)
Sh enthalpy source term 
T temperature (◦C) 
t time (s)
Tm melting temperature (◦C) 
u,v velocity components in x, y direction (ms−1)
w aluminium fin spacing (m) 
x,y space coordinates (m)
L̃ characteristic length (m) 
τ dimensionless time 
A aspect ratio 
Amush mushy zone constant(kgm−3 s−1)
Fo Fourier number 
H cavity height (m) 
Pr Prandtl number 
Ra Rayleigh number 
Ste Stefan number 
EF convective enhancement factor 
Symbols 
D ,∂D spatial domain, boundary of spatial domain 
∇ Nabla operator: ∇ = (∂/∂x, ∂/∂y)
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problems, as for example for the one-dimensional Stefan-problem, see 
for example [15]. When treating problems in more than one dimension 
and considering heat transfer by conduction and convection, numerical 
methods have to be applied. Also, the Stefan problem is complicated by 
the fact that in general more than one moving phase boundary occur in 
PCM [16]. Liu et al. [17] and Dutil et al. [18] review options for 
mathematical modelling and simulation of PCM. The majority of these 
approaches uses the enthalpy method, as for example in Voller and 
Prakash [19] or the effective heat capacity method, as in Tenchev et al. 
[20], to account for phase change. 

Although finite difference (FDM) and finite volume schemes are well 
established in computational fluid dynamics (CFD) applications, 
including the well-known software package ANSYS Fluent, Nedjar [21] 
states that especially finite element methods (FEM) are able to handle 
complex coupled thermomechanical problems with various and com-
plex boundary conditions. Kasper [22] pursued an approach to couple 
an FEM implementation of the effective heat capacity method and an 
adaptation of the FDM code published by Seibold [23] to solve the 2D 
Navier–Stokes equations arising in convection modelling. This experi-
mentally validated and highly adaptable model was applied for the 
parameter studies presented in this work, alongside with the CFD soft-
ware ANSYS Fluent. 

1.3. Previous studies 

When designing PCM cavities, the thermodynamic behaviour has to 
be assessed in detail to enable optimal storage design regarding storage 
capacity and charging/discharging times. Natural convection can have a 
significant influence on this behaviour, additionally being dependent on 
the cavity orientation. Furthermore, the amount of heat transfer 
enhancing metal structures has to be optimized. Although the installa-
tion of fins can efficiently enhance PCM melting rate [24, it also restricts 
natural convection and reduces PCM volume and thus lowers the overall 
storage capacity [25]. Thus, fin dimensions as fin spacing and width 
should be appropriately selected to achieve better performance of the 
storage application [25–27]. These aspects were investigated to some 
extent and for specific PCM cavity geometries in previous studies, as the 
following review, primarily focussing on rectangular fin geometries, 
shows. 

One important question is how natural convection in the liquid phase 
of the storage material influences the phase change problem. The rela-
tive influence of natural convection depends on both geometric pa-
rameters and PCM properties. Mostafavi Tehrani et al. [28] found a 
critical Rayleigh number of 8⋅105 below which natural convection is 
negligible in their respective shell-and-tube configuration. Dhaidan and 
Khodadadi [29] give an overview on melting with natural convection in 
different geometries. Numerous experimental and numerical analyses 
have been dedicated to melting in rectangular geometries, as for 
example by Bareiss and Beer [30], Benard et al. [31], Duan et al. [32] or 
Jany and Bejan [33]. However, Vogel et al. [34] state that the findings of 
this research are not directly applicable to large aspect ratio cavities and 
high temperature inorganic PCM, like KNO3-NaNO3. In their respective 
work a flat plate LHTES, filled with the above-mentioned PCM, is ana-
lysed numerically, with a lab scale storage unit serving as experimental 
validation platform. Thereby, the influence of natural convection on the 
heat transfer rate was assessed by an introduced convective enhance-
ment factor, providing a simple comparison of varying enclosure di-
mensions. Their results indicated that heat transfer enhancement due to 
natural convection increases with greater widths and smaller heights of 
storage material enclosures. 

Many studies have already investigated the geometric and design 
parameters of heat transfer enhancing fins for PCM cavities [35]. Xie 
et al. [36,37] characterized the effects of metal structure, metal volume 
fraction and orientation and proposed optimized tree shape designs 
outperforming the flat plate designs. Xie et al. [38] suggested that their 
optimized tree shape structure is more superior in applications where 

minimum conductive material is necessary and natural convection is 
significant. However, in an review on geometric and design parameters 
of fins employed for enhancing LHTES, Abdulateef et al. [35] state that 
the best enhancement is achieved using longitudinal finned configura-
tions because of its easy design and fabrication. Lacroix and Benmadda 
[39] found in a numerical investigation that there is an optimum 
number of fins in a horizontal rectangular enclosure beyond which the 
melting rate decreases due to the weakening of convection currents. This 
was also found by Huang et al. [40] who reported that decreasing the fin 
spacing can impede the convective motion of liquid PCM between fins 
and therefore decreases the positive effect of fins. Biwole et al. [41] 
numerically studied the melting of paraffin in a vertical finned enclosure 
heated from one side. They varied number and thickness of the fins and 
found that using thinner but longer fins increases the heat transfer rate. 
Ye et al. [42] studied the effects of different cavity volume fractions of 
PCM on fluid flow and heat transfer behaviour. Bondareva and Sheremet 
[43] analysed the effect of fin height and width on convective melting 
intensity. 

Regarding the orientation, i.e. inclination of PCM enclosures, Zhao 
et al. [44] theoretically and experimentally studied the contact melting 
of PCM in a rectangular cavity at different orientations and found that 
there is a unique optimal orientation to minimize melting time in the 
considered arrangement. Yang et al. [45] experimentally studied the 
effect of inclination and Yazici et al. [46] studied the combined effects of 
inclination angle and fin number on thermal performance of a PCM 
cavity, heated from their wide side. Their results revealed that the 
inclination angle and fin number plays a critical role on the formation of 
convective cells in the liquid PCM domain and consequently on the heat 
transfer and operating time. Sharifi et al. [47] studied the effect of 
orientation during outward melting from a concentrically heated rod 
placed inside a cylindrical enclosure. It was observed that even small 
tilting of the enclosure significantly affects the evolution of the melting 
front. In an investigation on melting of PCM in an unfinned rectangular 
enclosure with a specific fixed geometry for different Stefan numbers 
Kamkari et al. [48] found that when the orientation of the enclosure 
varies from 90◦ to 45◦ and 0◦, the melting time reduces by 37% and 52%, 
respectively. In an experimental investigation, Kamkari and Groulx [49] 
analysed the effect of the cavity orientation on the melting rate for 1-fin 
and 3-fin rectangular enclosures and found small inclination angles to 
enhance melting in this specific enclosure geometry. This was confirmed 
in Karami and Kamkari [50] where this type of finned cavity was studied 
numerically under different inclination angles varied from 0◦ to 180◦. 
Therein, the authors stress that limited attention has been given to the 
effect of orientation on the thermal behaviour of PCM in rectangular 
enclosures and that the only studies devoted to the effect of orientation 
on the melting process in finned PCM enclosures can be found in Kam-
kari and Groulx [49], Karami and Kamkari [50] and more recently in 
Groulx et al. [51]. Similar studies analysed the partly combined effects 
of fin spacing, thickness and angle on the optimum geometry for shell 
and tube LHTES configurations [52,53]. 

1.4. Main contributions 

As can be seen from the above cited literature, numerous numerical 
and experimental studies on the effect of natural convection in PCM 
cavities have been published in recent years. Some of these considered 
different rectangular geometries, many analysed the design of heat 
enhancement fins and even studies of varying cavity orientation can be 
found, albeit very few. However, the findings of previous investigations 
are often difficult to exploit for different geometric characteristics. Many 
of the cited analyses cover rectangular enclosures heated/cooled from a 
wide side of the cavity, whereby this work focuses on heat transfer 
through one of the narrow sides of the cavity. 

To the best of the authors’ knowledge, no experimental or numerical 
investigation has been conducted to study the combined effects of (i) 
aluminium proportions, (ii) fin spacing and (iii) cavity orientation on 
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charging/discharging speed of this type of rectangular PCM cavity 
arrangement. Hence, we consider the following as main contributions of 
this work: 

• The effect of natural convection on charging (melting) and dis-
charging (solidification) of a narrow rectangular finned PCM cavity 
was studied for different orientations. Significant angular de-
pendency on the thermophysical behaviour was observed during 
charging, while the effect of natural convection during discharging 
was found to be negligible regardless of the orientation.  

• The influence of the aluminium proportion of the finned cavity on 
the charging/discharging speed was evaluated, thus giving a mea-
sure for optimized cavity design. 

• The influence of the aluminium fin spacings on the charging/dis-
charging speed was studied, leading to quantitative statements about 
optimized fin configuration. The influence of natural convection is 
expressed by a convective enhancement factor for three different fin 
spacing configurations and varying cavity orientations. 

This work presents how aluminium ratio and fin spacing of rectan-
gular finned PCM cavity can be systematically optimized, hence guiding 
the design of applications as and similar to the concept proposed by 
Dusek and Hofmann [2]. The here presented study is essential for con-
struction and the upcoming experimental investigations of this storage 
application. 

1.5. Paper structure 

This paper is organised as follows: In Section 2, the numerical 
modelling conducted for the presented parameter study is discussed and 
the applied Fluent and FEM/FDM model are explained in reasonable 
detail. The validation of these models is given in Section 3. The results of 
the conducted parameter studies are presented and discussed in Section 
4. In Section 5, the main findings are highlighted and critically assessed 
and their practicality evaluated. Suggestions for further research are 
given. 

2. Numerical modelling 

The numerical models for the presented investigation are based on 
the following assumptions:  

• Heat transfer is driven by conduction and natural convection.  
• Material properties are constant in each phase but they can differ for 

the liquid and solid phases except for the density which is assumed to 
be constant and equal for both phases.  

• Density is assumed to be constant except for the buoyancy term 
(Boussinesq approximation), and the only body force arises due to 
the gravitational acceleration in vertical direction. The flow is 
therefore considered incompressible, Newtonian and also laminar.  

• Phase transition takes place in a small temperature region (“mushy 
region”) T ∈ [Tm − ε,Tm + ε] around the melting temperature Tm and 
is only dependent on T (no hysteresis, no dynamics, no rate 
dependency).  

• The depth of the rectangular enclosure in z-direction (as defined in 
Figs. 1 and 2) is assumed large enough for wall boundary layer effects 
to be negligible, hence the problem is reduced to two dimensions (no 
heat flow or convection in z-direction).  

• Movement of the solid phase is neglected.  
• Radiation and viscous dissipation is neglected. 

The assumptions made herein are the same as those applied by Vogel 
et al. [34], who could successfully validate their model via experimental 
data. Since the same material of (KNO3-NaNO3) was used therein as in 
the present study and the geometry of the PCM cavity is considered very 
similar, we consider these assumptions justified. For general fin 

arrangements a three-dimensional cavity simulation might be required. 
However, the geometry of the regarded PCM cavities in this work, where 
the depth of the enclosure in z-direction is assumed large enough for 
wall boundary layer effects to be negligible, suggests symmetry reduc-
tion of the simulation problem to single aluminium fin segments and a 
two-dimensional approach. In the hybrid storage concept of Dusek and 
Hofmann [2] this geometry relates to an aluminium fin structure 
orientated in the radial-axial plane of an RSS. With a typical pressure 
vessel outer diameter of 2050 mm, as in Hofmann et al. [54], and the 
considered PCM segment length in this work of 120 mm, the fin seg-
ments exhibit an aperture angle of 5,6◦ for the widest considered fin 
spacing and of under 1,2◦ for more reasonable fin spacings under 20 
mm.Hence, the diameter of the RSS is considered large against the width 
of the enclosure in y-direction, thus justifying a rectangular approxi-
mation of a fin segment. Fig. 2 illustrates the examined fin segment 
consisting of a rectangular aluminium enclosure filled with PCM. This 
segment is modelled in local coordinates (x, y) in the two-dimensional 
spatial domain D and its boundary ∂D , defined as follows: 

D = {
0⩽x⩽Lx, 0⩽y⩽Ly

}
∂D = ∂D 1 ∪ ∂D 2 ∪ ∂D 3 ∪ ∂D 4
∂D 1 = {x = Lx, y ∈ D }
∂D 2 =

{
x ∈ D , y = Ly

}
∂D 3 = {x = 0, y ∈ D }
∂D 4 = {x ∈ D , y = 0}

(1) 

For the top and bottom walls (∂D 2 & ∂D 4) adiabatic boundary 
conditions are applied based on the cavity’s symmetry: 
q|∂D 2 , ∂D 4

= 0 (2)  

On the left and right sides of the domain (∂D 1 & ∂D 3) type-3 boundary 
conditions, also known as Robin boundary conditions, 

q|∂D 3
= αin⋅

(
T
(

x, y
)
−Tin

)
(3)  

q|∂D 1
= αout⋅

(
T
(

x, y
)
−Tout

)
(4)  

are implemented, prescribing a heat flux dependent on the current 
boundary temperature T(x, y), specified heat transfer coefficients αin,
αout, and ambient temperatures Tin,Tout. 

Regarding the planar velocity field u = [u, v]T with its spatial com-
ponents u(x, y, t) and v(x,y,t), no-slip boundary conditions are set for the 
domain boundaries, 

Fig. 2. Definition of geometry of the considered PCM fin segment, including 
boundary conditions. Liquid PCM is depicted in yellow, solid PCM in blue. (For 
interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.) 
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u|∂D = 0, (5)  

as well as at in-domain phase boundaries. For details on the imple-
mentation, see [22]. 

In this work two different transient numerical models were utilized 
to study the melting and solidification behaviour of the PCM segment. 
The main model implements the corresponding equations for convec-
tion/conduction in MATLAB® [55] using an FEM/FDM approach. The 
auxiliary model simulates a PCM cell in Fluent and is used to provide 
validation of the main model. In the following subsections both model 
implementations are described. 

2.1. ANSYS Fluent model 

The model developed for the investigations on a PCM segment in 
Fluent uses the finite volume approach. It is a two-dimensional model 
with the expansion of one single cell in z-direction (symmetry boundary 
conditions). It is based on the Navier–Stokes equations for energy, mo-
mentum and mass conservation. 

Fluent uses an enthalpy-porosity technique developed in [19,56] to 
describe the melting/solidification process. Thereby the melting front is 
not tracked explicitly, instead a liquid fraction fl ∈ [0, 1] is assigned to 
each cell. The liquid fraction is determined in each iteration via the 
enthalpy balance. With this approach melting/solidification at a certain 
temperature point (e.g., for pure substances or eutectic mixtures) as well 
as melting/solidification across a temperature range (“mushy region”) 
can be treated. The balance equations are applied for a mixture of both 
phases (liquid and solid) using the liquid fraction as compound (see 
[57]). 

With the melting/solidification approach in Fluent, the PCM is 
assumed incompressible. Density gradients due to temperature distri-
bution are considered to drive natural convection using the Boussin-
esque approximation. 

2.1.1. Governing equations 
The governing balance equations for energy, momentum and mass 

conservation are (for detailed descriptions see [34] or [57]): 

energy eq. : ρ ∂h
∂t

+∇⋅
(

ρuh
)

= ∇⋅
(

k∇T
)
+ Sh (6)  

momentum eq. : ρ ∂u
∂t

+ ρ
(

u⋅∇
)

u = μ∇⋅(∇u)−∇p+ b+ Su (7)  

continuity eq. : ∇⋅u = 0 (8)  

In (6)–(8) ρ represents the constant density, μ the dynamic viscosity, p 
the pressure and T the temperature of a cell. In the enthalpy-porosity 
approach the specific enthalpy h is the sum of the sensible enthalpy hs 
and the latent heat Δlm according to the liquid fraction fl (9). In this 
work, ∇ and Δ are the Nabla and Laplace operators respectively. The 
enthalpy source term Sh (10) is introduced to discretize the energy 
equation as a single phase for a two-phase problem. 
enthalpy of a cell : h = hs + flΔlm (9)  

enthalpy source term : Sh = ρ ∂(flΔlm)
∂t

+ ρ∇
(

uflΔlm

)
(10)  

momentum source term : Su = −Bu (11)  

buoyancy term : b = ρβ
(
T −Tref

)
g (12)  

The buoyancy term b from (7) is defined with the Boussinesq approxi-
mation, a reference temperature Tref , the gravity vector g and a volu-
metric thermal expansion coefficient β in (12). The momentum source 
term Su in (11) is a damping term for (8). This term must be zero for a 

cell in liquid state but becomes very large for a cell in solid state to 
ensure velocities near zero. The term 

B = Amush
(1 − fl)2

f 3
l + 10−3 (13)  

in (11) is a function of the liquid fraction and a mushy zone constant 
Amush, as defined in [34,58]. This is an adaption of the Carman-Koseny 
equation [59]. A large mushy zone constant results in a strong damp-
ing of convection in the transition area between liquid and solid 
(“mushy region”). Shmueli et al. [60] investigated the influence of the 
value Amush for a material with a mushy region and find a great variation 
of results with different values of Amush. More recent investigations can 
be found in Fadl and Eames [61], Kumar and Krishna [62] or Arena et al. 
[63]. Although overall large influence of the parameter on the results 
have been obtained, Vogel et al. [34] state that with a smaller mushy 
region, the mushy zone constant becomes less important. 

2.1.2. Discretization 
The pressure-based solver SIMPLE developed by Patankar [64] is 

selected for pressure–velocity coupling in the balance equations. The 
second-order differencing scheme was used for solving the momentum 
and energy equations, whereas the interpolation of pressure values at 
the cell faces is done with the PRESTO! scheme. The temporal de-
rivatives are discretized with a second-order implicit transient formu-
lation. The convergence criterion for continuity, velocity components in 
x- and y-directions, and energy are 10−4,10−4 and 10−8 respectively. 
The underrelaxation factors for the velocity components, pressure 
correction, thermal energy and liquid fraction were 0.4, 0.8, 1 and 0.4, 
respectively. It has been observed that several iterations are required to 
obtain convergent results for an underrelaxation factor of the liquid 
fraction this low. Therefore the minimum number of iterations is set to 
20. 

2.2. FEM/FDM model 

The developed FEM/FDM model used for the simulation studies in 
this work was developed by Kasper [22] and is outlined in the following. 

2.2.1. Governing equations 
The governing equations within the framework of assumptions are 

the energy Eq. (14), continuity Eq. (15) and Navier–Stokes Eq. (16), 
which are in this work implemented as follows: 

ρc
∂T
∂t

= k∇⋅
(
∇T

)
− ρc∇

(
T⋅u

)
(14)  

∇⋅u = 0 (15)  

ρ
(

∂u
∂t

+
(

u⋅∇
)

u
)
− μ∇⋅(∇u)+∇p = f +Su (16)  

Therein, the temperature field T(x, y, t) is treated as dependent variable 
in the energy Eq. (14) and the velocity field u is treated as dependent 
variable in the Navier–Stokes Eq. (16), see [65]. The symbols denote the 
parameters density ρ, apparent heat capacity 

c=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
csolid if : Tm−ε>T,

Δlm+csolid⋅
(
Tm+ε−T

)+cliquid⋅(T−(Tm+ε))
2ε if : Tm−ε<T<Tm+ε,

cliquid if : T>Tm+ε,
(17)  

heat conductivity k and dynamic viscosity μ. The force density f for-
mulates the buoyancy force 
f = ρg = ρ0g

(
1 − β

(
T − Tref

) )
, (18) 
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which is calculated as given in Huang et al. [66] by the volumetric 
thermal expansion coefficient β, the constant density ρ0, a reference 
temperature Tref and the gravitational standard acceleration vector g. 
The source term Su as defined in (11) is added to modulate the addi-
tional viscous force with respect to the liquid fraction fl. 

2.2.2. Discretization 
The FEM/FDM discretization of the governing Eqs. (14)–(16) is 

outlined in the following. For more details, refer to Kasper [22] or 
Pernsteiner et al. [67]. 

The energy Eq. (14) is discretised in space using a standard Galerkin 
FEM. Four-noded bilinear rectangular elements are used to obtain a 
finite element representation of the temperature field T(x,y,t). Using this 
finite element representation and applying Galerkin’s method of 
weighted residuals (see, for example, [68]) results in a system of ordi-
nary differential equations. To compute the coefficient matrices, the 
surface and volume integrals are split into the finite element domains 
and are then numerically solved applying two-point Gauss–Legendre 
quadrature and three-point Gauss–Lobatto quadrature for the convec-
tion terms. The ordinary differential equation system is solved implicitly 
for the temperature field at the next time step by applying the backwards 
Euler method. 

The velocity field components u(x, y, t) and v(x, y, t) and the set of 
incompressible 2D Navier–Stokes Eq. (16) are treated separately from 
the heat transfer part of the model by applying a finite difference dis-
cretization based on a MATLAB® code available on the course home-
page(http://math.mit.edu/~gs/cse/) of “Computational Science and 
Engineering” at the Massachusetts Institute of Technology. This open 
source code, created and documented by Seibold [23] was implemented 
and extended to meet specific tasks in the work [22]. The main nu-
merical concept used therein is the fractional step method [69], which is 
applied to split the Navier–Stokes system into equations that are 
significantly simpler to work with. The solution update for the velocity is 
then found by executing a three-step approach, (1) an explicit time step 
for the nonlinear convective acceleration terms, (2) an implicit time step 
for linear viscosity terms and (3) a pressure correction step. 

The spatial discretization via the FDM is conducted using a staggered 
grid based on the finite element mesh, where the pressure p is defined in 
the element centres, u values are defined in the middle of the vertical 
element edges and the values of v are defined in the middle of the hor-
izontal element edges (see [22,23]). 

3. Validation 

The numerical models utilized herein were validated by experi-
mental data (see Section 3.1). Furthermore, a cross validation of the 
FEM/FDM model and the Fluent model is given based on a number of 
reference cases which are part of the parameter study conducted in the 
scope of this work (see Section 3.2). The conducted independence study 
of grid size and time step for the presented parameter study is discussed 
in Section 3.3. Details on the grid size and time step independence for 
the experimental validation case can be found in Kasper [22] for the 
FEM/FD model. 

Regarding the independence study for the Fluent model, we found a 
difference of 2.6% in the liquid fraction value after 20 min between 
simulations with Δx = Δy = 0.5 mm and Δx = Δy = 1.0 mm. 
Furthermore we found a difference in the liquid fraction value of 0.03% 
between simulations with Δt = 0.1 s and Δt = 0.01 s. We consider the 
grid and time step as converged with Δx = Δy = 1.0 mm and Δt = 0.1 s 
and used these parameters for comparison with the experimental 
reference case. 

3.1. Experimental validation 

The conduction/convection models used in the here presented study 

were validated with the benchmark experiment of Gau and Viskanta 
[70], who investigated the melting and solidification behaviour of gal-
lium in a rectangular enclosure. Furthermore, comparison with the nu-
merical results of Brent et al. [71], Kumar et al. [72] is given. 

The mushy zone constant Amush for this problem was varied between 
105 and 109 kg m−3s−1. The best agreement with the experimental data 
was obtained for the value Amush = 108 kg m−3s−1 and is given below. 

Very good agreement of the simulated melted volume fraction 
compared to the experimental data was found for the FEM/FDM model, 
with a root mean squared error of below 3% (for details, see [22]). The 
quantitative agreement between the simulations in this work and the 
benchmark experimental and numerical results is reasonable for all 
compared times, capturing regions of different melting regimes. A 
comparison of the simulated and reference melting front at three 
different times is given in Fig. 3. A comparison of the liquid fraction is 
given in Fig. 4, together with the root mean square error (RMSE) 
calculated from the resprective given melting front data. Minor quan-
titative deviations can be obtained therein. The melting progresses 
slightly slower in the FEM/FDM simulation and fits reasonably well to 
the experimental data. In the Fluent simulation, melting progresses 
faster, similar to the reference case by Kumar et al. [72]. It should be 
noted, that discrepancies between the FEM/FDM and Fluent model were 
found to be smaller for the parameter studies of KNO3-NaNO3, see 
Section 3.2. 

Remaining deviations to the experimental data of Gau and Viskanta 
[70] generally arise from inconsistencies between the assumptions of 
selected mathematical model and the exact experimental procedure 
[73]. Some controversy about the flow structure for this investigation 
and therefore the case’s adequacy as validation benchmark still remains. 
Some researchers suggest that the correct solution should feature mul-
tiple convective cells [73], while three-dimensional simulations showed 
the absence of multiple convective cells [74]. To further verify the ac-
curacy of the present investigation, a numerical cross validation of the 
two developed models was conducted. 

3.2. Numerical cross validation 

In total 24 reference cases of the following parameter studies were 
simulated using both the FEM/FDM and Fluent models. These cases 
included melting and solidification, fin spacings w of 12.5 mm, 25.0 
mm, 50.0 mm, aluminium volumetric ratios a of 4%, 8% and 16% and 
segment orientations ϕ of 0◦, 45◦, 90◦, 135◦, 180◦, as well as cases 
considering only conduction. The maximum obtained RMSE of the 
simulated enthalpy change values was 15.6%. The RMSE over all 24 

Fig. 3. Melting front results of the developed numerical models compared to 
experimental and numerical reference results at three different times of the 
melting progress. 
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reference values and all logged time steps for the relative deviation of 
the enthalpy change values was 3.8%. We consider these as small dis-
crepancies between the two models for the regarded simulation cases, 
therefore providing another verification of the conducted simulation 
studies in this work. 

3.3. Grid size and time step independence study 

The accuracy implications of the element grid and time step sizes 
were carefully tested to keep the computational effort in reasonable 
limits. 

The mushy zone constant Amush for this problem is chosen to be 106 

which is in the recommended range by ANSYS® Fluent, Release 16.0 
[57]. This value lies in accordance with [34], and their experimental 
validation while using (KNO3-NaNO3). 

3.3.1. ANSYS Fluent model 
The geometry and mesh creation was carried out with ANSYS 

Workbench [75]. To ensure mesh and time step independency, 
convergence studies were performed. The rectangular and structured 
mesh consists of 240 × 50 elements in x- and y-direction, respectively. 
To achieve a volumetric mesh, one element and symmetry boundary 
conditions are used in z-direction. A uniform time step of Δt = 0.05 s was 
applied for all simulated reference cases during the numerical cross 
validation. 

3.3.2. FEM/FDM model 
For the finite element simulations, uniformly distributed grids of 

12000 elements presented adequate resolution. The grid size sensitivity 
is illustrated for a reference simulation case in Fig. 5. Further refinement 
showed non-significant impact on the simulation results within the 
scope of this investigation, which holds true for all simulated geome-
tries. Furthermore, the effect of time step size was investigated and a 
time step size of Δt = 0.05 s was selected for the simulation studies. 
Fig. 6 shows good convergence of the solution for this value. The 
selected grid and time step proved accurate and sufficient to meet the 
Courant-Friedrichs-Lewy (CFL) condition [76] 
Δt⩽Δx/|u|,
Δt⩽Δy/|v|, (19)  

where Δx,Δy are the mesh resolutions and |u|, |v| the magnitudes of the 
velocity in x- and y-directions. Fig. 7 illustrates the maximum CFL 
numbers in the liquid domain in x- and y-direction for all here investi-
gated cases over the whole duration of the simulation. 

4. Results and discussion 

In this Section, the results of the parameter study regarding 
charging/discharging performance of the considered PCM storage 
design are illustrated by a number of representative results and dis-
cussed. While the considered materials’ thermophysical properties 
remained unchanged (see Section 4.1.2), three geometrical aspects were 
varied, which is explained in Section 4.1.1. 

4.1. Parameter study remarks 

Since this work presents a foundation to thermal energy storage 
design optimization for industrial applications, the characteristic mea-
sure investigated herein is the total stored thermal energy, i.e. total 
enthalpy [54]. For further comprehension of the results, illustrations of 
latent enthalpy and convective enhancement are presented. 

It should be noted that the obtained results highly depend on all 
three varied geometrical aspects. As it is not possible to study the in-
fluence of all three at the same time, the herein given results are pre-
sented in a way where at least one aspect is always constant. However, 
the extent of the presented results allow to fully assess the design 
characteristics in the considered parameter range. 

Small oscillations of the calculated heat flux can be obtained, which 
are attributed to the nature of the finite element discretization and shape 
functions in combination with the apparent heat capacity method, 
which are known for supporting spurious oscillations [77]. However, 
careful comparisons of numerical errors over discretization fineness as 

Fig. 4. Liquid fraction results of the developed numerical models compared to 
experimental and numerical reference results. 

Fig. 5. Grid size sensitivity for simulation case with w = 12.5 mm, a = 8% and 
ϕ = 0◦. Carried out with a time step size Δt = 0.05. 

Fig. 6. Time step sensitivity for simulation case with w = 12.5 mm, a = 8% and 
ϕ = 0◦. Carried out with a grid size of 12000 elements. 
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mentioned above have been carried out to control these numerical er-
rors. Similar oscillations can be found in other numerical investigations, 
as for example [41], not effecting the qualitative results. 

4.1.1. Geometry 
As described in Section 2, the PCM storage design of interest is that of 

PCM filled aluminium encapsulations including plane parallel 
aluminium fins. A fin segment of such cavity is illustrated in Figs. 1 and 
2. The conducted parameter study presented in this work focused on 
three main geometrical aspects:  

(i) the aluminium fin spacing w = Ly,  
(ii) the aluminium-to-PCM ratio a = 2Δyalu/Ly in vol% (neglecting 

the aluminium share introduced by Δxalu),  
(iii) the fin segment orientation ϕ, as defined in Fig. 1. 

In all studies, the material properties as well as the wall thickness of 
the heated wall Δxalu = 2 mm were held constant in this study. Also, the 
segment length Lx = 120 mm is kept constant, which is done because in 
previous research, this value was found optimal for the considered PCM 
arrangement and for a specific industrial use case with charging/dis-
charging cycle times of about 3 h. The underlying design optimization 
was published in Hofmann et al. [54]. 

4.1.2. Material properties 
The considered PCM is an eutectic mixture of potassium nitrate and 

sodium nitrate KNO3-NaNO3 which is commonly used for high- 
temperature phase change thermal storage systems [78]. Its properties 
were obtained from Vogel et al. [34] and are given in Table 1, including 
values for the liquid state (L) and solid state (S), alongside the utilized 
property data of the simulated aluminium encapsulation. Variable 
properties of specific heat capacity c and heat conductivity k are 
approximated in this study by different, but constant values for the 
liquid and solid state. A similar approach for this material was pursued 

by Vogel et al. [79], who set the properties for the charging process to 
the values of the solid state and for the discharging process to the value 
of the liquid state. The authors stated that this simplifies the model and 
results in better convergence of the governing equations and resulting 
deviations are considered to be rather small. 

4.1.3. Initial and boundary conditions 
The melting temperature of the simulated PCM was set to Tm = 220 

◦C, with a mushy region of ±ε = ±0.1 ◦C. For charging simulations, the 
whole storage cell was initialized at a temperature of Tinit = 219 ◦C, and 
a left-hand side heating temperature of Tin = 230 ◦C was prescribed, 
with a fixed heat transfer coefficient of αin = 700 W/mK. This value of 
αin corresponds to the heat transfer from liquid water to metal [80,81]. 
For discharging simulations, the initialization temperature was set to 
Tinit = 221 ◦C and a left-hand side temperature of Tin = 200 ◦C was 
applied. The insulation of the PCM cell was considered perfect in the 
scope of transient charging/discharging simulations, hence the right- 
hand side was considered adiabatic corresponding to a heat transfer 
coefficient of αin = 0 W/mK.The duration of the simulation was in most 
cases 3 h, as argued above. Selected simulation cases were defined to 
cover a longer charging duration, to observe full liquefaction of the 
PCM. 

4.2. Effects of angular dependency 

To illustrate the angular dependency of convection effects in the 
PCM cavity, the progression of enthalpy per unit volume over time 
during charging and discharging is given in Fig. 8 for fixed cavity pa-
rameters w = 25.0 mm and a = 8%. Five different cavity orientations 
were simulated and compared to the case considering only heat con-
duction. Fig. 8a shows significant influence for the upwards-oriented 
cavities (0◦, 45◦), whereas convection effects are small for the orienta-
tion angles 135◦ and 180◦ for this geometry. It should be noted however, 
that these findings differ from cases with larger fin spacings, as discussed 
in Section 4.4, where convection effects are very significant also for 
downwards orientated cavities. Furthermore, the influence of convec-
tion effects also depends on the aluminium ratio a, because the melting 
shape and therefore convective domains in the PCM cavity change 
significantly with the altered distribution of heat into the PCM. 

Convective effects during solidification were found negligible, which 
is illustrated by Fig. 8b. This result was also found for other values of fin 
spacing and aluminium besides for the fixed cavity parameters w = 25.0 
mm and a = 8% and therefore proved independent of fin spacing and 
aluminium. For this reason, we focused on the charging scenario in the 
remainder of this parameter study. It should be noted, however, that the 
obtained result of negligible convective effects during solidification 
regardless of orientation, fin spacing, or aluminium ratio is restricted to 
the considered cavity geometry and especially to the chosen discharging 
scenario. For example, results might differ for discharging scenarios 
starting at higher temperatures, where convection is expected to be 
effective in the initial cooling phase. The observed insensitivity of 
convective heat transfer during discharging is attributes to the effect 
that the PCM, with its low thermal conductivity, acts as an insulator 
once solidification at the aluminium fins sets in. Thereby, the temper-
ature gradient inside the - now well insulated - liquid sub-domain is 
small and convection is negligible. The fact that natural convection is 
negligible during the discharge of LHTES was already reported by, for 
example, [82,83]. The only reason natural convection can affect the 
solidification process is very high sensible heating of the liquid or 
heating from the boundary. However, these effects seem negligible in 
the here considered PCM cavity design. 

4.3. Effects of aluminium ratio 

The ratio of aluminium to PCM in this cavity design has strong 
impact on the charging/discharging performance. Higher aluminium 

Fig. 7. Scatter plot of the maximum CFL numbers in the liquid domain for all 
investigated cases over the whole simulation duration. 

Table 1 
Material properties of the considered LHTES used in this study. Source: Vogel 
et al. [34].  

Property PCM (KNO3-NaNO3) Aluminium 

density ρ
kgm−3  

2050 2700 

spec. heat capacity c
J(kgK)−1  

1350 (S) 
1492 (L) 

910 

heat conductivity k
W(mK)−1  

0.457 (S) 
0.435 (L) 

237 

melting temperature Tm
◦C  

220 (±0.1)  – 

spec. latent heat Δlm
kJ(kg)−1  

108 – 

thermal expansion coefficient β
(K)−1  

3.5 ⋅ 10−4  – 

dynamic viscosity μ
Ns(m)−2  

5.8 ⋅ 10−4  –  
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shares result in better heat conductivity and therefore faster cavity 
charging/discharging, while at the same time the sum of specific heat 
capacity and specific latent heat per unit volume is reduced. Therefore, 
the choice of aluminium ratio faces a trade-off between storage capacity 
and charging/discharging speed. The results discussed in this work give 
indicators to support such decisions. The relation between the total 
storage capacity in the considered charging scenario of the cavity and its 
aluminium ratio is given in Fig. 9. 

The effect of three exemplary aluminium ratios a = 4%, a = 8% and a 
= 16% on charging speed (specific heat flux/Wm−2) is illustrated for 
three different fin spacings and for cavity orientation ϕ = 0◦ and the case 
considering only conduction in Fig. 10. For the small fin spacing of w =
12.5 mm, we obtain only small heat flux enhancement due to convec-
tion, whereas it is significantly higher for fin spacings w = 25.0 mm and 
w = 50.0 mm. This effect will be discussed in detail in Section 4.4. It 
should also be noted that the reason of the sudden drop in heat flux 
towards the end of the charging process for aluminium ratios a = 8% and 
a = 16% is caused by the cavity reaching full liquefaction and therefore 
its maximum capacity. This becomes apparent by examining Fig. 11, 
where the change of latent heat per volume over time for the same 
particular charging cases is given. 

Upon close examination of Fig. 10b, which shows charging speeds of 
cavities with fin spacing w = 25.0 mm, a slight but sharp increase in heat 

flux can be obtained at around 80 min. The reason for this is an inten-
sification of convection in the cavity as soon as the liquid PCM area 
reaches a critical size. After this point, the heat flux remains nearly 
constant until it drops again due to the previously mentioned comple-
tion of charging. The small time gap between the onset of this heat flux 
increase of the different aluminium ratio cases is assumed to have two 
reasons. Firstly, the PCM area is naturally slightly narrower for cavities 
with wider fins resulting of higher aluminium ratios. It therefore takes 
more time until the liquid PCM area reaches a critical size. Secondly, due 
to higher aluminium ratios also a higher amount of heat is transferred 
through the fins and effectively further into the cavity domain, which in 
turn leads to a different melting behaviour. As can be interpreted from 
temperature distributions of these cases, the liquid PCM area consists of 
rather narrow parts, where convection is limited. In contrast, cases with 
lower aluminium ratio develop a wide liquid PCM area near the heated 
wall, since heat transfer through the fins to the opposite side of the 
heated wall is comparatively smaller. 

4.3.1. Optimal aluminium ratio 
To obtain information about the optimal ratio of aluminium for the 

considered cavity geometry, aluminium ratios between 2% and 40% in 
increments of 2% were simulated for fixed fin spacing w = 25.0 mm and 
segment orientations ϕ = 0◦, ϕ = 45◦ and ϕ = 90◦ as well as the con-
duction only case. Fig. 12 illustrates the results of this investigation by 
means of the time needed to reach particular charging levels, expressed 
by the enthalpy change per unit volume referenced to the starting value. 
From these charging levels, the relative charging level can be obtained 
from the relation in Fig. 9, which also shows that the charging level of 
2.0⋅108 Jm−3 can not be reached in case of aluminium ratios above 22%, 
same as 1.7⋅108 Jm−3 for aluminium ratios above 36%. 

Looking at the lower charging levels of 0.8⋅108 Jm−3 and 1.3⋅108 

Jm−3 in Fig. 12, no significant difference between convection cases and 
conduction only case exists, except for very small aluminium ratios. For 
higher charging levels of 1.7⋅108 Jm−3 and 2.0⋅108 Jm−3 though, this 
difference is quite pronounced. These high charging levels are reached 
faster by segment orientations ϕ = 0◦ and ϕ = 45◦ compared to ϕ = 90◦

and considerably faster compared to the conduction only case. This is 
especially distinctive for small aluminium ratios, where in some cases 
the chosen charging levels could not be reached within the 3 h charging 
scenario. 

Looking at the two lower charging levels, it can be seen that 
aluminium ratios above 15 to 20% just lead to marginal reductions of 
the charging time. The same conclusion can be drawn at the two higher 
charging levels, where the time needed to reach the charging level even 
increases with the upper values of the illustrated aluminium ratios. This 

Fig. 8. Progression of enthalpy per volume over time during charging (a) and discharging (b), referenced to the starting point, for fixed fin spacing w = 25.0 mm, 
aluminium ratio a = 8% and different segment orientations ϕ compared to conduction only case. 

Fig. 9. Dependency of total storage capacity (enthalpy per unit volume) and its 
sensible and latent part on aluminium ratio for the considered cavity design and 
charging scenario. 
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however is of course caused by the limited storage capacity and the fact 
that the heat flux diminishes towards the end of charging due to the 
absence of high temperature gradients. 

All in all, for the investigated cases and charging scenario, an 
aluminium ratio of about 10 to 15% appears to be the optimal choice, 
presenting an efficient trade-off between fast charging time and overall 
storage capacity. 

4.4. Effects of aluminium fin spacing 

Although the aluminium fin spacing should be as small as possible 
when neglecting the effect of natural convection, it has been shown that 
decreasing the fin spacing can impede the convective motion of the 

liquid PCM and therefore decrease their positive effects (see, for 
example [39,40]). The effect of three exemplary fin spacings w = 12.5 
mm, w = 25.0 mm and w = 50.0 mm on charging speed (specific heat 
flux [Wm−2]) is illustrated in Fig. 13 for three different aluminium ratios 
a = 4%, a = 8% and a = 16% and for segment orientation ϕ = 0◦ and the 
case considering only conduction. The change of latent heat per volume 
over time for these charging cases is given in Fig. 14, similar to Fig. 11 in 
Section 4.3. Figs. 13 and 14 show that for the fin spacing w = 12.5 mm 
convection effects lead to only small enhancement in specific heat flux, 
with the exception of small aluminium ratio a = 4%. This becomes 
apparent especially in the case of high aluminium ratio a = 16%. 
Furthermore, while smaller fin spacings lead to overall higher heat flux 
and faster charging times in the conduction only cases and especially for 

Fig. 10. Effect of different aluminium ratios on charging speed (specific heat flux) for segment fin spacings (a) w = 12.5 mm, (b) w = 25.0 mm, (c) w = 50.0 mm and 
segment orientation ϕ = 0◦ compared to conduction only case. 

Fig. 11. Effect of different aluminium ratios on progression of latent enthalpy per volume over time during charging, referenced to the starting point, for segment fin 
spacings (a) w = 12.5 mm, (b) w = 25.0 mm, (c) w = 50.0 mm and segment orientation ϕ = 0◦ compared to conduction only case. 
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high aluminium ratio, the same can not be said for the convection case 
with orientation ϕ = 0◦. While the small fin spacings produce high heat 
fluxes and faster charging times compared to the cases with fin spacings 
of w = 25.0 mm and w = 50.0 mm in the case of high aluminium ratio a 
= 16%, for the lower aluminium ratios a = 4% and a = 8% the charging 
times are almost identical. The cases with fin spacings w = 25.0 mm even 
surpass the charging speed of the small fin spacings w = 12.5 mm, as 
shown in Fig. 14a and b. 

It can be concluded that the heat transfer by natural convection is 
substantial especially in case of large fin spacings and small aluminium 
ratios. To quantify this impact of natural convection on the heat transfer, 
the convective enhancement factor 

EF

(
Ĥ

)
=

Q̇
(

Ĥ
)

Q̇conduction

(
Ĥ
) (20)  

is calculated, as introduced by Vogel et al. [34]. It is defined as the ratio 
of the actual heat flux considering natural convection to a hypothetical 
heat flux by heat conduction only. Since time scale and phase front 
progression are different in each case, both heat flux values are evalu-
ated at equal enthalpy per volume Ĥ, which approximates to the liquid 
phase fraction fl. The convective enhancement factors for fixed 
aluminium ratio a = 8% for three particular fin spacings and segment 
orientations ranging from 0◦ to 180◦ are illustrated in Fig. 15. 
Enhancement factors of up to EF = 2 arise in case of fin spacing w = 12.5 

Fig. 12. Effect of different aluminium ratios on time to reach charging level (enthalpy per volume) for fixed fin spacing w = 25.0 mm and different segment ori-
entations ϕ = 0◦, ϕ = 45◦ and ϕ = 90◦ compared to conduction only case. 

Fig. 13. Effect of different fin spacings on charging speed (specific heat flux) for aluminium ratios (a) a = 4%, (b) a = 8%, (c) a = 16% and segment orientation ϕ =
0◦ compared to conduction only case. 
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mm, while for the wider fin spacings w = 25.0 mm and w = 50.0 mm 
enhancement factors of up to EF = 2.8 and EF = 3.6 arise, respectively. 
Looking at Fig. 15a and b, low convective enhancement factors and 
therefore negligible influence of natural convection on heat transfer for 
downwards orientated segments (orientation ϕ = 105◦, 120◦, 135◦, 
180◦) can be obtained. Fig. 15c however shows convective enhancement 
factors of up to EF = 2 for these downwards orientated segments. In case 
of wide fin spacings, as in the case w = 50.0 mm, heat is thus transferred 
downwards through the aluminium fins and natural convection in this 
case transfers heat back up the segment, hence increasing the heat 
distribution. 

Regarding the convective enhancement in upwards orientated seg-
ments, almost the same behaviour can be observed for the orientations 
ϕ = 0◦, 45◦, 60◦, 75◦ in the corresponding fin spacing cases. An 

exception to this is the segment orientation ϕ = 0◦ for the fin spacing w =
12.5 mm, where the convective enhancement factor decreases after the 
initial charging phase and after that shows high variability and is 
considerably lower than that of segment orientations ϕ = 45◦, 60◦, 75◦. 
This interesting effect can be explained by observing the velocity dis-
tribution during the charging of this segment. The liquid area in the PCM 
part of the segment has to reach a particular size so that convection 
effects become crucial. In case of the segment with small fin spacing w =
12.5 mm and orientation ϕ = 0◦, two separate convection vortices form 
due to symmetry, both being too small to strongly affect the heat transfer 
enhancement. A slight tilt of the segment however breaks this symmetry, 
leading to a single convection vortex. This therefore covers a larger 
liquid PCM area resulting in stronger convection and heat transfer 
enhancement. 

Fig. 14. Effect of different fin spacings on progression of latent enthalpy per volume over time during charging, referenced to the starting point, for aluminium ratios 
(a) a = 4%, (b) a = 8%, (c) a = 16% and segment orientation ϕ = 0◦ compared to conduction only case. 

Fig. 15. Convective enhancement factor for aluminium ratio a = 8% and fin spacings (a) w = 12.5 mm, (b) w = 25.0 mm, (c) w = 50.0 mm for different segment 
orientations ϕ. 
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4.4.1. Optimal fin spacing 
To investigate the optimal fin spacing for this type of PCM cavity 

geometry, an aluminium ratio of 8% was selected and segment orien-
tation ϕ = 0◦, ϕ = 45◦ and ϕ = 90◦ as well as the conduction only case 
were compared for different fin spacings. In a preliminary parameter 
study, fin spacings between 5 mm and 100 mm in increments of 6.25 mm 
were simulated. The results are illustrated in Fig. 16 similarly to Fig. 12 
in Section 4.3. In this case the charging levels are expressed by % of the 
total storable enthalpy per volume of the fin segment, since this value is 
equal for all compared cases with all of them having the same 
aluminium ratio. As expected, in the conduction only case the charging 
time increases with increasing fin spacing, which is also true for the time 
to reach the charging level 30% when considering convection, since up 
to this point heat transfer is still dominated by conduction. For the cases 
considering convection though, an optimal fin spacing value can be 
obtained for each case. For segment orientation ϕ = 0◦ a fin spacing of w 
= 18.75 mm leads to the fastest time to reach the charging levels 70% 
and 90%, while the charging level of 50% is reached slightly faster with 
a fin spacing of w = 12.5 mm. For segment orientations ϕ = 45◦ and ϕ =
90◦ fin spacings of w = 12.5 mm lead to the fastest charging times. 

Based on the results of the preliminary study to find an optimal fin 
spacing, a second parameter study with refined resolution was con-
ducted to eliminate errors and achieve improved results. Fig. 17 shows 
the results of this investigation, where additionally fin spacings between 
5 mm and 30 mm in increments of 1.25 mm were simulated. For segment 
orientation ϕ = 45◦ fin spacings between w = 10 mm and w = 15 mm 
lead to the fastest charging times. The findings of fin spacing optimum 
between w = 15.0 mm and w = 20.0 mm for segment orientation ϕ =
0◦ and fin spacing optimum of w = 13.75 mm for segment orientation ϕ 
= 90◦ accurately confirm the results of the preliminary study. Notably, 
another local optimum for segment orientation ϕ = 0◦ can be obtained 
due to the refined fin spacing resolution, which is situated between w =
7.5 mm and w = 8.75 mm. 

To explain the findings illustrated in Fig. 17, the velocity distribution 
in the liquid PCM part of the cavity has to be observed in the particular 
case. As addressed in the explanation of Fig. 15a, the liquid PCM area 
has to reach a certain size for a strong convection vortex to develop. For 
this reason, the segments with orientation ϕ = 90◦ show an optimum in 
fin spacing at around w = 13 mm. For wider fin spacings the heat 
transport via the fins is less effective and convective effects cannot make 
up this detriment. In case of segment orientation ϕ = 0◦ this optimum is 

situated at wider fin spacings, because two separate convection vortices 
develop due to the symmetry and the necessary liquid area is therefore 
wider than in the case of orientation ϕ = 90◦. 

The local optimum for segment orientation ϕ = 0◦ at fin spacings of 
about w = 8 mm is apparently caused by a breakdown in the symmetry 
of the liquid PCM flow in the cavity. This leads to the development of a 
single convection vortex, resulting in enhanced heat transfer and 
therefore lower charging times. For fin spacings of about w = 10 mm this 
effect subsides, since separate convection vortices develop that are less 
pronounced than at w = 20 mm due to their reciprocal disturbance. Heat 
transfer is therefore decreased and charging time is slowed. This inter-
esting effect is not obtained for segment orientation ϕ = 90◦ because 
buoyancy forces are not as significant in such wide and very low fin 
segments. 

4.5. Remark on dimensional analysis 

The results discussed above show that the melting process depends 
on the geometrical and thermal parameters of investigated PCM cavity. 
As a thorough dimensional analysis of the here presented studies would 
be extremely comprehensive, only the range of the relevant non- 
dimensional groups is given. Thus, the main aspects of the funda-
mental heat transfer mechanics and flow phenomena can be deduced. 

The Prandtl number 

Pr = cpμ
k

= 17.1 (21)  

and Stefan number 

Ste = cpΔT
Δlm

= 0.125 (22)  

are constant throughout all simulated melting cases, where 
ΔT = Tin −Tm is the temperature difference between the heated wall and 
the melting temperature. The further relevant non-dimensional numbers 
are the Rayleigh number 

Ra = gβΔTL̃
3

k
ρcp

⋅μ
ρ

, (23)  

the Fourier number 

Fig. 16. Effect of different fin spacings (5 mm to 100 mm) on time to reach charging level (% of total enthalpy per volume) for fixed aluminium ratio a = 8% and 
different segment orientations ϕ = 0◦, ϕ = 45◦, ϕ = 90◦ compared to conduction only case. 
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Fo =
k

ρcp
τ

L̃
2 (24)  

and the aspect ratio 

A = H
w
= ΔxPCM

w
(25)  

between the height, i.e. length of the enclosure and the width, which 
herein corresponds to the fin spacing w [34,84]. In phase-change heat 
transfer, the dimensionless time τ in the Fourier number Fo is usually the 
same as the product of Stefan and Fourier numbers, where Ste measures 
the degree of liquid superheat and Fo the time of thermal diffusion 
across the distance L̃ [33,84]. 

The Rayleigh number should be related to buoyancy, hence, in case 
of ϕ = 90◦, the characteristic length L̃ can be chosen as fin spacing w, 
also found in literature for PCM enclosures heated from the narrow side 
(see, for example [85]). In this case, Rayleigh numbers range from Ra =
9⋅103 to Ra = 7⋅107 for the studies presented in this work. However, for 
ϕ = 0◦, the vertical measure ΔxPCM should be used as characteristic 
length ̃L, resulting in a Rayleigh number of Ra = 1.2⋅108. This approach, 
using the enclosure height as characteristic length is also found for PCM 
heated from the wide enclosure side [44]. Other metrics used in litera-
ture include, for example, the half-thickness of the PCM layer [86], 
while it was pointed out that actually a “transient” Rayleigh number for 
only the liquid part should be calculated [34]. 

Using the non-dimensional Rayleigh and Fourier number and the 
aspect ratio, correlations for the liquid phase fraction, convective 
enhancement and Nusselt number can be obtained for specific problems. 
However, besides the influence of the aspect ratio, PCM cavity orien-
tation and the varying relation between conductive and convective heat 
transfer introduced by different volumetric aluminium ratios would 
have to be considered to generalize the numerical results presented in 
this work. Common approaches use a modified Stefan number to ac-
count for sensible heating of both solid and liquid phases of the PCM 
[87,84]. Kamkari and Amlashi [48] presented a correlation for the 
Nusselt number and melting rate under inclination by introducing an 
additional function of the cavity orientation angle. In Kamkari and 
Shokouhmand [84], a non-dimensional correlation was presented for 
the effect of the number of fins on the Nusselt number. 

To the best of the author’s knowledge, no dimensional analysis was 

conducted to present a correlation for the combined effects of fin 
spacing, orientation and aluminium ratio on the thermal performance of 
PCM cavity design as investigated herein. Although we highlight the 
necessity for further research, we consider such investigation beyond the 
scope of this work. 

5. Conclusions 

5.1. Summary of the findings 

In the presented parameter study of a rectangular aluminium finned 
PCM cavity significant angular dependency of the cavity orientation on 
charging behaviour was observed, whereas the orientation of the cavity 
was found to have no impact on the discharging behaviour. The influ-
ence of natural convection during charging was quantified by means of 
the convective enhancement factor EF. As could be expected, convective 
enhancement factors increase with fin spacing in case of upwards- 
orientated cavities. For downwards-orientated cavities, the impact of 
natural convection was found negligible for fin spacings of w = 25 mm 
and less, while convective enhancement factors of up to 2 were observed 
for a fin spacing of w = 50 mm. 

The impact of aluminium ratio and fin spacing on heat flux during 
charging was examined in detail. Guideline values for optimal 
aluminium ratio of the considered cavity geometry of about 15% were 
found, presenting a trade-off between fast charging time and overall 
storage capacity. Optimal choices for fin spacing were found for a 
particular aluminium ratio and cavity orientations ϕ = 0◦, ϕ = 45◦ and ϕ 
= 90◦. Albeit these particular optima differ, it can be assumed that the 
optimal fin spacings for segment orientations between ϕ = 0◦ and ϕ =
90◦ are situated between the respective optima and close to the optimum 
for ϕ = 45◦ due to liquid PCM flow characteristics. 

The findings of the present study highlight the crucial effects of 
aluminium ratio, fin spacing and inclination on the performance of 
rectangular, finned PCM cavities, therefore showing the importance of 
design optimization for industrial applications. 

5.2. Scope and limitations 

The obtained results are of course not directly transferable to general 
PCM encapsulations and load cycles. A specific geometry was considered 
meaning a PCM cavity of fixed length with parallel aluminium fins thus 

Fig. 17. Effect of different fin spacings (5 mm to 35 mm) on time to reach charging level (% of total enthalpy per volume) for fixed aluminium ratio a = a% and 
different segment orientations ϕ = 0◦, ϕ = 45◦, ϕ = 90◦ compared to conduction only case. 
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forming narrow fin segments, which are heated from only one of the 
narrow side walls. Such configurations, however, are found frequently 
in PCM applications due to its constructional simplicity. Thus, the 
analysis herein provides at least qualitative findings for a wide range of 
PCM applications. 

Only one type of PCM was investigated in the course of the parameter 
studies in this work. It should be noted that results for the examined 
characteristics might differ for other PCM, especially in case of different 
viscosities or thermal expansion properties. The approximation of spe-
cific heat capacity c and heat conductivity k of the studied KNO3-NaNO3 
by different, but constant properties for solid and liquid state, as given in 
Table 1, might differ from reality. Possible quantitative deviations are 
considered rather small. 

5.3. Further research 

Since the presented results were only obtained through numerical 
simulation, experimental investigations should be conducted to confirm 
or disprove these findings. Similarly useful would be a verification by 
numerical models based on different methods. Comprehensive dimen-
sional analysis of the presented findings, based on and outlined in Sec-
tion 4.5 could provide the possibility to scale the results to different 
geometry and material properties. 

To assess the optimal design of a continuous operating LHTES, in-
vestigations of a combined charging/discharging scenario are to be 
conducted. 

In Pernsteiner et al. [67], a detailed, high-fidelity co-simulation 
model of the RSS/PCM segment setup also considered herein is devel-
oped. The findings herein are used to attain an efficient model structure 
and enable deeper design studies and model-based estimation and 
control tasks [88] for this hybrid storage. 
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After the hybrid RSS/LHTES retrofit concept was examined in multiple simulation
studies, the project consortium I was part of initialized the construction of the first
fully functional prototype of the hybrid TES. In this journal paper, I presented the
first experimental investigation of the TES concept. It explains the considerations
that shaped the final prototype construction starting from a very simplified concept
and describes the full test rig set-up. The lab-scale RSS was retrofitted with eight,
structurally identical, LHTES modules. A detailed analysis of the full storage, but
also of the observed differences between the individual LHTES modules, was conducted.
Furthermore, the paper provides a brief explanation of the applied simulation models and
their validation. A sensitivity analysis via numerical simulation illustrates the influence of
critical parameters on the hybrid TES performance in order to answer research question
RQ 1.2 of this thesis. While budgetary restrictions ruled out further iterations of the
prototype, the results provide essential insights for further hybrid TES development.
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G R A P H I C A L A B S T R A C T

A R T I C L E I N F O
Keywords:
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Sensitivity analysis

A B S T R A C T
Hybrid design combinations of sensible and latent heat thermal energy storage (TES) leverage the advantages
and reduce the disadvantages of both types. Thus, the range of application of said individual storage types is
extended and crucial retrofit opportunities are enabled. Such hybrid TES concept consisting of a Ruths steam
storage (RSS) and a surrounding layer of storage containers filled with an eutectic mixture of sodium nitrate
(NaNO3) and lithium nitrate (LiNO3) as phase change material (PCM) was for the first time realized and
investigated during operation in a steel production plant.
In this work, the hybrid TES prototype is characterized with the help of detailed modelling and real

measurement results. Uncertain model parameters are identified via parameter optimization and the numerical
models show satisfactory validation results. Additional 30% of thermal energy could be stored in the PCM
containers retrofitted to the lab-scale RSS. Charging/discharging times and specific thermal power of the
PCM containers were roughly measured as 8 h and 12 h and 560 kWm−3/−802 kWm−3, respectively, in the typical
operation region. A sensitivity analysis of the performance indicators reveals potential but also engineering
challenges for following generations of the hybrid TES concept. Compared to the achieved experimental results,
charging/discharging power could be increased by up to 10 and 5 times, respectively, in the future by adequate
measures to increase heat transfer between both storage types.
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Nomenclature

Acronyms
LHTES Latent Heat Thermal Energy Storage
PCCs Phase Change Composites
PCM Phase Change Material
RMSE Root Mean Square Error
RSS Ruths Steam Storage
Indices
𝑎𝑙𝑢 aluminium
𝑖 index in sum
𝐿 liquid
𝑛 number of simulation/ measurement values
𝑆 solid
𝑠𝑡𝑙 steel
in inner value
lower lower sensor positions of Type A instru-

mentation
out outer value
ref reference
upper upper sensor positions of Type A instru-

mentation
Parameters and Variables
𝛼 heat transfer coefficient

(
Wm−2 K−1

)
𝛽 volumetric thermal expansion coefficient(

K−1
)

𝛥𝐻 enthalpy difference (J)
𝛥𝑙𝑚 specific latent heat (kJ kg−1)
𝛥𝑡 time step (s)
𝛥𝑥𝑃𝐶𝑀 cavity PCM dimension in 𝑥 direction (m)
𝛥𝑦𝑃𝐶𝑀 cavity PCM dimension in 𝑦 direction (m)
𝛥mass mass difference (kg)
�̇� mass flow (kg/s)
�̇� heat flux (W)
𝜖 mushy region temperature range (K)
�̂� simulated temperature
𝐟 force density (kgm−2 s−2)
𝐠 gravitational acceleration vector (ms−2)
𝐪 specific heat flux (Wm−2)
𝐮 velocity vector (ms−1)
𝜇 dynamic viscosity (Nsm−2)
𝜙 inclination angle
𝜌 density (kgm−3)
𝜌0 constant density of PCM (kgm−3)
𝜎() error band (standard deviation)
𝜃 uncertain parameters (optimization vari-

able)
𝜃 solution of optimization problem
𝑐 specific heat capacity

(
J kg−1 K−1

)
𝐻 enthalpy (J)
ℎ specific enthalpy (J kg−1)
𝐽 (𝜃) objective function

∗ Corresponding author.
E-mail address: lukas.kasper@tuwien.ac.at (L. Kasper).

𝑘 thermal conductivity
(
Wm−1 K−1

)
𝐿𝑥, 𝐿𝑦 length of PCM segment in x,y direction (m)
𝑝 absolute pressure (Nm−2)
𝑇 temperature (◦C)
𝑡 time (s)
𝑇𝑚 melting temperature (◦C)
𝑢, 𝑣 velocity components in 𝑥, 𝑦 direction(m 𝑠−1

)
𝑉 volume of RSS (m3)
𝑥, 𝑦 space coordinates (m)
Symbols
, 𝜕 spatial domain, boundary of spatial domain
∇ Nabla operator: ∇ = (𝜕∕𝜕𝑥, 𝜕∕𝜕𝑦)

1. Introduction

1.1. Motivation

Due to the substitution of fossil fuels with intermittent renewable
energy sources, a substantial increase in energy storage capacity is
needed worldwide over the next years [1]. In this context, thermal
energy storage (TES) is in focus due to its ability to balance thermal
energy supply with consumption, allowing to overcome the problem
related to the intermittency of renewables, and increasing the efficiency
and the flexibility of energy systems [2–4]. Hence, research on TES has
experienced a rapid increase in terms of numbers of publications [5].
Despite considerable research effort in this field, integration of

TES technology in industry is not straightforward, since short payback
time and profitability are key criteria for investment decisions [6] and
high initial capital cost is a major impediment [7–9]. Furthermore,
due to their individual advantages and disadvantages, the applicability
of storage technologies strongly depends on the process requirements
and technical restrictions such as available conversion technologies
and thermodynamic constraints [6]. Typically, process technologies
and energy supply systems have long lifetimes of several years to
decades [10]. However, process requirements change more frequently.
Thus, retrofit approaches which feature small changes in the infras-
tructure of the energy system have special relevance for the current
transition phase [11].

1.2. Background

Steam systems are a part of almost every major industrial process
today [12]. Worldwide, steam systems account for approximately 30%
of the energy used in manufacturing facilities [13], which in turn are
accountable for nearly a third of the world’s energy consumption [14].
Even small increases in efficiency of steam systems can thus account
for considerable energy savings on a global scale. Here, TES integration
and expansion is a viable solution to increase flexibility and efficiency
of industrial plants [3,4,7,15] and is available for various temperature
and pressure ranges.
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1.2.1. Ruths steam storage
The Ruths steam storage (RSS) is a well-known and widely applied

sensible TES type in industrial steam systems [16–19]. The RSS is a
pressure vessel containing a two-phase mixture of liquid water and
steam, which is directly charged and discharged with steam [20].
Thus, the storage medium is equal to the heat transfer medium and
no heat exchangers are required. During charging of the storage tank,
the incoming steam partly condenses, which leads to an increase in the
liquid filling level, pressure and temperature. During discharging, the
saturated steam contained in the storage tank is extracted, causing a
decrease of pressure, temperature and liquid filling level to maintain a
thermodynamic equilibrium in the vessel [21,22].
The fast reaction time and high charging and discharging rates are

considered as main advantages of the RSS [16,17]. However, steam
pressure in an RSS drops during discharging. Options to avoid such
pressure drop, which is disadvantageous for some applications, include
the integration of an external flash evaporator and integration of phase
change material (PCM) inside the storage vessel [16]. A further dis-
advantage of RSS is that its storage capacity is always determined by
vessel volume and the allowed system pressure operation range. Thus,
no capacity expansion is possible in the case of increased requirements
during the storage life time. Furthermore, acquiring additional RSS
units is rather expensive with the price being mainly driven by the
pressure vessel costs at high temperatures [6]. This highlights the
necessity for cost-efficient alternatives.

1.2.2. Latent heat thermal energy storage
Amongst all TES technologies, latent heat thermal energy storage

(LHTES) are currently the most studied category in the literature [5].
LHTES primarily consist of a heat exchanger, which transfers energy
between a heat transfer fluid and phase change material (PCM). PCM
can store a large amount of energy during, typically liquid–solid, phase
change within a small temperature range. This nearly isothermal charg-
ing/discharging process together with its high energy density compared
to sensible TES is often considered as major advantage of LHTES over
the latter [23]. However, while many materials have been considered
and studied for use in LHTES, only few of them reached the stage
of commercial application [24–28]. Underlying problems, which have
not yet been fully overcome, include phase separation, subcooling,
corrosion, long-term stability, and low heat conductivity [29]. The
most critical disadvantage with regards to TES performance is the low
thermal conductivity of most PCM [23]. In the scientific literature,
various methods have been presented for increasing the heat transfer
between the heat transfer medium and PCM [30]. Prominent strategies
include adding fins or other extended surfaces [31–34], heat pipes [35],
porous media [36], or nanoparticles [37,38] into PCM. Among various
high-conductivity fillers, carbon-based porous materials, such as car-
bon/graphene based foam [39] and aerogel [40,41] carbon nanotube
sponge [42] and expanded graphite [43] are frequently adopted to
improve the thermal conductivity of PCMs by fabricating phase change
composites (PCCs) [44]. For recent review articles on the topic of
heat transfer enhancement for PCM containers, see, for example [45].
Furthermore, we refer to a comprehensive recent review on metal-,
carbon-, and ceramic-based PCCs by Wu et al. [46]

1.2.3. Hybrid storage approaches
As mentioned above, each TES type exhibits advantages and disad-

vantages depending on the specific application [11]. This fact motivates
the basic idea to combine both sensible and latent heat TES to leverage
the advantages and reduce the disadvantages of both types.
Some combinations of sensible water storage with PCM have been

proposed in literature. E.g., Abdelsalam et al. [47] and Zhao et al. [48]
numerically investigated the integration of PCM modules inside a liquid
water storage, showing promising increase in energy storage capacity
and charging rates. Frazzica et al. [49] pursued a similar approach by
testing macro-encapsulated PCMs added to water storage. Underwood

et al. [50] evaluated a hot water storage tank enhanced by PCM
encapsulated in pipe coils and Cabeza et al. [51] experimentally tested
the addition of PCM at the top of a stratified hot water storage. Zauner
et al. [52] presented a hybrid sensible/latent heat storage system in
the form of an inverted shell-and-tube configuration, where PCM was
arranged in tubes, and thermal oil was used as sensible storage and as
heat transfer medium.
Besides sensible water storage, often found in the building sec-

tor [49,53], also examples of hybrid steam/PCM storage, more relevant
for industrial application, can be found in literature. The arrangement
of pressure-resistant PCM capsules inside the RSS pressure vessel was
mentioned by Steinmann & Eck [16], Buschle et al. [54] and Tamme
et al. [55]. Another proposed option is to use a tube register surrounded
by PCM to extend the RSS [54,55]. Buschle et al. [54] found that the
tube register arranged outside the pressure vessel provides better results
in terms of solidification time than the arrangement at the internal side
of the pressure vessel.
A novel hybrid storage concept was proposed by Dusek & Hof-

mann [56,57] in 2018. Therein, PCM filled containers are placed at
the shell surface of the RSS. The authors state that this configuration
combines the high charging and discharging rates of the RSS and the
high energy density of PCM. It is also possible to divide the outer
PCM containers into several chambers, enabling the arrangement of
PCM with different material properties [58]. Such mixture can lead to
increased charging rate [59,60] in LHTES. Furthermore, the concept of
Dusek & Hofmann [58] considers the integration of electrical heating
elements or heat exchangers inside the PCM containers. The authors
state that placing these inside the PCM instead of the RSS is advan-
tageous, since pressure increase in the RSS is reduced and delayed.
Such power-to-heat options are expected to become an increasingly
relevant and cost-effective technology, especially at high temperature
levels [61].
Niknam & Sciacovelli [62] presented the first holistic

techno-economic investigation of the hybrid storage concept proposed
by Dusek & Hofmann [56,57]. They provided calculation and compar-
ison of total costs by including capital expenditures (CAPEX), annual
fuel and non-fuel related operating costs and also taking technology
lifetime into account. This investigation resulted in CAPEX of the hy-
brid storage system that are 5% less than the case with a conventional
RSS and additional relative operational savings of about 5.5%, thus
confirming the results of Hofmann et al. [63] that such hybrid storage
can be advantageous and cost-effective. However, while their analysis
is based on a dynamically modelled RSS/LHTES system, the modelling
approach includes several simplifications. For example, the LHTES part
is only modelled in one dimension, and, more critically, perfect heat
transfer between both storage types is assumed.

1.3. Scope of this investigation

In this work, the novel hybrid sensible/latent TES prototype first
proposed by Dusek and Hofmann [56,57] is experimentally inves-
tigated. In our previous work, a model of the hybrid storage was
established and the RSS model was validated with data from an in-
dustrial plant [58]. Furthermore, a non-linear design optimization tool
for such hybrid storage system was developed by Hofmann et al. [63]
to enable cost-effective retrofitting of conventional RSS. A detailed
simulation study of different hybrid storage PCM arrangements were
compared and presented in Dusek et al. [64]. A detailed numerical
simulation model of the PCM containers was established [65] and
in-depth parameter studies on the influence of natural convection
under inclination on optimal aluminium proportions and fin spacings
were carried out [66]. In addition, we established a co-simulation
methodology for the hybrid storage prototype [67], followed by work
on data-based model reduction [68] and state estimation of nonlinear
LHTES problems [69] to allow for optimal operational control of LHTES
and hybrid sensible/latent TES storage.

Paper 2

67



Applied Energy 344 (2023) 121300

4

L. Kasper et al.

To further assess this hybrid RSS/LHTES retrofit concept, the first-
of-a-kind prototype was constructed and investigated during operation
in a steel plant. In this work, the hybrid TES prototype is characterized
with the help of real measurement results and detailed numerical
simulations.
Based on the state of the art outlined above, the main contributions

of this article are as follows:
• We conducted the first experimental characterization of a novel
hybrid sensible/latent thermal energy storage prototype for in-
dustrial retrofit applications.

• We successfully validate developed numerical models of the hy-
brid storage and identify uncertain numerical model parameters
via experimental data.

• We characterized key performance values of the novel hybrid
storage such as retrofitted storage capacity, charging/
discharging duration and power.

• We performed a sensitivity analysis of parameters critical to
the hybrid storage performance, and reveal potential for future
improvement.

• Our analysis presents essential guidelines for future development
of hybrid storage applications.

1.4. Paper structure

After this introduction, this paper is organized as follows: Section 2
presents the experimental setup, numerical modelling and analysis
methods used in this study. The results of experimental and numerical
investigations are given in Section 3. In Section 4, the main findings are
highlighted and critically assessed. Furthermore, specific suggestions
for further research are emphasized.

2. Methods

In this chapter, the experimental setup, numerical modelling and
analysis methods used in this study are presented.

2.1. Problem statement

In the proposed hybrid storage concept by Dusek & Hofmann [56,
57], introduced in Section 1.3, PCM filled containers are placed at the
shell surface of an RSS. Fig. 1 illustrates a simplified construction sketch
of a possible realization. However, to enable industrial exploitation, the
actual design is bound to a number of thermodynamic, economic and
safety requirements. In a recent review, Gasia et al. [70] established
more than 25 requirements for both sensible and latent heat TES to
handle in order to ensure optimal performance and further achieve
widespread deployment. These can be grouped into chemical, kinetic,
physical and thermal (from a material point of view) and environmen-
tal, economic and technological (from both material and system points
of view) [70]. Naturally, optimization of all of these, partly opposing,
aspects is impossible and trade-offs have to be tolerated. Our most
important considerations are given in the following list.

• The LHTES retrofit should increase the effective thermal energy
storage capacity while reducing investment costs compared to
equivalent additional RSS capacity. This is only possible without
interfering with existing steam infrastructure.

• Thermal heat transfer between RSS and LHTES should be opti-
mized to maximize charging/discharging power and efficiency.

• Both material configuration and mechatronic setup should allow
adequate control over the TES, to optimize its operation within
the operating conditions.

• The retrofit construction must not permanently modify the RSS
and must allow access to the pressure vessel’s internal and ex-
ternal surface area under reasonable effort. This is necessary to
allow for mandatory recurrent inspection at an interval of five to
ten years.

• Material choice and construction design should ensure durability
(i.e. no corrosion or deformation) and workplace safety (i.e. no
toxicity, fire and explosion hazard).

When it came to the last item in the above list, i.e. ensuring
durability and safety of the construction design, there were two main
issues:

• Corrosion effects: It was found that corrosion occurs especially
when in contact with water, e.g., humid air. Therefore, also the
purity of the used PCM is of importance and direct contact of
the PCM and the RSS pressure vessel was disregarded because of
safety concerns.

• Thermal expansion: the thermal expansion of NaNO3-LiNO3 was
determined in small-scale experiments and resulted in 14 to 17%
between 25 and 220 ◦C, which would result in high stresses in a
closed-container design.

While carefully assessing all technical decision criteria and also bud-
getary restrictions, we arrived at a first prototype design as described
in Section 2.2.1. Detailed reasoning on the design choices for the here
investigated prototype exceed the scope of this contribution and we
refer to the project’s public report for further information [71].

2.2. Experimental design and setup

Experimental investigations of the dynamic behaviour of the hy-
brid storage device were conducted at the steel production facility
of voestalpine Stahl Donawitz GmbH, located in Leoben, Austria. The
lab-scale storage tank, described in detail in Section 2.2.1, is charged
with steam via the discharge pipe of one of the 80 m3 industrial size
RSS vessels operated on site. Discharging takes place against ambient
pressure.

2.2.1. The hybrid storage prototype
A fully functional lab-scale RSS was constructed to replicate the

behaviour of a typical industrial-size RSS while reducing prototype
cost to a minimum. It consists of a cylindrical pressure vessel with
hemispherical sides. A steam lance with a series of injecting nozzles
is located inside the base vessel body for charging. A typical steam
collector is located on top of the base body for discharging. All relevant
geometry parameters are given in Table 1.
Eight LHTES container modules, four on each side of the vessel,

were constructed to mount onto the RSS. Fig. 1 shows a concept sketch
of their positioning. During discharging, the top part of a horizontal
steam storage vessel contains dry steam, which has a very poor heat
transfer coefficient of 10Wm−2 K−1, which is 70 times smaller than
that of liquid water . Hence no reasonable heat transfer rates between
RSS and LHTES can be achieved [67]. Therefore, the modules of the
hybrid storage are not forming a full half-circle (corresponding to
maximum storage capacity), but instead only surround the vessel to
an angle of 133.5◦ from the bottom, leaving the rest to be insulated. To
find the most economically efficient share of LHTES module coverage,
the combined behaviour of the hybrid system must be studied under
operating conditions. For this purpose, we provided a co-simulation
methodology in our previous work, see Pernsteiner et al. [67].
LHTES modules are made from stainless steel (1.4571) with a wall

thickness of 3mm. Inside, an aluminium fin structure is installed,
orientated in the radial-axial plane of the RSS. The relevant geome-
try parameters are also given in Table 1. A concept was developed
to exhaust any gases, that may escape the liquefied PCM, from the
installation hall. It consists of a 32mm reinforced polyurethane hose
which connects two DN50 flanges from each of the 8 modules. The PCM
modules were tightened to the RSS with metallic springs up to a pre-
calculated permissible force. This should ensure direct contact between
the RSS surface and the PCM modules and reduce separation occurring
due to dissimilarity of the steels and construction imprecisions. Major
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Fig. 1. Simplified construction sketch of the hybrid storage. PCM modules are attached to the cylindrical steam storage up to an angle of 133.5◦ from the bottom. The modules
consist of a stainless steel shell and an aluminium fin structure in the radial-axial plane, thus forming multiple separated PCM cells. Note: sketch is not true to scale.

Table 1
Relevant geometry parameters of the hybrid storage prototype.
RSS pressure vessel
Material Steel (P235GH)
Outer diameter 711mm
Wall thickness 12.5mm
Cylindrical length 2319mm
Dished ends wall thickness 15mm
Dished ends height 186mm
LHTES container modules
Wall material Stainless steel (1.4571)
PCM LiNO3-NaNO3
Width (outer dimension) 545mm
Inner radius 355.5mm
Height of PCM layer (radial to RSS) 30mm
Wall thickness (lateral) 5mm
Wall thickness (inner, outer, top, bottom) 3mm
RSS angle covered 133.5◦
Number of modules 8
PCM mass per module 19.52, 19.58, 19.83, 19.03, kg19.00, 19.61, 19.74, 19.83
Aluminium fins
Fin material Aluminium (AW-6060T66)
Fin number per module 85
Fin thickness 2mm
Fin height 29.5mm
Fin spacing 10mm
Insulation
Insulation material Mineral wool
Thickness 100mm

advantages of this concept are that no modification of the RSS is needed
and other, possibly expensive, materials to increase heat transfer are
spared.
The used PCM is an eutectic mixture of sodium nitrate (NaNO3)

and lithium nitrate (LiNO3). The ratio is 15.938 kg NaNO3 to 15.313 kg
LiNO3. The two compounds, each purchased with a specified purity of≥ 99 %, were mixed in solid, powdery state and heated in batches to
350 ◦C. The relevant PCM material parameters are given in Table 2. The
PCM modules were covered in heating mats controlled to 250 ◦C and
filled with liquid PCM to a specified filling level. The resulting PCM
mass per module was measured and ranged from 19.00 kg to 19.83 kg,
as given in Table 1.

2.2.2. Sensor placement and measurement
The RSS is equipped with sensors for a pressure measurement, a

temperature measurement and a differential pressure measurement of
the liquid level in the vessel. The charging steam flow is defined by a

Table 2
Relevant material properties of LHTES prototype.
Property PCM

(LiNO3-NaNO3)
Aluminium
(AW-6060T66)

Steel
(Stainless 1.4571)

density 𝜌
kgm−3 2317 [72] 2700 [73] 8000 [74]

spec. heat
capacity

𝑐
J(kgK)−1 1350 (S) [72]

1720 (L) [72]
910 [73] 500 [74]

heat
conductivity

𝑘
W(mK)−1 0.87 (S) [72]

0.575 (L)a
237 [73] 15 [74]

melting
temperature

𝑇𝑚
◦C 192b – –

mushy region
temperature
range

𝜖
◦C 0.4b – –

spec. latent
heat

𝛥𝑙𝑚
kJ kg−1

309.1b – –

thermal
expansion
coefficient

𝛽
K−1

3.5 ⋅ 10−4c – –

dynamic
viscosity

𝜇
Nsm−2 5.8 ⋅ 10−4c – –

aAverage value from literature [72] and [55].
bValue from measurement at AIT Austrian Institute of Technology GmbH (accredited
laboratory - EN ISO/IEC 17025) .
cNo values available in the literature for LiNO3-NaNO3, value taken from [73] for
KNO3-NaNO3 (similar PCM compound).

pressure measurement in the charging pipe and its specific enthalpy is
determined assuming that the steam is saturated.
The PCM modules are instrumented with PT100 temperature sen-

sors in two different arrangements (Type A and Type B). The first
type of instrumentation (Type A) includes 36 sensors on different
positions as it can be seen on the right side of Fig. 2. One module was
instrumented according to Type A instrumentation while the second
type of instrumentation (Type B) includes only two sensors. Fig. 2
presents the position of the individual modules on the pressure vessel.
All sensors are placed as centrally as possible in the PCM layer. The
sensor depth, i.e. the distance from the inner module wall on the RSS
side measured in radial direction, is 15mm for all sensors of the Type
B instrumentation. The 36 sensors of the Type A instrumentation are
arranged in 12 groups of 3 sensors. Each group includes sensor depths
of 8mm, 15mm and 25mm. The total depth of the PCM layer is 30mm
as summarized in Table 1.
The PT100 measurement sensors used have a class A measurement

tolerance according to IEC 751 resp. EN 60751 which is defined by
𝛥𝑇 = 0 ± (0.15 ◦C + 0.002 ⋅ 𝑇 ) at a temperature 𝑇 in the operation
range −200 ◦C ≤ 𝑇 ≤ 600 ◦C. All sensors were further tested with
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Fig. 2. Temperature measurement setup and sensor denotation in LHTES modules. On the left, the position of the individual modules on the two lateral sides of the pressure
vessel is illustrated. On the right, a detailed sketch of the sensor arrangement of the Type A module is presented.

Fig. 3. Schematic illustration of heat flows during hybrid storage charging/discharging.
Source: Reprinted from [67] with permission from Elsevier.

the same calibration device and no significant deviations were found,
i.e. deviations of well below 1.0 ◦C.

2.2.3. Control strategy
Charging/discharging of the hybrid storage is only possible via

the RSS by injecting/extracting steam or by draining water via the
corresponding loading, unloading and purge valves. The PCM attached
to the walls of the RSS can be charged/discharged solely by the ex-
changed heat flows due to the temperature difference. Fig. 3 illustrates
steam charging/discharging of the RSS and heat flows between RSS, the
LHTES and the environment.
The loading and unloading valves become active when the dif-

ferential pressure (setpoint to measurement value) exceeds 1.5 bar.
Furthermore, only either the charging or discharging valve can be
active, which means that simultaneous charging and discharging of
the storage device is not possible. The purge valve is used to control
the filling level of the RSS. When the measured filling level exceeds a
certain threshold, the purge valve is activated and water is drained to
ensure safe operation of the RSS.
Fig. 4 shows the full hybrid storage prototype setup in the experi-

mental environment.

2.3. RSS modelling

To model an RSS, thermodynamic equilibrium is commonly as-
sumed in literature, see, e.g. Steinmann & Eck [16]. Thereby, the
two phases inside the storage vessel, namely water and steam, are
considered always in saturated state with both phases at the same tem-
perature. The implemented RSS model is adapted from the validated
equilibrium model by Dusek & Hofmann [58].

2.3.1. Governing equations
The variables pressure and temperature, which are directly related

in thermodynamic equilibrium, are not sufficient for a complete de-
scription of the system. Therefore, another variable is required to fully
characterize the state of the system, for example, the specific enthalpy.
The energy and mass balances are expressed as combinations of the

two phases (one-dimensional), treating the two phases together as a
single fluid mixture. The corresponding governing equations are

𝑚RSS
𝑑ℎRSS
𝑑𝑡

= �̇�RSS,in(ℎRSS,in − ℎRSS) + (1)

�̇�RSS,out(ℎRSS,out − ℎRSS) + �̇�RSS + 𝑉RSS
𝑑𝑝RSS
𝑑𝑡

, and

𝑉RSS
𝑑𝜌RSS
𝑑𝑡

= �̇�RSS,in + �̇�RSS,out . (2)
The steam mass fraction and the corresponding mixing law are defined
as
𝑥RSS =

𝑚RSS,s
𝑚RSS,s + 𝑚RSS,w

, and (3)

ℎRSS = 𝑥RSSℎRSS,s + (1 − 𝑥RSS)ℎRSS,w . (4)
Therein, 𝑚RSS, �̇�RSS, ℎRSS and 𝜌RSS denote the mass, mass flow, spe-
cific enthalpy, and density of an equivalent water–steam mixture,
respectively. The indices ‘‘w’’ and ‘‘s’’ stands for the water and steam
fractions (liquid and vapour phase) and the index additions ‘‘in’’ and
‘‘out’’ denote stream quantities entering and leaving the RSS vessel,
respectively. In the assumed saturated state, the pressure 𝑝RSS is the
same for both phases. The RSS model is considered as an aggregate
domain where the balance equations are not further subdivided. The
overall volume 𝑉RSS is subject to the heat flow
�̇�RSS = �̇�RSS2PCM + �̇�RSS,loss , (5)
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Fig. 4. Images of lab-scale hybrid storage prototype in the experimental environment. Photographs by courtesy of AIT Austrian Institute of Technology GmbH.

Fig. 5. PCM cell dimensions.

which includes heat losses to the environment �̇�RSS,loss and the heat
flow to the attached PCM modules �̇�RSS2PCM.

2.4. PCM module modelling

We developed a detailed multi-phase thermodynamic model includ-
ing melting/solidification, heat conduction, and natural convection in
two dimensions. The model was developed, successfully validated with
experimental data and thoroughly documented in [65,66] and is briefly
explained here.

2.4.1. Modelling domain
The PCM modules of the hybrid storage feature an aluminium

fin structure orientated in the radial-axial plane of the RSS. Hence,
modelling can be reduced to two dimensions when assuming that the
depth of the enclosure in 𝑧-direction is large enough for wall boundary
layer effects to be negligible [66]. Furthermore, an outer diameter of
the RSS of 711mm is considered large against the full enclosure width
in 𝑦-direction of 36mm, thus justifying a rectangular approximation
of single fin segments. Fig. 5 illustrates the abstracted fin segment
consisting of a rectangular aluminium enclosure filled with PCM. This
segment is modelled in local coordinates (𝑥, 𝑦) in the two-dimensional
spatial domain  and its boundary 𝜕.
2.4.2. Mathematical model
The governing equations within the given assumptions are the

energy Eq. (6), continuity Eq. (7) and Navier–Stokes Eqs. (8) as follows:

𝜌PCM𝑐
𝜕𝑇
𝜕𝑡

= 𝑘PCM∇⋅(∇𝑇 ) − 𝜌PCM𝑐(𝒖⋅∇)𝑇 (6)

∇ ⋅ 𝒖 = 0 (7)

𝜌PCM
𝜕𝒖
𝜕𝑡

+ 𝜌PCM(𝒖 ⋅ ∇)𝒖 − 𝜇∇⋅ (∇𝒖) = 𝒇 (𝑇 ) − ∇𝑝PCM (8)
Therein, the temperature field 𝑇 = 𝑇 (𝑥, 𝑦, 𝑡) is treated as dependent

variable in the energy Eq. (6), and the velocity field 𝒖 = [𝑢, 𝑣]𝑇
with spatial components 𝑢(𝑥, 𝑦, 𝑡) and 𝑣(𝑥, 𝑦, 𝑡) is treated as dependent
variable in the Navier–Stokes Eq. (8). The variable 𝑝PCM stands for the
pressure in the PCM. The symbols 𝜌PCM, 𝑘 and 𝜇 denote the parameters
density, heat conductivity and dynamic viscosity, respectively. Phase
change is modelled via the apparent heat capacity method [75], hence
the apparent heat capacity

𝑐(𝑇 ) =

⎧⎪⎪⎨⎪⎪⎩
𝑐S if: 𝑇 < 𝑇m − 𝜀
𝛥𝑙m+𝑐S⋅(𝑇m+𝜀−𝑇 )+𝑐L⋅(𝑇−(𝑇m+𝜀))

2𝜀 if: 𝑇m − 𝜀 ≤ 𝑇
𝑇 ≤ 𝑇m + 𝜀

𝑐L if: 𝑇 > 𝑇m + 𝜀

(9)

accounts for the latent heat of melting/solidification 𝛥𝑙m in a mushy
region 𝜀 around the melting temperature 𝑇m. The force density 𝒇
describes the buoyancy force
𝒇 = 𝜌𝒈 ≅ 𝜌0𝒈

(
1 − 𝛽

(
𝑇 − 𝑇ref

)) , (10)
which is calculated via the Boussinesq approximation as given in [76]
by the volumetric thermal expansion coefficient 𝛽, the constant (ref-
erence) density 𝜌0, a reference temperature 𝑇ref, and the gravitational
standard acceleration vector 𝒈.
The time-dependent energy Eq. (6) is discretized using a standard

Galerkin finite element approach with four-noded bilinear rectangular
elements, and the incompressible Navier–Stokes Eqs. (7)–(8) are solved
via finite differences. The obtained velocity field is applied in the next
time step of the energy equation. For details, please refer to Kasper
(2020) [65].
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Fig. 6. Deviation of total enthalpy 𝛥H between simulations of base case (without
convection) and including natural convection for different fin orientation angles 𝜙 of
PCM cells under a typical operation scenario. We observed only minor deviations and
thus considered only conductive heat transfer in the subsequent analysis.

The symmetry boundaries on the upper and lower side of the
domain are treated as adiabatic:

𝒒|𝜕2, 𝜕4 = 0 (11)

For the left and right boundaries, Robin boundary conditions,

𝒒|𝜕3 = 𝛼in ⋅ (𝑇 (𝑥, 𝑦, 𝑡) − 𝑇in) , (12)
𝒒|𝜕1 = 𝛼out ⋅ (𝑇 (𝑥, 𝑦, 𝑡) − 𝑇out) , (13)

are prescribed following Newton’s law of cooling, where 𝛼in, 𝛼out are
the overall heat transfer coefficients, 𝒒 is the specific heat flux across
the boundary, and 𝑇in, 𝑇out present boundary temperatures at the left
and right wall surfaces, respectively.

2.4.3. Influence of natural convection
Different fin orientation angles in the LHTES part of the hybrid

storage correspond to the inclination of a single PCM cell, as illustrated
in Fig. 1. In our studies, we defined the inclination angle 𝜙 to be 0◦

when parallel to the gravitational vector, i.e. facing downwards.
While it is often reported that natural convection is negligible

during the discharge of LHTES (see, for example [77–79]), it can have
significant influence on the charging behaviour [80]. We therefore
studied the influence of natural convection on the charging and dis-
charging behaviour of the abstracted single PCM cell for a typical
reference operation case and the LHTES geometry and parameters of
our prototype (see Fig. 6).
We obtained only slight deviations in total enthalpy and tempera-

ture distribution, hence charging/discharging behaviour, between cases
modelled with convection at different angles 𝜙 and the reference
case, where convection is neglected. Thus, subsequent analysis, val-
idation and parameter identification was conducted considering only
conductive heat transfer in the PCM domain.

2.4.4. Grid size and time step independence
The numerical accuracy implications of the element grid and time

step sizes were carefully tested to keep the computational effort in
reasonable limits. When natural convection is not considered in the
model, a uniformly distributed finite element grid of 1440 elements,
corresponding to an element size of 𝛥𝑥 = 𝛥𝑦 = 0.5mm proved adequate,
as well as a time step size of 𝛥𝑡 = 1.0 s. Further information on grid and
time step sensitivity can be found in Appendix A.

2.5. Parameter identification and optimization

Uncertain physical model parameters of the single PCM cell model
presented in Section 2.4 were identified via the experimental tem-
perature measurement data of the reference case given in Fig. 12
(exp-II).
The parameter identification procedure aims to find optimal values

of the uncertain parameters 𝜃 that minimize an objective function 𝐽 (𝜃).
The objective function (15) is defined as the RMSE between simulated
temperature �̂� (𝜃, 𝑡) and measured temperature 𝑇 (𝑡) evaluated at 𝑛𝑡
points in time.
The optimization problem

𝜃 ∶= 𝑎𝑟𝑔
(
min
𝜃

𝐽 (𝜃)
)

(14)

with

𝐽 (𝜃) =

√√√√ 1
𝑛𝑡

𝑛𝑡∑
𝑖=1

(
�̂�
(
𝑡𝑖, 𝜃

)
− 𝑇

(
𝑡𝑖
))2

(15)

is solved in MATLAB® using the Augmented Lagrangian Genetic Algo-
rithm (ALGA) implemented in MATLAB®’s solver ga with the maximum
number of iterations for the genetic algorithm to perform set to 100,
yielding the optimal parameter values 𝜃.
The overall heat transfer coefficients 𝛼in and 𝛼out are considered

the primary source of uncertainty in the PCM cell model, while most
of the other parameters can be considered to be accurate. Hence, 𝜃 =
{𝛼in, 𝛼out} in the subsequent analysis in Section 3.

3. Results and discussion

3.1. RSS model validation

To validate the RSS model, experiments were conducted using the
insulated RSS without the LHTES modules attached. The experiments
include dynamic load ramps and closed-valve cool-down tests. The
injected and extracted mass flows were determined by balancing cal-
culation using measurements of filling level, total mass, and pressure
difference as well as valve characteristics.
Detailed results of the RSS model validation are presented in Ap-

pendix B. The experiments provided satisfactory results for the RSS
model.
The further experimental setup was designed in such a way that

the influence of the LHTES modules on the RSS and the total storage
capacity can be identified.

3.2. RSS characterization

Fig. 7 shows the pressure and enthalpy changes of the RSS during
exemplary operating scenarios. In this state, no LHTES modules were
attached to the RSS before insulation of the pressure vessel.
In the case illustrated in 7(a), the pressure setpoint was increased

from 9 bar to 15 bar and after 30min set to 10 bar. Charging/discharging
is completed in roughly 10min and the maximum feasible power due
to enthalpy change is 283 kW. This corresponds to a specific volumetric
power of 281 kWm−3. However, it should be noted that the feasible
RSS power depends more on the available pressure of the charging
steam source and the piping and valve sizes than on the vessel volume.
Additionally, a limit on permissible pressure gradients due to safety and
durability requirements could further limit the maximum power.
Fig. 7(b) illustrates a test of the full operating range of the RSS,

i.e. charging to 23 bar and discharging to 7 bar. During the charging
process, 165MJ of energy were stored in the RSS and 228MJ were dis-
charged. For typical operating ranges, we characterized the constructed
small-scale RSS with a storage capacity of 200MJ. This corresponds to
a volumetric energy density of 198MJm−3.
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Fig. 7. RSS pressure and enthalpy during different operating scenarios without LHTES modules attached.

3.3. General LHTES container module behaviour

3.3.1. Comparison of equal modules
During the experimental investigations, we found significant dif-

ferences in behaviour, i.e. temperature response, between the eight
different modules. Fig. 8 illustrates all measurements of the Type B
instrumentation (and corresponding values of the Type A instrumenta-
tion) for a 24h charging scenario. The initial state was stationary and
the RSS was held at a pressure of 7 bar, well below the PCM melting
point. The RSS was then charged to a pressure of 21 bar, corresponding
to a temperature of roughly 217 ◦C. This pressure was held for 24h,
whereafter it was reduced to a target value of 10 bar.
Comparison of the different LHTES modules in Fig. 8 shows quali-

tatively similar behaviour during charging and discharging, apart from
sensor positions LBD20CT001, LBD80CT001, which show seemingly
unphysical behaviour and where thus not considered in further anal-
ysis. In fact, the doubtful observation can be explained by a misplaced
sensor rod, which did not reach the PCM domain but instead is assumed
to record the temperature of the air surrounding the outer side of the
adjoining PCM, hence the phase-transition like plateau, well below the
actual melting point.
The ‘‘quasi-stationary’’ temperature measurements before the be-

ginning of the charging process, after 24h of charging and after 18h
hours of discharging show significant differences between modules,
which naturally also correlates with charging/discharging power. This
discrepancy could be explained by varying effective heat transfer coeffi-
cients between RSS and LHTES modules caused by the unequal fitting of
the modules to the RSS shell. Since no additional layer to enhance heat
transfer was added, the concept relies on the direct contact between the
metal surfaces. Even small air gaps in between these surfaces can have
immense impact on heat transfer since air features thermal insulating
properties. This effect will be discussed in more detail in Section 4.

3.3.2. Comparison of vertical differences
No significant deviation between lower and upper LHTES modules

could be obtained, compared to the deviation between different mod-
ules on the same horizontal level, see Fig. 8(c). While a tendency
of higher measurement values for the upper sensor positions can be
obtained, these prove to be on the borderline of significance, as can be
seen from the standard deviation plotted in 8(c).

3.3.3. Detailed evaluation of single LHTES module
With the 36 sensors placed in the Type A instrumentation, as de-

scribed in Section 2.2.2, detailed insight into the single LHTES module
is possible (see Fig. 9).

Differences in measurements for different sensor depth proved to
be marginal compared to overall variations, that is to say, we obtained
a temperature decrease of around 2 ◦C between the inner most sensor
and the outer most sensor, located 8mm and 25mm to the inner
module wall, respectively. Between the sensors allocated horizontally
the difference in the measured temperature is very low, as can be
expected. However, differences between sensors allocated vertically
are significantly higher though not consistently deviating along one
direction along the vertical. This fact suggests uneven heat transfer
between RSS and LHTES module, which could be caused by an air gap
between these two TES parts.
In light of the results of module comparison presented in Sec-

tions 3.3.1 and 3.3.2, we note that the obtained result can by no means
be generalized to other modules. Regardless, the insights can be useful
for the general interpretation of results and evaluation of the prototype
concept, discussed in more detail in Section 4.

3.3.4. Reproducibility of experiments
Naturally, experiment trajectories were repeated several times to

ensure reproducibility of the results. Fig. 10 shows comparison between
the experiment trajectory introduced in the beginning of this Section,
denoted as exp-I, and a second run, where it was aimed to reach the
same RSS conditions, denoted as exp-II, that took place three weeks
later. Only minor deviations in temperature measurements can be
observed that can be attributed to fluctuations in the RSS temperature
trajectory. The experiments were thus considered to be reproducible
and their results verifiable.

3.4. LHTES model validation and parameter optimization

We used the measurement data from each of the 8 PCM container
modules (see Section 2.2.2) to validate the single PCM cell model,
outlined in Section 2.4. Uncertain physical model parameters were
optimized to fit experimental results, as methodically presented in
Section 2.5.
Fig. 11 shows the validation results for three representative sensor

positions. Here, only 𝛼in and 𝛼out were considered as uncertain and
optimized to fit the experimental temperature measurement. Table C.6
presents the obtained values as well as the resulting validation errors
for the 8 LHTES modules and two sensor positions each.
Additionally, we aimed for improvement of the model fit by allow-

ing the variation of the mushy region temperature range 𝜖 of the PCM
and the specific heat capacities 𝑐 of PCM and aluminium. The latter
two variations did not lead to significant improvement of the results
and were thus excluded from further analysis. While allowing larger
values of 𝜖 led to slightly lower absolute root-mean-squared-errors
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Fig. 8. Comparison of temperature measurement in all eight LHTES container modules during a 24h-charging scenario. We measured striking differences between modules, but
only borderline significant deviations between lower and upper sensor positions.

(RMSE), the measurement results indicate a relatively small mushy
region temperature range. Thus, also variation of 𝜖 was dismissed based
on qualitative assessment.
With the help of the optimization of 𝛼in and 𝛼out, satisfactory

validation results for used LHTES model were achieved for most sen-
sor positions (e.g. LBD30CT001 in Fig. 11). Charging behaviour is
reproduced very well except for minor temporal deviation. During
discharging, larger discrepancies can be observed. We assume that
further fit improvement is not possible with the presented single PCM
cell model within the given framework of assumptions. Remaining
deviations could be caused by global heat transfer effects, i.e. intra-cell
heat transfer instead of inter-cell heat transfer and possibly disregarded
physical effects like, for example, sub-cooling.

The results summarized in Table C.6 show larges deviations be-
tween the identified values for the effective heat transfer coefficients
of individual LHTES module sectors, in accordance with the results
in Section 3.3. The RMSE values between simulated and observed
temperature over the whole observation period ranged between 1.8 ◦C
and 6 ◦C for all sensor positions.

3.5. Performance analysis of hybrid storage

Performance of the LHTES part of the hybrid storage is charac-
terized by additional storage capacity as well as charging/discharging
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Fig. 9. Detailed analysis of single LHTES module of Type A instrumentation. Tem-
perature measurement deviations between different sensor depths 9(d) and horizontal
positions 9(b) behaved as expected and proved to be small, whereas significant
deviations are observed between different vertical positions 9(c).

power and duration. The total enthalpy stored within the LHTES mod-
ules

𝐻 =
𝑛=𝑀∑
𝑖=1

(
∫

𝑇𝑖

0
𝑚𝑃𝐶𝑀,𝑖𝑐𝑃𝐶𝑀 (𝑇 ) 𝑑𝑇 + 𝑚𝑎𝑙𝑢𝑐𝑎𝑙𝑢𝑇𝑖 + 𝑚𝑠𝑡𝑙𝑐𝑠𝑡𝑙𝑇𝑖

)
(16)

is approximated via 𝑀 = 16 temperature measurement points 𝑇𝑖,
two for each of the eight modules, replacing the measurement points
LBD80CT001 and LBD20CT002, which are considered faulty, by surro-
gate values of LBD40CT001 and LBD40CT002, respectively. In Eq. (16),
𝑐𝑎𝑙𝑢 and 𝑐𝑠𝑡𝑙 are the specific heat capacities for aluminium and steel, and
𝑐𝑃𝐶𝑀 is the apparent heat capacity as given in Eq. (9), containing the
latent heat 𝛥𝑙m and the sensible specific heat capacities 𝑐S and 𝑐L of
the PCM in the solid and liquid region, respectively. The temperature
of each measurement value is assumed constant for half of each LHTES
module’s mass.

Fig. 10. Comparison of measurement results for two similar charging experiments.
Only minor deviations were observed and the experiments were thus considered to be
reproducible. *Note: modules 1 and 7 were removed from this evaluation, since their
measurement values are not representative.

Fig. 11. Validation results of single PCM cell model for three representative sensor
positions (LBD30CT001, LBD70CT002, LBD90CT002) and a 24h charging process.
Experimental measurements are depicted as solid lines, simulation results are depicted
as dashed lines. We obtained satisfactory validation results for most LHTES sensor
positions. However, discrepancies are apparent during discharging.

Simulation values are calculated by scaling enthalpy values of the
validated single PCM cell models (see, Section 3.4) according to the full
LHTES module’s mass.

3.5.1. Additional storage capacity by PCM containers
In order to obtain the usable additional storage capacity provided

by the LHTES modules, a specific PCM activation test was carried out.
In the first experiment (exp-I), the RSS was kept at a constant pressure
of 7bar, corresponding to a temperature of roughly 170 ◦C, which is well
below the PCM melting temperature. Thus, it is ensured that no PCM
is activated, meaning latent enthalpy stored in the PCM. The RSS was
then charged to a value of 21 bar, corresponding to a temperature of
approximately 215 ◦C and immediately afterwards discharged to 7 bar.
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Fig. 12. PCM activation experiments: Enthalpy in the RSS for two different experiment
trajectories is plotted in the upper subfigure. In the lower subfigure, additional enthalpy
stored in LHTES (solid orange line) and recovered in the RSS during discharging (solid
violet line) is plotted. Simulation results are depicted as dashed lines.

All valves of the RSS were then closed and temperature and pressure
inside the RSS was monitored for another 24h. In a second experiment
(exp-II), the RSS was kept at a constant pressure of 21 bar for 24h, thus
ensuring that all PCM is fully activated, i.e. liquefied. All valves of the
RSS were then closed as in exp-I.
Fig. 12 shows relative enthalpy values stored in the RSS for exp-

I (red) and exp-II (blue) in the upper part of the figure and the RSS
enthalpy difference between exp-I and exp-II in the lower part of the
figure. An approximation of the enthalpy difference in the PCM is
depicted in the orange line.
Since the approximation based on PCM temperature measurement

points given in Eq. (16) is prone to a large error, additional data
guidelines were added, indicating the total available latent enthalpy
(green) and the total enthalpy difference between 215 ◦C and 150 ◦C
LHTES module temperature (yellow). These values equal 48.3MJ and
67.8MJ, respectively. The approximate enthalpy stored in the LHTES
part was 60MJ. During discharging, the enthalpy difference in the RSS
between activated and not activated PCM reached a maximum value of
15.1MJ after 8.5h of discharging. We can deduce from this experiment
that approximately 26% of the stored enthalpy in the LHTES could be
recovered in the RSS during a discharging period of 8.5h. The 60MJ of
achieved storage capacity corresponds to a volumetric energy density
of 437MJm−3. Note that this value differs from the volumetric phase
change enthalpy of the pure PCM compound, valued at 716MJm−3,
since the LHTES’ full module volume and temperature operating range
is considered. The LHTES storage capacity amounts to 30% of the RSS
storage capacity valued at 200MJ in Section 3.2 and the LHTES features
221% of the RSS’ energy density. The total energy density of the hybrid
storage amounts to 227MJm−3.
Agreement of the simulation values with the experimental observa-

tions (see Fig. 12) are considered satisfactory.

Table 3
Mean LHTES power values and duration for the period until 90% of the maximum
experimental charging/discharging enthalpy was reached.

duration
h

mean power
W

mean specific power
Wm−3

Charging (experimental)
(simulation)

11.88
10.45

7.69 ⋅ 104
8.78 ⋅ 104

5.60 ⋅ 105
6.40 ⋅ 105

Discharging (experimental)
(simulation)

7.85
8.65

−1.10 ⋅ 105
−1.01 ⋅ 105

−8.02 ⋅ 105
−7.36 ⋅ 105

3.5.2. Charging/discharging power characterization
Power values estimated by experimental temperature measurements

are prone to strong fluctuations, caused by RSS pressure measurement
fluctuations and the nature of enthalpy estimation. Therefore, we intro-
duced a mean power value, which is calculated for the duration until
90% of the maximum experimental charging/discharging enthalpy was
reached. Hence, quantitative comparison of both charging/discharging
power and duration is enabled between experimental observations and
different simulation scenarios. For the evaluation presented here and
illustrated in Fig. 13, typical operation scenarios were assumed, as
already introduced in Section 3.5.1. During charging, the RSS’ target
pressure was set to 21 bar, corresponding to a temperature of roughly
217 ◦C. During discharging, the RSS’ target pressure was set to 10 bar,
corresponding to a temperature of roughly 184 ◦C.
The results for the obtained mean LHTES power values are given

in Table 3. Fig. 13 shows the charging and discharging power char-
acterization of the LHTES part of the hybrid storage via both power
estimated by experimental measurements and power deduced from
multiple single PCM cell simulations.
We observed good agreement between the simulated and mea-

sured values for mean power and charging/discharging duration. The
charging duration is slightly underestimated by the simulation, while
discharging duration is slightly overestimated compared to the exper-
imental values. Discharging is faster than charging for this trajectory,
i.e. the absolute value of discharging power is higher than the charg-
ing power, since undesired heat losses of the LHTES accelerate the
discharging process.
Table 4 presents mean LHTES power values and charging duration

for simulations with different reference cells scaled to the full LHTES
storage mass. The rather low LHTES power rates and long time
periods are a result of low heat transfer values (see Table C.6) between
the RSS and the LHTES in this first hybrid storage prototype, and,
relative to that, high heat losses to the environment. While we expected
that heat transfer between the RSS and the LHTES part of the hybrid
storage prototype is very critical to overall performance, it proved to
be even more difficult to manage than initially expected. This fact is
also reflected in the surprisingly strong deviating temporal behaviour
between the eight LHTES modules, which are identical in construction,
as presented in Section 3.3.

3.6. Sensitivity analysis of key process parameters

With the help of the validated single PCM cell models, we carried
out a sensitivity analysis on the influence of the critical process param-
eters 𝛼in and 𝛼out on the key process parameters charging/discharging
duration and power (see Fig. 14). The large dependency of the bound-
ary heat transfer coefficients on the charging duration is apparent.
To put the measurement results into perspective, we consider the

‘‘theoretical’’ optimum values for the heat transfer coefficients assum-
ing direct contact, i.e. perfect heat transfer between solid construction
elements. We assume a heat transfer coefficient from liquid water inside
the RSS to its steel shell of 700Wm−2 K−1 as given in [64,81], perfect
heat transfer between the RSS’ steel shell and the PCM containers’ steel
shell and heat conduction in the PCM container’s steel walls according
to the material properties and geometry values given in Tables 1 and
2, respectively. Furthermore, we assume a typical heat conductivity
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Fig. 13. Charging and discharging power characterization of the LHTES part of the hybrid storage. Experimental values (blue) are calculated via the enthalpy estimated by Eq. (16).
Simulation values are calculated via the validated LHTES module parameters. Dashed-dotted lines represent the mean power values for the duration until 90% of the maximum
experimental charging/discharging enthalpy was reached.

Fig. 14. LHTES charging duration and power for varying values of the critical heat transfer coefficients 𝛼in and 𝛼out. Simulation values of the validated reference cells scaled to
the full LHTES mass are illustrated as red circles. The experimental measurement value of the full LHTES storage is given as red isoline.

Table 4
Mean LHTES power values and duration for the period until 90% of the maximum
experimental charging/discharging enthalpy was reached for simulation of different
reference cells. The power values were scaled to the full LHTES storage mass.
Sensor identifier charging duration

h
mean power

W
mean specific power

Wm−3

LBD20CT001 7.70 1.19 ⋅ 105 8.67 ⋅ 105
LBD30CT001 7.73 1.26 ⋅ 105 9.15 ⋅ 105
LBD40CT001 9.01 1.02 ⋅ 105 7.40 ⋅ 105
LBD50CT001 7.67 1.19 ⋅ 105 8.71 ⋅ 105
LBD60CT014 13.47 6.79 ⋅ 104 4.95 ⋅ 105
LBD70CT001 10.02 9.13 ⋅ 104 6.66 ⋅ 105
LBD80CT001a 13.50 6.78 ⋅ 104 4.94 ⋅ 105
LBD90CT001 8.92 1.03 ⋅ 105 7.48 ⋅ 105
LBD20CT002a 10.12 9.05 ⋅ 104 6.59 ⋅ 105
LBD30CT002 10.68 8.57 ⋅ 104 6.24 ⋅ 105
LBD40CT002 9.05 1.01 ⋅ 105 7.38 ⋅ 105
LBD50CT002 38%b 2.45 ⋅ 104 1.79 ⋅ 105
LBD60CT032 14.57 6.28 ⋅ 104 4.58 ⋅ 105
LBD70CT002 5.38 1.70 ⋅ 105 1.24 ⋅ 106
LBD80CT002 9.65 9.49 ⋅ 104 6.91 ⋅ 105
LBD90CT002 11.85 7.72 ⋅ 104 5.63 ⋅ 105

aMeasurements not representative due to experimental errors, see Section 3.3.1.
bOnly 38% of charging capacity reached.

value for compressed mineral wool of 0.045WmK−1 for the 100mm
insulation layer and a heat transfer coefficient of 5Wm−2K−1 from
this insulation layer to the environment. These assumptions corre-
spond to scenario 3 in Table 5. Under these assumptions, we arrive at

597.49Wm−2 K−1 for the maximum, i.e. best possible, value of 𝛼in and
0.41Wm−2 K−1 for the minimum, i.e. best possible, value of 𝛼out.
While the assumption of perfect contact between the RSS’ and

the PCM containers’ steel shell delivers ‘‘theoretical’’ benchmarks for
fast charging/discharging and large power values, these are unlikely
to be reached. Hence, we consider another scenario (scenario 4 in
Table 5) where heat transfer enhancement via a small layer of heat
conductivity paste between the two storage types is achieved. Assuming
that this layer is 5mm wide and filled with typical high temperature
heat conductivity paste with a heat conductivity value of 3WmK−1, we
arrive at an overall heat transfer coefficient of 𝛼in and 299.37Wm−2 K−1.
Table 5 lists the resulting charging/discharging duration and mean

power of these scenarios together with simulation values of the actual
LHTES prototype and the best achieved LHTES values. These results
show that charging/discharging times can be reduced by up to 10
times and specific power could be increased by up to 10 and 5 times,
respectively compared to the achieved values. Therefore, feasible ways
to enhance heat transfer between the RSS’ steel shell and the LHTES
containers’ steel shell, i.e. 𝛼in have to be found.
The hybrid storage prototype construction, as presented in Sec-

tion 2.2.1, relies on direct contact between the two storage types,
i.e. between two metallic surfaces of cylindrical shape. With the heat
conductivity of still air being as low as 0.038WmK−1, small gaps of
around 1mm width lead to a crucial drop in overall heat transfer.
Fig. 15 illustrates the dependency of the overall heat transfer coefficient
𝛼in on the width of a gap between the RSS’ steel shell and the LHTES
containers’ shell.
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Table 5
Calculation of mean LHTES power values and duration, for the period until 90% of the maximum
experimental charging/discharging enthalpy was reached, for different scenarios. Scenario 1 corresponds
to the mean value of validated LHTES modules of the built prototype, as given in Table 3. Scenario 2
corresponds to the best validated LHTES module (based on sensor LBD70CT002) scaled to the full prototype
mass. Scenario 3 assumes perfect heat transfer conditions. Scenario 4 considers a design iteration with, again,
perfect heat transfer conditions but a layer of heat conductivity paste between RSS and LHTES modules.
scenario 𝛼in

Wm−2K−1
𝛼out

Wm−2K−1
duration
h

mean power
W

mean specific power
Wm−3

1 (charging)
1 (discharging)

– – 11.88
7.85

7.69 ⋅ 104
−1.10 ⋅ 105

5.60 ⋅ 105
−8.02 ⋅ 105

2 (charging)
2 (discharging)

29.61 1.42 5.38
5.50

1.70 ⋅ 105
−1.58 ⋅ 105

1.24 ⋅ 106
−1.15 ⋅ 106

3 (charging)
3 (discharging)

597.49 0.41 0.77
1.28

1.24 ⋅ 106
−6.93 ⋅ 105

9.04 ⋅ 106
−5.05 ⋅ 106

4 (charging)
4 (discharging)

299.37 0.41 1.08
1.87

8.60 ⋅ 105
−4.72 ⋅ 105

6.27 ⋅ 106
−3.44 ⋅ 106

Fig. 15. Theoretic dependency of the overall heat transfer coefficient 𝛼in on the width
of an assumed gap between the RSS steel shell and the attached LHTES module, filled
with still air (blue line) and filled with heat conductivity paste (orange line).

It should be noted that more research on the technical feasibility
of the proposed application of heat conductivity paste (scenario 4) is
necessary. While some suppliers offer non-hardening high-temperature
compounds (e.g., silicon-based pastes such as Omegatherm 201 or
Silicon Solutions SS-240), compound integrity under cycling operation
must be tested. Furthermore, economic viability of the holistic concept
(see, e.g., Niknam & Sciacovelli [62]) could be strongly influenced by
the costs of such modification.

4. Conclusion

4.1. Summary of results

We presented the first-of-a-kind functional lab-scale prototype of
the novel hybrid RSS/LHTES storage concept presented by Dusek &
Hofmann [56,57]. While previous investigations focused on numerical
characterization and techno-economic assessments, we delivered the
first technically feasible construction and experimental investigation of
such hybrid storage. The RSS could be retrofitted with additional 60MJ
storage capacity by means of LHTES modules. This corresponds to a
storage capacity increase of 30% compared to the lab-scale RSS unit,
which features a capacity of 200MJ in the typical operating range. The
retrofitted LHTES features a volumetric energy density of 437MJm−3,
which is 221% of the RSS’ energy density. The total energy density of
the hybrid storage amounts to 227MJm−3.
Charging/discharging times and specific thermal power of the

LHTES modules were roughly measured as 8h/ 12h and 560Wkm−3 /
−802 kWm−3, respectively, in the typical operation region. During the
PCM activation experiments, approximately 26% of the stored enthalpy
in the LHTES could be retrieved back to the RSS.
Numerical models for both RSS and LHTES part of the hybrid

storage were validated with satisfactory results. Via parameter op-
timization, the effective heat transfer coefficients 𝛼in and 𝛼out were
identified individually for different LHTES module sectors. The RMSE

values between simulated and observed temperature over the whole ob-
servation period ranged between 1.8 ◦C and 6 ◦C for all sensor positions.
Qualitatively, charging behaviour of the LHTES is reproduced very well
except for minor temporal deviations while larger discrepancies in the
discharging behaviour can be observed.
With the help of our validated thermal model, a sensitivity analysis

of the key process parameters on the hybrid storage performance was
carried out. The results show that specific charging/discharging power
could be increased by up to 10 and 5 times compared to the achieved
values with realistic re-adjustment of heat transfer between RSS and
LHTES part, e.g., by using a layer of high temperature heat conductivity
paste or similar concepts.

4.2. Outlook on future research and development

The hybrid storage prototype realized in this experimental inves-
tigation is very promising for industrial application due to its easy
retrofit procedure. However, the investigations have shown that heat
transfer between RSS and LHTES must be improved further to increase
charging/discharging power and heat recovery. In the developed
construction concept, direct contact between the RSS and the LHTES
containers is essential for efficient storage operation. Fixed, permanent
mounting to the RSS shell was disregarded due to technical and safety
restrictions given in detail in Section 2.1. Unfortunately, the metallic
springs, intended to ensure a tight fit of LHTES containers to the RSS
surface, proved inadequate.
Future iterations of this hybrid storage could include high-

temperature heat-conducting paste, thermal oil or other heat transfer
compounds between the two storage parts in order to eliminate the
possibility of air gaps. Such re-adjustments were not considered in the
present study for the sake of simplicity, due to safety concerns, and
because of limited resources to invest in both costly material and time
to investigate additional safety issues introduced with such compounds.
A fundamentally different approach of flexible LHTES container de-

signs mounted on the RSS should also be considered and re-evaluated.
For example, construction by means of injection molding or additive
manufacturing could provide essential advantages compared to the
solid steel body construction in the present prototype. Such a container
design could, as the presented prototype, maintain high safety require-
ments and technical constraints of operating a steam vessel. The use of
flexible elastomer-based encapsulations of PCM, e.g., as developed by
Yu et al. [82] or Li et al. [83], to allow for thermal expansion could
provide essential benefits, if heat conductivity of the encapsulation
material is sufficiently high. Wu et al. [84] developed polymer and
graphite based highly thermally conductive, form-stable, flexible and
leakage-proof phase change composites that are also promising for
application in the TES use case targeted in our work. However, most
research focuses on micro-scale encapsulation of PCM and temperature
ranges below pressurized steam applications. The combined properties
of flexibility, high heat conductivity and thermal stability [85] for
macro-scale encapsulation have not been optimized for widespread
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use, yet. Furthermore, more research on the interaction of the com-
bined setup under operating conditions is necessary to optimize hybrid
storage performance.
Our experimental analysis of this first-of-a-kind hybrid RSS/LHTES

storage presents guidelines for future development of hybrid storage
applications. Ultimately, future retrofit hybrid thermal energy storage
concepts should become efficient, economically viable and accepted in
industry and thus a key part to overcome the ever-increasing problem
of mismatch between energy supply and demand.
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Appendix A. Grid and time step size sensitivity of numerical PCM
model

As presented in Section 2.4.4, a uniformly distributed finite element
grid of 1440 elements, corresponding to an element size of 𝛥𝑥 = 𝛥𝑦 =
0.5mm, and a time step size of 𝛥𝑡 = 1.0 s proved adequate for the
numerical PCM simulations in this work.
For sensitivity analysis of grid an time step size, a typical simulation

case, representative for the results in this paper, was chosen. The grid
size sensitivity is illustrated for a reference simulation case in Fig. A.1.
The time step size sensitivity is illustrated in Fig. A.2. Comparison was
made by means of total enthalpy deviation to a base case, since this
metric is of major importance to the numerical studies in this paper.
Both figures show fast convergence and indicate that further refinement
of the chosen values has no significant impact on the simulation results.

Appendix B. Validation of RSS model

Here, more details on the RSS model validation presented in Sec-
tion 3.1 can be found. Fig. B.3 presents the most characteristic values
for the RSS model validation in six subfigures for a given pressure
setpoint trajectory.

Fig. A.1. Grid size sensitivity of reference case, carried out with a time step size
𝛥𝑡 = 0.1 s.

Fig. A.2. Time step sensitivity of reference case, carried out with a grid size of 5760
elements, corresponding to an element size of 𝛥𝑥 = 𝛥𝑦 = 0.25mm.

Table C.6
Validation results of single PCM cell model for different sensor positions for the
reference case given in Fig. 11. The uncertain physical parameters 𝛼in and 𝛼out (column
two and three) were optimized to fit the measurement data. Column four and five
present the obtained absolute RMSE and maximal error, respectively, between the
measured and simulated temperature trajectory in the observed period.
Sensor identifier 𝛼in

Wm−2K−1
𝛼out

Wm−2K−1
RMSE
K

max. error
K

LBD20CT001 45.70 3.79 4.0 10.4
LBD30CT001 30.28 1.72 1.8 6.4
LBD40CT001 33.27 1.65 3.1 5.2
LBD50CT001 8.15 0.83 2.2 7.6
LBD60CT014 48.76 5.02 5.1 14.3
LBD70CT001 51.49 1.81 2.6 6.0
LBD80CT001a 30.16 1.40 3.4 10.9
LBD90CT001 28.4 1.73 2.3 6.8
LBD20CT002a 59.11 4.77 5.7 19.5
LBD30CT002 35.80 1.15 2.1 10.9
LBD40CT002 32.33 1.50 3.3 9.7
LBD50CT002 40.42 1.91 6.0 13.4
LBD60CT032 26.24 1.63 2.8 8.9
LBD70CT002 29.61 1.42 3.1 10.7
LBD80CT002 29.34 2.16 3.6 8.8
LBD90CT002 29.72 1.08 2.1 10.4

aMeasurements not representative due to experimental errors, see Section 3.3.1.

Appendix C. Detailed results of single PCM cell model validation

Table C.6 presents the obtained values as well as the resulting
validation errors for the 8 LHTES modules and two sensor positions
each.
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Fig. B.3. RSS measurement values and model outputs for a given pressure setpoint trajectory.
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Paper 3
Digitalization possibilities and the potential of the Digital Twin for steam
supply systems
published in vgbe energy journal (formerly VGB PowerTech Journal) in collaboration
with Thomas Bacher, Felix Birkelbach, and René Hofmann

This journal paper presents a literature review and analysis of possibilities offered by
digitalization and I4.0 for energy systems, hence tackling research question RQ 2.1.
The application focus was on steam supply systems, i.e., steam boilers and storage at
industrial sites and power plants. The paper first presents a definition and history of the
topics of digitalization and I4.0, since there are often misconceptions. Furthermore, it
explains the most relevant enabling technologies of I4.0 and introduces the idea of the
DT as one of the most promising technologies for the digital future in I4.0. A basic DT
modeling framework consisting of five dimensions is reviewed: (1) The physical entity, (2)
the virtual entity, (3) the data- and (4) service dimension, and (5) the connection between
the other parts. The conceptual application of this theoretical framework for the DT of
a steam generator is presented. Recommendations for approaching each DT dimension
are given. Finally, use cases are presented to demonstrate where DT implementation
can create major benefits in the operation and maintenance of steam supply systems.
For example, proactive control as the evolution of predictive control is introduced and
soft sensors are highlighted as a more than useful addition to conventional measurement
technology. The analysis and concepts established in this paper laid the foundation for
my later work in Paper 4 and Paper 5, where a functioning DT platform was developed
and tested in operation.

My contribution: Conceptualization, Investigation, Resources, Writing – Original Draft
& Editing, Visualization

L. Kasper, T. Bacher, F. Birkelbach & R. Hofmann (2020). “Digitalization possibilities
and the potential of the Digital Twin for steam supply systems”. In: VGB PowerTech
11/2020, pp. 45–52.
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Kurzfassung

Möglichkeiten der Digitalisierung und das 
Potenzial des Digital Twin für 
Dampfversorgungssysteme

Digitalisierung führt zu einer weiteren Revolu-
tion industrieller Prozesse und eröffnet völlig 
neue Anwendungsmöglichkeiten. Die Zukunfts-
visionen von Industry4.0 und Energy4.0, wie 
sie in dieser Arbeit zusammengefasst sind, 
zeichnen ein Bild beispielloser Vernetzung von 
Gegenständen und Dienstleistungen im Internet 
of Things. Sie versprechen einen noch nie dage-
wesenen Grad an Vernetzung, Flexibilisierung 
und Automatisierung von Produkten und Syste-
men, sowie enorme Potenziale zur Senkung von 
Kosten und Energieverbrauch sowie zur Steige-
rung der Nachhaltigkeit.
Als Auszug aus dem VGB-Forschungsprojekt Di-
giSteam, werden in diesem Beitrag die vielver-
sprechendsten Möglichkeiten der Digitalisie-
rung evaluiert und der Zusammenhang mit 
dem Konzept von Referenzarchitekturen, wie 
RAMI4.0, mit Fokus auf den Dampferzeugungs-
sektor untersucht. Unter Anwendung der hier 
thematisierten theoretischen Grundlagen wird 
eine Adaption eines fünfdimensionalen Modells 
für einen Digitalen Zwilling von einem Dampf-
erzeuger präsentiert, bestehend aus physikali-
schem Dampferzeuger, Kommunikationsmo-
dell, virtuellem Dampferzeuger, Datenmodell 
und Servicemodell. Ein ganzheitliches Progno-
se- und System Health Management werden il-
lustriert und Anwendungsfälle zeigen, dass die 
Systemüberwachung, -vorhersage und -opti-
mierung stark verbessert werden kann. l

Digitalization is more and more becoming 
part of industrial processes and opens up 
completely new application areas. The vi-
sions of Industry4.0 and Energy4.0, as sum-
marized in this article, both paint a picture 
of an unprecedented level of interconnected-
ness of devices and smart services in the In-
ternet of Things. Systems and products will 
be created that have a high degree of net-
working, flexibility and automation. Be-
cause of these features, they have a huge po-
tential for reducing cost, energy consump-
tion and for improving economic 
sustainability. 

In this article, as an excerpt from the VGB re-
search project DigiSteam, the most promis-
ing possibilities offered by digitalization are 
evaluated with special focus on the steam 
supply sector. The connection with the con-
cept of reference architectures, such as 
RAMI4.0, is discussed and the Digital Twin is 
introduced. Based on these theoretical fun-
damentals, an adaption of a five-dimension-
al Digital Twin model to a steam generator is 
presented. It consists of physical steam gen-
erator, communication model, virtual steam 
generator, data model and service model. 
A holistic Boiler Prognostics and System 
Health Management is outlined and with 
use cases, it is shown that system monitor-
ing, prediction and optimization can be 
greatly improved by employing this Digital 
Twin.

1. Introduction

We are currently in the middle of what is 
often referred to as the fourth industrial 
revolution or Industry4.0 (I4.0). Driven by 
the rapid development of Information and 
Communication Technologies (ICT), the 
integration of digital technologies is ad-
vancing rapidly in every industry sector, 
not least the energy sector. For the energy 
industry, new and more advanced technol-
ogies are becoming available that will 
heavily affect energy generation, transmis-
sion, distribution, storage, and even its 
consumption. These new technologies 
come at just the right time because they 
provide the tools to cope with the challeng-
es that have emerged through the energy 

transition: changes in the regulatory 
framework, such as the liberalization of the 
energy market, and the increase of renew-
able and decentral energy generation. But 
these new technologies are not only a way 
to cope with challenges ahead, they also 
have great potential for increasing energy 
efficiency, reducing cost and even to gener-
ate completely new business models [1-3]. 
While some researchers warn that digitali-
zation could increase energy consumption 
due to subsequent rebound effects and eco-
nomic growth [4, 5], most researchers and 
organizations agree on the huge potential 
for reducing energy consumption and for 
increasing economic sustainability [2, 6-8]. 
In this way, digitalization can contribute 
immensely to meeting the increasingly 
stringent CO2 reduction targets [2]. Just 
like any other revolution, I4.0 and the en-
ergy transition may be a threat or an op-
portunity. One way or the other: digitaliza-
tion will heavily affect the energy sector 
and business actors have to carefully navi-
gate this transition [8-10].

Within the energy sector, steam supply sys-
tems are of major importance. The growing 
demand for power plants and power gen-
eration processes has been fueling the de-
mand for steam boiler systems substantial-
ly [11]. Digitalization technologies might 
be the key to unlock untapped optimiza-
tion potential in steam supply systems, by 
supporting the optimal integration of tech-
nologies and utilization of infrastructure. 
For this reason, the VGB Research Founda-
tion (https://www.vgb.org/en/vgb_re-
search.html) has commissioned two paral-
lel research projects in 2019 to take a close 
look at digitalization in the energy sector. 
DigiPoll@Energy [12] was conducted at the 
University of Duisburg-Essen (UDE). They 
assessed the current situation in industry 
regarding digitalization in the energy sec-
tor and expectations of industry leaders. 
DigiSteam [13] was carried out at TU Wien 
with the goal to identify opportunities 
through digitalization in the energy sector, 
especially in the field of steam supply sys-
tems. In that project, digitalization meth-
ods and their expected effect were as-
sessed, and reference architectures, such 
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as the Reference Architecture Model 4.0 
(RAMI4.0), were evaluated. The Digital 
Twin (DT) was identified as one of the most 
promising digitalization applications to 
date. In this article, we present the most 
relevant results of the project DigiSteam 
and highlight our main findings. 

2. Digitalization and Industry4.0

The aim of this section is to present a defi-
nition of and a broad overview on digitali-
zation and digital technologies, as well as a 
discussion of the terms Industry4.0 (I4.0) 
and Energy4.0 (E4.0). Furthermore, refer-
ence architecture models are evaluated 
which provide the basis for successful im-
plementation of I4.0 concepts.
The term digitization generally refers to the 
conversion of analogue data into a digital 
form. For the term digitalization, on the 
other hand, there is neither a universal 
definition nor is it used consistently. From 
a socio-economic perspective, the aim of 
digitalization is not only to convert ana-
logue to digital signals but also to create 
value using digital content [14]. Digitaliza-
tion also describes the connection between 
business processes, creation of efficient in-
terfaces, and integrated data exchange and 
management [15]. In the context of indus-
trialization, digitalization describes the 
transition to new, disruptive business cases 
driven by evolving Information and Com-
munication Technologies (ICT), the auto-
mation and flexibilization of business op-
eration and the interconnection of infor-
mation, things and operatives [10]. 
Business models are already changing to 
take into account the increasing share of 
digital technologies as smart services [16]. 
In the present article, digitalization is seen 
in the context of industrialization. In our 
understanding, it refers to a more funda-
mental change than just digitizing existing 
processes or work products. To emphasize 
this fundamental change, the term digital 
transformation is also often used, especial-
ly if the change is happening on multiple 
levels, including the process level, organi-
zation level, business domain level and so-
ciety level [9].
The term Industry4.0 (I4.0) was first intro-
duced in Germany in 2011, referring to the 
Fourth Industrial Revolution. In that sense, 
it is essentially equivalent to the definition 
of the digital transformation given in the 
previous paragraph. Just as with digitaliza-
tion, there exists no universal definition of 
this term. However, I4.0 can be character-
ized in the following way [17]:

 – The dynamic connection of internal and 
external data sources and

 – the automated analysis and processing 
of thereby generated information

 – for demand-driven preparation or con-
trol of processes,

 – located at different points in the value 
chain of an industrial company,

 – to make them faster, cheaper, customer-
oriented, more efficient, resource-saving 
and flexible.

In analogy to I4.0, E4.0 characterizes the 
transition to energy systems of the fourth 
generation. These energy systems will be 
based on renewable, volatile energy carri-
ers, a high amount of flexibilization, and 
interconnection between different indus-
try sectors. Furthermore, they feature ex-
tensive application of digital technologies. 
The declared goal of E4.0 is to exploit effi-
ciency- and flexibilization-potentials in 
processes to optimize the conversion, dis-
tribution and consumption of energy [18].

2.1 Digital (Enabling) Technologies 
of I4.0

Digitalization and consequently I4.0 are 
driven by recent developments within the 
area of digital base technologies. These 
technologies are also often referred to as 
(key) enabling technologies. Typical exam-
ples include next-generation sensors, Big 
Data, Machine Learning (ML), Artificial 
Intelligence (AI), the Internet of Things 
(IoT), Smart Services, Mechatronics and 
Advanced Robotics, Cloud Computing, Cy-
ber Physical Systems (CPS), Additive Man-
ufacturing, Digital Twins (DT), and Ma-
chine-to-Machine (M2M) communication 
[2]. Enabling technologies can both be im-
plemented in new plants and retrofitted to 
existing plants. Out of the large number of 
key enabling technologies, we are going to 
focus on the four most relevant and ad-
dress them in more detail: IoT, CPS, Big 
Data and AI or ML.
The backbone of every digital application 
in I4.0 is a (global) networking infrastruc-
ture. This role can be assumed by the IoT, 
which is defined as an interconnected 
world, where electronic sensors, actuators, 
and other digital devices are networked 
and connected with the purpose of collect-
ing and exchanging data [19]. Other defi-
nitions also include features such as self-
configuring capabilities, interoperable 
communication protocols and virtual per-
sonalities of “things” in the definition of IoT 
(  Internet of Things European Research 
Cluster (IERC), Brussels: http://www.in-
ternet-of-things-research.eu; Internet of 
Things European Research Cluster (IERC), 
Brussels: http://www.internet-of-things-
research.eu). Especially in the energy sec-
tor, an IoT based online monitoring system 
has a big potential, as has been demon-
strated, for example, in a steel casting pro-
duction line [19]. Most importantly, the 
IoT also satisfies elementary demands for 
the implementation of a DT [20].
The IoT also enables the creation of CPS, 
which connect the virtual space with the 
physical realityand integrates computing, 
communication and storage capabilities. A 
CPS works in real-time and it is reliable, 
secure, stable and efficient [21]. The core 
concepts of a CPS are computation, com-

munication, and control. The goal is to 
achieve collaborative and real-time inter-
action between the real world and the digi-
tal world through feedback loops and the 
interaction between computational pro-
cesses and physical processes [21]. The bi-
directional connection between the real 
and the digital world also provides the 
foundation for a DT [22], as will be ex-
plained in more detail later.
Big Data describes ways of leveraging data 
rather than the data itself. It is maybe the 
most prominent enabling technology of all. 
It has even been claimed that “the world’s 
most valuable resource is no longer oil, but 
data”. Big data is usually defined by the five 
Vs: Volume, Velocity, Variety, Veracity and 
Value [23, 24]. Big Data analytics refer to 
techniques used to examine and process 
Big Data in a way that hidden underlying 
patterns are revealed, relationships are 
identified, and new insights concerning the 
application under investigation are gener-
ated [23]. The term Big Data is also inter-
preted as the ability to quickly acquire hid-
den value and information from heteroge-
neous and large amount of data [25]. 
Without doubt, there are numerous possi-
bilities for leveraging Big Data, not least in 
the energy sector, where direct measure-
ment of key process variables is extremely 
difficult, nearly impossible or simply unre-
liable [26-28]. Here, Big Data can help to 
monitor these key processes with higher 
accuracy. In this context it is often also re-
ferred to as Smart Data [29].
Automated methods to extract information 
from Big Data are ML or AI, among others. 
Often used synonymously, ML can be seen 
as a subset of AI that focuses on training a 
machine on how to learn [3]. ML technolo-
gies are related to pattern recognition and 
statistical inference. A ML model is capable 
of learning to improve the performance of 
a task, based on its own previous experi-
ence. While ML rather aims the creation of 
knowledge from experience (historic 
data), AI can more generally be defined as 
the attempt to create a human-like, cogni-
tive intelligence with the ability to learn 
and to solve problems on its own [30]. AI 
and related technologies can enhance re-
source efficiency in industrial processes, 
which is a crucial factor for a successful re-
alization of I4.0 [31]. Although AI and ML 
approaches are rather new and not yet ma-
ture, many industrial applications already 
exist. A review of such applications in the 
Austrian energy industry is given in the 
White Paper “Digitalization in Industry - an 
Austrian Perspective” [3].

2.2 Implementation Concepts and 
Reference Architectures

The realization of I4.0 and E4.0 is a com-
plex design task, because the gradual inte-
gration of new technology in this complex 
overall framework must be seen in a holis-
tic context. This requires intensive cooper-
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ation between experts of different disci-
plines such as electrical engineering, me-
chanical engineering and information 
technology (IT). Reference architectures 
provide common and consistent definitions 
of the system of interest, its compositions, 
and design patterns. Additionally, they 
provide a common terminology to discuss 
the specification of implementations [32].
In 2012, the Smart Grid Coordination 
Group published the Smart Grid Architec-
ture Model (SGAM) [33], with the aim to 
establish a reference designation system to 
describe business cases as well as smart 
grid technical use cases. While SGAM was 
designed with the electrical energy sector 
in mind, the Reference Architecture Model 
4.0 (RAMI4.0), a similar but more univer-
sal model was defined and presented by 
Plattform Industrie 4.0 (https://www.platt-
form-i40.de) in 2015 [34]. To achieve a 
common understanding of standards, tasks 
and use cases, three different aspects (di-
mensions) are combined in the RAMI4.0, as 
depicted in F i g u r e  1 . RAMI4.0 expands 
the hierarchy levels of IEC 62264, by Prod-
uct and Connected World, defines six lay-
ers for an IT representation of an Indus-
try4.0 component, and considers the life 
cycle of products/systems according to IEC 
62890 (  http://i40.semantic-interopera-
bility.org/). For a detailed description of 
the RAMI4.0, see, for example, [34, 35].
RAMI4.0 allows for step-by step migration 
of technology from the present industrial 
stage into the world of I4.0 [36], by break-
ing down tasks and workflows into man-
ageable pieces [3]. The three dimensions 
support new technologies, applications 
and use cases in industry. Smart Services 
and their functional enhancements in the 
energy sector can easily be extended and 
used by a variety of other applications at 
different layers of the RAMI4.0 [37]. Fur-
thermore, current and future standards 
and services can be located in RAMI4.0 to 
identify overlapping as well as missing 
standardization efforts. 

Based on expert interviews in a recent 
study [38], the main fields for future po-
tential in the energy sector were identified: 
(1) increasing transparency in the energy 
system, (2) flexibility in energy supply an 
(3) increase of energy efficiency [38]. Ac-
cording to that study, RAMI4.0 and SGAM 
can help to keep track of the complex de-
sign task of realizing E4.0 and focus on ap-
propriate norms and standards. However, 
some pitfalls of RAMI4.0 were determined 
when applying it to an industrial reference 
use case [39]. It is clear that a more dy-
namic framework will be necessary to ex-
ploit the main fields for future potential 
during operation of energy systems.

3. The Digital Twin

Prominent concepts like Industry4.0 (I4.0) 
or Energy4.0 (E4.0) evoke a vision of the 
future industry and energy system, where 
enabling technologies are used extensively. 
They promise an unprecedented degree of 
networking, system flexibility and automa-
tion. The key is the consequent integration 
of the real/physical world with the virtual/
digital world. While RAMI4.0 is a useful 
tool to identify areas where deeper integra-
tion is necessary, it cannot be used to do 
the actual integration. For this task, the 
Digital Twin (DT), as a high-fidelity digital 
mirror of its physical counterpart, is a 
promising concept to reach this conver-
gence of the physical with the digital world. 
For this reason, the DT is considered a key 
technology for implementing the digital 
future in I4.0 and E4.0 [40, 41]. 

3.1 Review and Definition
The idea of the DT originates from an ear-
lier concept of a physical twin, which was 
introduced by the American space agency 
NASA during the Apollo space program 
while testing operations on a replica on 
earth. Only in 2012 the concept was picked 
up again by NASA and continued under the 
name Digital Twin [42]. Since then, an al-

most exponential increase in the number of 
scientific publications on DT has been re-
corded, as an extensive literature review 
[13] shows (see F i g u r e  2 ).
In NASA’s definition, the DT is a multiphys-
ics, scalable and probabilistic image (simu-
lation model) of a physical object or system 
that is used to map certain aspects of the 
real object, taking into account historical 
and real-time sensor data. However, there 
remains some controversy about the exact 
definition of the DT. There is a wide con-
sensus, that also the bidirectional data ex-
change between physical and digital object 
in real time is a prerequisite for a DT [43]. 
After the DT concept was adopted by NASA 
(https://www.nasa.gov) in 2012, research 
and development on the DT was mainly 
driven forward in the field of aviation [44]. 
In recent years, the DT has found its way 
into more and more industry sectors, such 
as automotive, oil & gas and healthcare & 
medicine [45]. In 2018, DT was listed on 
top of the „Gartner-Hype-Cycle“ (  https://
www.gartner.com), and the time in which 
DT is used as an applied concept within 
companies, has been put at 5 to 10 years.
With the rapid growth of the Internet of 
Things (IoT) and other Information and 
Communication Technologies (ICT), a 
large number of application possibilities, 
such as energy optimization, performance 
tuning, predictive maintenance and prod-
uct optimization have been suggested. 
However, in order to make the most of 
these individual, already existing possibili-
ties, a holistic approach is required. Here, 
the excellent scalability of the DT offers 
many benefits over the entire life cycle of 
an asset [46]. 
Despite the large number of promising ap-
proaches proposed in literature, a general 
lack of in-depth research on DT modeling 
is evident. Additionally, modeling methods 
for DTs are very heterogeneous, sometimes 
even inconsistent. In a recent literature re-
view, the lack of a uniform modeling meth-
od was found to be very critical [47]. Thus, 
while DT implementations are considered 
to have huge potential, there is an urgent 
need to standardize interfaces and commu-
nication protocols, as well as a need for 
uniform DT modeling approaches to ena-
ble its practical introduction into industrial 
energy systems.
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3.2 Modelling Framework
To unify modeling of DTs, modeling frame-
works have been introduced. An early DT 
modeling framework is the one by Grieves 
[48]. It is characterized by a three-dimen-
sional approach (3D-DT), where the DT is 
described by the following three dimen-
sions:

 – The physical unit, i.e. the physical object 
or system, in the real world,

 – the digital unit or system in the virtual 
world, also called virtual entity, and

 – the connection between physical and 
digital entities through data and infor-
mation.

This framework is very similar to the defi-
nition of a CPS (see Section  ). However, 
these dimensions do not present the extent 
to which new types of services are made 
available in this concept. Furthermore, 
data and information only act as connec-
tion between the real and virtual world. 
How this data is processed and the extent to 
which information can be retrieved from it 
is not made explicit. The rapid development 
of enabling technologies, omnipresent 
availability of data, and the need for servic-
es are the main reasons, why an extension 
of Grieves’ 3D-DT framework was necessary 
[48, 49]. In order to prevent the pitfalls of 
unspecified data processing and restricted 
usability/servication, the model was ex-
tended by the following two dimensions by 
Tao et al. [50] to arrive at the 5D-DT:

 – The data model, in which data from all 
sources is collected, managed and pro-
cessed into usable information.

 – The service model contains services re-
sulting from the functionality of the DT 
and makes them available to the user of 
the DT.

With the help of the bidirectional connec-
tion and closed loop between physical and 
virtual space in the 5D-DT modeling ap-
proach, all components can be optimized 
and a significant increase in the physical 
object’s performance can be achieved 
through the implemented services. The 
5D-DT approach has recently been praised 
for its usefulness and generality in a num-
ber of contributions [20, 49-53]. In these 
publications, a wide range of use cases has 
been demonstrated and evaluated as well.

4. The Digital Twin of a Steam
Generator

In this section, a digitalization concept 
based on a DT tailored to steam generation 
applications is presented. Applying the the-
oretical fundamentals and basic definitions 
that were assessed in the project DigiSteam 
[13] and outlined in the sections above, a 
five-dimensional DT-Model (5D-DTM) for a 
steam generator is outlined and discussed. 
A steam generator, as one of the most im-
portant thermal energy supply systems, is 
directly affected by the paradigm shift in 

Industry4.0 and Energy4.0. Steam genera-
tors will have to work in increasingly dy-
namic settings, which frequently leads to 
off-design conditions. For system opera-
tors, increasingly frequent load changes 
pose a great challenge to retain the eco-
nomic operation of their systems [54]. 
Therefore, these difficult conditions are 
ideally suited to illustrate the advantages 
of a DT.
To illustrate the value creation by employ-
ing a Digital twin, a Smart Service system 
based on the 5D-DT concept is outlined: a 
holistic Boiler Prognostics and System 
Health Management (Boiler-PHM). It is 
shown that the system monitoring, predic-
tion and optimization can be greatly im-
proved. F i g u r e  3  illustrates the 5D-DTM, 
based on the approach first presented by 
Tao et al. [50]. The DT consists of:

 – Physical steam generator (i.e. physical 
entity)

 – Connection between the respective di-
mensions (i.e. communication model)

 – Digital steam generator (i.e. virtual en-
tity)

 – Data model
 – Service model

Each aspect of modelling this 5D-DT is dis-
cussed in the following subsections. In Sec-
tion 4.6 a demonstrative use cases and an 
economic evaluation is presented. A more 
in-depth treatment of this topic can be 
found in the final report of the DigiSteam 
project [13].

4.1 Physical entity
The physical entity consists of all function-
al subsystems and any physical sensor/ac-
tuator technology that is built into the 
steam supply system.

4.2 Communication model
The communication model in a 5D-DT ful-
fils the basic task of establishing connec-
tions between all other parts of the model, 
most importantly between the real and vir-
tual space. It is only through this bidirec-
tional communication infrastructure that 
the 5D-DT has the ability to access data 
from the physical entity and process it digi-
tally to obtain relevant information. Essen-
tial characteristics of the communication 
model are real-time capability, integration 
of heterogeneous end-devices, scalability 
and security [55].
Exemplary communication infrastructures 
for I4.0 and Digital Twins based on IoT 
technology are given in [56, 57]. The use of 
open communications standards for indus-
trial automation, notably OPC Unified Ar-
chitecture (OPC UA) are highly encouraged 
in literature. OPC UA also provides the ba-
sis for further information modeling in the 
data model.

4.3 Virtual entity
The virtual entity of the DT is a high-fideli-
ty representation of the physical entity. The 
virtual entity reproduces the geometry, 
physical properties, behaviours and rules 
of the physical entity in the virtual world 
[50]. The coupling of these four sub model 
classes is used to form a complete mirror 
image of the physical entity. In addition to 
this division in sub model classes, a modu-
lar modelling approach can be applied to 
reduce complexity of the virtual represen-
tation and increase the flexibility and scal-
ability of the virtual entity. An example for 
such a modular design would be a hierar-
chical structure consisting of the system 
level, sub-system level, component level, 
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auxiliary equipment and signal (sensor) 
level.
The geometric model of a virtual entity is 
commonly modelled based on 3D Comput-
er-aided Design (CAD) models. Even 
though no functional properties or restric-
tions are stored in the geometric model, it 
serves as foundation for the physical, the 
behaviour and the rule model of the steam 
generator. These, in turn, serve to represent 
physical processes, state-specific behav-
ioural patterns and the control behaviour of 
the entire steam generator system. These 
models combined must be able to represent 
all possible influencing variables and their 
interactions as well as the control behav-
iour of the system. 
Three categories of simulation models can 
be distinguished [58]:

 – White-box models uses a well-known 
physical relationship in mathematical 
form to describe a certain behavior. 

 – Black-box models, also known as (purely) 
data-driven models, are built on data 
only, without exploiting any physical 
knowledge. 

 – Grey-box models combine physical knowl-
edge and empirical data, which often 
yields excellent results in practice [3, 58]. 

Typically, a combination of these simula-
tion model categories is used with higher-
level optimization models to create the 
functionality of the virtual entity.

4.4 Data model
In the data model, also known as informa-
tion model or knowledge representation, 
static data for the description of different 
attributes of the physical entity is provided 
and dynamic status and operational data is 
processed. The heterogeneity of DT data, 
which is caused by the combination of dif-
ferent data sources working on different 
timelines, poses a big challenge for DT op-
eration. Furthermore, a DT must be capable 
of extracting specific domain knowledge 
from experts or from existing data and mak-
ing it accessible [59]. Therefore, DT need 
interpretable reliable data in standardized 
machine-readable formats [60]. With the 
help of the data model, anything from plain 
sensors to complex plants can be described 
in an semantically meaningful way [61].
To fully exploit the potentials of CPS, IoT 
and DT, proper data models should be em-
ployed, such as ontologies [62, 63]. Ontolo-
gies are explicit, semantic and formal rep-
resentations of the relationships between 
concepts, data and entities in a domain 
[22]. They are the core semantic technolo-
gy that provide intelligence embedded in 
the smart CPS [10] and can facilitate the 
integration of large amounts of data from 
various sources [64].

4.5 Service model
Digital transformation is driving I4.0 to-
wards a service-oriented Product-Service-

System. As a consequence, services in gen-
eral and especially services related to phys-
ical products play an increasingly 
important role [65]. Users of the DT come 
from various industries with different tech-
nical requirements. This poses a challenge 
for the effective interaction between the 
DT and users/stakeholders. To solve the 
problem of interoperability and to enable 
innovative business models, the functions 
of the DT can be encapsulated into stand-
ardized services with user-friendly inter-
faces for easy and on-demand usage [49]. 
The service model includes services for 
physical and virtual entity. It optimizes the 
operation of the physical entity, and en-
sures the high fidelity of the virtual entity 
through automatic parameter adaptation 
during run-time. In general, services can 
be grouped into four basic types:

 – Functional service: these define core 
business operations

 – Enterprise service: these implement the 
functionality defined by the functional 
services

 – Application service: these are confined to 
specific application content

 – Infrastructure service: implements non-
functional tasks such as authentication, 
auditing, security, and logging

More in-depth reviews of services and ap-
plication scenarios can be found in [22, 66, 
67]. Smart service architectures should 
provide interoperability by acting as foun-
dation for data integration and data ex-
change between various applications as 
part of the DT functionality. Smart service 
architectures were, for example, proposed 
by the German electrical and electronic 
manufacturers association (ZVEI) [68] and 
in [37]. Therefore, the use of an ontology-
based smart service architecture is highly 
encouraged for complex physical systems 
such as a steam generator.

4.6 Use Cases and Economic 
 Evaluation
The DT can create value in all stages of the 
steam generator’s live cycle: starting in the 
design phase, during product manufactur-
ing and also in the operation and mainte-
nance (o&m) phase [53]. A detailed dis-
cussion of many use cases can be found in 
the DigiSteam report [13]. In this article, 
we focus on value creation in the o&m 
pase, because it plays a particularly impor-
tant role for steam generators.
Steam generators are designed to maintain 
a functional and efficient state over long 
periods of time with as little downtime as 
possible. To minimize downtime, monitor-
ing and control strategies are applied. With 
conventional strategies data is collected 
and then evaluated by a team of engineers 
or a simple decision component to operate 
the system and draw conclusions on its cur-
rent state. The system undergoes mainte-
nance in regular intervals or whenever a 

part breaks. This approach can be labelled 
“offline monitoring and reactive control” 
(0). More advanced evolutionary stages of 
control concepts can be grouped, in as-
cending order of complexity, into online 
control (1), or condition monitoring, pre-
dictive maintenance (2) and proactive con-
trol (3) [69, 70].
To improve the operating performance of 
steam boilers, there already are a range of 
digital technologies available, that can 
readily be applied. Essential improvements 
that can be achieved by additional moni-
toring include the reduction of flue gas 
flows, reduction of pollutants, improve-
ment of the ash quality, increase of the 
overall efficiency, reduction of corrosion 
[71]. In the context of digitalization and 
DT, so-called soft sensors or data-driven or 
virtual sensors are increasingly being con-
sidered. In contrast to conventional control 
methods, the usage of soft sensors has, for 
example, proven to lead to significant re-
ductions in temperature and pressure fluc-
tuations during operation [72]. In addi-
tion, soft sensors evidently provide high-
quality quantification of synthesis gas 
caloric value. With currently available 
hardware sensors, this would not be possi-
ble at reasonable cost [26, 56].
Predictive maintenance is a procedure that 
improves the maintenance planning of sys-
tems in such a way that the current and pre-
dictive future system status can be included 
in the planning of maintenance measures 
and thus, downtime due to system failures 
is reduced. As a simple example, by consist-
ent automated implementation of the RI-
MAP method (Risk Based Inspection and 
Maintenance Procedures for European In-
dustry) [73], risk-based decision-making is 
achieved. Another example of a significant 
increase in productivity through a predic-
tive maintenance strategy is presented in 
[74]. In this study, the dynamics of boiler 
efficiency and the expectations regarding 
heat demand are solved in an optimization 
model via dynamic programming, based on 
empirical operating data. It has been shown 
that the total operating costs of a steam 
generator in the observation period can be 
reduced by at least 8 %, compared to peri-
odic maintenance (e.g. yearly) [74].
The most extensive and complex concept of 
monitoring and control that has been pro-
posed is proactive operation control. The 
goal is to achieve an optimization of the 
overall system by considering all relevant 
aspects of the system. For this purpose, soft 
sensors and information of the predictive 
maintenance strategy are included in a ho-
listic control strategy. The benefit of such a 
combined approach has been shown for 
fouling control [75-77], where big improve-
ments could be achieved by taking mainte-
nance information into account in the opti-
mization and control strategy.
So where does the DT come in? The DT 
provides a platform for integrating all 
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these smart services (soft sensors, predic-
tive maintenance, proactive control), al-
lowing them to communicate and giving 
them access to a shared data (knowledge) 
base. It allows the predictive maintenance 
service to access data from a soft sensor. It 
facilitates the information flow from the 
predictive maintenance service to the op-
eration planning service, so that the next 
maintenance interval can be incorporated 
in the planning. The result is a holistic Boil-
er Prognostics and System Health Manage-
ment, which has been adapted from [78]. 
F i g u r e  4  illustrated this process in the 
5D-DT framework.
This use case shows that even if many indi-
vidual digitalization methods are already 
implemented in steam generators, they are 
not working at their full potential because 
they are isolated solutions, more often 
than not. With the help of the 5D-DT ap-
proach, these isolated solutions can be in-
tegrated into one single framework that 
allows all the components to communicate.  
This is made possible by setting up a cen-
tral data management in the data model.  
By using extensive knowledge representa-
tion in the data model, the data is given 
meaning (Smart Data) and smart services 
can be extracted.
Another great advantage of the 5D-DT ap-
proach is that it can be built step by step, 
adding new services as needed.  Starting 
from a very basic DT, the functionality can 
be extended continuously. The result is a 
comprehensive, holistic model that makes 
the DT more and more intelligent and cre-
ates value by a combination of smart ser-
vices.

Conclusion and Outlook

The digital transformation and Industry4.0 
(I4.0) will have immense impact on the en-
ergy sector, including steam supply sys-

tems. It provides an opportunity for reduc-
ing cost and energy consumption and for 
improving economic sustainability. As 
novel digitalization methods are reaching a 
level of maturity that makes them ready for 
industrial implementation, opportunities 
but also challenges emerge. One big chal-
lenge is ensuring interoperability between 
services and the need to connect different 
systems and devices into a central knowl-
edge base. These challenges were also 
highlighted in the recent survey and analy-
sis in DigiPoll@Energy [12].
The reference model RAMI4.0 can aid the 
stepwise implementation of enabling digi-
talization technologies and, in this way, 
lead the way to I4.0 and E4.0. To make the 
most of opportunities offered by I4.0 and 
E4.0, the Digital Twin (DT) was identified 
as key application in the design, operation 
and maintenance phase. For the imple-
mentation of a DT standardized interfaces 
and data modelling via ontologies are the 
central part. During the ongoing digital 
transformation, RAMI4.0 can support the 
implementation of dynamic frameworks 
such as the presented 5D-DT of a steam 
generator. 
DTs enable the horizontal integration of 
otherwise stand-alone digital services such 
as condition monitoring, predictive main-
tenance and operational optimization, to 
name just a few. The DT serves as a plat-
form for these services that gives them ac-
cess to a common knowledge base (Smart 
Data and models) and bi-directional com-
munication with the real asset. It is consid-
ered a key technology to maximize the 
added value from enabling technologies 
and achieve a combined optimum of trans-
parency, flexibility, economic sustainabili-
ty and efficiency in energy systems.
Even though the benefits of advanced digi-
talization technologies like the DT in the 
steam supply sector are evident, they have 

not yet been implemented in industry. For 
this reason, interdisciplinary collaboration 
between scientists and industry is neces-
sary to transfer these new technologies 
into practice and keep the competitive 
edge.
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This journal paper investigated research question RQ 2.2. Based on a detailed literature
review, the most crucial barriers impeding DT development in the energy sector were
assessed and the requirements for DT implementation in industrial energy systems were
identified. Furthermore, the paper reviewed common DT architectures and standardiza-
tion aspects. Equipped with this knowledge, a DT platform tailored to the identified
requirements was developed. The five-dimensional modeling concept was used as a
fundamental pattern and the data architecture of the platform is aligned with the generic
DT architecture developed in co-author publication D. To facilitate the implementation
of the platform, particular implementation issues were addressed, and universal, yet
specific, approaches for resolving these issues were proposed. The goal of this work was
to pave the way for easy but standardized DT implementation in the energy sector with
efficient encapsulation of DT service engineering for domain experts. The DT platform
was later instantiated for a TES and equipped with various services, see Paper F and
Paper 5. Furthermore, since its publication, the DT platform also found application in
Hydropower (see, Tubeuf et al. 2023).
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Abstract: Digitalization and concepts such as digital twins (DT) are expected to have huge potential to
improve efficiency in industry, in particular, in the energy sector. Although the number and maturity
of DT concepts is increasing, there is still no standardized framework available for the implementation
of DTs for industrial energy systems (IES). On the one hand, most proposals focus on the conceptual
side of components and leave most implementation details unaddressed. Specific implementations,
on the other hand, rarely follow recognized reference architectures and standards. Furthermore,
most related work on DTs is done in manufacturing, which differs from DTs in energy systems in
various aspects, regarding, for example, multiple time-scales, strong nonlinearities and uncertainties.
In the present work, we identify the most important requirements for DTs of IES. We propose a DT
platform based on the five-dimensional DT modeling concept with a low level of abstraction that is
tailored to the identified requirements. We address current technical implementation barriers and
provide practical solutions for them. Our work should pave the way to standardized DT platforms
and the efficient encapsulation of DT service engineering by domain experts. Thus, DTs could be
easy to implement in various IES-related use cases, host any desired models and services, and help
get the most out of the individual applications. This ultimately helps bridge the interdisciplinary gap
between the latest research on DTs in the domain of computer science and industrial automation and
the actual implementation and value creation in the traditional energy sector.

Keywords: industrial energy systems; integrated energy systems; digital twin platform; digital twin
requirements; service engineering; service-oriented architecture

1. Introduction

The mitigation of climate change and environmental damage due to industrial activity
are regarded as some of the most pressing issues that society faces today [1]. Consequently,
decarbonization and sustainable production are high-priority goals that also have huge
implications for the present and the future of energy systems. There are two concurrent
transformations with the common goal to make energy systems more efficient: the shift
toward integrated energy systems and digitalization. Both of these transitions can mutually
benefit from each other [2] since they share essential characteristics, both being highly
influenced by technological innovations [3].

The key characteristics of integrated energy systems are that they utilize a high share
of energy produced by intermittent renewable sources, high energy-efficient systems, and
strong integration of electricity, gas, heating/cooling, mobility systems, and markets to
maximize the synergies among new technical solutions [4]. The transition toward integrated
energy systems is also eminent within industrial energy systems (IES), where renewable
energy sources are gradually replacing fossil sources in an attempt to reduce greenhouse
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gas emissions. Although this transition is supported by policies [5], implementation and
even more so the operation of such systems confronts us with serious challenges. The
interconnection between different sectors and stakeholders, diversity of demands and
technology, numerous sources of uncertainty and large scales to consider require novel
approaches from various disciplines.

The digitalization of IES is driven by the rapid development of information and
communication technologies. This paradigm shift is often referred to as the fourth industrial
revolution or Industry 4.0 [6]. While there is justified concern that digitalization could
increase energy consumption due to subsequent rebound effects and economic growth [7],
there is undoubtedly an immense potential for digitalization and Industry 4.0 to reduce
energy consumption and increase economic sustainability [8]. To realize this potential,
various applications based on novel digital technologies have been proposed such as
forecasting, demand response, operational and design optimization, fault prediction and
predictive maintenance, to name just a few. However, today, all these digital applications
are usually considered individually. By integrating these solutions into a collaborative
platform, their impact could be even more significant.

To realize the visions of Industry 4.0 and smart, sustainable integrated energy systems,
the digital twin (DT) is considered one of the most promising concepts [9]. DTs are the
key enabler for integrating the solutions mentioned in the previous paragraph [10]. DTs in
the energy sector can thus fundamentally change the way IES operate, minimize energy
consumption and increase the integration of renewable energy sources [11].

However, the concepts and capabilities of DTs are not yet clearly defined and still
vigorously debated in contemporary scientific literature. So far, a unified DT platform has
not been established but is considered to be direly needed [9]. Furthermore, most work on
DTs has focused on the manufacturing domain [12,13], which differs from the domain of
energy systems in various aspects.

Tao et al. [9] state that the history of DTs is rather brief and that the concept was first
introduced as early as 2003 by Grieves in the context of product lifecycle management [14].
The first actual definition of a DT was given by NASA in 2012 [15]. To date, various
definitions have arisen and are still the subject of discussion in the literature [16]. Negri
et al. [17] and Liu et al. [18] even presented tables of 16 and 21 separate definitions of
the DT, which they found in the literature. The basic characteristics given by NASA [15]
are still aligned with the refined definition given by Negri et al. [17] and reported by
Cimino et al. [16] and Kritzinger et al. [19]: “The DT consists of a virtual representation of a
production system that is able to run on different simulation disciplines that is characterized by the
synchronization between the virtual and real system, thanks to sensed data and connected smart
devices, mathematical models and real time data elaboration”. Most definitions, such as this one,
are tailored to production systems, which hints at the origin of DTs in the manufacturing
domain. For a more general understanding, we can break down the definition to the term
physical object [20] or physical entity [21]. Josifovska et al. [21] define a physical entity
as an abstraction of a “thing” persisting in the real world which has to be mirrored or
twinned in the virtual world. In this framing, the definition by Negri et al. [17] is suited
for industrial energy systems, where the physical entity of a considered DT can be a single
process unit or even part of that unit but also a whole energy system including boundary
conditions (e.g., external energy supply systems/grids). Therefore, this is the definition
that we adhere to. It is important to note the difference in the level of data integration
between mere digital models of a physical entity and a full DT, which was most prominently
discussed by Kritzinger et al. [19]. While DTs are using digital models to dynamically
simulate the physical entity and thus can build on the same principles, their key feature
is bidirectional automated data exchange, i.e., synchronization with the real world. This
is where the technical complexity of DT modeling arises. Hence, DT frameworks and
practical platforms are needed to allow for the strict synchronization of digital models with
their physical entities and to enable additional functionalities compared to a mere model.
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Although the number and maturity of DT concepts is increasing, there is still no
uniform platform available for the practical implementation of a DT [18]. Most proposals
focus on the conceptual side, maintaining a high level of abstraction and leaving important
implementation details unaddressed [22]. Concrete DT implementations, on the other
hand, are mostly realized with a specific application in mind without any architectural
template [21] or only offer a limited set of services [16], hence not reaching the full potential.
Thus, there is still a significant gap in DT research regarding how to offer a higher number
of services in the same environment to support complex decision making [16]. Missing
architectural guidelines result in application-specific solutions which are barely reusable,
hence increasing development time and maintenance costs [22].

After its origin in the aerospace industry [15,23], the DT was widely announced
following Grieves’ Whitepaper [14] in 2014 [24]. Only then did the DT topic find its way
into other sectors, such as automotive, oil and gas [25], and healthcare and medicine [26]
and was driven forward massively in (discrete) manufacturing, which is apparent by the
distribution of DT applications analyzed in Jones et al. [12], Negri et al. [17], and also
Melesse et al. [13]. In recent years, the DT was also explored in the context of chemical
process engineering [27] and the food industry [28]. In the domain of energy systems, DTs
are notably represented in the domain of electric power systems [29] and especially in the
context of smart grids [30] and battery management [31]. Other examples include DTs for
decision making in energy system design [32] and, during operation, the application of
DTs for wind turbines [33] and for scheduling [34] and state estimation [35], to name just a
few. Only recently, the transfer of the DT concept to thermal IES has begun [36,37]. For a
complete overview of existing DT research and industrial application, we refer interested
readers to the current literature review by Liu et al. [18].

1.1. Scope of This Paper

Even though both industry and academia ascribe huge potential to DTs in IES, their use
in this domain is lagging behind other sectors, most notably the manufacturing sector [12],
which differs from DT research in energy systems in various aspects. A relatively low
number of papers can be found in the literature addressing DTs in the energy domain [38].
In a current literature review by Kaiblinger et al. [39], only 5 % of evaluated DT case studies
could be attributed to the energy domain, which is inline with the findings of Yu et al. [11]
and Sleiti et al. [37]. Regarding application scenarios, DTs are mostly represented in the
area of prognostics and health management, while Tao et al. [9] found that the areas of
DTs in dispatching optimization and operational control are currently underexplored but
very promising.

Based on the past evolution and current difficulties in DT development outlined above,
we focused our research on a tangible implementation of a DT platform for IES. In this
paper, we

• identify the most important requirements on DT of IES,
• propose a DT platform tailored to these requirements in line with current standardiza-

tion developments,
• address essential architecture and implementation challenges,
• solve technical implementation barriers by providing practical solutions, and,
• highlight the advantages of service engineering on this DT platform.

Ultimately, our work aims to bridge the gap between the latest research on DTs
in the domain of computer science and practical deployment in the energy sector. The
proposed DT platform should pave the way to standardized DT implementations with
service encapsulation and thus efficient DT service engineering. In this way, DTs will be
easy to implement in various cases related to energy systems and be capable of hosting
various complex models and services fulfilling different application purposes.
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1.2. Paper Structure

After this introduction into the topic, we elaborate on specific features and require-
ments of energy systems and the need for an appropriate DT platform in Section 2. We
also compare the most relevant DT concepts and architectures. We will show that none
of the existing implementations is a good match for IES but that the five-dimensional
(5D) DT concept is feasible despite its high level of abstraction. In Section 3, we propose
concrete solutions to fill in the blanks in the 5D-DT concept and overcome implementation
barriers, thus creating a practical DT platform. We highlight the capabilities and benefits
and critically discuss the proposed DT platform with regard to the specific requirements of
IES as well as emphasizing the potential of service engineering in Section 4.

2. State of the Art

Considering that the typical claim of DT platforms is that they are universal, i.e.,
that they are not just applicable for the specific system that they were developed for,
but that they are transferable to any physical entity, the scarce use of DTs in the energy
domain compared to the manufacturing domain appears unjustified. This disparity cannot
be explained by the DT‘s historical evolution alone. There must also be a number of
distinct differences that distinguish manufacturing and energy systems. We thus argue
that the unique requirements of energy systems have to be considered for the successful
development of a DT platform.

2.1. Characteristics of Industrial Energy Systems

As a typical use case for a DT platform in this domain, we consider an exemplary
industrial energy system, as illustrated in Figure 1. It is composed of a conventional
combined heat and power unit, electrically powered heating units and internal renewables
based on photovoltaics for electric and thermal energy supply. A number of production
processes typically account for electric and thermal energy demand. Heat exchanger
networks and heat pumps are used for waste heat recovery. Electrical and thermal energy
storage components are employed to provide additional flexibility and improve the energy
efficiency enhancement of the IES. Furthermore, the IES is not isolated but instead coupled
with both the electricity grid and a district heating/cooling network.

Figure 1. Sketch of the target use case: a typical industrial energy system.

Such an IES is a complex integrated energy system that has a number of characteristics
that set it apart from typical manufacturing systems:

• Many sources of uncertainty such as weather influences, prices on the energy market
and stochastic processes within the system itself make the optimal operation of an IES
challenging.

• Energy system units feature complex thermophysical behaviors, hence leading to
strong nonlinearities in mathematical model descriptions.
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• Energy systems are often vast and distributed systems with specialized equipment.
• Power plants as well as industrial and urban energy systems have very long lifetimes

or are even continuously refurbished instead of being rebuilt. Thus, “off the shelf”
solutions have a limited field of applications.

• Energy systems are very dynamic systems with a broad range of operational time
scales.

• Some process quantities cannot be measured directly, e.g., due to high temperatures
or abrasive conditions.

• System properties change over time, e.g., the efficiency of a unit can change due to
wear, while the mechanical resistance of a system can degrade due to fatigue.

• Energy systems consist of continuous processes as opposed to processes with discrete
units in manufacturing; hence, scalar and vector fields instead of single values are
used to describe the system.

• Given their critical nature within the power grid infrastructure, cyber attacks targeting
IES have potential for disastrous consequences.

All of these aspects more or less differentiate from manufacturing systems and can be
considered specific features of IES, thus contributing to the fact that DTs are underdeveloped
in the energy sector. We deduce that these characteristics explain why DT frameworks that
have been applied successfully in the manufacturing domain have not been extensively
transferred to the energy domain yet. One way or another, if DTs are to be widely deployed
in the energy sector, these specific properties must be properly considered.

2.2. Digitalization Developments and Opportunities in Industrial Energy Systems

Technical developments such as Internet of Things (IoT) technologies and the growing
data acquisition in energy systems have resulted in new challenges and opportunities for
energy systems [40]. Digital innovations have the potential to trigger significant changes in
the energy sector in the near future [41]. For example, the increasing maturity of machine
learning approaches enables applications to improve the accuracy of demand, generation,
and price forecasting [40]. Various other solutions have been proposed, such as intelligent
energy management [42], demand response [43], operational optimization [44] and design
optimization [45], fault prediction [46] as well as preventive and predictive maintenance
for energy efficiency [47] and to extend the lifespan of machinery [48]. In the area of battery
management, IoT and data science technologies enable numerous solutions to optimize
battery manufacturing, operation and re-utilization [49].

Existing DT concepts and implementations in the energy sector aim to provide at least
one specific solution. In a recent study by Wang et al. [50], targeting energy neighborhood
applications emphasized the use of DT in energy storage use cases, which are equally
important in IES. The estimation of stage of charge and aging state of storage devices as
well as the cloud-based interconnection of multiple units to enhance computational abilities
and overall operation management were highlighted. A recent summary of the modest
amount of DT development in the area of power generation was given by Sleiti et al. [37],
including electricity generation, power distribution, the renewable and nuclear power
industry, and the energy vehicle and storage sector. They concluded that while the energy
industry is actively pursuing the tremendous opportunities of DT, most articles did not
include details on the comprehensiveness of their DTs or details on the used models and
enabling technologies. Furthermore, the scope of implementations is mostly very limited
to specific applications scenarios.

Weigel et al. [41] provided a structured overview of digital applications in the German
energy sector, and Ardebili et al. [51] listed the most frequent application scenarios for DTs
in smart energy systems based on a systematic literature review. Furthermore, Yu et al. [11]
recently derived a structured list of DT applications in the process and energy industry from
the literature. Grouped into three lifecycle phases, these included [11]: virtual testing [52]
and design optimization [53] in the Desing phase, process optimization [54], prediction [55],
monitoring [56] and training [57] as well as production control [58] in the processing phase
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and fault detection and diagnosis [59] in the service phase. Based on these studies, we
deduced a list of application categories which we consider most relevant for industrial
energy systems from a technical perspective (see Table 1).

Table 1. Most relevant technical categories of digital applications considered for value creation during
operation of industrial energy systems. For an in-depth review, we refer to [11,41,51].

ID Application

A1 Condition monitoring
A2 Anomaly/deviation detection
A3 Fault classification and analysis
A4 Predictive maintenance
A5 Forecasting
A6 Operational optimization

The condition monitoring (A1) of physical components by analyzing measurement
data is crucial to guarantee the optimal and safe operation of energy systems [33]. Fur-
thermore, condition monitoring via models and “soft sensors” can facilitate this process,
especially in harsh environments and for quantities that cannot be directly measured. On
top of monitoring, anomaly or deviation detection (A2) aims to detect deviations between
the expected and observed behavior of physical components, which is often via the use of
simulation models. The application of fault classification (A3) is typically designated to
identify the type and cause of detected anomalies or errors and sometimes also to predict fu-
ture fault scenarios. Predictive maintenance (A4) aims to predict and extend the remaining
useful lifetime of machinery to determine an optimal maintenance schedule. Forecasting
(A5) of energy demand, prices and environmental conditions becomes increasingly relevant
and also more feasible by using historical and external data and advanced analytic methods.
The operational optimization (A6) and control of IES generally aims to decide on optimal
operating points and scheduling in order to minimize energy consumption or overall costs.
We consider the leveraging and marketing of demand flexibility also within this category,
although it is sometimes known as demand-side management, since it is generally based
on very similar methods and merely considers different operational variables, constraints
and external information sources.

Weigel et al. [41] derived the benefits of such digital applications from the literature,
which were allocated into six clusters: (1) system stability, (2) environmental protection,
(3) energy demand reduction, (4) revenue increase, (5) cost reduction and (6) customer
expectations. These benefits are based on the potential of individual applications, i.e., to
automate and improve efficiency in processes and optimize the operation and maintenance
of systems but also on digitalization’s potential to create interacting networks, increase
transparency and improve convenience [41]. While some of these categories clearly show
some correlation with each other, cost reduction is inherently covered in all of them.
Yu et al. [11] evaluated the main driving benefits for DT adoption in the energy sector from
the literature as energy efficiency, profit, decarbonization, throughput, quality and safety.

To enable individual digital applications and thus leverage the benefits ascribed to
them, various methodical approaches were already successfully developed. However,
although many of these solutions have been deployed in all energy value stream steps, the
value stream itself has remained mostly unchanged [60]. A major problem today is that all
these solutions are usually considered individually. By integrating them into a collaborative
platform, their impact could be much more significant, and future development and
software maintenance effort could be reduced. The DT is considered as such a platform that
can host a large number of services in a single environment [16]. These services can either
provide specific application purposes on their own [61] or can be loosely coupled with
other small software services to build service-oriented applications [22]. This microservice
architectural style gains increasing popularity in software development due to its improved
scalability and maintainability [62].
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The most common services and features of DTs in general have been reviewed by a
number of researchers. Tao et al. [61] listed nine main services of DTs in the production
sector, while Cimino et al. [16] grouped these in six categories; however, these are specif-
ically tailored to manufacturing systems. Ardebili et al. [51] list the most frequent goals
and applications for DTs in the energy sector, and Steindl et al. [63] identified six groups of
functional services: simulation services, monitoring services, diagnosis services, prediction
services, control services, and reconfiguration services.

2.3. Barriers Impeding Digital Twin Implementation

The distinct features of IES, which we outlined in Section 2.1, present challenges for
the implementation of DTs in these systems in addition to general technical barriers. The
fact that DTs are relatively scarcely addressed in the literature relating to the energy domain
both gives evidence to such challenges and reinforces the underdevelopment of DTs for IES.
In that regard, we see the energy domain at a similar stage as the process industry, where
similar difficulties led to the fact that little research on DTs has been conducted [64]. This
fact is supported by the review from Yu et al. [11], where only 50 papers were retrieved
for process or energy DT within a thousand research papers on DTs in general since 2010.
Perno et al. [65] recently presented a systematic review of barriers for DT implementation
in the process industry. Such barriers are equally present in the energy domain. A summary
of the most crucial barriers impeding DT development from a technical perspective is given
in Table 2.

Table 2. Most crucial technical barriers impeding DT implementation. We endorse and apply the
categories established by Perno et al. [65] for the process industry and provide a summary of topics
causing difficulty in the energy domain.

ID Barrier Category Challenges

B1 System integration issues Lack of system integration; Interoperability issues; Legacy systems
B2 Security issues Data protection; Real-time communication; Robustness
B3 Performance issues Prediction accuracy; Data volume; Scalability; Flexibility; Standardization
B4 Organizational issues Fragmented data management; Data availability; Technology investment decisions
B5 Data quality issues Data validity; Lack of methodologies and tools; Low DT maturity
B6 Environmental issues Software decisions; High-fidelity modelling; Multi-disciplinarity; Heterogeneity

System integration issues (B1) include interoperability issues and often problems with
legacy systems. Fuller et al. [66] stated that such DT challenges fall into the area of IoT and
IIoT. DT implementations should thus not only feature a standardized architecture but also
a certain flexibility to retrofit existing infrastructure. This is especially critical for IES that
feature very long lifetimes.

Security issues (B2) are a barrier that is not necessarily crucial during DT development
but during DT deployment. The key enabling technologies for DT must follow the current
practices and updates in security and privacy regulations to resolve this barrier [66].

Performance issues (B3) cannot be solved alone by large computational capacities
but include aspects of standardization and scalability. Standardization will facilitate the
interoperability of new and existing supporting software [37]. Only when standardization
is achieved can DT really thrive in the energy sector due to the easy exchange of information
and models.

Data quality issues (B5) include the lack of methodologies, low data validity or low
DT maturity that results, e.g., in information resulting from DT models that are untrust-
worthy or incomprehensible. This is crucial in IES, where many sources of uncertainty
complicate operation.

Organizational issues (B4) and environmental issues (B6) feature multidisciplinary
problems that also needs to be tackled from the area of business management, impeding
the fast development of DTs.
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Yu et al. [11] stated that DT development in the energy sector is inherently multidisci-
plinary, including fields such as chemical, mechanical, electrical, civil, software engineering
and data science. Additionally, DT operation should ideally be unclosed to non-technical
staff and business managers. Thus, further non-technical challenges arise that have to be
countervailed by a convenient DT architecture.

For more details on barriers and possible enablers in current DT research, we refer to
the reviews of Perno et al. [64,65], Yu et al. [11] and Fuller et al. [66].

2.4. Requirements on Digital Twins in the Energy Sector

Since most DT implementations are realized following a specific goal without any
architectural template [21], it is impossible to overcome the implementation barriers given
in Section 2.3 in a standardized manner. However, a DT that is tailored to the specific
characteristics of IES (i.e., one that meets their requirements) could be an enabler to integrate
digital applications on a single platform and thus make IES significantly more efficient.
While having mainly different scopes of applications in mind than the energy sector, some
researchers directed their research on establishing common focus points in DT development
and servization. Furthermore, they listed requirements they deemed as necessary DT
capabilities. These requirements are summarized in the following paragraph and critically
reviewed to provide a foundation for our assessment in regard to IES.

Boje et al. [67] highlighted requirements on DTs in the construction sector. Demands
for smart factory systems were established in Ref. [68]. Moyne et al. [69] studied DT
definitions in manufacturing and clustered them into requirements (1) derived from the
literature, (2) derived from DTs in use today, and (3) applications in the near future.
Weskamp et al. [70] formulated requirements for the architecture of a knowledge explo-
ration platform of industrial data for integration into digital services. Steindl et al. specified
functional and non-functional requirements for a DT service framework derived in a
literature review [22] and clustered these requirements based on three RAMI 4.0 layers
(information, functional and business). Negri et al. [71] collected requirements for onto-
logical modeling in industrial applications. Tao et al. [72] proposed eight rules for DT
modeling, which are, in their original short denomination, (1) data and knowledge based,
(2) modularization, (3) light weight, (4) hierarchy, (5) standardization, (6) servitization,
(7) openness and scalability, and (8) robustness. Neto et al. [73] summarized and identified
four features of digital twins based on the literature, including digital modeling, analytical
support, timeliness update and control. Sleiti et al. [37] stated seven requirements for their
DT architecture for power plants.

Based on this literature about DT requirements and considering the specific char-
acteristics of IES and technical barriers impeding the DT development outlined in this
subsection, we established a set of key requirements for DTs in the energy domain. These
requirements are listed in Table 3 together with references that provided motivation for
them.

Requirements R1 and R3 express the need for bidirectional automated information
exchange between physical and virtual entities, which is considered the most distinctive
feature of a DT [19]. Especially for highly dynamic systems, the DT must be capable of
informing and warning human operators (R2).

Both requirements R5 and R7 address the issue that the DT must not only provide
recommendations for action but to trigger these actions, hence optimizing the operation
of IES.

Since IES and their corresponding DTs should be in operation for very long time-spans,
IES are continuously evolving; i.e., components are added and environment variables
change. Therefore, DTs should be modular (R4), scalable (R6) and build on standardized
technologies (R12), thus facilitating the maintenance and continuous development of the
DT platform.

Especially in IES, parameters of physical units can change significantly, e.g., due to
degradation in harsh conditions. Hence, the DT must be robust in that it can automatically
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adapt to behavioral changes (R9). This reinforces also requirement R10, which is a typical
DT requirement also in other domains.

Table 3. Requirements of DT platfoms for application in IES. The requirements are specified together
with an identifier for later reference and with literature sources that provided motivation for them.

ID Requirement Source

R1 The DT must be able to observe the physical world in real time via the use of sensors. [61,67]
R2 The DT must be able to monitor, inform and issue warnings on relevant physical alterations. [37,67]
R3 The DT must be able to actuate physical components. [67]
R4 The DT should be designed in a modular fashion. [61,69,72]
R5 The DT must be able to make decisions and trigger actions on the virtual entity. [67]
R6 The DT should be open, re-usable, and scalable. [61,69]
R7 The DT must be able to optimize operation of the physical entity. [61,67]
R8 The DT must provide interfaces for seamless user interaction. [70,74]
R9 The DT must be robust and able to provide automatic model adaptation, i.e., for simulating the physical entity. [69,72]
R10 The DT must be able to predict the behavior of the physical entity based on simulations and sensing. [61,67,69]
R11 The DT should be able to accommodate simulation models for various applications and in arbitrary fidelity. [61,67]

R12 The DT should build on standardized technologies and use available metadata, hence facilitating model
integration, information exchange and maintenance. [70,72]

R13 The DT must be able to process heterogeneous data from different sources. [37,61]

R14 The DT should be able to store data with context information and exchange information in a semantically
meaningful way. [61,69,70]

R15 The DT must allow for safe and secure operation of the physical entity. [75]

The need for the accommodation of various types of simulation models (R11) is
particularly important in IES, where models of both varying fidelity and different physi-
cal considerations are applied, e.g., heat transfer, fluid dynamics, mechanical stress and
chemical kinetics.

The need for heterogeneous data processing (R13) is crucial in IES, since specific tasks
may require data from multiple simulation models, different legacy measurement devices
and also input data streams with respect to the surrounding integrated energy system.

Dynamic processes in IES can be very complex, and operation experience is still
indispensable. Hence, storing data with context information and exchanging information
in a semantically meaningful way (R14) makes a DT a much more powerful tool.

Last but not least, both plant safety procedures and cyber-security concerns should be
addressed (R15) in a way that the DT must not impede the safe operation of the physical
entity and, ideally, increase the overall security of the energy system.

Even though this list could be extended even further, it should cover the most relevant
requirements and provide a solid foundation for evaluating a proper DT platform in the
energy domain. Other researchers argued that a DT must deliver quantifiable metrics and
ultimately add value in its application area [69]. However, while we share this opinion for
DTs in general, we see this not as a necessary consideration for the technical implementation
of a DT platform. In addition, lifecycle aspects are often raised. While we do not assign a
high value to this topic with regard to IES, we argue that basic requirements for the lifecycle
aspect in DTs are already covered by various functional requirements in our list (e.g., R6).
For more detailed necessities, e.g., on information technology (IT) infrastructure, service-
and model management, we refer to the particular literature presented above, i.e., the work
of Weskamp et al. [70], Steindl et al. [22] and Negri et al. [71].

2.5. Digital Twin Architectures

A number of research articles have addressed DT concepts, architectures and platforms
in varying levels of abstraction in recent years. Cimino et al. [16] and Semerano et al. [76]
broach the issue of DT architectures as part of their respective review papers. However,
we could only ascribe four references [51,63,77,78] to the energy domain. While it is
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considered an urgent necessity to define standardized DT frameworks, no consensus has
been reached [9] yet. This is even more critical for DTs in the energy domain.

In this subsection, concepts and architectures for DTs and related work for cyber-
physical systems (CPS) are reviewed and then discussed with regard to their viability for
DTs of IES.

2.5.1. Existing Digital Twin Concepts, Architectures and Platforms

The first DT concept was published by Grieves [14] in 2014, defining the three basic
aspects of (i) the physical space, (ii) the virtual space and (iii) the connection between
them to exchange data and information. These three main dimensions are found in most
other concepts and architectures. Concurrently, they are often organized into physical (i),
computing (ii) and network layers (iii) [67,76]. Grieves’ three-dimensional approach is very
minimalistic, and consequently, many extensions have been proposed in recent years to
reflect the growing complexity of DT concepts.

Tao et al. [79] argued that Grieves’ three dimensions do not indicate the extent to
which services and features can be provided, and also, the extent to which information can
be retrieved and data can be processed is not explicitly presented. These shortcomings in
combination with the rapid development of enabling technologies, omnipresent availability
of data, and the need for services led Tao et al. [24,80] to propose a 5D-DT concept, adding
(iv) DT data and (v) DT services to the three dimensions proposed by Grieves [14]. In
the 5D-DT concept, especially the service dimension is emphasized as an important part.
The functionality of the DT is encapsulated into standardized services with user-friendly
interfaces for easy and on-demand usage.

Stark et al. [81] propose a “DT 8-dimension model” to provide a template for planning
DTs; however, they admit that further research is needed toward a reference model for the
implementation of a DT.

Wang et al. [31] presented DT models and a four-layer networked architecture of
cloud-side-end collaboration for battery management systems. This architecture contains
four layers from the perspective of hardware functionality, namely “edge computing layer”,
“data access layer”, “data storage and analysis layer” and “data-based application layer”.

Sleiti et al. [37] proposed a five-component DT architecture for robust power plant
operation, consisting of (1) a physics-based dynamic system model, (2) an anomaly de-
tection model, (3) a sensor database, (4) a digital thread model and (5) localized in-depth
simulations. While this architecture is specific regarding purpose and possible modeling
techniques for physical components, the authors circumvent the important topics of data
storage and processing and connections within the DT. Furthermore, no standardization
aspects are considered to ensure the scalability and openness of the architecture.

In [21], a “Reference Framework for Digital Twins” is presented that specifies the
structure and interrelations of the main DT building blocks, which were identified based
on a literature review. Interestingly, the blocks are almost identical to the dimension in the
5D-DT concept by Tao et al. [72,80] except for the notable absence of an equivalent to the
connection dimension.

The concept for a “Cognitive Twin Toolbox” was presented in [82] with a special focus
on the process industry. The toolbox is organized into the five layers, which again have
some similarity to the 5D-DT [72]. The “Data Ingestion and Preparation Layer” and the
“Service Management Layer” are of a similar design as the data and service dimension in
the 5D-DT. The “Model Management Layer” serves a similar function as the virtual entity.
Additionally, the toolbox also has a “Twin Management Layer”, to handle synchronization
of the DT structure, and a “User Interaction Layer”. Just like the “Reference Framework for
Digital Twins”, the “Cognitive Twin Toolbox” has no explicit connection layer.

The three main building parts of a DT presented by Grieves [14] align with the
definition of CPS, which is a concept that is very prominent in the industrial production
domain. Various papers in the manufacturing field mention the use of the DT to simulate a
CPS [17]. Therefore, some researchers see a DT as merely the digital model inside a CPS [10],
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and this conversely implies that a DT is the prerequisite for a CPS [12]. Zheng et al. [83]
state that the DT in the broad sense belongs to the CPS but has a higher fidelity and focuses
more on data and models with ultra-high-fidelity simulations. Either way, DTs and CPSs
are undoubtedly very similar, and thus, CPS architectures are also highly relevant for DT
implementations.

The prominent five-layer architecture (5C architecture) for CPSs proposed by Lee et al. [84]
consists of the five pyramid-like layers “Smart Connection Level”, “Data-to-Information
Conversion Level”, “Cyber Level”, “Cognition Level”, and “Configuration Level”, in order
from bottom to top, bearing similarity with the 5D-DT architecture by Tao et al. [72,80]. The
5C architecture aims to guide the development and deployment of CPSs in manufacturing
even though it cannot be considered to be a mature DT platform.

In Ref. [85], an “Intelligent Digital Twin” architecture for implementation in CPSs was
proposed. In the “Cyber Layer”, a synchronization interface is introduced besides a data
acquisition interface to keep simulation models of the DT consistent with the physical entity.
Furthermore, a co-simulation interface is described as a component of the architecture to
facilitate interaction between simulation models and to enable communication with other
DTs. While focus of this architecture lies on automated synchronization and inseparability,
the dimension of services seems underdeveloped, since the “DT” is only regarded as a
virtual replication of physical functionalities in that article.

2.5.2. Standardization Aspects

We see that the available reference architectures for DTs and related concepts such as
CPSs use either structured elements (e.g., building blocks, components, dimensions) or
some kind of layers (also interfaces) to structure functionality and reduce complexity for
DT implementation. These basic DT parts often have the same function even though they
have different names, which impedes direct comparison. In an attempt to bring order to
this topic, several standardization efforts have been made.

The Asset Administration Shell (AAS) was introduced in the context of the Industry 4.0
initiative as a standardized digital representation of an asset [86,87]. The AAS is used to
uniquely identify assets, describe their functionality over the whole lifecycle and enable the
communication among assets within a single factory and between companies. The AAS
is still being developed, and the integration of models into the AAS is due to be added
soon [88]. However, it is not in the scope of the AAS to provide simulations [20], hence
missing basic requirements for a DT. For this reason, the AAS can rather be seen as the
first step to a standardized DT solution providing the basic DT functionalities of resource
description, discovery and access.

The ongoing standardization initiatives by the International Organization for Stan-
dardization (ISO) under the code ISO 23247 and title “Automation systems and integration—
Digital twin framework for manufacturing” are also noteworthy as are the DT implemen-
tations that are built on these [89] as well as other standards relating to the scope of DTs,
such as ISO 22989 and ISO 10303. However, both the transferability of such standards to
the energy sector and ultimately the acceptance of the norms are not foreseeable yet.

In an attempt to establish a common view and terminology, the Reference Architecture
Model Industry 4.0 (RAMI 4.0) was introduced in the context of Industry 4.0 [90]. RAMI 4.0
is a guidance framework for implementing Industry 4.0 aspects and developing a common
understanding of standards, tasks and use cases. Thus, RAMI 4.0 provides a very useful
system for localizing the parts of a DT.

To connect RAMI 4.0 with DT concepts, the Generic Digital Twin Architecture (GDTA)
was proposed by Steindl et al. [63]. In it, the 5D-DT concept [72] was used as a basic
conceptual model and aligned with the six interoperability layers of RAMI 4.0 (Business,
Functional, Information, Communication, Integration and Asset Level [63]) in an attempt
to achieve a consistent naming and understanding of the layers. The GDTA targets the
“instance-phase” of the RAMI 4.0 lifecycle, i.e., the operational phase as opposed to the
“type” or engineering phase. A DT can be located at various hierarchy levels within
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RAMI 4.0, depending on the physical entity for which it is designed for, potentially cov-
ering all levels [63]. Defined data models within the AAS can be semantically lifted to a
knowledge representation based on Resource Description Framework (RDF) [91], enabling
the representation of the AAS inside the shared knowledge base of a GDTA-based DT.

2.5.3. Summary and Discussion

In Table 4, a summary of the concepts, architectures and frameworks presented in the
preceding paragraphs is given. The table was adapted and extended from our previous
work [63]. It also gives a classification of the architectures based on their level of abstraction
ranging from “high” (more general concept) to “low” (concrete framework, targeting
implementation details).

Table 4. Overview of concepts, architectures and frameworks for DTs. Adapted and extended from
Steindl et al. [63].

Name Target
Domain Structure Main Parts Level of

Abstraction

3D-DT [14] Lifecycle management component-based 3 components high
5D-DT [72] Manufacturing component-based 5 components high
5C Architecture [84] CPSs in manufacturing layer-based 5 layers high

Intelligent DT [85] Production systems component-based 4 interfaces and 9 com-
ponents low

Ref. Framework for DT [21] CPSs in general component-based 4 main components low
“4S” architecture [31] Battery management layer-based 4 layers low

COGNITWIN [82] Process industry components and layers 5 layers and 19 compo-
nents low

Conceptual DT model [92] CPS in general layer-based 6 layers medium
ASS [86,87] Manufacturing only meta-model ongoing work -
The Twinning process [12] DT characterization only synchronization model sequential processes high
Data-driven reference architecture
for DT [93] Various industries layer-based 6 layers and several com-

ponents high

Digital Twin 8-dimension model [81] Smart manufacturing component based 8 components high

Application framework of DT [83] Lifecycle management modules and layers 3 components and
1 layer high

The Interactive Digital Twin [32] Decision making in energy
system design only design model sequential processes low

GDTA [63] Industrial Energy Systems components, layers and ser-
vices 6 layers medium

Robust DT for power plants [37] Power plants component-based 5 components medium

While abstract DT concepts are very useful for the initial development of the DT
platform for a particular use case, they mostly do not indicate how to implement a DT. The
propositions at a low level of abstraction that we found in our literature search either do
not meet energy system specific requirements or lack the perspective of standardization.

Aligning solutions with the architectural guidelines of the GDTA outlined above
facilitates technology-independent implementations of DTs, thus ensuring reusability
ultimately reducing development expenses. However, services are still considered in an
abstract way in the GDTA, and appropriate implementation technologies have to be chosen.
The prominent 5D-DT concept is being simple to understand in theory while keeping
implementation details vague.

We conclude that a more tangible DT platform, addressing the requirements for the
domain of IES, can significantly facilitate DT implementation. Therefore, we propose a
DT platform in Section 3 based on the previous work on the 5D-DT concept [80] and the
GDTA [63]. The 5D-DT concept allows to conceptualize a specific DT based on five main
dimensions, which are found in the majority of existing literature concepts. The GDTA,
being also based on the 5D-DT concept, aims structuring its essential components and
functionality and helps to classify, combine, and re-use already existing frameworks and
technologies based on its alignment with RAMI 4.0.
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3. The Digital Twin Platform

Taking the 5D-DT concept as a fundamental pattern, we developed a DT platform that
is tailored to the specific requirements of IES (see Section 2).

The architecture of the developed DT platform is presented in Figure 2. The connection
dimension is at the center of our platform, which highlights its function as the central com-
munication hub. All parts of the DT can communicate via a message broker. The physical
entity (left-most box in Figure 2) is connected to the virtual space via the supervisory
control and data acquisition (SCADA) system. New data points are sent to the message
broker, and control signals are received. The virtual entity (right-most box in Figure 2) is
connected via the model management layer. Via this model management layer, models are
made available to the other parts of the DT. Each model is associated with an identifier and
models can be added, updated and fetched. The data dimension (box at the bottom center
of Figure 2) provides a uniform interface and semantic structuring to the various data
sources in the DT. Queries are received from the message broker, processed, and the result
is returned via the broker to the requesting client. In the service dimension (top center
in Figure 2), each service can connect directly to the message broker. Services can send
requests for models to the virtual entity and send data queries to the data dimension. The
coordination of the various services and the realization of complex sequences is realized by
the service orchestrator.

Figure 2. Illustration of the DT platform for an IES inspired by the five-dimensional 5D-DT concept
and the GDTA.

In the following subsections, we address the particular implementation issues of each
dimension of the DT and propose universal, yet concrete, approaches for resolving these
issues. As a use case, we consider a generic IES comprised of typical components, as
illustrated in Figure 1.

3.1. Connection Dimension

The main task of the connection dimension is to enable the communication between all
parts of the DT. The goal of our DT platform is to provide powerful yet versatile standards,
which can be used easily, while allowing the implementation of more efficient alternatives
for applications with special requirements. Implementing various communication channels
between the parts of the DT would result in an unnecessarily complicated architecture.
Instead, the main communication channel should be designed so that it is interoperable
with all parts of the DT.
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There are numerous choices for appropriate communication technology, such as
Message Queuing Telemetry Transport (MQTT), Advanced Message Queuing Protocol
(AMQP), Constrained Application Protocol (CoAP), Hyper Text Transport Protocol (HTTP)
or Open Platform Communications Unified Architecture (OPC UA) [94], to name just a
few. The choice is often application-specific and depends on reliability, speed and resource
constraints, amongst other things. For a review on messaging technologies for IoT systems,
see, for example, the work of Naik [95] and Profanter et al. [96]. To enable event-driven
asynchronous communication between all dimensions, a publish–subscribe message queue
in form of a message broker is the most viable solution [97].

We thus chose MQTT as the default communication protocol of our DT platform.
Human et al. [94] demonstrated the effective use of MQTT for DTs of complex systems. It
is appropriate because of its versatile topic-based publish/subscribe functionality, light-
weight messages and low bandwidth requirements, which allows 1:n as well as n:1 com-
munication [22]. It is well established in IoT [96] and can be utilized by clients based on the
Internet Protocol Suite TCP/IP; hence, it is also compatible with heterogeneous hardware
components of the physical entity. Furthermore, it features three levels of Quality of Service
(QoS) for reliable message delivery and an adequacy for large networks [94].

Each of the other four dimensions of the DT is connected to the MQTT message
broker in the connection dimension as a client and can publish and subscribe to different
topics. These topics are defined and managed by the MQTT message broker. The broker is
responsible for receiving all messages, filtering the messages, determining who subscribed
to which topic, and sending the messages to those subscribed clients. On an even more
abstract level, all parts of the DT can be considered some kind of service, and the whole
DT can be modeled in analogy to a microservice framework (see, e.g., [22]). By applying a
message broker in this way, the connection dimension turns into a central communication
hub, as it is shown in Figure 2.

With regard to the practical implementation of the DT platform, we propose Eclipse
Mosquitto (https://mosquitto.org/, accessed on 10 June 2022) as an MQTT message broker.
The lightweight architecture allows for deploying on different devices and does support
various authentication and encryption protocols, such as username/password authentica-
tion, and certificate-based encryption. Depending on the application which aims to connect
to the broker, various MQTT client libraries are available that support the used MQTT
version 3.1.1 (OASIS Standard. Available online: http://docs.oasis-open.org/mqtt/mqtt/
v3.1.1/os/mqtt-v3.1.1-os.html, accessed on 10 June 2022).

Figure 3 illustrates an exemplary request–response message pattern in our DT platform
and the message topics involved. The function of the service orchestrator is explained in
detail in Section 3.5.

Each client publishing to the broker has to follow an MQTT topic naming convention
depending on the type of message. This ensures that published messages have a defined
payload allowing subscribed clients to process received messages accordingly. However, the
DT platform does require a request/response message pattern, which is not supported by
MQTT out of the box, as it follows the publish/subscribe pattern. Therefore, considerations
on how to implement such a request/response message mechanism had to be made, which
include two implementation possibilities: (1) one MQTT topic for request and response
messages or (2) one MQTT topic for a request message and one MQTT topic for the
correlated response message. The first approach requires to define the type of message
within the payload alongside a unique identifier to correlate messages. Alternatively, the
unique identifier could be appended to the MQTT topic for reducing the payload, but this
would require parsing the MQTT topic for retrieving the identifier. Thus, we opted for
the second approach, which defines the type of the message by the MQTT topic; hence,
only the unique identifier has to be appended to the payload. An application would then
need to parse the topic for getting the type of message and the identifier for message
correlation. This approach allows exchanging messages while still enabling the use of
arbitrary payloads.
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Figure 3. Exemplary request–response message pattern in the DT platform. Services subscribe to
their respective request-topics and thereby receive messages published by the service orchestrator,
e.g., to start operating. When a service instance has completed a run, it publishes to its response topic,
which is monitored by the service orchestrator via subscription. Note: The function of the service
orchestrator is explained in detail in Section 3.5. Character # denotes a multi-level wildcard, hence
receives all messages of a topic that begins with the pattern before the wildcard character, and ” ”
contains message payloads.

3.2. Physical Entity

The key for realizing a DT is to enable a tight integration of physical and virtual space.
To that end, a lot of information has to be exchanged with the physical entity. Data have
to be recorded by sensors, and control signals have to be fed back to the actuators in the
energy system. However, most DT applications do not mention the connection of the DT
environment to the control system [16]. Hence, this critical implementation barrier needs
to be dissolved.

In a typical DT deployment scenario for IES, it can be assumed that there is already
a pre-existing system for at least basic interfacing of the physical entity in place. Various
measurement values are typically connected via a programmable logic controller (PLC) to
a state-of-the-art SCADA system. Our DT platform builds upon on such SCADA systems;
hence, we locate them inside the physical entity dimension (see Figure 2). Such SCADA
systems (or merely PLCs) can then be interfaced to the DT via standard industrial IoT
protocols. In case of our DT platform, this is MQTT.

This tight integration would also allow realizing certain control tasks in the DT. The
advantage is obvious: on the DT, the controller has access to more detailed models and more
computation power. However, other factors that need to be taken into account are hard
real-time and dependability requirements, which cannot be guaranteed for communication
via the used network transmission protocols. For this reason, high-speed control tasks and
plant safety measures should not be executed within the DT, but they always run on the
PLC directly.

For our DT implementation, XAMControl (https://en.evon-automation.com/, ac-
cessed on 10 June 2022 ) was used as the SCADA platform, which allows to define, visualize,
program and configure PLCs. In order to integrate this system into the proposed architec-
ture, a prototype version of the server software enables publishing and receiving messages
to and from the MQTT broker. These messages can then be processed by any interested
application by subscribing to the relevant MQTT topic.
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3.3. Virtual Entity

One of the key features of a DT is that its virtual entity represents the state of the
physical entity at all times. This requires that models or the model parameters are adapted
to changes in the physical entity. An adaption of the models in the virtual entity will, for
example, be required when degradation changes the process performance, when parts have
been replaced or refurbished in a maintenance intervention, or when new components
were installed for modernization of the IES. The job of the DT is to keep track of these
changes and manage the different versions of each model/parameter set.

In our platform, this requirement is fulfilled by the model management in the virtual
entity. It essentially runs a database of all available model instances and stores information
on each model in a local knowledge graph. Information includes (amongst other factors)
the URI (Uniform Resource Identifier), scope, inputs, outputs, validity ranges, accuracy
and time of validity. The model management runs an MQTT endpoint over which models
can be queried and afterwards processed. The models can thus be provided for specific
services.

Our DT platform allows for model integration developed in different environments.
Thus, also different types of models, for example, physical, data-driven or hybrid models,
with varying fidelity, can be applied for designated tasks within the DT. For details on
modeling enabling technologies for DTs, see, for example [98].

Accessing the metadata of model instances and storing them within an ontology
requires standardized interfaces. Functional Mock-up Interfaces (FMIs) (https://fmi-
standard.org/, accessed on 10 June 2022) are an established standard to create relevant
model instances and their input and output parameters (connections). This allows storing
a model instance as a single file via corresponding Functional Mock-up Units (FMUs). By
including a metadata file, which contains descriptions of the connection types, these two
files provides all necessary information to describe the virtual entity.

Figure 4 illustrates how services can access virtual entity models within the DT
platform. The platform contains a model management service written in Python (https:
//www.python.org/, accessed on 10 June 2022), which processes these files and provides
access to the FMU model via the File Transfer Protocol (FTP). In order to select a specific
model, any service connected to the MQTT broker is able to query all provided models of
the model management service via an MQTT request and subsequently can access them
via FTP. The reason for using FTP in contrast to provide the FMU file via MQTT lies within
the nature of MQTT, which is not designed for exchanging binary files, hence the choice of
using the much more suitable File Transfer Protocol.

3.4. Data Dimension

Generally, the data dimension holds information about five data categories according
to Tao et al. [72,80] and as illustrated in Figure 2. In addition to sensor data from the
physical entity (Dp), model and simulation data from the virtual entity (Dv), and data
from the Service dimension (Ds), it contains semantic data about the system and all the
relationships within the DT, i.e., domain knowledge (Dk), and fused data (Df) of Dp, Dv,
Ds and Dk.

However, the data dimension must not only store these data but also provide semantics
to it. Therefore, in our DT platform, we use a so-called knowledge graph, which is a
knowledge-based system, consisting of an ontology and a built-in reasoner that is capable
of acquiring and integrating external information sources [99]. This knowledge graph
consists of several ontologies that hold information about plant equipment, topology,
instrumentation, etc. The runtime data from the IES, which is usually stored in relational
databases, is integrated into the knowledge graph via ontology-based data access (OBDA).
By defining mappings between the relational database structure and the ontologies, the
implicit knowledge about the data models is made explicit. Thus, the knowledge graph
acts as a semantic abstraction layer [100] where data can stay in the original local database,
e.g., within an SQL database of the SCADA system. Data are only loaded when accessed,
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which also enhances performance [101]. For more detailed information about the data
access, we refer to our previous work in references [22,63].

Figure 4. An exemplary service (simulation service from Figure 3) queries for a specific model
instance within the virtual entity of the DT platform. The knowledge graph provides its access point
via the FMU’s file URL, and the service can fetch the FMU file via the FTP get command.

As a crucial methodical foundation, domain-specific ontologies have to be applied for
IES. However, knowledge engineers do not need to build ontologies from scratch, but they
can use and integrate existing standards that were developed in collaborative efforts among
industry and academia and be conveniently created via open source tools (e.g., [102]). For
our DT platform for IES, relevant ontologies include PETIont (Plant, Equipment, Topology
and Instrumentation Ontology) [103], Sensor, Observation, Sample, and Actuator (SOSA)
ontology [104], PQOnt (Electrical Power Quality Ontology) [105], OntoPowSys (Power Sys-
tem Ontology) [106], OpenEnergy [107], OntoCAPE (Ontology for Computer-aided Process
Engineering) [108], and OntoEIP (Ontology for Eco-Industrial Park) [109]. Furthermore, for
including information on services and virtual entity models in the knowledge graph, exist-
ing semantic web ontologies such as OWL-S (Web Ontology Language for Service) [110]
and OWL-Time (Web Ontology Language of Temporal Concepts) [111], extended with
Quality of Service (QoS), are considered as foundation. Domain ontologies, e.g., FMUont
(Functional Mock-up Ontology) [112] and ML-Schema [113] for simulation services, are
built on top, inheriting all classes and properties of the base service ontology [63]. The cre-
ation of a single generic ontology for IES is beyond the scope of this contribution. However,
it has already been successfully demonstrated, e.g., by Ocker et al. [114], that the highly
reusable terminological components of such ontologies can be (semi-)automatically merged
to fit the requirements of specific applications.

For the practical use of the ontology, hence instancing the concepts of it and creating
the relations between them, a triplestore provides the means to store the ontology similar
to a database. A semantic triple consists of three entities, namely subject, predicate and
object, and represents a relation between them. This way, knowledge can be structured in
a machine-readable and standardized way. For the implementation, the RDF framework
RDF4J (https://rdf4j.org/, accessed on 10 June 2022) is used, which supports a variety
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of established ontology file formats and provides a SPARQL endpoint to access data. For
ontology-based data access, Ontop (https://github.com/ontop/ontop, accessed on 10 June
2022) enables connecting a SQL database into the knowledge graph, which means that data
remain in the data source without being moved. A wrapper service, which translates MQTT
requests to SPARQL queries (database connector in Figure 2), enables the integration into
the DT platform. Listing 1 shows how to formulate a SPARQL query to receive the values
from a sensor (FBR-TE-1A1) between two timestamps. Such a query can be automatically
submitted, e.g., from the deviation detection service mentioned in Figure 3.

For connecting other databases to the DT platform, one requirement is that it sup-
ports MQTT, which is, for instance, fulfilled by InfluxDB (https://www.influxdata.com/,
accessed on 10 June 2022).

Listing 1. Exemplary SPARQL query, requesting measurement values from a sensor (FBR-TE-1A1)
between two timestamps from the DT’s knowledge graph.

1 PREFIX rdf: <http :// www.w3.org /1999/02/22 -rdf -syntax -ns#>
2 PREFIX rdfs: <http ://www.w3.org /2000/01/rdf -schema#>
3 PREFIX sosa: <http ://www.w3.org/ns/sosa/>
4 PREFIX : <http :// tuwien.ac.at/dt>
5

6 SELECT * WHERE {
7 :FBR -TE -1A1 sosa:madeObservation ?obs.
8

9 ?obs sosa:resultTime ?time;
10 sosa:hasSimpleResult ?result.
11 FILTER( ?time > "2022 -04 -02 T08 :00:00"^^xsd:dateTime &&
12 ?time < "2022 -04 -02 T09 :00:00"^^xsd:dateTime)
13 }ORDER BY (?time)

3.5. Service Dimension

The service dimension in our DT platform is realized according to the microservice
framework by Steindl et al. [22], which is aligned with the GDTA and the RAMI 4.0 IT
layers. A key advantage of this framework is that small services can be realized and
developed independently. To compose and deploy services, choreography or orchestration
can be used [22]. Compared to the sometimes advantageous decentralized choreography
approach, our platform builds on service orchestration, leading to an integrated service
logic and a potentially less laborious development [115]. To realize and manage complex
processes and computations, multiple services can be linked in workflows. Workflows can
be defined in a graphical language, such as BPMN (Business Process Model and Notation)
and executed via a workflow engine, which is located in the Service Orchestration (see
Figure 2). For the inter-service communication, again, the central MQTT message broker
is used. Once deployed, the services can be containerized for the sake of reliability. Each
service holds its relevant data in its own local database or triplestore and can add relevant
information to the shared knowledge graph in the data dimension via a federated SPARQL
query engine. For details, we refer to the work of Steindl et al. [22] and the corresponding
source code [116].

The services within our service dimension are grouped in accordance with the GDTA [63].
We consider different forms of control, prediction, diagnostic, monitoring and simulation
services to be implemented in our platform as well as potential non-categorized services
relevant for DTs of IES. Services that require models can fetch the up-to-date model in-
stances from the virtual entity via the MQTT message broker. Additionally, we consider the
human–machine interface (HMI) as an important service in this dimension, since humans
have to be informed about the current state of the physical entity as well as the DT itself to
interact with it. This is possible via the platform’s workflow engine. Different HMIs for the
sole purpose of physical entity monitoring located in the SCADA system are also viable.

As indicated by Figure 3, the DT platform uses a BPMN workflow engine as a service
orchestrator, namely Zeebe (https://github.com/camunda-cloud/zeebe, accessed on 10
June 2022). It allows loading BPMN files and enriching them with metadata necessary for
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the connection to MQTT. In particular, these enriched BPMN files cover MQTT request
and response topics. Figure 5 illustrates a simple exemplary workflow, which incorporates
application category A2, respectively, deviation detection, of Section 2.2. This workflow is
either triggered by a timer, i.e., in a predefined interval, or manually by the request of a
user or another service. The activities in this workflow (“Simulation (virtual entity)” and
“Deviation detection”) describe the services which the workflow engine will call on their
corresponding MQTT request topic, as seen in Figure 3. In case of the “Deviation detected”
activity, this send activity will trigger another workflow, which handles the classification
of the deviation for further processing, e.g., to detect possible faults. The intermediate
message events (“Simulation results received” and “Deviation detection results”) indicate
that the workflow has to wait at these events until the services successfully complete their
processing and return a result on the respective MQTT response topic. Other application
categories can be modeled and integrated in a similar way.

Figure 5. BPMN representation of an exemplary workflow for the application deviation detection.
Services communicate via their corresponding MQTT request and response topics, as illustrated in
Figure 3. The simulation service can query and fetch virtual entity models via information from the
data dimension (see Figure 4).

The proposed architecture of the service dimension aims to be very flexible, which
includes allowing the deployment on various machines. For this, the containerization
framework Docker (https://www.docker.com/, accessed on 10 June 2022) allows running
services in so-called containers, which include all necessary libraries the services require.
Therefore, no additional software besides Docker has to be installed on the host machine.
However, as the DT platform already covers multiple services, it would be cumbersome
to start every single container with the correct parameterization manually. In order to
automate this process, Docker Compose (https://docs.docker.com/compose/, accessed
on 10 June 2022) enables defining a single file in which multiple containers and their
configuration are specified. This allows starting the DT platform based on a single file.

4. Discussion

In the following, we discuss and evaluate our proposed DT platform by aligning it
with the requirements identified in Section 2, addressing the benefits of the platform and
discussing the potential of service engineering.

4.1. Alignment with the Requirements on Industrial Energy Systems

We developed the DT platform with a special focus on IES that has some unique
features, resulting in specialized requirements, as emphasized in Section 2. In Table 5, we
summarize how these requirements are met by our DT platform.

Some important requirements for DTs of IES are fulfilled via adequate use of the
physical entity in our platform, such as R1 and R3, which are achieved by the efficient use
of typical infrastructure such as SCADA/PLC systems and interconnection with the DT
via a reliable message broker. Real-time observation (R1) is realized via PLCs connected
to the SCADA system, which itself can publish values via the message broker. Actuation
of the physical components (R3) can also be triggered by services within the DT via the
message broker.
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The connection within the DT is a crucial part of the whole platform. Using a message
broker with event-based messaging supports the fulfillment of several requirements (R4,
R5, R6, R7, R8, and R14).

The microservice architectural style of the platform supports the modularity (R4),
scalability and maintainability (R6). Models can be defined via FMI and all services are
containerized, facilitating maintainability and transferability. Complex processes can be
realized via multiple interlinked DT services assembled to workflows. Defining, maintain-
ing and adapting workflows within the DT is conveniently achieved via BPMN. This was
highlighted in Section 3.5 via an exemplary workflow within the DT platform.

Table 5. Alignment of the identified requirements (see Table 3) supported by implementation aspects
of the proposed DT platform. The requirements are listed along with their given IDs, an abbreviation
of their description in Table 3, and structured via localization within the five dimensions (5D-DT) of
the DT platform for IES.

ID Requirement
(Abbreviation) 5D-DT DT Platform for IES

R1 Real-time observation Physical entity SCADA/PLC system
R2 Reaction on physical

alterations
Service dimension Various orchestrated services +

HMI
R3 Physical entity actuation Physical entity SCADA/PLC system
R4 Modularity Connection

dimension
Microservice architecture +
message broker integration

R5 Decision capability Service dimension Service orchestration
R6 Scalability Service dimension Microservice architecture +

containerization
R7 Optimization capability Service dimension Optimization services
R8 User interaction Service dimension HMI + workflow engine
R9 Robust modelling Virtual entity Model management
R10 Prediction capability Virtual entity Simulation and

Prediction services
R11 Model versatility Virtual entity Model management +

Service encapsulation
R12 Standardized foundation Data dimension Alignment with RAMI 4.0

based on existing ontologies
R13 Heterogeneous

data processing
Data dimension Federated knowledge graph

R14 Semantic
interoperability

Data dimension Federated knowledge graph +
message broker

R15 Secure operation Physical entity SCADA/PLC system

The DT is able to optimize operation of the physical entity (R7) via specific target
applications (see also Table 1) that can be conveniently incorporated in the DT platform via
workflows and by the use of specialized (micro)services. Optimized operation schedules
are executed on the physical entity via control services.

User interaction (R8) is primarily localized within the service dimension, but different
interfacing possibilities are feasible. For the sole observation of physical entity state vari-
ables, existing interfaces within legacy SCADA systems and also the use of such systems
in a greenfield approach are encouraged. Observation of the DT and access to it is conve-
niently realized via the BPMN workflow engine as a service orchestrator. An HMI is already
covered in typical software packages, such as for example Zeebe, in our implementation.
Additional specific HMIs, e.g., for virtual entity services, could be realized accordingly. The
DT is thus able to monitor, inform and issue warnings on relevant physical alterations (R2).
Decision frameworks can be integrated via workflows and trigger corresponding actions
on the virtual entity (R5) via the message broker.

Our virtual entity implementation accounts for robust and adaptive modeling (R9),
extensive simulation and prediction capabilities (R10) and model versatility (R11). These
properties are enabled by providing standardized interfaces and model management as
presented in Section 3.3 and Figure 4 as well as the possibility to host models developed in
different environments and varying fidelity.
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Our implementation of the data dimension (see Section 3.4) with a federated knowl-
edge graph facilitates heterogeneous data processing (R13) and provides semantic inter-
operability (R14). It holds information about plant equipment, topology, instrumentation,
etc. in a machine-readable and standardized format and integrates runtime data via OBDA.
The implementation with the RDF framework provides means to semantically access data
via SPARQL endpoints. A wrapper service, which translates MQTT requests to SPARQL
queries, enables information exchange within the DT. Standardization technologies and
metadata (R12) are applied throughout our DT platform, e.g., by the use of established
protocols such as MQTT and standards such as FMI for virtual model description. However,
these requirements are especially crucial in the data dimension. Therein, domain-specific
standardized ontologies are a crucial methodical foundation, fulfilling this requirement.
Existing IES ontologies, as introduced in Section 3.4, can be (semi-)automatically merged
to fit the demands of specific DT services, exploiting their highly reusable terminological
components. AAS or ISO frameworks, as introduced in Section 2.5.2, can be conveniently
incorporated in the data dimension of the platform to ensure conformance in case these are
established as recognized standards. The knowledge graph in the data dimension of the
DT platform provides a single access point to acquire and integrate external information
sources, e.g., metadata, further aiding the scalability of the DT (R6). Furthermore, the whole
DT platform builds on the GDTA [63] and RAMI 4.0, hence aiding the re-use of existing
frameworks and technologies.

Security requirements (R15) are only inherently covered in our DT platform. We argue
that cyber-security mechanisms should be contained in the applied fundamental technolo-
gies and further investigated in the pertinent literature. As outlined in Section 3.2, plant
safety measures and critical high-performance control loops should be implemented on the
PLC/SCADA system. However, specialized services could be integrated to automatically
reconfigure and compile these control mechanisms on the PLC if, for example, the plant
topology changes.

Even if the message broker is designed to be the only means of communication
between the parts of the DT, there might be situations where direct communication is a
more suitable option. For example, if a specific service within the DT needs to access a
large data set in one of the relational databases, MQTT’s maximum message size might be
a limiting factor. In such a case, the service could request information about the location
of the data set from the knowledge graph and then send a query directly to the database
endpoint. The access to FMU files within the virtual entity via FTP or SFTP, as presented in
Section 3.3, is another example.

Furthermore, service management is currently completed by hand and still has to
be established if a DT should feature automated service deployment. Therefore, several
(micro)services, e.g., for service discovery and access, still have to be implemented.

4.2. Digital Twin Platform Benefits

Our contribution aims to overcome the technical implementation barriers relevant for
energy systems summarized in Table 2 and to enable different value-creating applications
(see Table 1) in the same platform. Via the simple exemplary workflow for a deviation
detection application, given in Figure 5, and considering typical use cases, it is possible
to assess the attributes of our platform that aim to maximize the benefits of individual
applications.

We have to stress here that the final benefits such as energy demand reduction, revenue
increase and cost reduction that are expected from DT (see Section 2.2) are only provided
via the respective applications integrated as services. However, we consider the detailed
discussion of individual services to be out of scope of this contribution and refer to special-
ized literature instead. Nonetheless, via this evaluation, the platform’s qualitative benefits
are clearly evident.

Instead of having one monolithic application that takes care of all aspects of fault
detection starting from the data cleansing, deviation detection, and fault classification to
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decision making and also scheduling maintenance actions, the process can be split into
microservices that are coordinated by the service orchestrator in the DT platform. For the
deviation detection workflow itself, nothing changes, but it enables it to integrate it more
tightly with other DT services. For example, if a deviation is detected by the deviation
detection service (see Figure 5), a message can trigger a workflow for fault classification in
order to check if the deviation is caused by a fault or due to a normal drift in the system’s
behavior. In case of the latter, this information can then be used to trigger a model adaption
workflow. For a more in-depth discussion of a semantic microservice framework, we refer
to Steindl et al. [22], where automatic sensor data evaluation serves as a proof of concept.

To react to new data points within the IES, a dedicated topic for each sensor value is
set up on the message broker. Any service that needs to react to new data points subscribes
to the respective topics. Whenever a new data point is available, the SCADA system
publishes a message on the corresponding topic, and the message broker will deliver the
new data points to all services that require this data point. Through the publish/subscribe
function of the message broker, neither the SCADA system nor the services need to have
any information about each other aside from the name of the topic where data points are
transferred.

The ability of the DT to adapt to changes of the plant is enabled by the separation of
models and the services that use these models. If a continuous drift in the system’s behavior
was detected via fault classification, models within the virtual entity can be automatically
replaced or updated, e.g., via data-driven modeling and validation services, to fit the
altered behavior. When a simulation service starts, it fetches the newest validated model
instance from the virtual entity.

Figure 6 illustrates how the presented DT platform leverages the integration of digital
applications to offer associated benefits. In addition to the easy integration, operation
and maintainability of applications, another important aspect is that synergies between
these individual solutions can be conveniently exploited. Naturally, applications such as
condition monitoring and deviation detection can provide basic unidirectional information
for subsequent fault classification and analysis. However, also, back-feeding information
between applications can provide additional benefits. For example, a schedule derived
from operational optimization can be used for estimations within predictive maintenance
applications. Conversely, the latter can determine operational constraints for operational
optimization services. This is not possible without sufficient information management.
The architectural design of our platform, i.e., the division into the five DT dimensions
with the message broker as the central communication hub and a microservice framework
for managing inter-service workflows, facilitates interconnection between different ap-
plications and the access of distributed data sources. As presented in Section 2.2, these
digital applications integrated in a DT platform provide benefits such as system stability,
environmental protection, energy demand reduction, revenue increase or cost reduction.

4.3. The Potential of Service Engineering

While the energy industry strives to implement DTs as soon as possible to leverage
its potential benefits, one of the biggest current obstacles remains to be that in-depth
knowledge from various domains is required. Within the energy sector, most technical
contributors have a background in electrical, chemical, mechanical, thermal or operations
engineering, due to the fact that IES to date have been very complex systems requiring
profound expertise in these fields to manage and develop. Industry 4.0, and with it concepts
such as the DT, set a paradigm shift in motion, introducing more and more novel technology
from information and communications technology to this sector. While energy domain
experts struggle to understand modern IoT methods and what the implications for their
work are, computer scientists typically do not fully comprehend the intricacies of IES and
the challenges of operating them. The DT platform provides a common understanding of
operational DTs, and it also defines clear interfaces to separate the work of the engineers
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and the computer scientists. In this way, everyone can focus on their strengths while still
working efficiently on the big picture: the DT.

Condition monitoring

Anomaly/ deviation detection

Fault classification and analysis

Predictive maintenance

Forecasting

Operational optimization

 Scalability
 Robustness
 Modularity
 Semantic interoperability
 Bidirectional communication
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Figure 6. Illustration of DT platform benefits. By fulfilling IES-related requirements, hence realizing
attributes such as scalability, robustness, modularity and semantic interoperability, the integration,
operation and maintainability of applications as given in Table 1 are facilitated. These applications
are leveraged, individually and by using synergies between them, to obtain benefits for the IES.

The engineering of complex IES-related models and services will still rely on expertise
and profound experience with the respective assets in the years to come. However, these
services can be encapsulated in standardized form in the DT platform. Deployment is
facilitated by providing an appropriate IT infrastructure, making information from both
physical and virtual entities easily accessible. Thus, on one hand, IES experts who develop
new services and models have clear interfaces within the DT platform. Therefore, they can
concentrate on application-related domain problems instead of deployment and connection
within the DT.

On the other hand, computer scientists can focus on the infrastructure to provide
an open, scalable, reliable, and secure DT platform solution by converging the operation
technology and IT world. In this context, interoperability is key for integrating third-party
systems and providing openness to enable new business opportunities. Therefore, interop-
erability must be established on a technical, syntactical, semantical, and operational level.

We presume that on the technical side, interdisciplinary work in DT development
between computer scientists and energy system experts will have some distinct focus points.
We see such a major overlap in the area of knowledge representation, i.e., the development
of ontologies or knowledge graphs for IES. Methodologies such as METHONTOLOGY [117]
structure and guide the work to build ontologies, but they also rely on the knowledge of
domain experts.

5. Conclusions

In this paper, we identified special requirements on digital twins (DT) in industrial
energy systems (IES) that set IES apart from other domains, where DTs are already estab-
lished. On this foundation, we developed a DT platform that is tailored to the requirements
of IES. Our DT platform is based on the five-dimensional DT (5D-DT) concept and provides
solutions to various implementation issues that are not addressed in the 5D-DT concept.
It also complies with the Generic Digital Twin Architecture (GDTA), hence facilitating
alignment with existing technology and standardization.

The DT platform should prove a practical tool for interdisciplinary teams that aim
to implement a DT for IES. The platform is designed to provide clear interfaces that
allow domain experts to develop their services without in-depth knowledge about IT
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implementation aspects. Through the efficient service encapsulation of the proposed DT
platform, energy domain experts can focus their work on engineering services, virtual
entity models and ultimately the optimal operation of IES. At the same time, computer
scientists can leverage their expertise on the scalability, reliability and security of the DT
platform and on establishing interoperability on a technical, syntactical, semantical, and
operational level.

The main benefit of the DT platform for the operation of IES will be that individual
digitalization solutions such as predictive maintenance, deviation detection, fault classi-
fication, and operational optimization, which are typically developed and deployed as
standalone solutions today, can be more tightly integrated, and synergies can be exploited.
The DT platform provides the basis for the standardized implementation of complex digital
applications that make the operation of IES more efficient and thus get us one step closer to
the paradigm of integrated, decarbonized energy systems with sustainable production.
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Paper 5
A digital twin-based adaptive optimization approach applied to waste heat
recovery in green steel production: Development and experimental
investigation
submitted for publication1 to Applied Energy in collaboration with Paul Schwarzmayr,
Felix Birkelbach, Florian Javernik, Michael Schwaiger, and René Hofmann

This paper presents the implementation and evaluation of several micro-services on
the DT platform, introduced in Paper 4, that automate MILP model updating and
optimization. The use case is a waste heat recovery process in steel production. The hot
off-gas from an electronic arc furnace (EAF) is used for steam generation, which is needed
for further metal processing, district heating, and electricity production. To balance the
batch-wise operation of the EAF and the ramping restrictions of the steam generator, a
PBTES is used. However, due to the high dust load of the EAF off-gas, the pressure
drop in the PBTES systems increases gradually and the TES charging/discharging power
decreases. This energy system was virtually modeled in a MILP-based UC problem.
The PBTES test rig in our lab constitutes the physical entity of the instantiated DT.
The detailed set-up of the test rig and the specific implementation of my DT platform
(Paper 4) was presented in co-author publication F. The metrics of the behavior of
our PBTES test rig were scaled up to this virtual energy system and controlled by DT
services. Vice versa, the MILP optimization model provided the schedule for the test
rig operation. Thus, the DT approaches could be tested in actual operation, featuring
bidirectional real-time communication. The developed DT micro-services and workflows,
presented in this paper, guarantee that (1) deviations between virtual entity models and
physical entity behavior are detected, (2) the models are automatically updated, and
(3) subsequently linearized to suit the MILP approach and (4) used for live operational
optimization. This paper contributed to the answer to research question RQ 2 in that
benefits of the DT approach compared to state-of-the-art MILP optimization could be
experimentally evaluated.
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Abstract

Renewable-dominated power grids will require industry to run their processes in accordance with the avail-
ability of energy. Therefore, industrial energy systems must increase flexibility and energy efficiency of
operation. At the same time, digitalization provides new solutions to leverage the untapped optimization
potential to address these challenges. Mathematical optimization methods such as mixed-integer linear pro-
gramming (MILP) are widely used to predict optimal operation plans for industrial systems. MILP models
are difficult to adapt, but the viability of the predicted plans relies on accurate underlying models of the
actual behavior. New automation paradigms, such as the digital twin (DT), can overcome these current
drawbacks.

In this work, we present the implementation and experimental evaluation of several micro-services on a
standardized five-dimensional DT platform that automate MILP model adaption and operation optimization.
These micro-services guarantee that, (1) deviations between the physical entity and its virtual entity models
are detected, (2) the models are adapted accordingly, (3) subsequently linearized to suit the MILP approach
and (4) used for live operational optimization. The developed services and DT workflows that orchestrate
them were experimentally tested with a packed bed thermal energy storage test rig that acts as a physical
entity. A waste heat recovery use case in steel production is used as the evaluation scenario. Using the DT
platform and the developed services, energy recovery can be improved and revenue generated by waste heat
utilization can be increased compared to a state-of-the-art optimization approach.

Keywords: Thermal energy storage, Digital twin (DT), Mixed integer linear programming (MILP), Iron
and Steel industry, Waste heat recovery, Operation optimization

1. Introduction

1.1. Motivation

Heat generation in the industry sector accounts
for roughly 20% of global anthropogenic CO2 emis-
sions [1]. This ratio increases to over 40% of to-
tal emissions [2] when also emissions related to
the industry’s electricity demand are allocated to
it. Tremendous efforts are made to reduce these
emissions and thus mitigate environmental impact.

∗Corresponding author
Email address: lukas.kasper@tuwien.ac.at (Lukas

Kasper)

A major lever for this is reducing primary energy
consumption through energy efficiency measures.
Waste heat recovery, e.g., by using thermal energy
storage (TES) for decoupling energy supply and de-
mand, is considered a key aspect [3]. Yet, Martin
& Chiu [4] found that the industry still restrains
from TES application due to (1) economic feasi-
bility, and (2) increased complexity to processes,
hence increased operational risk. Thus, optimal
utilization of TES potential is required, and, there-
fore, modeling and optimization of energy systems
is crucial. However, this remains a challenging task,
especially due to highly individualized components
that feature a long usage lifetime operated under
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harsh conditions and thus changing properties and
behavior.

1.2. Background

1.2.1. Operational optimization of energy systems

Optimal control of industrial energy system oper-
ation is typically realized via at least two automated
control layers [5]. Basic process control, via, e.g.,
proportional–integral–derivative (PID) controllers,
is applied for the low-level realization of system
states and must account for fast dynamics and pos-
sible disturbances [6]. On a higher level, typically
unit commitment (UC) problems are solved to de-
cide on the economically timed operation of energy
supply, storage, and consumption for a prediction
horizon of hours to months. We refer to this higher
level of economic process control as operational op-
timization.

The UC problem, originating in electric power
system research [7], has also been widely applied
to thermal processes [8], where it is also often re-
ferred to as energy management problem [9, 10].
Various methods have been proposed to solve the
UC problem, such as, for example, heuristic prior-
ity listing, dynamic programming, Lagrangian re-
laxation, simulated annealing, fuzzy logic, artifi-
cial neural networks, genetic algorithms, and linear
and mixed-integer linear programming (MILP) [5].
Moser et al. [9] state that modern energy manage-
ment is most commonly based on MILP. A MILP
problem is a mathematical optimization problem
featuring a linear objective function and linear in-
equality constraints on the variables, which can be
either continuous or integer-valued. The main ben-
efit of MILP is the existence of powerful solvers,
which can solve even large optimization problems
in a reasonable time and are accessible from al-
most any programming language [9]. Furthermore,
MILP avoids the risk of terminating at non-global
minima, associated with non-linear optimization
[11]. The problem of highly nonlinear dependen-
cies has been partly solved by numerous piecewise
linear approximations applicable to energy system
components that have been proposed in recent years
(see, e.g., [12, 13, 14]).

Despite the successful demonstration of MILP
implementations for various applications, a major
handicap is that the outcome of optimization heav-
ily relies on the accuracy of the underlying models.
Especially for energy system components, where,
for example, dust and fouling lead to continuously

changing component behavior, adaptive modeling
and optimization would provide huge benefits for
their operation. This is where digital twin (DT)
technology could be a practical enabler [15].

1.2.2. Digital twin technology in the energy sector

The DT concept has received increasing atten-
tion over the last few years [16]. While there ex-
ist many different definitions [17, 18] and industrial
application scenarios [19], one of the key pillars of
DT technology is keeping digital representations of
real-world plants in sync with their physical coun-
terparts [20, 21]. In contrast to a simple virtual
representation (i.e., a model), a DT features auto-
mated bidirectional information and data exchange
between the real and virtual systems [20].

These characteristics make a DT perfectly suited
to meet the challenge of adaptive operation opti-
mization of industrial energy systems introduced
above. According to a recent review by Yu
et al. [16], DT technology could fundamentally
change the way industrial energy systems operate.
The promise of DTs is to increase automation and
deliver more intelligent and efficient operation.

However, Sleiti et al. [22] found that DT research
related to the energy sector is still in its infantry
stage. Most crucially, the majority of proposed
DT in the energy domain lack automated bidirec-
tional connectivity between virtual and physical en-
tity [16]. Yu et al. [16] concluded that adaptive DT
technology for real-world behavior changes is a crit-
ical future research direction.

1.3. Scope of this work

Based on the state of the art, outlined above,
the necessity for adaptive modeling methodologies
is clear. These are especially valuable for the opera-
tional optimization of industrial energy systems due
to the huge potential for reducing energy demand
and CO2 emissions.

Therefore, in this work, we

• present a DT-based approach to achieve adap-
tive TES modeling and MILP-based optimiza-
tion for this use case,

• establish the set of DT services necessary to
provide these automated adaptation capabili-
ties,

• introduce a use case of TES integration in steel
production that requires real-time adaptive op-
timization for energy-efficient operation, and,
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• test and validate the developed approach in
live operation on a packed bed TES test rig,
emulating the use case.

1.4. Paper structure

After this introduction, this paper is organized
as follows: Section 2 introduces the industrial use
case in steel production, which provides means of
evaluation of this work, and explains the necessity
for the developed DT methodology in this use case.
Section 3 briefly explains the DT platform that pro-
vides the foundation for this work, the TES test rig
it is applied to, and a state-of-the-art UC problem
of the use case, modeled via MILP. The novel DT-
based methodology is presented in Section 4 and the
experimental results of it’s application are given in
Section 5. After this, Section 6 gives a brief conclu-
sion of this work and an outlook on further research.

2. Use case and problem statement

2.1. Industrial energy system use case

The considered use case in this paper is a steel
production process and the subsequent off-gas heat
recovery. The iron and steel industry accounts for
approximately 8% of annual global anthropogenic
CO2 emissions [23]. These emissions must be re-
duced drastically to realize the current 1.5 °C goal
defined in the Paris Agreement. That is, despite
the International Energy Agency’s predicted grow-
ing steel demand from around 1.9 billion tons in
2019 to over 2.5 billion tons in 2050 [24]. Therefore,
breakthrough decarbonization technologies, such as
electric arc furnaces (EAF) are essential [25]. How-
ever, still roughly a third of the total energy in-
put is leaving the EAF via the sensible heat of the
off-gas [26, 27]. Therefore, there is immense poten-
tial for energy recovery [28]. Given the substan-
tial costs associated with implementing new low-
emission strategies, a viable approach for operators
of steel plants to significantly progress towards eco-
friendly steel production is by installing heat re-
covery systems [27]. For an overview of waste heat
recovery in the iron and steel industry, we refer to
a recent analysis of Inayat [29].

The Austrian company voestalpine Stahl Don-
awitz GmbH recently announced the construction
approval of a new EAF at their site in Leoben, Aus-
tria, as part of their “greentec steel” transformation
path [30].

The company’s goal is a reduction of 30% of the
current CO2 emissions from 2027 onward, and CO2-
neutral steel production by 2050. The first transfor-
mation step sees one of the two current steel routes,
with a blast furnace and an LD converter each, re-
placed by an EAF. In this paper, we therefore con-
sider the heat recovery process of the EAF route
individually, albeit it will be connected to the ex-
isting industrial energy system at the site. This
corresponds to the current medium-term adaption
plans.

In the considered energy system use case, illus-
trated in Figure 1, the thermal energy of the hot off-
gas of the EAF is recovered in a waste heat boiler.
A similar system, specifically designed for steam
generation of EAF off-gas, was designed by Stein-
parzer et al. [31] as a five-pass system including
radiation passes, evaporation panels, evaporation
bundles, and an economizer for preheating feed-
water. We will reduce this system to its basic pur-
pose from here on and simply call it steam gen-
erator (SG). The generated steam is valuable for
multiple purposes. Firstly, a large amount of satu-
rated steam is needed for further metal processing
at the site. Secondly, lower-temperature heat can
be decoupled from the steam system to provide fa-
cility heating on-site and district heating for the
adjoining city. Thirdly, saturated steam can be su-
perheated in the existing SG and fed into a turbine
to produce electricity. Since the EAF operates as
a batch process, its hot off-gas flow features not
only high volatility but also periods of disruption
[32, 31]. The SG, on the other hand, must adhere
to power ramping constraints and should ideally
never be shut down completely. Subjecting a SG
to overly fluctuating input power can lead to ex-
cessive material stresses due to pressure and tem-
perature gradients, and a wide range of other po-
tentially life-limiting factors within the system [33].
Steinparzer et al. [31] and Keplinger et al. [27] argue
that this challenge should be solved by integrating a
TES between the EAF and the SG. During off-gas
peaks, the TES can be charged, and during EAF
downtimes or periods of lower heat flow occur, e.g.,
during initial raw material heating, the TES can be
discharged to provide steady input power to the SG.
Manente et al. [34] recently presented a procedure
to identify the best TES option for the heat re-
covery of discontinuous flue gas in steel production
for steam generation. They found that a packed
bed thermal energy storage (PBTES) using rocks
as a storage medium is the optimal choice from a
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Figure 1: Sketch of the industrial use case that is modeled as a virtual energy system in this work

techno-economic perspective. Thus, in our use case
a PBTES is considered to smoothen the volatile
EAF off-gas flow, hence accommodating the load
requirements of the SG. Comprehensive reviews on
this type of TES technology can be found in the
work of Gautam et al. [35, 36] and Xie et al. [37].

Another major challenge for EAF heat recovery
systems are the high gas velocities in the inlet duct
and the high dust load of the EAF exhaust gases
[31]. Bause et al. [38] states a typical iron oxide
dust concentration in EAF off-gas of 20 g/Nm3. Put
another way, about 15 to 25 kg of dust per ton of
produced steel accumulates [39]. Typically, this is
why a drop-out box is arranged after the inlet duct
of the hot gas line, which separates the coarse dust
particles by gravitation [40, 28]. However, the ma-
jority of the EAF dust consists of particles below
a size of 20 µm [39]. This raises the question of
how the dust-laden exhaust gas used as heat trans-
fer fluid (HTF) will affect the PBTES performance.
Investigations are currently underway to quantify
this behavior [41], but it can be expected that the
small particles accumulate in the packed bed of the
PBTES [42]. It is well known that dust deposits
increase the air pressure drop across a packed bed
[43, 44]. Thus, we deduce that the available PBTES
charging/discharging power rates will gradually de-
crease based on the dust-induced pressure drop and
a maximum air fan power at the end of the hot
gas duct. This is a major effect besides, e.g., the

degrading heat capacity of PBTES storage media
[45]. These degradation effects not only lead to
design challenges for the heat recovery system but
also call for intelligent operation approaches that
consider the reduced PBTES power.

2.2. Problem statement

Our goal is to provide accurate operational
scheduling of the heat recovery system in the pre-
sented industrial use case. The state-of-the-art ap-
proach for such economic operation problems is
MILP [46, 9]. However, the changing physical be-
havior of system components is a challenge to op-
timal operation. This is where DT technology can
make a great impact. As explained in Section 1,
one of the main features of a DT should be to syn-
chronize the models of its physical counterpart ac-
cording to current behavior. Leveraging a DT for
adaptive MILP modeling can therefore solve a ma-
jor operational problem in the considered use case.
A DT platform for industrial energy systems pro-
vides a foundation for this, see Section 1.2.2. This
platform, however, needs to be equipped with ap-
propriate functionality encapsulated in DT services.

To the best of our knowledge, there is no litera-
ture available on the topic of achieving this auto-
mated adaptivity using a DT. Therefore, we con-
tinue our previous work on DT technology for in-
dustrial energy systems and determine which ser-
vices are needed for fulfilling the use case and
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how they are composed. We further elaborate on
the data transfer within the DT platform and the
necessary workflow connectivity between the ser-
vices. We present proof of the feasibility of the
presented approach via experimental investigation
on a PBTES test rig.

3. Material and Methods

3.1. Digital twin platform

The foundation of our DT approach is the DT
platform developed in previous work, building on
the Generic Digital Twin Architecture (GDTA)
[47]. The DT platform was introduced by Kasper
et al. [48]. Furthermore, Schwarzmayr et al. [49]
presented the instantiation of the DT platform on
the PBTES test rig, introduced in Section 3.2.

The instantiated DT platform is illustrated in
Figure 2. It follows the basic five-dimensional DT
concept introduced by Tao et al. [50]. Accordingly,
it consists of (1) the physical entity, (2) the vir-
tual entity, (3) the connection dimension, (4) the
data dimension, and (5) the service dimension. The
physical entity is connected to the virtual space
via programmable logic controllers (PLC)s and the
supervisory control and data acquisition (SCADA)
system. New data points are sent to the message
broker (connection dimension) and control signals
are received. The virtual entity should be able to
accurately represent the behavior and properties of
the physical entity. This can be fulfilled by vari-
ous types of virtual models. The data dimension
provides semantic structuring of all data in the DT
platform and a central access point for decentralized
data storage. At the core of it is a knowledge graph
(see, e.g., [51]), consisting of several ontologies and
a built-in reasoner. We applied the Ontop frame-
work [52] for this. With our implementation of the
data dimension, it is possible to query and receive
any information within the scope of the DT from a
single endpoint using SPARQL Protocol and RDF
Query Language (SPARQL). The aim of the ser-
vice dimension is to encapsulate various function-
alities of the DT into micro-services that provide
user-friendly interfaces and allow easy on-demand
use and adaption. The timely and sequential co-
ordination of various service instances is realized
with a service orchestrator. We use a workflow en-
gine, based on Business Process Model and Nota-
tion (BPMN) workflows for this.

For more details on the DT platform, we must
refer to our previous publications [48, 49].

3.2. Packed bed thermal energy storage test rig

A lab-scale test rig of a PBTES is used for ex-
perimental evaluations in this work. The test rig,
situated at the laboratory of TU Wien, consists of
a vertically standing steel vessel that is filled with
slag as storage material. The slag, a by-product
from the iron and steel industry, is chosen as stor-
age material because of its thermo-physical proper-
ties and low costs. It consists of irregularly shaped
porous rocks which leads to an enhanced heat trans-
fer between storage material and HTF and results
in an even and homogeneous perfusion of the packed
bed. To minimize heat losses to the surrounding the
storage vessel and all piping is insulated with multi-
ple layers of ceramic wool, rock wool and aluminum
sheeting. For charging and discharging, the test rig
can be supplied with air from an air supply unit
(ASU). Air temperatures from 20 ◦C to 400 ◦C and
a mass flow of 100 kg h−1 to 400 kg h−1 are avail-
able. To measure the current state of the storage,
the test rig is equipped with multiple temperature
and differential pressure sensors. Detailed descrip-
tions of the test rig, its instrumentation, and the
properties of the used materials can be found in
the studies of Schwarzmayr et al. [49, 53]. Figure 3
shows the PBTES test rig with and without insula-
tion as well as a photograph of the storage material.

To charge the test rig, the ASU provides hot air
that enters the storage from the top, passes through
the packed bed, thereby delivering heat to the stor-
age material, and exits the storage at the bottom.
To recover the heat stored in the TES, the ASU pro-
vides cold air that passes through the packed bed in
the opposite direction and is thereby heated. Due
to physical restrictions of the ASU, a 15 minute
downtime between charging and discharging peri-
ods has to be maintained. These downtimes are
necessary to preheat/precool the ASU so that it can
deliver the HTF temperatures that are required for
charging and discharging the storage. In reality,
the HTF used to charge the TES will be accompa-
nied by a significant amount of metal-oxide dust.
As explained in Section 2, this will lead to a grad-
ual degradation of the thermal performance of the
PBTES. To simulate this effect of gradual degrada-
tion of the thermal performance in the laboratory
setup, the HTF mass flow that is requested from
the ASU is scaled with a factor that is smaller than
oneand gradually decreases over time.
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Figure 2: Five-dimensional DT platform implemented for the PBTES test rig. Adapted from the author’s previous publication
[49].

Figure 3: Test rig of a PBTES at the laboratory of TU
Wien: with thermal insulation (left), storage material (cen-
ter), without thermal insulation (right). Reprinted from [53]
with permission from Elsevier.

3.2.1. Packed bed thermal energy storage operating
behaviour

The PBTES’ charging and discharging power de-
pend on the temperature spread of the in- and out-
flowing HTF. This temperature spread decreases
towards the end of a cycle, hence thermal power
is decreasing. During charging, we speak of satura-
tion of the out-flowing HTF, and these saturation
losses must be taken into account in operation in
addition to the decreasing charging power. Further-
more, Koller et al. [14] showed that under dynamic
operation, the PBTES power is not only dependent
on the current SOC but also on the SOC at the end
of the previous charging or discharging phase. To
model partial cycle operation, also the initial SOC
at the end of the previous charging or discharging
phase must be taken into account. This behavior is
illustrated in Figure 4.

3.3. Unit commitment model for the virtual energy
system

The waste heat recovery use case, illustrated in
Figure 1, is modeled via MILP. Here, the basic as-
sumptions and fundamental modeling approaches
are presented. In the remainder of this paper, we
refer to this virtually modeled industrial use case
as the virtual energy system (VES). In this paper,
we consider the design of the VES as fixed. The
design is not optimized but reasonable parameters
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Figure 4: Dependency of the maximum charging power of a
PBTES on the current SOC and the initial SOC at the last
operation switch. The maximum discharging power features
an equivalent but inverse dependency on the SOC.

were chosen, which are given in Appendix B. The
evaluation input data is given in Appendix A.

The VES is modeled in a unit commitment (UC)
formulation within a finite number n of discrete
time steps t ∈ T = {t1, . . . , tn} at an equidistant
time step width ∆t. Energy flows in the VES are
reduced to heat flows, i.e., neglecting temperature
levels. This is a common approach in UC problems
of industrial energy systems (see, e.g., [54, 55]),
where temperature levels are considered at lower hi-
erarchy control layers. Therefore, each unit u ∈ U
is modeled via its thermal power q̇ut ∈ R as decision
variable in each time step. In this paper, decision
variables are distinguished by lowercase writing and
parameters are written in uppercase.

3.3.1. Basic unit power constraints

Some units are modeled with maximum ramp-
ing rates, hence their power is constrained between
their minimum and maximum power (Q̇u

min,Q̇
u
max)

by

xu
t Q̇

u
min ≤ q̇ut ≤ xu

t Q̇
u
max ∀t ∈ T , (1)

with the binary decision variable xu
t ∈ {0, 1} denot-

ing the on/off state of the unit u at a timestep t.

The ramping constraints are then given as

−∆Q̇u
ramp +

�
xu
t − xu

t−1

�� Q̇u
min

∆t
−∆Q̇u

ramp

�

≤ q̇ut − q̇ut−1

∆t
≤

−∆Q̇u
ramp +

�
xu
t − xu

t−1

�� Q̇u
max

∆t
−∆Q̇u

ramp

�
∀t ∈ T , (2)

with, in this case, direction-independent maximum
ramping rates ∆Q̇u

ramp. Note, that the initial states
xu
t=0 and q̇ut=0 must be provided.
For units featuring no ramping constraints and

no minimal partial load (i.e. Q̇u
min = 0), Equations

(1)-(2) can be reduced to

Q̇u
min ≤ q̇ut ≤ Q̇u

max ∀t ∈ T . (3)

3.3.2. Storage formulation

The two TES units in this use case are modeled
via a basic storage formulation, constraining the
charging/discharging power rate q̇TES

t via

−Q̇TES
max ≤ q̇TES

t ≤ Q̇TES
max ∀t ∈ T (4)

to a maximum available charging/discharging
power rate Q̇TES

max . Their state of charge (SOC) sTES
t

is constrained via

0 ≤ sTES
t ≤ STES

max ∀t ∈ T (5)

to the TES unit’s capacity STES
max . The SOC changes

are modeled neglecting conversion efficiencies which
are assumed near one, but considering a thermal
loss factor γTES. The factor expresses the ratio of
the current SOC that dissipates through thermal
losses during the time ∆t. This results in the fol-
lowing set of equations:

sTES
t+1 = sTES

t

�
1− γTES∆t

�− q̇TES
t ∆t ∀t ∈ T (6)

Note that the TES power rate is defined as negative
when the storage is charged and that the final SOC
sTES
tn+1

must be defined appropriately, so as not to
discharge the storage completely at the end of the
prediction horizon. The initial SOC value sTES

t1 is
always set to the current SOC of the TES.

3.3.3. Packed bed thermal energy storage modeling

For the PBTES test rig, the basic storage con-
straints are extended with a formulation developed
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by Koller et al. [14] to account for the nonlinear
charging/discharging power rate dependency on the
SOC, and for saturation losses during the charging
process.

The charging/discharging power rate q̇TES
t of

the PBTES, constrained by the basic formulation
(see Section 3.3.2), is split into charging power

q̇PBTES, ch
t and discharging power q̇PBTES, dis

t , i.e.,

q̇TES
t = q̇PBTES, dis

t − q̇PBTES, ch
t ∀t ∈ T . (7)

The binary variables zPBTES, ch
t , zPBTES, dis

t ∈
{0, 1} are defined to take the value 1, if the PBTES
is in charging or discharging state, respectively.
Since our PBTES test rig features a minimum
charging/discharging power Q̇PBTES

min due to limi-
tations of the air supply unit, we introduced the
minimum partial load constraints

zPBTES, ch
t Q̇PBTES

min ≤ q̇PBTES, ch
t

≤ zPBTES, ch
t Q̇PBTES

max ∀t ∈ T , (8)

zPBTES, dis
t Q̇PBTES

min ≤ q̇PBTES, dis
t

≤ zPBTES, dis
t Q̇PBTES

max ∀t ∈ T . (9)

In case the TES unit features a continuous power
range, the left-hand side inequalities in equations
(8) and (9) can be skipped.

The charging power is then constrained by

q̇PBTES, ch
t ≤f ch

�
sTES
t + sTES

k

2
, hch

t , zPBTES, ch
t

�
∀t ∈ T , k = min{t+ 1, tn} , (10)

and the discharging power is constrained analo-
gously with fdis. Here, f ch and fdis are linear func-
tions of the stated decision variables. The auxiliary
variables hch

t and hdis
t represent the SOC at the end

of the previous charging/discharging switch. For
details on this formulation, which we consider too
comprehensive to recapitulate, as well as for the
constraints on the auxiliary variables hch

t , hdis
t , we

refer to Koller et al. [14].
The UC problem is further extended by the sat-

uration losses q̇PBTES, sat
t , which are constrained by

q̇PBTES, sat
t ≥ fsat

�
q̇PBTES, ch
t , zPBTES, ch

t , T spread
t

�
∀t ∈ T , (11)

with the linear function fsat of the given decision
variables. Here, T spread

t denotes the temperature

spread at the PBTES outlet that can be constrained
with the same linearized formulation as given in
f ch, albeit weighted to the maximum temperature
spread instead of the maximum charging power.
For details, we again refer to the original publica-
tion: [14]. To account for the limit in the total
heat flow introduced to the PBTES during charg-
ing, we constrain q̇PBTES, ch

t and q̇PBTES, sat
t to the

maximum available charging power of the PBTES:

0 ≤ q̇PBTES, ch
t + q̇PBTES, sat

t

≤ zPBTES, ch
t Q̇PBTES

max ∀t ∈ T . (12)

In contrast to Koller et al. [14], we do not im-
plement the formulation for a minimum temper-
ature requirement of gas stream mixing after the
PBTES for the sake of simplicity of the UC model.
However, this implementation would be straightfor-
ward.

3.3.4. Minimum downtime

The operation of our PBTES test rig must abide
by a minimal downtime of 15minutes between
switches from charging to discharging and vice
versa. This is due to limitations in the air sup-
ply unit, as presented in Section 3.2. Whenever the
PBTES switches to idle mode, a bypass mode is
activated to pre-heat or cool the air supply unit.
To account for the downtime requirement in the
operation schedule, a standard minimal downtime
formulation is added to the UC problem, see, e.g.,
[56].

3.3.5. Energy balances

On the hot gas side, illustrated on the left side of
Figure 1, the energy balance constraint

Q̇EAF
t + q̇gast = q̇PBTES, ch

t + q̇PBTES, sat
t

−q̇PBTES, dis
t + q̇SGt + q̇losst ∀t ∈ T , (13)

with q̇losst ≥ 0 links the supply units with the
PBTES and the SG. While the EAF waste heat
flow Q̇EAF

t is fixed, a conventional gas burner with
thermal power q̇gast provides flexibility on the hot
gas side.

The SG is modeled to produce saturated steam
q̇SG, out
t with a constant efficiency, i.e.,

q̇SGt =
q̇SG, out
t

ηSG
∀t ∈ T . (14)

A part of the saturated steam q̇SHt can be further
superheated in an existing waste heat boiler on-site
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to provide superheated steam at 25 bara. For this,
the energy balance

q̇turbt = q̇SHt · 1.1153 ∀t ∈ T (15)

holds1.
The turbine considered in our use case is an ex-

isting extraction condensation steam turbine. A
part of the steam supplied to the turbine can be
extracted at low pressure to satisfy heat demands,
while the rest can be used for electricity generation
through steam expansion. The extraction ratio can
be varied, therefore the heat and electricity gener-
ation is decoupled [57]. Thus, the energy balance
between the turbine input thermal power q̇turbt and

the extracted heat q̇turb, outt and produced electric-

ity pturb, elt is modeled via the typical formulation
[58]

q̇turbt =
q̇turb, outt

ηturb, out
+

pturb, elt

ηturb, el
∀t ∈ T . (16)

In case the electric turbine power was already com-
mitted on the market, it is fixed via

pturb, elt = P el, fixed
t ∀{t | t ∈ T, j ∈ J : t = j} ,

(17)
where J is the set of time steps for which a fixed
electric power P el, fixed

j is given.
Within the saturated steam system, the energy

balance constraint

q̇SG, out
t − q̇SHt + q̇RSS

t =

Q̇proc
t + q̇sat, DH

t ∀t ∈ T (18)

holds, with the RSS storage power q̇RSS
t , the fixed

saturated steam demand for further production
Q̇proc

t , and a proportion q̇sat, DH
t (≥ 0) that can be

used for additional district heating. Here, the dis-
trict heating demand Q̇DH

t is considered as a limit
rather than a hard constraint, hence:

q̇sat, DH
t − q̇turb, outt ≤ Q̇DH

t ∀t ∈ T (19)

Furthermore,

q̇SG, out
t − q̇SHt ≥ 0 ∀t ∈ T (20)

ensures that no lower-pressure steam discharged
from the RSS is considered to be fed back to the
high-pressure system.

1A ratio of 0.1153 of the saturated steam enthalpy is ad-
ditionally supplied by the existing waste heat boiler super-
heater. This is considered small. The ratio is given by the
enthalpy difference between saturated steam at 25 bara and
superheated steam at 25 bara at 100K above the saturation
point.

3.3.6. Objective function

The goal of the MILP UC problem of this use
case is the maximization of the objective function

JUC =
�
t∈T

�
Cel

t · pturbt + CDH ·
�
q̇sat, DH
t + q̇turb, outt

�
−Cgas · q̇

gas
t

ηgas
− cslackt

�
, (21)

which consists of the reward from electricity and
district heating sales less the costs for the auxiliary
gas burner. Additionally, a slack variable cslackt is
added for the implementation of additional oper-
ational penalties. In this use case, the soft con-
straints

cslackt ≥ Aslack
�
STES
crit − sTES

t

�
(22)

0 ≤ cslackt (23)

is added to penalize the violation of a critical RSS
storage level.

3.4. Simulation of the virtual energy system

In our experimental operation, only the PBTES
is physically operated, while the rest of the VES
needs to be simulated. The PBTES power val-
ues during real operation can never exactly match
the operation plan resulting from the MILP UC
problem. Combining the actual PBTES power val-
ues with the VES operation plan of the remaining
(virtual) components during the same time period
would conflict with the energy balances given in
Section 3.3.5. Thus, we emulate a low-level control
procedure, to comply with the energy balances in
the resulting simulated VES operation.

This low-level control procedure is based on the
same MILP constraints as the UC problem given
in Section 3.3 with the PBTES power values fixed
to those that were experimentally realized. How-
ever, the objective (see, Equation (21)) is in this
case not cost-efficient operation, but compliance
with the previously predicted economic operation
plan. Thus, the objective function consists of de-
viation terms of the planned power of VES units
(gas burner, SG, RSS, and turbine) in the form of
fixed parameters and the to-be-determined power
of these units as variables. The individual devia-
tion terms are weighted appropriately. The min-
imization of this objective returns a “simulated”
VES schedule that complies with the energy bal-
ances while maintaining cost-efficient trajectories.
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This “simulation” procedure of the VES repli-
cates the low-level control of units according to the
operation schedule in a real energy system. The
procedure was included as a preliminary step linked
to and executed before the MPC service is called.
This service will be introduced in Section 4.1.7.
When called, the described MILP UC problem is
solved only for the current historic time period,
which was not fixed via simulation yet.

The realized power values as well as the storage
capacity of the PBTES test rig are scaled up in the
VES by a constant factor. Equally, the results of
the VES MILP UC problem are scaled down before
scheduling power values on the test rig. This factor
is 3 000 and resulted from the test-rigs physical and
operational constraints and a rough PBTES scaling
in the use case.

4. Implementation

The five-dimensional DT platform first presented
in [48] and briefly introduced in this paper in Sec-
tion 3.1, was equipped with additional functionality
in the form of micro-services and workflows to solve
the problem statement given in Section 2.2.

All services were implemented in MATLAB®

and/or Python language and virtualized in encap-
sulated containers via Docker [59]. For the services
solving the MILP UC problem, the parser YALMIP
[60] was used and GUROBI® 10.0.0 was used as a
solver.

4.1. Digital twin micro-services

Services contain the main functionality within
the DT platform, tailored to use-case-related ob-
jectives. Building on previous work, we developed
additional micro-services. Seven services are fully
functional while two services are currently only im-
plemented as a mock-up. In the following section,
the function of each service and the methods imple-
mented therein are briefly explained.

4.1.1. Data acquisition service

While the SCADA system, considered as part of
the physical entity [48], acts as the primary layer
of data collection, the data acquisition service ful-
fills the purpose of data correction, enrichment, and
storage.

In our implementation, this service calculates
power rates of the charged and discharged HTF of

the test rig and estimates the SOC of the PBTES
as

SOCi =

9
k=1

Ei,k − ESOC=0

ESOC=1 − ESOC=0
, (24)

where ESOC=1 is the energy stored in a fully
charged storage (constant charging temperature),
ESOC=0 is the energy of a fully discharged storage

(constant discharging temperature) and
9

k=1

Ei,k is

the currently stored energy which is calculated as

Ei,k = mk c Ti,k . (25)

The index k in Equations (24) and (25) represents
the nine vertical volume sections in which the stor-
age volume is discretized according to temperature
sensor positions. The energy Ei,k of the volume
section k is calculated as the product of the mass
of storage material mk, the specific heat capacity
of the storage material c and the measured value of
the temperature sensor Ti,k located in this section.

Furthermore, the data acquisition service pro-
cesses the operating states of the air supply unit and
stores this information in an SQL database. Thus,
services such as MPC and operation planning ser-
vice can fetch initial states as well as information
on remaining downtime or last switches (important
for initializing the auxiliary variables of the SOC,
hch
t and hdis

t , see Section 3.3.3).

4.1.2. Deviation detection service

The deviation detection service is currently im-
plemented as a mock-up on our DT platform.
Methods for robust detection of deviations are in
the development phase (see, [49]). The service’s
purpose is to detect any deviations between the ob-
served behavior of the physical component and the
models of its virtual entity. It has to detect devia-
tions and, if they are considered significant, assess
whether the cause is physical entity faults or vir-
tual model drifts. Of course, also the classification
of physical faults should be considered. For more
complex procedures, a more separated functionality
encapsulation could be helpful.

4.1.3. Model adaption service

The model adaption service is mainly based on
experimental live data and a finite volume simu-
lation model of the PBTES test rig. The finite
volume simulation model was developed and vali-
dated by Schwarzmayr et al. [61] to be used as the
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virtual entity in a DT framework. The model adap-
tion service takes temperature measurements from
the PBTES test rig as initial values and a set of
parameters

θ = {kb, kt, klat, λpb, kpb, η
+, η−} (26)

to predict/reconstruct the thermal behavior of
the test rig for a given schedule. The set of pa-
rameters θ includes several heat transfer coefficients
that describe the heat losses to the surrounding
(kb, kt, klat), the effective thermal conductivity of
the packed bed λpb, the heat transfer coefficient
between HTF and storage material kpb as well as
thermal efficiencies η+ and η− for the charging and
discharging process which are the most important
for the evaluations in this study. These two efficien-
cies are defined as

η =
Q̇htf

Q̇pb

(27)

where Q̇htf is the thermal power rate that is ex-
pected to be delivered by the ASU and Q̇pb is
the actual power rate provided by the ASU. For
a PBTES with a clean packed bed and no gradual
degradation of the thermal performance, these two
power rates are the same (neglecting heat losses)
and the efficiency η is at a constant value of 1 for
both charging and discharging. As the behavior of
the physical entity does not change over time, this
finite volume model with a static set of parameters
will be able to predict the behavior of the physical
entity with high accuracy.

However, in case the thermal behavior of the
physical entity gradually degrades over time (as is
the case in this study) the set of parameters θ needs
to be constantly updated in order to fit the behav-
ior of the finite volume model to the behavior of
the physical entity. To do so, the model adaption
service takes experimental data from the test rig
for the last 12 hours of operation and uses the fi-
nite volume model to reconstruct the experimen-
tally measured behavior of the physical entity. To
find the optimal set of parameters θ̃ we solve the
nonlinear optimization problem

θ̃ := arg

�
min
θ

J (θ)

�
(28)

with the objective function

J (θ) =


��	 1

n

n�
i=1

�
wT e2T,i + wSOC e2SOC,i

�
(29)

where eT,i is the error between measured and recon-
structed temperatures in the packed bed and eSOC,i

is the error between the measured and the recon-
structed state of charge (SOC) of the TES. wT and
wSOC are empirically determined weights that ad-
just the order of magnitudes of eT and eSOC. The
optimization problem defined in Equation (28) is
solved with MATLAB®’s nonlinear solver fmincon.
The optimal set of parameters θ̃ found by the solver
together with its time range of validity is stored in
the DT’s data dimension where it can be accessed
by the other services of the DT.

4.1.4. Data augmentation service

The data augmentation service is triggered when-
ever a virtual entity model was adapted by the
model adaption service and acts as a prelimi-
nary step before the linearization service (see, Sec-
tion 4.1.5). Since it would be unreliable to fit a
piecewise-linearized model based on a small amount
of historic data, we chose the approach to simulate
the whole SOC operating range with the maximum
mass flow of the PBTES with the current accurate
finite volume model fetched from the virtual entity.

The service first simulates a complete cycle of the
PBTES, i.e., charging from SOC = 0 until SOC = 1
is reached with the maximum available power, and
equally for discharging. It then loops through an
equally grided time array of the initial cycle, sim-
ulating charging/discharging starting at different
SOC levels until the final SOC is reached. This
approach provides a high-resolution data set of the
PBTES behavior for subsequent linearization.

4.1.5. Linearization service

This service automates the fitting of MILP-
suitable piecewise-linear models of nonlinear oper-
ational behavior of system components. The ser-
vice is triggered when new data from the data aug-
mentation service (see, Section 4.1.4) is available
and provides a current accurate model for the op-
eration planning service and MPC service. In our
implementation, the nonlinear dependency of the
maximum PBTES charging/discharging power (see
eq. (10)), as well as the dependency of the satura-
tion losses on the state of charge (see eq. (11)), is
linearized. The approach is based on the model for-
mulation presented by Koller et al. [14]. We imple-
mented a novel algorithm developed by Birkelbach
[62] that provides robust fitting with hyperplanes
in one or two convex regions. While Koller et al.
manually fitted the linearization on the dataset, our
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Figure 5: Typical approximation of the nonlinear depen-
dency of the maximum charging power of the PBTES (Fig-
ure 4) by linear hyperplanes in two convex regions.

linearization service can automatically choose the
separation of the two convex regions and approxi-
mate them with hyperplanes. The hyperplane pa-
rameters are then converted to MILP constraints.
Furthermore, the service performs a basic feasibility
check in the operating region to guarantee that no
infeasibility issues in the subsequent application of
the models arise. Figure 5 illustrates an exemplary
linearization run of this service for the maximum
PBTES charging power.

4.1.6. Operation planning service

The operational optimization of the physical sys-
tem is split into two parts: A higher-hierarchy op-
eration planning service that provides an optimal
operation plan on a multi-day time horizon, and a
lower-hierarchy MPC service that provides fast op-
timal control of the VES. Both services build on the
same MILP model formulation given in Section 3.3,
but differ in the length of the forecast horizon and
additional boundary conditions. Such hierarchical
energy management or also multi-layer optimiza-
tion was proposed by multiple authors in recent
years (see, for example, Fuhrmann et al. [63], Val-
ibeygi et al. [64] or Polimeni et al. [65]).

In our implementation, the operation planning
service is triggered every 6 hours and optimizes the
operational schedule for the next 48 hours. The
PBTES SOC after the final time step is constrained
to sTES

tn+1
= 0.5 · STES

max . Furthermore, sTES
t is soft-

constrained to a critical value STES
crit = 0.3 · STES

max

via Equation (22). This is a typical safety require-
ment for the operating plan.

Each UC run requires the current states of both
the VES and the physical entity as initial values. To
obtain the initial values, the service can query the
data dimension of the DT platform via OBDA (see
Section 3.1) and receive either the values themselves
or the address to obtain them.

4.1.7. MPC service

As outlined above, the MPC service is config-
ured to operate at a higher frequency than the op-
eration planning service to provide optimal control
of the VES. In our implementation, the MPC ser-
vice is triggered every 5minutes and optimizes the
operational schedule for the next 12 hours. The
PBTES SOC after the final time step sTES

tn+1
is con-

strained to the corresponding SOC from the oper-
ation planning service schedule at the time of tn+1.
This assures compliance with the long-term plan of
the operation planning service. No other final con-
straints are set for the other components of the VES
since their dynamic is considered to be relatively
fast. The SOC of the steam storage sRSS

t is soft-
constrained to a critical value SRSS

crit = 0.2·SRSS
max , i.e.

to a slightly lower value than the operation plan-
ning service since the MPC service has a shorter
frequency of recurrence. Other than the here-stated
constraints, the MILP UC problem is equal to that
of the operation planning service. The initial values
are fetched equivalently to the operation planning
service, see Section 4.1.6.

4.1.8. Day-ahead service

The implemented service follows a very simple
procedure. It is called every day at 12:00 local time
by a corresponding workflow. When called, the ser-
vice fetches the last known VES schedule predicted
by the operation planning service and fixes the elec-
tric turbine power, resulting from this schedule, for
the 24 hours of the next day. The fixed electric
power in the database P el, fixed

j is then treated via
Equation (17) in the UC problem. This simulates
the typical procedure of electricity procurement and
marketing of industrial companies, i.e. sending the
forecast to the energy supplier and thus committing
the plant to this load profile [66]. This DT service
could be extended to also fulfill the automated load
profile transmission to the energy supplier when ap-
plied in industrial applications.
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4.1.9. Scheduler service

The scheduler service is responsible for sending
the current set points of the optimized operation
schedule to the SCADA system. It fetches the lat-
est result schedule of the MPC service and searches
for the values at the last time step before the cur-
rent time. Power values are converted to an en-
thalpy difference based on the HTF mass flow and
the temperature between the PBTES outlet and a
fixed charging temperature. The corresponding val-
ues are then written to the OPC UA server of the
SCADA system which directly controls the physical
entity. This was implemented via Python OPC UA
in this service. The OPC UA information model
can be mapped once to an ontology in the DT plat-
form’s data dimension. After this, the node IDs
of the respective control variables can be retrieved
from the data dimension with a simple SPARQL
query. This was demonstrated by Steindl et al. [67]
and allows for a very flexible and scalable software
implementation.

4.2. Digital twin workflows

As explained in Section 3.1, the runtime manage-
ment of the DT services and the interaction between
them is orchestrated by a workflow engine. Fig-
ure 6 shows the implemented workflows and their
communication with the ontology as a BPMN rep-
resentation.

The right box in Figure 6 represents the ontol-
ogy, which is not part of BPMN but is included to
highlight critical interaction between the individual
services and the ontology. The solid arrows define
the workflows, and the dashed arrows are visualiz-
ing the information flow between services and the
ontology.

5. Results

5.1. Experimental procedure

The use case presented in Section 2 provided the
means for experimental testing of the developed DT
services and workflows for adaptive operation op-
timization. One week of typical operation of the
industrial energy system, illustrated in Figure 1,
was assumed. The evaluation data is given in Ap-
pendix B. As explained in Section 3.4, the power
and SOC values of the PBTES test rig are scaled
by a constant factor to the MILP UC problem, and
vice versa. We considered the fixed temperatures of

200 ◦C and 50 ◦C for charging and discharging, re-
spectively. The scheduler service (see Section 4.1.9)
calculates the mass flow necessary for a requested
power value based on the temperature difference.
These values are then controlled in the SCADA
system via PID controllers. To simulate the con-
tinuous degradation of the PBTES in our lab, we
introduced an artificial error. This error reduces
the requested power value, hence the mass flow, by
an increasing factor. The factor increases linearly
from 0 at the start of the experiment to 0.6 after
7 days of operation. The artificial error was added
to the scheduler service but not specified anywhere
else within the DT platform.

5.2. Model adaption results

As discussed in Section 4.1.3, the model adaption
service reacts to deviations between the physical en-
tity’s behavior and the virtual entity’s behavior by
adjusting a set of parameters θ. Based on the ar-
tificial error that reduced the mass flow provided
by the ASU, we expect the two parameters η+ and
η−, which are part of θ, to gradually decrease over
time. In Figure 7, this expected behavior of a per-
fectly working model adaption service is plotted as
a black solid line. At this point, it should be men-
tioned that in reality, the model adaption service
will always lag behind this black line because the
adaption procedure can only be done with historical
data. This behavior can be observed in Figure 7 in
the blue and orange dots. These dots represent the
values of η+ and η− that were fitted by the model
adaption service on each execution. Although the
model adaption is slightly lagging behind, it still de-
tects the degradation of the thermal performance of
the TES with acceptable accuracy. This informa-
tion can be used by the other micro-services of the
DT to improve the quality and accuracy of their
output.

5.3. Virtual energy system results

The successful model adaption during our experi-
mental operation provides the basis for the efficient
operation of the VES over long periods. Figure 8
illustrates the predicted and achieved revenue dur-
ing one week of VES operation. Here, the predicted
revenue at a specific time corresponds to the mean
revenue prediction by the MPC service that was
made 12 h before for its prediction horizon. The
given achieved revenue is the moving average over
the same 12 h window resulting from the actual
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Figure 6: BPMN diagram of the workflows orchestrated in the DT. The accentuated right-hand box visualizes the communi-
cation of individual services with the ontology of the DT platform.
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Figure 7: Evaluation results of the model adaption service.

VES simulation according to the PBTES test rig
operation, as explained in Section 3.4. The VES
operation is visualized in detail for an exemplary
time period in Figure C.4 in Appendix C.

It is visible that the prediction error remains in a
typical magnitude of 10 to 20% during the opera-
tion period, despite the degradation of the PBTES
power. The decreasing absolute value of the VES
revenue toward the end of the week cannot be di-
rectly ascribed to the reduced PBTES capabilities,
but is mostly influenced by varying electricity prices
and heat demands.

Further reduction of the prediction error is possi-
ble by the improvement of the experimental control.
For example, we observed some delays in controlling
the ASU of the test rig. A refined interval of the
scheduler service could guarantee exact value seting
according to the operation schedule. Furthermore,
PID control of the HTF temperature entering the
PBTES under varying mass flow is not trivial due
to thermal inertia and leads to further fluctuations.

Despite the described options for further im-
provement, our experimental tests provided a suc-
cessful proof of concept for the DT-based MILP
model adaption. The automated adaption of the
PBTES MILP model in the MPC and operation
planning service ensured that efficient operational
planning is not impaired.

6. Conclusion and outlook

In this paper, an approach for automated adap-
tive modeling and operation optimization for in-
dustrial energy systems is presented. System com-

Figure 8: Results of one week VES operation. Upper figure:
Predicted average revenue of the MPC service for the past
12 h prediction horizon (blue) and 12 h-moving average of
the achieved revenue after PBTES operation and VES simu-
lation (red). Lower figure: Deviation between predicted and
achieved revenue.

ponents in the energy-intensive industry, such as
the iron and steel sector, are exposed to harsh con-
ditions, hence their performance tends to deteri-
orate. For effective operation planning, adaptive
modeling is key. To address this challenge, we es-
tablished a transferable and scalable methodology
for this aim, based on innovative and promising dig-
ital twin (DT) technology. The foundation of this
approach builds upon our previously developed five-
dimensional DT platform. Several new DT micro-
services, which encapsulate distinct functionality
were established. This includes automated simula-
tion model adaption, data augmentation, piecewise
linearization of non-linear behavior, mixed integer
linear programming (MILP) based operational op-
timization, and, live scheduling.

We instantiated the developed services for a
packed bed thermal energy storage (PBTES) test
rig, acting as the physical entity of the DT, and
validated them under consideration of a use case of
waste heat recovery in steel production. Under the
first experimental operation, we accomplished satis-
factory results. The model adaption service proved
adequate to keep the high-fidelity simulation model
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up to date for accurate and timely replication of
the PBTES behavior. The data augmentation ser-
vice and subsequent linearization service provide ro-
bust piecewise linear MILP models of the nonlinear
PBTES behavior to be used for operational opti-
mization and control. Thus, the prediction error
of the MILP-based optimization compared to the
actual operation did not increase, despite a con-
tinuously induced degradation of PBTES power.
This approach facilitates efficient TES operation
and thus contributes to flexible, low-emission in-
dustrial operation.

Additionally, we emphasize the advantage of the
DT approach during engineering, system observa-
tion, and software maintenance. The DT plat-
form facilitates scaling applications and implement-
ing new services. The observation and administra-
tion of micro-services during operation proved very
simple due to the use of software containers and
workflow orchestration.

6.1. Outlook

Regarding the scope of this paper, two main
overarching future research directions can be de-
duced: Further sophistication of DT technology,
and, detailed investigations of PBTES integration
for waste heat recovery in steel production under
harsh operation.

Transferable methods for reliable deviation de-
tection and fault classification will be highly rele-
vant in the future. Additionally, increased automa-
tion in initial MILP model creation based on sys-
tem topology and properties could be futile. For
this, generic MILP frameworks are already available
(see, e.g., [68], [56], [9]) and the automated simula-
tion model creation based on pipe and instrumenta-
tion diagrams has been demonstrated [69, 70]. Fus-
ing these approaches on a DT platform and using
the methodology documented in the present paper
could further contribute to widespread efficiency
improvements.
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Appendix A. Use Case data

Appendix A.1. Evaluation data

Here, the representative input data, used for the
use case evaluation, is presented.

Appendix A.1.1. Electronic arc furnace waste heat

For the EAF waste heat, only limited literature
data is available. We based our evaluation data
on an EAF off-gas profile published by Steinparzer
et al. [71], who provided off-gas flow and tempera-
ture measurements of one tap-to-tap (TTT) cycle of
a 120 t EAF. The profile shows temperature peaks
of roughly 1200 °C at typical volume flows of up to
200 000Nm3/h, but also a sharp drop to 200 °C dur-
ing the EAF tapping. The authors stated in a later
publication that the measurement data of this 120 t
EAF could be scaled up to a 150 t EAF, resulting
in 244 kWh of waste heat per ton of steel produced
[27].
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We based our EAF use case data on these mea-
surements and assumptions. Since we only con-
sidered absolute power values and no temperature
levels in the VES model, we calculated the power
profile from temperature and volume flow measure-
ments from Steinparzer et al. [71]. However, we
only considered off-gas temperatures above 400 °C
as usable, corresponding to a share of 0.944% of
its total sensible thermal energy. This resulted in
an average usable EAF excess heat of 41, 47MW
that was used to scale the given profile. The data
was reproduced and modified by a slight statisti-
cal fluctuation and then downsampled to 5 minute
intervals for the final use case profile. Figure A.1
illustrates the EAF trajectory assumed for the use
case evaluation.

Figure A.1: Assumed EAF waste heat data

Appendix A.1.2. Electricity and gas price

Of course, in day-ahead spot market participa-
tion, the quarter-hourly electricity prices are not
only known until the price settlement, typically one
day ahead. However, based on historical data and
the weather forecast, it can be appropriately pre-
dicted via forecasting tools [66]. Thus, we assume
known prices for a horizon of 48 hours. Weighted
average Intra-day spot market prices in 15 minute
resolution from February 2023 were considered, re-
trieved from the European Power Exchange EPEX

2. In the chosen time period, starting from Feb.
13, 2023, the electricity price ranged from 92 to
246AC/MWh, while daily spreads of typically more
than 80AC/MWh occurred, see Figure A.2. Further-
more, we chose the Austrian wholesale natural gas
import price from February 2023 as the representa-
tive gas price. It is available at E-Control3 and was
valued at 60AC/MWh.

Figure A.2: Electricity price during the use case evaluation
period, retrieved from EPEX2

Appendix A.1.3. Steam and heat demand

The saturated steam demand as well as the in-
ternal and external heat demand chosen for the
use case evaluation are based on measurements
from the steel production plant Donawitz (Aus-
tria), from a typical winter period. Both steam
and heat demand are visualized in Figure A.3. Out
of confidentiality, only normalized data can be pro-
vided here. The heat demand features a very sta-
ble base load but also typical twice-daily spikes.
The steam demand features stronger volatility but
can be roughly estimated based on the production
schedule. The heat demand is about 4 to 5 times
larger than the process steam demand.

A typical price for district heating reimbursement
was assumed.

Appendix B. Virtual energy system param-
eters

Table B.1 lists the assumed unit parameters of
the UC problem given in Section 3.3. In general, a

2https://www.epexspot.com/
3https://www.e-control.at/industrie/gas/gaspreis/

grosshandelspreise
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Figure A.3: Process steam demand and heat demand during
the use case evaluation period

slightly modified version of the MILP UC formula-
tion presented in that section with additional design
variables could be used for the design optimization
of the energy system. However, this was not within
the scope of this paper.

The system design and parameters were deter-
mined in coordination with our project partner and
steel production plant operator voestalpine Stahl
Donawitz GmbH. The use case, presented in detail
in Section 2, corresponds to the current medium-
term energy system adaption plans. The RSS sys-
tem and the steam turbine already exist. We only
consider feed-in to the low-pressure part of the tur-
bine, which is mainly fed by the existing steam cy-
cle. This steam cycle is fueled by post-combustion
of the carbon monoxide-rich Linz-Donawitz (LD)
converter gas from the existing blast furnace and
LD converter routes. The auxiliary gas burner (con-
sidered to provide backup flexibility) and the SG
were designed by empirical knowledge. Typical SG
systems are restricted to maximum power ramping
of 1-2%/min of the maximum power [72]. A slight it-
eration of the presented use case could see a second
or multiple PBTES installed in parallel. Without
the downtime constraints that our PBTES test-rig
exhibits, the auxiliary natural gas burner could po-
tentially be spared or used only during start-up and
emergency cases.

The slack parameter value used in Equation (22)
was chosen as Aslack = 106. For details on appro-

4These values correspond to the upscaled default values
of the PBTES test rig. The default values are defined for
the initial condition of the test rig. The actual values within
the UC problem are retrieved from the virtual entity model.

Table B.1: Assumed optimization problem parameters

Parameter Value
Auxiliary gas burner

Q̇min 0MW

Q̇max 50MW
ηgas 0.99
Steam generator (SG)

Q̇min 10MW

Q̇max 70MW

∆Q̇ramp 70MW/h
ηSG 0.9
Steam turbine

∆Q̇ramp 208MW/h
ηturb, el 0.18
ηturb, out 0.98
Steam storage (RSS)

Q̇max 20MW
γTES 0.002%/h
Packed bed thermal energy storage (PBTES)
STES
max 112.6MWh 4

Q̇PBTES
max 39.0MW 4

Q̇PBTES
min

100/250 Q̇PBTES
max

γTES 0.005%/h

priate slack parameter choice in energy system UC
problems, see, e.g., [73].

Appendix C. Virtual energy system opera-
tion

Here, an exemplary period of the VES opera-
tion during experimental operation is given. Fig-
ure C.4 illustrates 12 hours of operation, 21/2 days
into the experiment. The Figure depicts the heat
flows and energy balances at the main conversion
points specified in Figure 1 in individual subplots
(in the following numbered from top to bottom).
The top-most subplot 1 shows the hot off-gas en-
ergy balance (equation (13)). Subplot 2 illustrates
the PBTES operation. The energy balance within
the saturated steam system (equation (18)), holds
over subplots 3,4, and 6. Subplot 3 visualizes the
total output power of the SG and the ratio of this
power that is fed to the saturated steam system
and to the superheater for subsequent turbine ex-
pansion. Subplot 4 illustrates the fulfillment of the
process steam demand with direct saturated steam
production and the RSS. The operation of the RSS
is given in subplot 5. The decoupled heat from the
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turbine and steam system (equation (19)) is illus-
trated in subplot 6. The electric power output of
the steam turbine, as well as the current electricity
price, are illustrated in subplot 7.

19

Paper 5

143



Figure C.4: Exemplary 12 hours of VES operation during the experimental evaluation
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IoT Internet of Things

LD Linz-Donawitz

MILP Mixed-integer linear programming

MPC Model predictive control

MQTT Message Queuing Telemetry Trans-
port

OBDA Ontology-Based Data Access

OPC UA Open Platform Communications
Unified Architecture

PBTES Packed bed thermal energy storage

PID proportional–integral–derivative
(controller)

PLC Programmable Logic Controller

RSS Ruths steam storage

SCADA Supervisory control and data acqui-
sition

SG Steam generator

SH Steam superheater

SOC State of charge

SPARQL SPARQL Protocol and RDF Query
Language

SQL Structured Query Language

TES Thermal energy storage

TTT Tap-to-tap (referring to EAF cycle)

UC Unit commitment

VES Virtual energy system

Indices

i Index in sum

j Time step with fixed electricity val-
ues

k Index in sum

n Number of time steps/ measurement
values

t Time step

u Unit index

b bottom

ch Superscript - charging

crit Superscript - critical value

dis Superscript - discharging

el Superscript - electric

fixed Superscript - fixed value

gas Superscript - gas burner

init Initial value

lat lateral

loss Superscript - losses

max Superscript - maximum value

min Superscript - minimum value

out Superscript - outgoing power

proc Superscript - process demand

ramp Superscript - ramping parameter

sat Superscript - saturation

slack Superscript - slack variable

t top

turb Superscript - steam turbine

Parameters and Variables

∆t Time step size

Q̇ Parameter - thermal power

q̇ Continuous variable - thermal power

η efficiency

γTES Thermal loss factor of TES

λpb effective thermal conductivity of
packed bed

J Set of discrete time steps

T Set of discrete time steps

U Set of units in the UC problem

θ Parameter array (optimization vari-
ables)
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θ̃ Optimized parameters

Aslack slack parameter

C Parameter - costs

e Error term

h Continuous variable - SOC auxiliary
variable

J Objective function

k heat transfer coefficient

p Continuous variable - electric power

S Parameter - state of charge

s Continuous variable - state of charge

T spread Temperature spread at the PBTES
outlet

w Weighting factor

x Binary variable - on/off

z Binary variable - TES state

Symbols

f linear function
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Further publications and other scientific contributions

Further publications and other scientific
contributions
Parts of my research connected to this thesis were not only published in the presented core
publications but were the subject of other dissemination activities. These contributions are
listed in this section. A brief description is given, highlighting the most important findings
in the context of this thesis. Additionally, my contribution to co-author publications is
explicitly presented.

Paper A – Co-author publication

Co-simulation methodology of a hybrid latent-heat thermal energy storage unit

D. Pernsteiner, L. Kasper, A. Schirrer, R. Hofmann and S. Jakubek (2020). “Co-simulation
methodology of a hybrid latent-heat thermal energy storage unit”. Applied Thermal Engi-
neering 178, 115495. ISSN: 1359-4311. DOI: 10.1016/j.applthermaleng.2020.115495

This journal paper presented the first high-fidelity co-simulation model for the hybrid
RSS/LHTES storage introduced in Section 2.1 of this thesis. The one-dimensional RSS
model is based on the two-phase equilibrium approach inside the RSS. The two-dimensional
high-fidelity PCM cell model, also applied in Paper 1 of the present thesis, includes heat
conduction and convection effects. For co-simulation, we developed a thermal coupling
concept by wall temperatures and resulting heat flow to ensure energy conservation
between the two sub-models. The liquid filling level inside the RSS and the angular
position and orientation of the PCM cell can have a significant influence on the melting
behavior inside the PCM cell (see Paper 1). To nevertheless reduce the computational
effort of the co-simulation, the high number of PCM cells at the circumference of the RSS
were aggregated into sectors with one representative cell each. Aggregation criteria were
then formulated to optimize the sector partitioning. The aggregation leads to a simulation
error reduction from 4.5 % to 0.5 % at the same computational costs, or, at the same
accuracy, to a reduction of computational time by up to 73 %. The methods published in
this paper serve as a foundation for system analysis, and especially for estimation and
control tasks of the hybrid RSS/LHTES storage or similar concepts. Thus, they provided
the foundation for the subsequent work on model reduction (Paper B) and storage state
estimation (Paper C).

My contribution: Conceptualization. Coupling formulation for the PCM cell sub model.
Drafting the paper. Explanation of the PCM cell model in the paper. Evaluation. Review
and editing.
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Paper B – Co-author publication
Data-based model reduction for phase change problems with convective heat transfer

D. Pernsteiner, A. Schirrer, L. Kasper, R. Hofmann and S. Jakubek (2021). “Data-based
model reduction for phase change problems with convective heat transfer”. Applied Thermal
Engineering 184, 116228. ISSN: 1359-4311. DOI: 10.1016/j.applthermaleng.2020.116228

The motivation for this journal paper was the real-time capability of PCM-based storage
simulation, without however neglecting natural convection effects. Such fast but accurate
simulation methods are essential for SOC estimation and optimal control for TES, such
as the hybrid RSS/LHTES introduced in Section 2.1 of this thesis. The co-simulation
methodology developed in Paper A provided a solid foundation for this task, but was still
not real-time capable by a factor of more than five, due to the complexity of solving the
Navier-Stokes equations. Therefore, a model reduction method was established based on
the finding of recurring dominant flow patterns in the PCM enclosures (see Paper 1). The
high-fidelity PCM cell model provided the means to train a simplified stream function
model of the typical convective flow pattern. The solution-dependent flow domain was
transformed via singular value decomposition into a reduced number of dominant modes.
Simulation studies with the resulting reduced order model found that computational
duration was reduced by up to 44 times while only small errors compared to the neglect
of convective effects resulted. The laborious solution of the Navier-Stokes equation could
thus be efficiently short-cut and the methodology proved to be perfectly suitable, but not
limited to, the state estimation of LHTES.

My contribution: Consultation regarding dominant flow domains in PCM cells. Analysis
of PCM simulation studies. Code base review. Review and editing.

Paper C – Co-author publication
State estimation concept for a nonlinear melting/solidification problem of a latent
heat thermal energy storage

D. Pernsteiner, A. Schirrer, L. Kasper, R. Hofmann and S. Jakubek (2021). “State
estimation concept for a nonlinear melting/solidification problem of a latent heat thermal
energy storage”. Computers & Chemical Engineering 153, 107444. ISSN: 0098-1354.
DOI: 10.1016/j.compchemeng.2021.107444

This journal paper developed a state estimation concept for LHTES based on the previously
presented reduced order model in Paper B. The developed observer framework is applicable
to any melting/solidification phase change problem with conduction/convection and is
able to handle nonlinear distributed-parameter systems. The high-order, nonlinear, but
real-time capable PCM model (see Paper B) is used to predict the future states only
one time step ahead. It is subsequently linearized around the current trajectory and
then reduced via balanced truncation to a low number of dominant modes. The system
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matrices of this low-order observer model serve as Jacobians in an extended Kalman filter.
The extended Kalman filter computes a state update of the prediction model according to
the difference between the measurements and the predicted model outputs. The observer
converges well and is in-sensitive against model errors of typical magnitude. Simulation
studies showed that the total enthalpy and thus the SOC, as well as the location and
shape of the PCM’s melting front, can be estimated with high accuracy. Additionally, a
mode-shape-based sensor placement criterion by analyzing sensitivities was applied and
discussed in this paper.

My contribution: Consultation. Preparation of PCM cell simulation for evaluation in
observer framework. Code base review. Review and editing.

Paper D – Co-author publication

Generic Digital Twin Architecture for Industrial Energy Systems

G. Steindl, M. Stagl, L. Kasper, W. Kastner and R. Hofmann (2020). “Generic Digi-
tal Twin Architecture for Industrial Energy Systems”. Applied Sciences 10(24), 8903.
Section “Computing and Artificial Intelligence”. Special Issue “Digital Twins and CPS
(Cyberphysical Systems)”. ISSN: 2076-3417. DOI: 10.3390/app10248903

In this journal paper, concepts, architectures, and frameworks for DT in the literature
were analyzed, since existing DT implementations were often application-specific solutions.
Based on this, a technology-independent generic DT architecture (GDTA) was proposed.
Its alignment with the information technology layers of the Reference Architecture Model
Industry 4.0 (RAMI4.0) facilitates a common naming and understanding of DT instances.
As proof of concept, a prototypical DT based on the architecture and demonstrating the
application of semantic web technologies was instantiated. The focus of the implementation
was the virtual entity of a TES, consisting of a simulation service in combination with
context information as it is a fundamental service of the DT. A base service ontology and
an exemplary domain ontology for simulation services were developed, providing references
for other service domains. This publication built an architectural guideline for the DT
platform presented in Paper 4. There, the generic DT architecture was complemented with
specific guidelines for integrating the physical entity and solving technical implementation
barriers.

My contribution: Conceptualization of the DT architecture and domain ontology. Prepa-
ration of the TES model for the proof of concept. Draft preparation. Review and
editing.
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Paper E – Co-author publication
Framework for Automated Data-Driven Model Adaption for the Application in
Industrial Energy Systems

L. Prendl, L. Kasper, M. Holzegger and R. Hofmann (2021). “Framework for Au-
tomated Data-Driven Model Adaption for the Application in Industrial Energy Sys-
tems”. IEEE Access vol. 9, pp. 113052-113060. ISSN: 2169-3536. DOI: 10.1109/AC-
CESS.2021.3104058

This journal paper presented an implemented framework for automated data-driven model
adaption. Communication in the whole framework is based on OPC UA and SQL. The
framework was tested in simulation studies emulating cyclic TES operation under fouling.
A grey box model of the TES could be automatically adapted to maintain a high prediction
accuracy of TES temperature values and SOC during continuously changing physical
behavior. Thus, large prediction errors were prevented. In the presented framework,
data storage and handling were performed using proprietary software. Although some
capabilities of this software, such as redundancy analysis and event frame classification
proved suitable for industrial application, it was discarded in my subsequent work in favor
of open-source applications. This paper presented an important cornerstone in evaluating
the robustness and speed of the automated grey box model training as well as experience
with basic communication infrastructure. In my later work, some of the framework’s
elements were adapted or replaced by semantic web technology to provide a more scalable
DT platform.

My contribution: Preparation of the physics-based model to emulate the TES test rig.
Simulation studies. Evaluation and illustration. Drafting the paper. Contributing to
sections of the original draft. Review and editing.

Paper F – Co-author publication
Development of a Digital Twin Platform for Industrial Energy Systems

P. Schwarzmayr, F. Birkelbach, L. Kasper and R. Hofmann (2022). “Development of a
Digital Twin Platform for Industrial Energy Systems”. Applied Energy Symposium: MIT
A+B. July 5-8, 2022. Cambridge, USA. DOI: 10.46855/energy-proceedings-9974

This conference paper presented the specific deployment of the five-dimensional digital
twin platform established in Paper 4 to a packed bed thermal energy storage test rig.
Furthermore, a use case for the TES integration in steel production processes was outlined.
The DT implementation was experimentally evaluated based on the scenario of a temper-
ature sensor failure. Without intervention, such a scenario can lead to significant errors in
storage SOC calculation, propagating to other services and rendering efficient operation
impossible. To overcome this issue, first, the data dimension was extended by specifying
the geometric properties of the test rig while building on reused open-source ontologies.
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Second, the DT platform was equipped with three simple services and workflows to
interconnect the latter services. In short, the developed DT is able to compensate for a
damaged sensor by an automatically created surrogate model, i.e., a soft sensor. Thus,
the SOC error due to sensor failure could be reduced from up to 15 % to a maximum of
3 %. Besides the proposed transferable methodology and satisfying quantitative results,
this paper also contributed to a qualitative evaluation of DT technology. It showed that
the separation of the DT into five dimensions and the encapsulation of domain-specific
applications as microservices facilitate cooperation in interdisciplinary teams. Thus, the
DT platform presented in Paper 4 proved to be easily scalable.

My contribution: Conceptualization and set-up of the test rig. Conceptualization of the
TES use case and DT services. Preparing the basic functionality of the DT platform.
Programming of service endpoints and encapsulation scripts. Review and editing.

Paper G – Co-author publication
Operation planning with thermal storage units using MILP: Comparison of heuristics
for approximating non-linear operating behavior

F. Birkelbach, L. Kasper, P. Schwarzmayr and R. Hofmann (2022). “Operation planning
with thermal storage units using MILP: Comparison of heuristics for approximating non-
linear operating behavior”. ECOS 2023 - THE 36TH INTERNATIONAL CONFERENCE
ON EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL
IMPACT OF ENERGY SYSTEMS June 25-30, 2023. Las Palmas, Spain.

This conference paper investigated different heuristic approximation methods for nonlinear
TES behavior for use in MILP models. Two types of piecewise-linear models were
considered: triangulation on a grid and general triangulation. The goal was to find
the best approximation with the fewest linear pieces, thus maintaining accuracy while
reducing computational complexity. The heuristics were applied to compute piecewise-
linear approximations of the nonlinear operating behavior of a TES unit. The performance
of these models was compared in a MILP model for the operation planning of a simple
energy system. While theoretically, the non-gridded heuristic should be capable of
requiring fewer simplices for the same accuracy, this was only observed for low target
accuracies. Since much more efficient MILP formulations are available to incorporate
gridded models, we concluded that this model type is well suited for deriving data-driven
models of non-linear functions with multiple independent variables for MILP problems.
I later applied this approach in the linearization service of the DT of a TES presented
in Paper 5 since we found that it presents a robust basis for the adaptive virtual entity.
Such robust model adaptation methodologies are essential for the accurate operational
optimization of industrial energy systems that operate under harsh conditions.

My contribution: Preparing the basis MILP unit commitment formulation. Illustration,
review and editing.
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Presentations

Referring to the contents of this thesis, three presentations in front of scientific and
industrial audiences were given:

L. Kasper, R. Hofmann: “DIGI STEAM - Digitalization and the Digital Twin
in the Energy Sector”; Talk: 2. VGB digi-Tag - Umsetzung der strategischen
Handlungsfelder in der Digitalisierung, Essen (invited); 2021-02-10.
http://hdl.handle.net/20.500.12708/95469

L. Kasper, R. Hofmann: “DIGI STEAM - Digitalization in the field of steam supply
systems”; Talk: VGB Summer School Webinar 2021 - Future Energy Technologies,
Würzburg (invited); 2021-08-25. http://hdl.handle.net/20.500.12708/95470

L. Kasper: “HyStEPs - A novel hybrid thermal energy storage prototype for efficient
industrial processes”; Project video presentation on YouTube; 2022-02-12.
https://youtu.be/DkVHha1Bi4c

Scientific reports

As part of the IEA IETS Task XVIII on “Digitalization, Artificial Intelligence and
Related Technologies for Energy Efficiency and GHG Emissions Reduction in Industry”, I
contributed to two scientific reports within the scope of this thesis:

F. Birkelbach, J. Fluch, R. Jentsch, L. Kasper, A. Knapp, S. Knöttner, T. Kurz, D.
Paczona, P. Schwarzmayr, E. Sharma, A. J. Tahir, C. R. Tugores and V. Zawodnik
(2022). “Digital Twins: Terms & Definitions”. TU Wien. DOI: 10.34726/3802

F. Birkelbach, J. Fluch, R. Jentsch, L. Kasper, A. Knapp, S. Knöttner, T. Kurz,
D. Paczona, P. Schwarzmayr, E. Sharma and V. Zawodnik (2022). Existing Digital
Twin Solutions: Report on questionnaire. DOI: 10.34726/3803

Furthermore, also within the IEA IETS Task XVIII, I co-organized several scientific
workshops and project presentation sessions together with my colleague Felix Birkel-
bach. These presentations were published on the YouTube channel “Research Unit
Industrial Energy Systems - TU Wien”: https://youtube.com/playlist?list=PLuitK2C8j5-
s0PHLDMYRD7GQgNeuSZgwl

In the course of this thesis, I worked on four additional national and international funded
research projects. The public final reports of these research projects are available or can
be made available via the corresponding project’s website:

HyStEPs - Hybrid storage for efficient processes; https://www.nefi.at/de/projekt/hys
teps
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DIGI STEAM - Digitalization in the energy sector: Identification of digitalization pos-
sibilities in the energy sector especially in the field of steam supply systems; TU Wien,
VGB research project P429. https://www.vgbe.energy/fe429_abschlussbericht

5DIndustrialTwin - 5D Digital Twin for Industrial Energy Systems; KLIEN/FFG
research project; Grant number 881140; https://energieforschung.at/projekt/5d-
digital-twin-fuer-industrielle-energiesysteme/

SINFONIES - Sustainability IN Flexibly Operated reNewable Industrial Energy Sys-
tems; KLIEN/FFG research project; Grant number 871673; https://energieforschung.
at/projekt/sustainability-in-flexibly-operated-renewable-industrial-energy-systems/

Supervised theses

In the course of this thesis, I have co-supervised four master’s theses that made valuable
contributions to my research:

T. Bacher: “Entwicklung eines Anwendungskonzeptes für einen Digitalen Zwilling
am Beispiel Dampferzeuger”; Supervisor: R. Hofmann, L. Kasper; E302 - Institut
für Energietechnik und Thermodynamik, 2020; final examination: 2020-06-24.
DOI: 10.34726/hss.2020.67700

C. Tubeuf: “Optimal Experimental Design for the Analysis of a Novel Hybrid
Steam Storage”; Supervisor: R. Hofmann, L. Kasper, A. Schirrer; E302 - Institut
für Energietechnik und Thermodynamik, 2021; final examination: 2021-03-16.
DOI: 10.34726/hss.2021.73107

M. Stagl: “Servitization of 5D-digital twins for industrial energy storage systems”;
Supervisor: W. Kastner; Second advisor: R. Hofmann; Assistance: L. Kasper, G.
Steindl; Computer Engineering, 2021; final examination: 2021-01-14.
DOI: 20.500.12708/79853

C. Weißegger: “Entwicklung und Anwendung einer neuartigen Methode zur Op-
timierung des Kautschuk Mischprozesses basierend auf Fingerprint-Diagrammen”;
Supervisor: R. Hofmann, L. Kasper; E302 - Institut für Energietechnik und Ther-
modynamik, 2023; final examination: 2023-07-11.
DOI: 10.34726/hss.2023.105622
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Awards

Parts of this work were bestowed with one scientific award:

I was awarded the vbge Innovation Award 2022 in the Category future-oriented
for my work on a digital twin platform tailored to the requirements of industrial
energy systems. I received this award from Dr. Georgios Stamatelopoulos, vgbe
Chairman, Prof. Dr. Klaus Görner, Science Representative, and Dr. Oliver Then,
vgbe Executive Managing Director, at the vgbe congress in Antwerp, September
14, 2022. This award is given by the vgbe Research Foundation for outstanding
achievements by young university graduates or young professionals in the field of
electricity and heat generation and storage. More information on this award is
available on the vgbe website: https://www.vgbe.energy/vgb-awards/#inno

Teaching activity

In my function as University Assistant at the Institute of Energy Systems and Thermo-
dynamics at TU Wien, I assisted and lectured in four courses, beginning in the summer
term of 2020:

302.022. Modelling and Simulation of Thermodynamic Processes. VO, 3.0 ECTS
(2020, 2021, 2022)

302.074. Numerical Process Simulation of Thermal Power Plants. VU, 2.0 ECTS
(2020, 2021, 2022)

302.731. Design- and Operational Optimization. VU, 3.0 ECTS (2022)

302.737. Introduction to Industrial Energy Systems and Digital Methods. VO,
2.0 ECTS (2022)

My tasks in these courses included the preparation of lecture and exercise material, giving
lectures and exercises, as well as assistance in examinations.
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