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Kurzfassung

Online-Medienplattformen wie soziale Netzwerke und Online-Nachrichtenplattformen
haben sich als Hauptquellen für den Zugriff auf Nachrichten etabliert, aufgrund ihrer
geringen Kosten, einfachen Zugänglichkeit und Attraktivität. Infolgedessen verbringen
Menschen zunehmend mehr Zeit auf diesen Plattformen. Die große Datenmenge und die
Entwicklung von Fake News mithilfe raffinierter Deep-Learning-Algorithmen erschweren
jedoch Experten die manuelle Überprüfung der Inhalte. Daher ist die Entwicklung automa-
tisierter Fact-Checking-Tools und Lösungen zur Erkennung von Fake News unerlässlich,
um die Verbreitung nicht überprüfter Informationen über verschiedene Plattformen
hinweg einzudämmen. Die Vielzahl verfügbarer Ansätze erschwert jedoch die Auswahl
der geeignetsten Methode für spezifische Anwendungsfälle von Forschern und Prakti-
kern. Zudem variiert die Charakteristik von Fake News in unterschiedlichen Domänen.
Das Hauptziel dieser Forschung ist daher die Bewertung bestehender Methoden und
die Durchführung eines umfangreichen Leistungsvergleichs von Machine-Learning- und
Deep-Learning-Algorithmen, einschließlich Support Vector Machines (SVM), Naive Bayes
und einem Deep Neural Network, unter Verwendung verschiedener Datensätze aus ver-
schiedenen Domänen. Die Studie untersucht auch den Einfluss der Einbeziehung von
Sentiment-Analyse auf die Klassifikationsleistung, um Erkenntnisse über die Effektivität
der Sentiment-Analyse als ergänzende Komponente zu gewinnen. Durch diese umfassende
Bewertung soll die Arbeit den Entscheidungsprozess erleichtern und bei der Auswahl
einer geeigneten Methode zur Fake News-Erkennung für individuelle Anwendungsfälle
unterstützen.

Die Forschung beginnt mit einer umfassenden Literaturrecherche, um geeignete Algorith-
men und vorherrschende Domänen für die Aufgabe zu identifizieren. Anschließend werden
die ausgewählten Algorithmen auf vier verschiedene Datensätze angewendet und trainiert,
die Politik, Gesundheit, Klimawandel und soziale Medien repräsentieren. Die Leistungsbe-
wertung unter Verwendung von Testdaten aus jeder Kategorie zeigt, dass SVM konsistent
bessere Ergebnisse erzielt als andere Algorithmen und die höchste Genauigkeit erreicht.
Das neuronale Netzwerk zeigt jedoch bessere Leistung bei unausgewogenen Datensätzen,
was auf sein Potenzial bei der Handhabung solcher Datenverteilungen hinweist. Es ist
anzumerken, dass unausgewogene Datensätze negative Auswirkungen auf neuronale Netz-
werke haben können, was zu Overfitting und geringerer Verallgemeinerungsfähigkeit für
Minderheitsklassen führt. Dennoch erfordert das neuronale Netzwerk-Modell deutlich
weniger Rechenaufwand. Darüber hinaus zeigen die Ergebnisse, dass die Einbeziehung
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von Sentiment-Analyse keine signifikanten Verbesserungen bringt und in einigen Fällen
sogar zu leicht schlechterer Leistung führt. Dies ist auf die unterschiedliche Verteilung
der Sentiment-Klassen zwischen Fake News und echten Nachrichten innerhalb jedes
Datensatzes zurückzuführen. Daher wird festgestellt, dass die alleinige Einbeziehung
von Sentiment-Analyse als ergänzendes Merkmal die Gesamtleistung der Fake News-
Erkennung nicht verbessert. Es wird jedoch empfohlen, eine Kombination aus einem
neuronalen Netzwerk und einem ausgewogeneren Datensatz zu verwenden, um sowohl
Ressourcenbeschränkungen als auch Leistungskennzahlen zu berücksichtigen.



Abstract

Online media platforms, such as social networks and online news platforms, have emerged
as primary sources for accessing and consuming news, due to their low cost, ease of
access, and attractiveness. Consequently, individuals are increasingly spending more
time on these platforms. However, the vast volume of data and the evolution of fake
news through the use of sophisticated deep learning algorithms present challenges for
experts to manually examine the content. As a result, the development of automated
fact-checking tools and fake news detection solutions has become essential to combat the
propagation of unverified information across diverse platforms. However, the multitude of
available approaches complicates the task of researchers and practitioners in selecting the
most appropriate method for their specific use cases. Moreover, the characteristics of fake
news varies across different domains. Therefore, the primary objective of this research
is to assess the existing methods and to conduct a large-scale performance comparison
of machine learning and deep learning algorithms, including Support Vector Machines
(SVM), Naive Bayes, and a Deep Neural Network, utilizing diverse datasets from various
domains. The study also explores the impact of incorporating sentiment analysis on the
classification performance, aiming to provide insights into the effectiveness of sentiment
analysis as a supplementary component. By undertaking this comprehensive evaluation,
the thesis aims to facilitate the decision-making process and aid in the selection of an
appropriate fake news detection method for individual use cases.

The research begins with a comprehensive literature review to identify appropriate
algorithms and prevalent domains for the task. Subsequently, the selected algorithms
are implemented and trained on four distinct datasets representing politics, health,
climate change, and social media. Performance evaluation using test data from each
category reveals that SVM consistently outperforms other algorithms, achieving the
highest accuracy. However, the neural network demonstrates better performance when
confronted with imbalanced datasets, highlighting its potential in handling such data
distributions. It is noted that imbalanced datasets can negatively impact neural networks,
leading to overfitting and reduced generalization for minority classes. Nonetheless, the
neural network model requires significantly less computational effort. Furthermore, the
findings indicate that the inclusion of sentiment analysis does not lead to significant
improvements and, in some cases, even results in slightly lower performance. This can be
attributed to the varying distribution of sentiment classes between fake news and real
news within each dataset. Consequently, it is concluded that incorporating sentiment
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analysis as a complementary feature alone does not enhance the overall performance of
fake news detection. However, it is suggested that a combination of a Neural Network
with a more balanced dataset achieves promising outcomes considering both resource
constraints and performance metrics.
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CHAPTER 1
Introduction

1.1 Motivation
1.1.1 Fake News
Fake news refers to information that is deliberately created to deceive its audience and
can be presented in the form of text, image, video, or audio. There are three key aspects
of fake news that are often highlighted: The presence of deceptive intent, the degree to
which the content is verifiably false, and the use of different platforms such as online
news websites, social media, or e-commerce websites (mainly targeting online product
reviews) to publish false information [AVGRV21, CTZ20].

Fake news contributors can be categorized into three types, namely bots, trolls, and
cyborg users [SSW+17]. Fake content can be created and spread by non-human accounts,
and bots are accounts controlled by algorithms that can create a false impression that
a piece of information is popular, leading to the spread of fake news [SCV+18]. For
example, social bots focus on social media sites. However, fake accounts are not the only
contributors; trolls are real humans who aim to disrupt a community by creating doubts
in users’ minds. A cyborg is a combination of fake and human contributors, where the
accounts are created by real humans, but programs are used to perform certain tasks.

Misinformation, disinformation, and fake news are three terms that are commonly
associated with false information, but the distinction between them lies in the intent
behind the creation of false content [HHK+23].

• Misinformation – Inaccurate or false information that is spread unintentionally,
often due to a lack of knowledge or understanding.

• Disinformation – Intentionally false information that is spread with the goal of
deceiving or manipulating the audience.
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1. Introduction

• Fake News – Fake news is a broader term that encompasses both misinformation
and disinformation and includes forged stories or hoaxes that are presented as if they
were real news. They often mimic the form of mainstream news [SSW+17, ZM20].

Understanding the distinctions between these terms is important in designing effective
approaches to detect and combat the spread of false information in the online environment.

1.1.2 Fake News Detection
The challenges related to the credibility of online news have played a significant role in
shaping the practices of news verification. However, the abundance of large-scale data
available on the Internet and online environments such as social media, micro-blogging
sites, and news websites, as well as the continuous evolution of fake news, has made it
challenging for experts to examine the contents manually. Consequently, the quality of
news shared in online environments is often lower than the traditional news sources, and
the content is less reliable. Misinformation and biased stories can have negative effects
on individuals, society, corporations, and governments[DRP+18, SMW+20]. Examples
of fake news related to the 2016 US presidential election and the COVID-19 pandemic
have raised significant concerns worldwide and demonstrated that misinformation can
spread in various domains, including health, politics, and finance. In recent years, there
has been a growing number of studies that aim to automatically identify fake news,
misinformation, or propaganda using AI and Natural Language Processing techniques.

The problem of fake news detection is complex and multidimensional, with various factors
affecting it. As a result, different approaches have been categorized based on their focus.
Recent studies have explored either individual or a combination of the following categories:
[AVGRV21, SQJ+19]:

• Knowledge-based, fact-checking approach that aims to evaluate the reliability of
news using semantic web and linked open data [WAL+14, CSR+15]. One of the
commonly employed subcategories within this approach is the Knowledge Graph-
based (KG) approach. KGs are graph-structured knowledge bases that integrate
facts from various sources [MSS22].

• Context-based approach that aims to assess the truthfulness of a news article by
analyzing its metadata, including user behavior, news source, and the community
that interacts with it. Such an approach can reveal insights into the article’s
credibility or bias. This category considers following features:

– Social features
∗ User Network – Number of followers and followees
∗ Post Information – Number of replies, likes or shares

– Spatiotemporal Information
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1.1. Motivation

∗ Spatial – Users or news from different locations
∗ Temporal – News or responses from different Timestamps

• Content-based approach that endeavors to assess the validity of a story by analyzing
its content. This category considers following features:

– Linguistic – News articles with text
– Visual – News articles with images

In addition, various features can be extracted from the content such as sentiment.

Each approach can alleviate the challenges that other approaches encounter. Depending
on the study’s objective and the selected approach, one may opt for a single or a
combination of machine learning techniques. Some researchers opt to conduct their fake
news research using unsupervised methods as they claim that supervised methods require
an extensive amount of time and labor to build a reliable annotated dataset. For instance,
Gangireddy et al. [GLC20] developed a graph-based approach for fake news detection
in the absence of labeled historical data. However, several available fake news datasets
can overcome this challenge. As such, this work follows the content-based approach that
utilizes sentiment as latent feature and proposes a benchmarking framework based on
different supervised learning algorithms and annotated datasets from various domains.

1.1.3 Sentiment Analysis
Sentiments refer to the emotions or opinions expressed by individuals in relation to entities
through text, images, or sounds. Sentiment analysis is a natural language processing
discipline that automates sentiment classification through machine learning techniques.
Document-level sentiment analysis analyzes the content of entire paragraphs or documents
and provides an overall sentiment score, while sentence-level sentiment analysis assigns
independent scores to each sentence in the document [VPS18].

Sentiment analysis classifiers are designed to categorize emotions into classes such as
"positive", "negative", or "neutral", as depicted in Figure 1.1.

Figure 1.1: Sentiment Analysis
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1. Introduction

However, other binary classifications with only two classes, such as "positive" and
"negative," also exist. Choosing the appropriate granularity level for sentiment analysis
requires careful consideration of the size, context, polarity, and subjectivity of the text
corpus. Binary classifiers face several challenges and may fail to classify some texts
correctly, such as dual-polarity sentences like "The location was amazing ... but the
food was not good." Moreover, in natural language processing, two types of text can
be distinguished: subjective and objective. Subjective texts, such as "The car is good,"
express opinions or sentiments, while objective texts, such as "The car is red," do not
contain explicit sentiments and can be classified as neutral. However, some cases can
be challenging for even fine-grained sentiment classifiers. For instance, when sarcasm or
irony are involved in a text, people may express their negative sentiments using positive
words, which can be difficult for the algorithm to detect. Despite these challenges, a
fine-grained sentiment analysis can provide more accurate results.

Text-based sentiment analysis algorithms can be broadly classified into two categories:
machine learning-based algorithms and dictionary-based algorithms. The choice of algo-
rithm depends on the language, scope, and availability of the corresponding dictionaries.
Dictionary-based algorithms rely on pre-existing dictionaries of sentiment-laden words,
whereas machine learning-based algorithms learn from the input data and do not require
pre-existing dictionaries [HB16]. This thesis focuses on the task of three-way classifi-
cation of sentiment, namely "positive", "negative", or "neutral", and employ machine
learning-based algorithms to accomplish this task.

1.1.4 Sentiment Analysis for Fake News Detection

The sentiment derived from sentiment analysis can influence the spread of fake news.
Depending on their motives, individuals may write positively or negatively about a
subject. For example, on social media platforms, users may express negative sentiment
when a trending topic does not benefit them or align with their personal interests [GS15].
The study by Dickerson et al. [DKS14] demonstrated the feasibility of differentiating
human Twitter accounts from social bot accounts through the use of sentiment variables.
The ROC curves presented in Figure 1.2 provide an evaluation of the performance of
two classifiers: one that incorporates sentiment variables and another that does not.
Through visual analysis, it becomes evident that the classifier utilizing sentiment variables
demonstrates better performance, as indicated by its closer proximity to the true positive
rate. The ROC plot1 demonstrates the effectiveness of incorporating sentiment variables
in improving the classification performance.

1A receiver operating characteristic curve plot, or ROC curve plot, provides a visual representation of
the trade-off between the true positive rate and the false positive rate for a binary classification model,
allowing for an assessment of its discriminative power and overall effectiveness.
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1.1. Motivation

Figure 1.2: The receiver operating characteristic (ROC) curves compare the performance
of the best classifier both with and without the inclusion of sentiment features. [DKS14].

It is not by chance that fake news publishers intentionally aim to increase the spread of
fake news through clickbait2, expressing strong emotions or polarity (positive or negative)
to mislead the audience, as studies have shown that the majority of readers only read the
headlines [CCR, HA17]. Therefore, text sentiment can be deemed an effective feature in
the process of fake news detection. This thesis aims to compare the performance of various
fake news detection classifiers by incorporating sentiment analysis as a complementary
element.

2Clickbait refers to online content, such as headlines or thumbnails, designed to attract attention and
encourage users to click on a link.
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1. Introduction

1.2 Problem Statement
The exponential growth of news on online platforms has rendered manual examinations
unfeasible. Consequently, there has been a proliferation of automated solutions for
detecting fake news. Moreover, the availability of increasingly powerful processors has
led to the proliferation of fact-checking tools across various platforms. These tools are
constantly evolving, with major hyperscalers such as Microsoft, Google and Amazon
offering advanced solutions for fake news detection. Microsoft NewsGuard3, Google Fact
Check Tools4 and Amazon Neptune ML5 are exemplary solutions offered by these tech
giants.

The high-performance pre-processing and training of complex Deep Learning models
based on large amounts of unstructured text data, whether on cloud computing products
or on-premise infrastructure, necessitates intense computational efforts. To mitigate
the complexities associated with these computations, Del Ser, Javier, et al. [DSBL+]
proposed an innovative approach that leverages a bagging ensemble technique based on
randomization of recurrent neural networks. This technique has proven to be highly
effective in mitigating computational complexities in the pre-processing and training
stages of deep learning methods.

Automated fake news detection tools, whether deployed on cloud services or on-premise
infrastructure, can be useful, but their potential is constrained in various ways. For
example, content-based approaches, which rely on natural language processing techniques,
tend to perform better on certain language formats, for instance, even in advance
English, which is the most widely used language in existing solutions, they can fail when
attempting to detect false news in regional languages. Moreover, automated solutions
are less effective in verifying new and unchecked claims, such as those that may be based
on a limited dictionary of words. This limitation is particularly evident in Google Fact
Check Tool. Furthermore, platform type, whether social media or online news, context,
text size (e.g., news articles have longer text length than social media posts), and cultural
and environmental factors can all affect the accuracy and performance of fake news
detection methods. These factors can lead to different results and performances, making
it challenging for data scientists and researchers to identify the most suitable set of
criteria to consider in their solutions, and accurately estimate their performance and
implementation effort in the rapidly evolving and heterogeneous solution landscape.

As previously discussed in Section 1.1.4, the creators of fake news employ various tactics
to achieve their objectives, including the use of emotional appeals to engage their audience.
This highlights the importance of incorporating sentiment analysis in the classification
process of fake news. While some reviews have highlighted the potential benefits of
including sentiment as an additional feature, there are relatively few studies that have
empirically investigated the effectiveness of this approach in practice.

3https://www.newsguardtech.com/ (Last access as of August 3, 2023 )
4https://toolbox.google.com/factcheck/explorer (Last access as of August 3, 2023 )
5https://aws.amazon.com/neptune/machine-learning/ (Last access as of August 3, 2023 )
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1.3. Goal and Research Questions

To summarize, there is a limited number of published works that have compared multiple
fake news detection key factors, while also considering latent features. This work aims to
address this gap by comparing different supervised learning algorithms and datasets from
various domains, and by incorporating sentiment analysis as a complementary approach
to achieve a comprehensive performance comparison.

1.3 Goal and Research Questions

The objective of this thesis is to provide a performance comparison of various algorithms
using diverse datasets, enabling researchers and practitioners to preliminarily evaluate
and select the most suitable algorithm for their individual needs and use cases. The
performance evaluation includes models trained both with and without sentiment analysis
as a complementary feature. This study aims to provide comprehensive insights and
specific recommendations to facilitate the selection and implementation of a suitable fake
news detection solution for a given application.

To effectively address the identified problem, the following research questions were
formulated.

1.3.1 Research Question 1 (RQ1)

Which techniques exist for fake news detection and how can they be categorized?

1.3.2 Research Question 2 (RQ2)

How can the incorporation of sentiment analysis enhance the effectiveness of fake news
detection models?

1.3.3 Research Question 3 (RQ3)

How can the proposed solution be implemented through a comparative case study using
multiple test datasets?

1.3.4 Research Question 4 (RQ4)

What conclusions can be drawn from a performance comparison of the implemented
solution?

1.4 Methodology and Approach

This work utilizes the techniques of literature reviews and multiple case studies.

7



1. Introduction

1.4.1 Literature Review

The purpose of conducting a comprehensive literature review is to critically examine and
analyze existing research publications on fake news detection. This review serves to gain
insights into the various techniques and their underlying mechanisms employed in this
field. Moreover, it helps identify key domains relevant to fake news detection, aiding in
the selection of appropriate test datasets and performance metrics for the subsequent
multiple case study and performance comparison.

The literature review in this work employs a systematic search strategy that involves
defining appropriate search terms to filter the relevant scientific publications. In the
initial step, these search terms are applied in conjunction with the search functions of
prominent publication databases, such as the Association for Computing Machinery
(ACM), the Institute of Electrical and Electronics Engineers (IEEE), and ScienceDirect.
The used search terms and the number of results are summarized in Table 1.1, grouped
according to research questions. The subsequent step involves identifying the 20 most
recent publications within the last 10 years, specifically those published since 2013, that
meet the established criteria for scientific research. These publications are presented as
relevant results in Table 1.1, thereby ensuring the credibility and validity of the study.
The techniques employed within these selected publications are then documented for
thorough examination and analysis.

Research
Question Search Terms Database Results Relevant

Results

Which techniques
exist for fake

news detection
and how can they
be categorized?

Fake News
Detection

Techniques

IEEE 246

15

ACM 541803
ScienceDirect 2538

Supervised
Fake News
Detection

IEEE 77
ACM 310287

ScienceDirect 1376
Content-

Based Fake
News Detection

IEEE 12
ACM 629677

ScienceDirect 1889

How does
sentiment analysis
improve fake news
detection models?

Sentiment Analysis
for Fake

News Detection

IEEE 84

10

ACM 543448
ScienceDirect 781

Sentiment
Analysis

for Fact Checking

IEEE 17
ACM 564878

ScienceDirect 15733

Table 1.1: Search strategy of the literature review
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1.4. Methodology and Approach

1.4.2 Case Study
In the practical phase of this study, a hybrid approach is adopted, integrating elements of
both exploratory and explanatory case study designs, in alignment with the findings of the
literature review. Initially, an exploratory approach is employed to gain deeper insights
into the selected datasets after incorporating sentiment as an additional feature. For the
purpose of conducting a comprehensive comparative case study, a Full-Factorial design is
proposed. This design involves implementing various classification algorithms to address
the challenge of fake news detection, using multiple test datasets from different domains.
In the explanatory part of the study the performance of these algorithms is investigated
under two conditions: with the inclusion of sentiment as an additional linguistic feature,
and without the incorporation of sentiment. By systematically exploring these variations,
the study aims to provide a comprehensive analysis and comparison of the effectiveness
of different classification approaches for fake news detection.
By employing a combination of multiple data sources and diverse analytical methodologies,
this work incorporates both data source diversity and methodological diversity, ensuring
a robust examination of the research problem from different perspectives. Additionally,
the criteria for case selection, as outlined by Verner et al. [VST+09] in their work on
defining guidelines for multiple case studies, are presented in Table 1.2.

Case Criterion Addressing in Research Design

The case should be precise and
unambiguous.

This criterion is ensured through the
literature review that encompasses
relevant approaches of fake news
detection. Clear categories of cases are
derived to facilitate the selection of
appropriate algorithms and test
datasets.

All information about processing and
evaluation of the case should be accessible
to the researcher.

Access to the relevant test datasets,
machine learning libraries and
performance metrics is addressed in
the implementation phase of this study.

The case should be conducive to achieving
the research goals.

The evaluation of each individual case
is crucial to fulfill the overarching
research goal of conducting a
comprehensive full-factorial
experiment.

Table 1.2: Criteria for case selection.

Following the implementation phase, a performance evaluation is carried out by assessing
the performance metrics identified during the literature review. Subsequently, a com-
parison of all solutions takes place, adhering to the guidelines for multiple case studies
defined by Verner et al. [VST+09] (as listed in Table 1.3).
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1. Introduction

Criterion for performance metrics
for case evaluation Addressing in Research Design

The performance metric is precise and
clear.

The utilization of mathematically
computed performance indicators,
along with their corresponding
calculation formulas and units, is
employed.

The performance metric is relevant to the
concepts being measured.

Conducting a comprehensive literature
review on the topic of performance
evaluation of fake news detection
algorithms is an essential component of
the theoretical phase of this study.

Table 1.3: Criteria for case selection.

By incorporating these criteria for case selection and performance metrics, the study
ensures a clear selection of cases for analysis but also enhances the validity and reliability
of the research findings.

1.5 Structure of the Work
Chapter 2 encompasses a comprehensive literature review aimed at addressing RQ1 and
RQ2. In the pursuit of answering RQ1, a comprehensive collection of prevalent techniques
employed in fake news detection is conducted to be able to derive requirements for the
subsequent selection and construction of test datasets to be used in the implementation
and evaluation phases. Subsequently, research question RQ2 is addressed through
the identification of potential applications of sentiment analysis in the context of fake
news detection. By examining existing literature, this investigation aims to provide an
understanding of the role and impact of sentiment analysis in improving the accuracy
and reliability of fake news detection outcomes. In addition, the performance evaluation
approaches used fake news detection solutions in prior studies will be analyzed for later
implementation. As a culmination of the literature review, an overall comparison is
followed in the form of a catalog of solutions.

To address RQ3, the findings from the literature review will be used as requirements
and general conditions for implementing the solutions within a comparative case study
presented in Chapter 3. Diverse test datasets sourced from different application domains
are utilized for this purpose. Following the implementation phase, a performance evalua-
tion is conducted, enabling a comparison of the various solutions using the predefined
performance metrics. Following the completion of implementation and performance
evaluation, Chapter 4 undertakes an analysis and categorization of the obtained results.

Moreover, the generalizability of specific phenomena observed throughout the implemen-
tation and evaluation phases will be discussed in more detail in Chapter 5. Additionally,
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1.5. Structure of the Work

Chapter 5 addresses the limitations of the study, which impact the achieved outcomes.

Further, Chapter 6 encompasses an overall comparison of results, providing final conclu-
sion. By highlighting these overall assessments and taking into account the implications
and limitations discussed in Chapter 5, this thesis aims to provide a substantiated answer
to RQ4.

Finally, Chapter 7 explores possible areas for future research, based on the findings and
insights obtained in the study.
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CHAPTER 2
Literature Review

2.1 Which techniques exist for fake news detection and
how can they be categorized?

As outlined in Subsection 1.1.2, the majority of studies on fake news predominantly
adopt a content-based approach. Within the domain of content-based fake news research,
various techniques are employed, including supervised, unsupervised, and Deep Learning
methods [CTZ20]. Supervised techniques rely on labeled data and involve partitioning the
dataset into training and testing sets. The training set is utilized for model training, while
the test set is used for prediction evaluation. Prominent researchers such as Buntain et al.
[BG17], Shu et al. [SMW+20], and Castillo et al. [CMP13] have employed this technique
successfully to develop machine learning models for text classification in the context
of fake news detection. Notable examples of traditional machine learning supervised
methods for fake news detection include: Naive Bayes Classifier, Support Vector Machines
(SVM), Random Forests, Logistic Regression, Decision Trees and Gradient Boosting
Methods (e.g., XGBoost, AdaBoost). These methods have been widely used in the
field of fake news detection and have shown promising results in different research
studies. Unsupervised methods have as well gained significant traction in the detection of
deceptive content. This approach leverages unlabeled data as input, eliminating the need
for partitioning the data into training and testing sets. Unlike supervised techniques,
unsupervised methods do not rely on predefined labels for training, but instead focus
on extracting patterns, clusters, or anomalies within the data. Some researchers aim to
exclusively conduct their research on fake news utilizing unsupervised methods, arguing
that supervised approaches necessitate a substantial investment of time and effort to
construct a dependable annotated dataset (Yang et al. [YSW+19]). In line with this
perspective, Gangireddy et al. [GLC20] devised a graph-based approach for detecting fake
news in scenarios where labeled historical data is unavailable. Some of the well-known
traditional machine learning unsupervised methods for fake news detection include:
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• Clustering algorithms: Techniques such as k-means clustering, hierarchical cluster-
ing, and DBSCAN have been applied to group similar news articles based on their
content and identify patterns or anomalies indicative of fake news.

• Topic modeling: Methods like Latent Dirichlet Allocation (LDA) and Non-Negative
Matrix Factorization (NMF) have been utilized to extract latent topics from a
collection of news articles. By analyzing the distribution of topics within articles,
patterns related to fake news can be uncovered.

• Network analysis: Approaches leveraging network analysis, such as community
detection algorithms and centrality measures, can reveal the structure and connec-
tions among news sources or social media users. Identifying suspicious patterns
or influential sources can assist in detecting fake news propagation. However, it
should be noted that the network analysis approach falls under the category of
context-based approaches, as discussed in Subsection 1.1.2.

Another line of research primarily emphasizes the utilization of deep learning models,
such as recurrent neural networks (RNN) or convolutional neural networks (CNN)
[ARVB16, VSVR16]. Despite their typical applications in image processing and audio
sources, both CNN and RNN have demonstrated outstanding performance in the field of
natural language processing (NLP). RNNs have been employed in various submissions
[Baj17, ZZX17] for the fake news challenge1 competition. Collobert et al. [CWB+11]
leveraged a CNN model to acquire generic representations across various NLP benchmarks,
such as Part-Of-Speech (POS) tagging and semantic role labeling.

2.1.1 Conclusion on the Fake News Detection Techniques

With the help of the relevant publications, three categories of the most commonly used
approaches have been identified that are widely employed in the field. The two first
categories encompass traditional supervised machine learning methods and the second
category focuses on deep learning techniques, which have gained significant attention due
to their ability to extract intricate patterns and representations from complex data. A
summary of the identified categories, along with relevant works within each category, is
provided in Tables 2.1, 2.2 and 2.3.

1http://www.fakenewschallenge.org/ (Last access as of August 3, 2023 )
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2.1. Which techniques exist for fake news detection and how can they be categorized?

Category Relevant Work Methodology &
Performance

Linear Models

Detecting Fake News
Using Support

Vector Machines2

This paper proposes a SVM
model that classifies news
articles with 89% accuracy
based only on title, and a

98% accuracy with the title
and news article.

Truth and deception at
the rhetorical structure

level
[RL15]

The SVM classifier is used
with RST and VSM to
classify news as true or

fraudulent with an accuracy
of 86%.

Detecting opinion spams
and fake news using text

classification
[ATS18]

This paper developed a SVM
model for credibility analysis
with TF-IDF and reached an

accuracy of 83%.

Table 2.1: Identified category and relevant works – Linear Models

2https://mehtaplustutoring-mlbootcamp20.github.io/Real_vs_Fake_News/ (Last ac-
cess as of August 3, 2023 )
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2. Literature Review

Category Relevant Work Methodology &
Performance

Probabilistic Models

A Benchmark Study on
Machine Learning Methods

for Fake News Detection
[KKI+19]

This study employed various
traditional machine learning

methods and yielded an
accuracy of 95% with

Naive-Bayes (with n-gram).

A multistage credibility
analysis model for

microblogs
[AAQAR+15]

In this work a credibility
analysis is conducted to identify
fake content with Naive-Bayes
which achieving an accuracy
90.3% using Twitter data.

A smart system for fake
news detection using

machine learning
[JSKG19]

In this paper the researchers
use both probabilistic and

linear classifiers, Naive-Bayes
and SVM respectively, and

achieve a better performance
upto 93.6% accuracy

with SVM model.

Table 2.2: Identified category and relevant works – Probabilistic Models

Category Relevant Work Methodology &
Performance

Deep Neural
Network Models

Neural Stance Detectors
for Fake News Challenge

[ZZX17]

A multi-perspective matching
neural net architecture is

proposed for both headline
and body text of to analyze

Fake News Challenge (FNC1)
dataset which is further

able to reach metric score
close to 87%.

Early detection of fake
news on social media

through propagation path
classification with recurrent

and convolutional
networks
[LW18]

In this work, both RNN and
CNN-based methods are used
to build propagation paths for

detecting fake news at the
early stage of its propagation.

Table 2.3: Identified category and relevant works – Deep Neural Network Models
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2.2. How can the incorporation of sentiment analysis enhance the effectiveness of fake news
detection models?

The three identified categories have emerged as the most popular methods for fake
news detection due to their effectiveness and versatility. These approaches offer robust
probabilistic modeling capabilities, allowing for the assessment of the likelihood of news
articles being fake or genuine. Linear models, on the other hand, provide a straightforward
and interpretable framework for feature analysis and prediction. Additionally, neural
networks, with their ability to capture complex patterns and relationships in data, have
as well demonstrated promising performance fake news detection tasks. The widespread
adoption and effectiveness of these methods have established them as the go-to choices
for researchers in the field.

2.2 How can the incorporation of sentiment analysis
enhance the effectiveness of fake news detection
models?

Saif M. Mohammad, in his book "Sentiment Analysis: Detecting Valence, Emotions, and
Other Affectual States from Text" [Moh16], emphasizes the role of sentiment analysis
in annotating tweets to identify user intents, including criticism, support, ridicule, and
more. By leveraging sentiment analysis, researchers can gain insights into the emotional
tones and subjective attitudes expressed in text, enabling a deeper understanding of
authors’ intentions related to a piece of news or users’ intentions related to a social
media post. Sharma et al. [SQJ+19] explored computational techniques for detecting and
mitigating fake news and observed that positive sentiment words were often exaggerated
in positive fake reviews compared to genuine ones, while responses to fake news on social
media tended to exhibit a negative sentiment. For example, users’ comments such as
"Do not spread lies!" or "Stop hoax!" serve as indications of fake news propagation. Thus,
the integration of sentiment analysis using machine learning techniques allows for the
evaluation of agreement and disagreement within social media posts and news articles.
This facilitates the differentiation between factual news and misleading information.

Lin et al. [LKL22] proposed a novel approach based on Bidirectional Encoder Representa-
tion from Transformers (BERT) for analyzing the relationship between text sentiment and
the presence of harmful news. Their study focused on the categorization of information
disorder types, as outlined by Wardle et al. [WD17], as depicted in Figure 2.1.
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Figure 2.1: Information Disorder Diagram [WD17].

By utilizing the power of BERT, Lin et al. aimed to uncover the correlation between
sentiment and various forms of misinformation, thereby contributing to a deeper under-
standing of the impact of sentiment in the context of harmful news detection, while also
elucidating its relevance to the broader domain of fake news. In addition, they showed
the relevance of harmful news to fake news.

Figure 2.2: Correlation between harmful news and sentiment [LKL22].
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2.2. How can the incorporation of sentiment analysis enhance the effectiveness of fake news
detection models?

Figure 2.3: Correlation between fake news and sentiment [LKL22].

Figure 2.4: Relevance of harmful news to fake news [LKL22].

The analysis of Figure 2.2 reveals a notable pattern concerning the relationship between
harmful news and sentiment proportions. Harmful news exhibits a distinctively higher
proportion of negative sentiments, while non-harmful news tends to have a higher
proportion of positive sentiments. This observation holds true for the comparison
between fake news and real news as well, as Figure 2.3 depicts. Figure 2.4 shows that
within the category of non-harmful news, approximately 72.57% of the news content
corresponds to real news, while among the category of harmful news, around 62.3% of the
news content can be attributed to fake news. Although the correlation between harmful
news and fake news is not particularly strong, a positive correlation can still be observed.
This highlights the significance of considering sentiment as a distinguishing factor for
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various types of news content.

2.2.1 Using Sentiment as a Complementary Feature in Fake News
Detection

One of the primary steps in constructing effective fake news datasets is defining the
features that contribute to building a robust prediction model, as highlighted by Castillo
et al. in their work [CMP13]. Working with a comprehensive features allows researchers
to explore various approaches. Among the crucial features identified by Castillo et al.
[CMP13], 3 out of 10 best-performing features were sentiment related ones: sentiment
score, number of positive sentiment words, and number of negative sentiment words.

Furthermore, as briefly discussed in Section 1.4, Dickerson et al. [DKS14] introduced an
ensemble learning system in their research, which incorporated a range of sentiment-based
features, as well as users’ profile and network features, to distinguish between human
users and bots on Twitter. Their study demonstrated that the sentiment-aware classifier
outperformed the classifier without sentiment features. They conducted a comparison
of the established features to determine the ones that had the greatest impact on the
best-performing classifier. Figure 2.5 illustrates the 25 most important features they
identified, revealing that 19 of the top 25 features are sentiment-related.

Figure 2.5: Top 25 most important features in the best classifier. Sentiment-based
features are shown in black, while standard features are striped [DKS14].
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2.2.2 Conclusion on the Effectiveness of Sentiment Analysis for Fake
News Detection and Approaches

As highlighted in the preceding Subsection, sentiment analysis can be leveraged as a
supplementary feature in the fake news detection process. This involves performing
feature engineering and integrating the sentiment of the text as an additional column in
the dataset.

Sentiment analysis can be performed using machine learning methods, which typically
involve several general steps such as data collection, data preprocessing, feature extraction,
model training, model evaluation, and prediction. However, in this thesis, the goal is
not limited to applying a single fixed classification algorithm for model training. Instead,
the aim is to employ an ensemble technique for sentiment classification. The ensemble
technique involves training multiple machine learning models using different methods.
These models are trained on the preprocessed data and learn to classify the sentiment
of the text. Rather than relying on a single model, an ensemble approach combines the
predictions of these models (base learners or base classifiers) to make a final decision. To
achieve this, a voting classifier is employed, which allows each model in the ensemble to
vote for the sentiment prediction. The voting classifier takes into account the predictions
from all the models and selects the sentiment label that receives the most votes as the
final result.

Kazmaier et al. [KVV22] provide valuable insights into the primary reasons why ensembles
can outperform single classifiers in the context of sentiment analysis. They explain that
ensembles benefit from the concept of diversity, which refers to the use of multiple
models that are distinct from each other in terms of their learning algorithms, feature
representations, or training data.

Figure 2.6: A typical ensemble architecture [KVV22].

2.3 Exploring Potential Domains for Test Data Selection
in Fake News Detection

Based on the majority of relevant publications, the potential domains for fake news
detection have been categorized into four main categories. The "Politics" category includes
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applications that focus on analyzing fake news in relation to political topics, such as
the presidential election or political campaigns. The "Health" category encompasses the
detection of fake news in the domain of diseases, conditions, and overall health, including
areas like COVID-19 misinformation. The "Climate Change" category involves fake news
detection research specifically related to climate change and its various aspects. Lastly,
the "Social Media" category comprises publications primarily focused on analyzing fake
news in relation to world news topics discussed on social media annotated either manually
or crowd-sourced. Listed below are some of the notable publications and datasets that
have emerged in these respective categories.

2.3.1 Politics

Poddar et al. [PU+19] conducted a comprehensive comparative analysis of various
machine learning models for fake news detection. Their analysis involved utilizing a
dataset comprised of articles that shared political affiliations. This enabled them to
evaluate the effectiveness of different models in discerning the veracity of news content
within a political context.

In a similar vein, Wang et al. [Wan17] curated the LIAR dataset by collecting political
statements from the fact-checking website PolitiFact3. This dataset has been widely
utilized as a valuable resource for evaluating the performance of fake news detection
models specifically in the domain of political discourse.

Additionally, the ISOT4 fake news dataset was curated by the University of Victoria
ISOT Research Lab. It consists of both truthful news articles sourced from Reuters and
fake news articles obtained from unreliable websites that have been flagged by Politifact.
This dataset provides researchers with a valuable resource to investigate and develop
effective fake news detection models.

2.3.2 Health

Cui et al. [CL20] introduced the COAID dataset, which was specifically developed for
detecting healthcare misinformation related to COVID-19. The dataset encompasses
fake news gathered from websites and social platforms, alongside users’ social engage-
ment with such news. The researchers employed various fake news detection methods
utilizing different algorithms and conducted an evaluation of the dataset. Notably, the
convolutional neural network (CNN) achieved a precision of 96.53% in their evaluation.

In a similar vein, Cheng et al. [CWY+21] compiled both news articles and Twitter data
to construct a COVID-19 rumor dataset. The dataset incorporates a comprehensive set
of features, including stance, sentiment, and veracity.

3https://www.politifact.com/ (Last access as of August 3, 2023 )
4https://onlineacademiccommunity.uvic.ca/isot/2022/11/27/

fake-news-detection-datasets/ (Last access as of August 3, 2023 )
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2.3.3 Climate Change
Diggelmann et al. [DBGB+20] contributed to the field by introducing the CLIMATE-
FEVER dataset, which serves as a valuable resource for verifying climate change-related
claims. This dataset enables researchers to explore and develop models that can effectively
analyze and evaluate the veracity of information pertaining to climate change.

In a similar context, Meddeb et al. [MRD+22] presented a novel dataset comprising
over 2300 articles written in French, collected through web scraping from various media
sources focusing on climate change. They employed a BERT-based model and achieved a
notable F1-score of 84.75% in evaluating the dataset’s performance. This dataset provides
researchers with an opportunity to investigate and address the challenges associated with
climate change misinformation in the French language domain.

2.3.4 Social Media
Shu et al. [SMW+20] made a significant contribution to the field by creating a compre-
hensive data repository called FakeNewsNet. This repository, available on GitHub, offers
a wide range of features that facilitate the study of fake news on social media platforms.
Researchers can utilize this valuable resource to investigate various aspects of fake news,
including its spread, impact, and detection methods.

Additionally, several datasets have been curated to address the specific challenges asso-
ciated with fake news and rumor detection on social media platforms. The BuzzFace5

and FacebookHoax6 datasets were collected from Facebook comments related to news
articles and labeled based on the veracity of the news. These datasets enable researchers
to explore the effectiveness of different techniques in identifying fake news within the
context of user discussions on social media.

The CREDBANK7 dataset, on the other hand, was specifically gathered to evaluate the
credibility of tweets on Twitter. By analyzing this dataset, researchers can develop and
test models to assess the credibility of information shared on the popular microblogging
platform.

Qazvinian et al. [QRRM11] conducted a study focused on rumors and collected a large
dataset consisting of tweets about specific rumors within a certain time period on Twitter.
They explored the effectiveness of three categories of features: content-based, network-
based, and microblog-specific memes, in accurately identifying rumors. This dataset
provides valuable insights into the characteristics and dynamics of rumor propagation on
social media platforms.

Furthermore, Starbird [Sta17] collected Twitter data to analyze and describe the emerging
alternative media ecosystem. The study aimed to provide insights into how websites
promoting conspiracy theories and pseudo-science may function to serve underlying

5https://github.com/gsantia/BuzzFace (Last access as of August 3, 2023 )
6https://github.com/gabll/some-like-it-hoax (Last access as of August 3, 2023 )
7http://compsocial.github.io/CREDBANK-data/ (Last access as of August 3, 2023 )
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political agendas. The Twitter data collected in this study offers valuable information for
understanding the role of social media in the dissemination of misinformation and its
potential impact on public opinion.

2.4 Performance Evaluation of Fake News Detection
Solutions

The evaluation of a classification algorithm’s performance necessitates the utilization of
meaningful metrics that facilitate robust generalization [BOSB10]. As emphasized in
Table 1.2 of Subsection 1.4.2, particularly within the context of a multiple case study, it
is imperative to employ suitable metrics for assessing the cases [VST+09]. To ensure the
validity of these metrics, they must adhere to the requirements outlined in Table 1.3 as
outlined by Verner et al. [VST+09].

Upon analyzing the test data, it was observed that imbalances exist in the distribution
of predictive characteristics within the dataset, which is subsequently employed for
evaluating the proposed solutions. The term "imbalanced" denotes an uneven distribution
of classes to be predicted within the dataset. This scenario is a common occurrence
in real-world scenarios [TAS+20] and often leads to a bias favoring the more prevalent
classes during the training of classification models [BOSB10]. Additionally, even when
evaluating pre-trained models, imbalances within the dataset can yield dissimilar valid
outcomes. Consequently, it is imperative to meticulously consider these imbalances when
selecting appropriate performance metrics for evaluation purposes.

During the literature review conducted on performance metrics for multiclass classification,
accuracy, precision, recall, and F1 score were identified as performance indicators for
evaluating the outcomes. The reasons behind the selection of each metric will be described
in subsequent Subsections.

Accuracy

Together with the error rate, accuracy is the most widely used metric to evaluate the
performance of classification solutions [TAS+20]. The calculation is carried out according
to formula 2.1 based on the ratio of the number of correct predictions to the number of
all predictions.

Accuracy = TruePositive + TrueNegative

TruePositive + TrueNegative + FalsePositive + FalseNegative
(2.1)

This metric has a notable limitation in that it does not consider the distribution of classes
within the dataset [KEP17]. Consequently, the accuracy value can be heavily influenced
by the model’s ability to predict the most prevalent class [GBV20]. To obtain a more
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comprehensive and nuanced assessment of performance, additional metrics are gathered
throughout the evaluation process. These metrics aim to provide more understanding of
the model’s performance across various aspects.

Precision

Precision is a metric that evaluates the accuracy of positive predictions made by a model.
It addresses the question of what proportion of positive identifications was actually
correct. In other words, precision measures the percentage of correctly predicted positive
instances out of all the instances that were predicted as positive [GBV20]. The calculation
of precision is performed using the following formula:

Precision = TruePositive

TruePositive + FalsePositive
(2.2)

Precision provides an insight into the model’s ability to avoid false positive errors. High
precision in fake news detection indicates that the model has a low rate of false positives,
meaning it accurately identifies genuine instances of fake news. It is important to minimize
false positives in this domain to prevent the incorrect labeling of legitimate news articles
as fake. A high precision value indicates that when the model flags an article as fake, it
is highly likely to be accurate [KKK20]. This metric has some limitations that should
be considered. It does not consider the false negatives. Moreover, it can be affected
by class imbalance, where one class significantly outweighs the other in terms of the
number of instances. In such cases, the model may achieve high precision by predicting
the majority class accurately, while ignoring or misclassifying instances from the minority
class [TAS+20]. To overcome these limitations, additional evaluation metrics such as
recall, F1 score, accuracy have to be considered.

Recall

Recall is a metric used in classification to assess a model’s ability to identify all relevant
instances of a particular class. It answers the question: What proportion of actual
positive instances was correctly identified? It is also known as sensitivity or true positive
rate, measures the percentage of correctly predicted positive instances out of all the actual
positive instances [GBV20]. The calculation of recall is performed using the following
formula:

Recall = TruePositive

TruePositive + FalseNegative
(2.3)
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In the context of fake news detection, recall measures the model’s ability to correctly
identify as many instances of fake news as possible out of all the actual fake news instances
present in the dataset. A high recall value indicates that the model has a low rate of false
negatives, meaning it is effective at capturing a large portion of the fake news articles
[KKK20]. However, similar to precision, recall should not be considered in isolation and
it is essential to consider the trade-offs between recall and other metrics, such as precision,
accuracy, and F1 score for a better understanding of model’s performance.

F1-Score

The F1-score is a commonly used metric in classification tasks, including fake news
detection, that combines the precision and recall metrics into a single value. It provides
a balanced measure of a model’s performance by taking into account both the ability
to correctly identify positive instances (precision) and the ability to capture all positive
instances (recall) [GBV20]. The calculation is carried out according to formula 2.4.

F1 = 2 × Precision × Recall

Precision + Recall
(2.4)

The F1-score is calculated as the harmonic mean of precision and recall, and it ranges
from 0 to 1. A high F1-score indicates a good balance between precision and recall,
meaning the model has both a low rate of false positives and a low rate of false negatives.

The F1 score is particularly useful when the dataset is imbalanced, meaning one class
(e.g., fake news) is much more prevalent than the other (e.g., genuine news). In such
cases, optimizing for accuracy alone may not be sufficient, as a model that always predicts
the majority class would achieve a high accuracy but fail to capture the minority class
effectively. The F1-score takes into account both the false positives and false negatives,
providing a more comprehensive evaluation of the model’s performance [TAS+20].
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CHAPTER 3
Implementation of Fake News

Detection Solutions

All implementations in this study were carried out using the Python programming
language.

3.1 Selection of Source Test Data

During the literature research several domains, namely „Politics“, „Health“, „Climate
Change“, and „Social Media“ were identified as highly relevant areas for fake news
detection. Subsequently, publicly available datasets pertaining to each domain were
collected and thoroughly analyzed. The Table in Appendix 1 provides the links to these
datasets for reference. In cases where multiple datasets met the criteria, the dataset with
the largest volume of data was selected to ensure a broader and more representative set
for fine-tuning and evaluation purposes. Figure 3.1 presents an overview of the selected
datasets. The subsequent Sections will provide brief descriptions of these datasets,
including examples of the texts contained within them and their corresponding classes.
Furthermore, a quantitative analysis of each dataset will be presented, providing an
understanding of their characteristics.
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Dataset Domain Source Number of
Records

ISOT Fake News Politics

Truthful Articles From
Reuters.com Fake Articles
From Unreliable Websites

Flagged by Politifact

44898

CoAID Health (COVID-19)
Social Media Health

Organizations Websites Such
as WHO, CDC and NIH

127538

CLIMATE-FEVER Climate Change

Web Scraping Annotation
Based on the Majority

Vote of Evidences
Retrieved From Wikipedia

1535

Community Notes Social Media
(World News)

Twitter Posts Classified
Based on The Majority

Vote of Notes Done
by Community Contributors.

45036

Table 3.1: Datasets overview

3.1.1 Dataset Characteristic – „Politics“

The selected test dataset for the "Politics" category consists of texts written in English,
with a specific emphasis on political subjects. This dataset is labeled as either real or
fake, and it was initially curated by the University of Victoria ISOT Research Lab. The
lab collected the truthful articles by crawling content from Reuters.com, a reputable
news website. On the other hand, the fake news articles were gathered from unreliable
sources that were flagged by Politifact fact-checking organization and Wikipedia. The
dataset encompasses various types of articles covering a range of topics, but the majority
of them revolve around political news.

The dataset contains 44898 records and no null values. Table 3.2 contains an example
record per label. However, due to the nature of the dataset containing lengthy news
articles, only the first two or three sentences of each record have been displayed.
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Text Label
„MOSCOW (Reuters) - President Vladimir Putin said on
Wednesday that ties with U.S. President Donald Trump s

administration were not without problems, but he hoped that
mutual interests of Russia and the United States in fighting

terrorism would help improve Moscow s relations with
Washington.“

Real

„Fox News host Sean Hannity spent a whopping 6 seconds
covering Tuesday night s election results in which Democrats
gained seats across the country in a referendum to Donald
Trump and his policies. Hannity, an ardent defender of
Trump s, explained the Democratic electoral victories in

three of the states by saying, Those results in Virginia, New
Jersey, and New York not states Donald Trump won.“

Fake

Table 3.2: Dataset example – Politics

3.1.2 Dataset Characteristic – „Health“
The selected test dataset for the "Health" category, namely CoAID (Covid-19 heAlthcare
mIsinformation Dataset), comprises a comprehensive collection of news articles and claims
specifically related to COVID-19, all written in English. The dataset is categorized as
either real or fake, with its creation attributed to the work of Cui et al. [CL20] from the
Pennsylvania State University. In their research, they emphasize the distinction between
news articles and claims, with claims being notably shorter and typically consisting of
one or two sentences, such as "Eating garlic prevents infection with the new coronavirus."
To gather reliable news articles, the researchers employed web crawling techniques on nine
reputable media websites. Additionally, they collected tweets from the official Twitter
accounts of these websites, further ensuring the inclusion of reliable information. The
selected media websites include Healthline, ScienceDaily, NIH (National Institutes of
Health), MNT13 (Medical News Today), Mayo Clinic, Cleveland Clinic, WebMD, WHO
(World Health Organization), and CDC (Centers for Disease Control and Prevention).
In order to compile fake news and claims, the researchers retrieved URLs from several
reputable fact-checking websites, such as LeadStories, PolitiFact, FactCheck.org, Check-
YourFact, AFP Fact Check, and Health Feedback. Subsequently, they collected news
articles and claims from these identified websites, ensuring the inclusion of diverse sources.
Furthermore, they collected fake tweets related to the gathered news articles and claims,
ensuring that these tweets underwent thorough fact-checking by the aforementioned
reliable sources.
Additionally, the researchers gathered real and fake news and claims from four promi-
nent social media platforms: Facebook, Instagram, Youtube, and TikTok. Similarly,
these social media posts were subjected to fact-checking by the aforementioned reliable
sources. Furthermore, the researchers collected user engagement features of Twitter
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tweets, including users’ replies to each tweet, adding an additional dimension to the
dataset.

The dataset contains 300943 records and no null values. Tables 3.3 contain an example
record per label.

Text Label
„Experts recommend everyone avoid large gatherings

especially those with people outside your social bubble during
the july fourth holiday weekend. getty images experts are

warning people to take precautions this july fourth weekend
amid a surge in new covid-19 cases. they recommend

everyone avoid large gatherings especially those involving
people outside your social bubble. they advise that people

wear masks and keep physical distance at weekend gatherings.
they also recommend that tab. ,experts recommend everyone
avoid large gatherings especially those with people outside
your social bubble during the july fourth holiday weekend.“

Real

„Antibodies for the common cold produce a positive
COVID-19 test. False-positive results from COVID-19

antibody testing are behind the COVID-19 cases reported in
the U.S.“

Fake

Table 3.3: Dataset example – Health (COVID-19) News

3.1.3 Dataset Characteristic – „Climate Change“

The chosen test dataset for the "Climate Change" category, namely climate-fever, was
curated by Diggelmann et al. [DBGB+20] from the University of Zurich’s Center of
Competence for Sustainable Finance. This dataset was specifically assembled for the
purpose of verifying climate change-related claims written in English. To compile a
comprehensive set of candidate climate claims from the Internet, the researchers followed
an ad-hoc approach and employed a predefined set of seed keywords for targeted Google
searches.

The claims were obtained through a combination of manual retrieval and automated web
scraping techniques. Each claim in the dataset is accompanied by five carefully annotated
votes, with supporting evidence sentences retrieved from Wikipedia. These evidence
sentences serve to either support, refute, or provide insufficient information to validate the
claim. In cases where both supporting and refuting evidence were found, the claim-label
is assigned as „DISPUTED“. The final verdict for each claim is determined based on
a majority vote. By default, the claim-label is set as „NOT_ENOUGH_INFO“ unless
there is clear supporting evidence ("SUPPORTS") or refuting evidence („REFUTES“).
If there is both supporting and refuting evidence the claim-label is DISPUTED.
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The dataset contains 1535 records and no null values. Table 3.4 contains an example
record per label.

Text Label
„One of the main areas of contention is the existence of two

strange climate episodes known as The Medieval Warm
Period (MWP) and the Little Ice Age.“

SUPPORTS

„The warming is not nearly as great as the climate change
computer models have predicted.“ REFUTES

„Although the extent of the summer sea ice after 2006
dropped abruptly to levels not expected until 2050, the

predicted 67-per-cent decline in polar bear numbers simply
didn’t happen.“

DISPUTED

„It’s not carbon dioxide, it’s not methane. . . Scientists
estimate that somewhere between 75% and 90% of Earth

greenhouse effect is caused by water vapor in clouds.“
NOT_ENOUGH_INFO

Table 3.4: Dataset example – Climate Change

3.1.4 Dataset Characteristic – „Social Media“
The selected test dataset for the "Social Media" category is the Community Notes Dataset,
which serves as a crowd-sourced world news-related database derived from Twitter tweets.
The fundamental principle behind this dataset is that each tweet on Twitter has the
potential to receive notes, which are contributions made by individuals on the platform.
These notes are displayed alongside the tweets only if they have been deemed helpful by
other contributors with diverse perspectives. Furthermore, the dataset incorporates a
classification label assigned through a majority vote of the notes, categorized as either
NOT_MISLEADING or MISINFORMED_OR_POTENTIALLY_MISLEADING. The
decision to select this dataset was driven by its reliance on crowd intelligence, which
effectively integrates human intelligence into the realm of text analytics.

The dataset contains 45036 records and no null values. Table 3.5 contains an example
record per label.

Text Label
„Eggs used to be a cheap protein. Now they’re practically a
delicacy. We’ve got to pump the breaks on the overspending

in Washington in order to get inflation under control.“
NOT_MISLEADING

„Every single Republican in Congress voted against capping
out-of-pocket drug costs for seniors at $2,000 a year.“

MISINFORMED_
OR_

POTENTIALLY_
MISLEADING

Table 3.5: Dataset example – Social Media
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3.1.5 Next Step: Enrichment of Selected Datasets
Among the selected datasets, there are some that include Twitter tweet data, which
currently only consist of tweet IDs. In order to utilize these datasets effectively, it
is necessary to extract the corresponding tweet texts from Twitter. Furthermore, as
discussed in Subsection 2.2.2 of the literature review, incorporating sentiment analysis as
an additional feature has the potential to enhance the effectiveness of fake news detection.
To integrate this feature, the final datasets will be constructed by appending a sentiment
column to the original selected datasets. Therefore, before delving into the quantitative
analysis of the test data, the following Sections will provide a detailed explanation of the
processes involved in preparing an intermediary dataset by extracting tweet texts from
Twitter (only for the datasets containing Twitter data). Subsequently, the sentiment of
the extracted texts will be predicted and added as additional columns to build the final
dataset.

The datasets exhibits variations in their structures, requiring the development of separate
Python modules for the preparation of each final dataset. These dedicated modules were
designed to handle the specific characteristics and requirements of each dataset.

3.2 Building the intermediary Datasets: Extracting Tweet
texts from Twitter

The implementation of this step involved utilizing the Tweepy library in Python to access
the Twitter API. To access the Twitter API and utilize the Tweepy module in Python, it
is necessary to create a Twitter developer account. However, during the testing phase, it
became clear that in order to retrieve tweets older than the last seven days, one must
not only have „Essential“ access/account but also upgrade to „Academic Research“ or
„Elevated“ access levels, which provide the ability to search the full archive of Twitter
tweets and offer greater flexibility. The Twitter developer account access provides the
necessary credentials and tokens to execute API calls. Moreover, as the original dataset
files exclusively consisted of tweet IDs, it was necessary to develop an efficient and
time-saving dataset-building module in Python. This involved creating a list of all tweet
IDs and passing them as a batch to the Twitter API to retrieve the corresponding tweet
texts collectively. The statuses_lookup() method available in the Tweepy module’s
API class proved to be useful in obtaining the contents associated with each tweet ID,
commonly referred to as a „status“, which encompasses both the metadata and the text
of the tweets. However, it is important to note that this function has a limitation of
processing only up to a hundred tweet IDs or status IDs at a time. Consequently, the
original dataset, in CSV format, had to be divided into smaller chunks of CSV files, each
containing only a hundred rows, to accommodate the limitations of the function. Lastly,
to ensure consistency in the feature names for all respective datasets and facilitate their
utilization in the subsequent sentiment analysis and fake news detection processes, the
tweet texts were incorporated as the column labeled „text“ in each dataset and saved a
new CSV file for further use.
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3.3 Building the Final Datasets: Incorporating Sentiment
Analysis as an Additional Feature

With the availability of the „text“ column in all datasets, the subsequent task involved
the addition of a complementary column named "sentiment" to each dataset, which
represents the predicted sentiment for each corresponding text entry.

3.3.1 Building the Required Modules for Sentiment Analysis
The implementation of this step drew upon the NLTK tutorials available on PythonPro-
gramming.net1 which provided valuable guidance and insights into the practical aspects
of working with NLTK for sentiment analysis.

As outlined in Subsection 2.2.2 of the literature review, this thesis endeavors to employ
ensemble learning techniques for sentiment analysis. To achieve this, a dedicated module
was developed, based on the sentiment analysis tutorial2 and utilizing both „Scikit-Learn“
and „NLTK“ libraries. This module encompasses the training, testing, and serialization
of various classifiers, allowing them to be saved using the „Pickle“ library. This ensures
their preservation for future utilization in the sentiment analysis and fake news detection
processes.

• Naive Bayes
• Bernoulli Naive Bayes
• Multinomial Naive Bayes
• Linear Support Vector Machine
• Logistic Regression
• Stochastic Gradient Descent Classifier
• Maximum Entropy

Furthermore, an additional module was developed to perform the classification of a
text’s sentiment. This module is based on the tutorial on „Combining Algorithms with
NLTK“ tutorial3. The module incorporates a voting system, where each algorithm is
allocated one vote, and the classification that receives the highest number of votes is
selected as the final prediction. To implement this functionality, the module creates a
custom classifier class named VoteClassifier, inheriting from the NLTK classifier class. In
the subsequent step, the module iterates through the list of saved classifiers. For each
classifier, it classifies the requested text and treats the classification as a vote. After
completing all iterations, the module returns the most popular vote, representing the
prediction of the best-performing classifier.

1https://pythonprogramming.net/ (Last access as of August 3, 2023 )
2https://pythonprogramming.net/new-data-set-training-nltk-tutorial/ (Last ac-

cess as of August 3, 2023 )
3https://pythonprogramming.net/combine-classifier-algorithms-nltk-tutorial/

(Last access as of August 3, 2023 )
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Both constructed modules encompass text pre-processing steps aimed at optimizing the
data for sentiment analysis and enhancing the performance of the classifiers. These
pre-processing steps consist of various tasks, including the handling of special characters,
text tokenization, removal of stopwords, and lemmatization. In this particular step,
lemmatization was preferred over stemming. Lemmatization aims to identify the base
form of words, such as transforming ’troubled’ to ’trouble’, whereas stemming may result
in incorrect meanings and spelling errors, such as converting it to ’troubl’, leading to
linguistically inaccurate results.

As final step, the selection of a reliable labeled dataset was required to train sentiment
classification models. The initial approach involved constructing binary sentiment analysis
classifiers using the Large Movie Review Dataset4, curated by Maas et al. [MDP+11]
from Stanford University. Movie reviews are one of the most prevalent and commonly
used domain for sentiment analysis, as they provide a rich source of text data with
clear sentiment expressions. The dataset consists of 50,000 reviews sourced from IMDB,
ensuring an equal number of positive and negative reviews. The aforementioned classifiers
were trained on this meticulously labeled dataset and subsequently evaluated for their
performance.

Table 3.6 presents two exemplary texts extracted from the test set, offering insights into
their actual sentiments, predicted sentiments, and the corresponding accuracies. Notably,
the second review in the table exhibits an instance where the sentiment prediction was
inaccurate. This review encompasses both negative and positive sentences, highlighting a
challenge encountered by binary sentiment classifiers when confronted with dual-polarity
sentences, as discussed in the Sentiment Analysis Subsection 1.1.3. Such sentences can
pose difficulties for binary classifiers, leading to erroneous predictions. Consequently, it
is crucial to acknowledge the limitations of binary classification and its potential failure
in certain scenarios.

Considering these challenges, the sentiment classification approach was extended to
encompass three sentiment classes: Positive, Neutral, and Negative. To facilitate this
expansion, the financial phrase bank dataset was selected and downloaded from the
„Huggingface.com“ platform. This dataset comprises nearly 5000 English sentences
extracted from financial news, with each sentence meticulously annotated by domain
experts. The new classifiers were constructed employing the same classification algorithms
as previously mentioned, and they replaced the previous classifiers.

4https://ai.stanford.edu/~amaas/data/sentiment/ (Last access as of August 3, 2023 )
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Text Actual
Sentiment

Predicted
Sentiment Accuracy

„The cast played Shakespeare. Shakespeare
lost. I appreciate that this is trying to

bring Shakespeare to the masses, but why
ruin something so good. Is it because ’The
Scottish Play’ is my favorite Shakespeare?
I do not know. What I do know is that a

certain Rev Bowdler (hence
bowdlerization) tried to do something
similar in the Victorian era. In other

words, you cannot improve perfection. I
have no more to write but as I have to

write at least ten lines of text (and English
composition was never my forte I will just
have to keep going and say that this movie,
as the saying goes, just does not cut it.“

Negative Negative 85.71%

„Encouraged by the positive comments
about this film on here I was looking
forward to watching this film. Bad

mistake. I’ve seen 950+ films and this is
truly one of the worst of them - it’s awful

in almost every way: editing, pacing,
storyline, ’acting,’ soundtrack (the film’s

only song - a lame country tune - is
played no less than four times). The film
looks cheap and nasty and is boring in the
extreme. Rarely have I been so happy to
see the end credits of a film. The only

thing that prevents me giving this a
1-score is Harvey Keitel - while this is far

from his best performance he at least
seems to be making a bit of an effort. One

for Keitel obsessives only.“

Negative Positive 53.82%

Table 3.6: Sentiment of movie reviews predicted as the result of the best performing
binary classifier.

3.3.2 Construction of the final datasets
The construction of the final datasets involved the utilization of a sentiment classifier
module. This module facilitated the integration of sentiment analysis as an additional
feature in the datasets. To achieve this, the text of each row in the datasets was passed
through the sentiment classifier module, and the predicted sentiment was subsequently
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added as a new column to each dataset.

3.4 Quantitative Analysis of Test Data
The datasets have a consistent structure. The first column of the dataset contains the
text associated with topics within the field, written in English. The second column is
dedicated to assigning a sentiment label to each text, indicating the sentiment expressed
in the text. Additionally, depending on the domain, a third column is included to
represent the specific class associated with each text. The tables presented in the first
Section of this chapter provide an overview of the assigned classes for each domain.

In this Section of the study, a quantitative analysis of the test data is conducted. The
purpose of this analysis is to gain deeper insights into the data and facilitate subsequent
pre-processing steps. Visual representations are utilized to illustrate the frequencies of
individual words, the distribution of truthfulness labels across the entire datasets, as well
as the distribution of truthfulness labels within each sentiment category. These graphical
representations provide a clear and concise overview of the distribution patterns.

3.4.1 Quantitative Analysis of Data from the Field „Politics“

To gain insights into the textual content being analyzed, Figure 3.1 demonstrates the
word frequency distribution within the dataset. Stop words have been excluded from the
analysis, as they are typically eliminated during the pre-processing phase. The findings
reveal a clear connection to the domain of politics, emphasizing the presence of relevant
terms and highlighting the contextual relevance of the dataset.

Figure 3.1: Most common words – Politics
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The distribution of the labels is visualized in Figure 3.2. The figure illustrates the
frequency of each label within the dataset. It can be observed that the dataset exhibits a
nearly balanced distribution across the different labels.

Figure 3.2: Distribution of dataset labels – Politics

Furthermore, Figure 3.3 provides insights into the distribution of each label per sentiment
category. It can be observed that the distribution of sentiment categories for each label
is nearly similar.

Figure 3.3: Distribution of dataset labels per sentiment category – Politics
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3.4.2 Quantitative Analysis of Data from the Field „Health
(COVID-19)“

Figure 3.4 presents an overview of the most frequent words in the Health (COVID-19)
dataset. The analysis reveals that a considerable portion of the text content is focused
on the topic of coronavirus, whereas discussions related to general health are represented
approximately half as frequently.

Figure 3.4: Most common words – Health

The distribution of each label within the dataset is visualized in Figure 3.5. Despite the
significant class imbalance in the dataset, it was still chosen due to its extensive usage in
several publications.
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Figure 3.5: Distribution of dataset labels – Health

Figure 3.6 displays the distribution of sentiment categories within the dataset.

Figure 3.6: Distribution of dataset labels per sentiment category – Health

It can be observed that real news/tweets have a tendency to be more positive than
negative. On the other hand, the distribution of sentiment categories in fake news/tweets
is relatively balanced, with a slight inclination towards neutrality.
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3.4.3 Quantitative Analysis of Data from the Field „Climate Change“

Figure 3.7 demonstrates the word frequency distribution within the dataset. It is
observable that the majority of the conversations in the dataset revolve around the
subject of global warming.

Figure 3.7: Most common words – Climate Change

The distribution of labels is illustrated in Figure 3.8. Despite the small size of the dataset
and the significant imbalance in label distribution, it was selected for analysis due to its
utilization in various previous publications. Moreover, this dataset contains the available
collection of short texts focusing on climate change supports and denials.
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Figure 3.8: Distribution of dataset labels – Climate Change

Furthermore, Figure 3.9 provides insights into the distribution of each label per sentiment
category. Similar to the health (COVID-19) dataset´, it is evident that discussions
supporting climate change tend to exhibit a more positive sentiment than negative.
On the other hand, the distribution of sentiment categories in rejection claims is not
predominantly negative but rather leans towards neutrality, with a slight inclination
towards positivity.

Figure 3.9: Distribution of dataset labels per sentiment category – Climate Change
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3.4.4 Quantitative Analysis of Data from the Field „Social Media“

Figure 3.10 provides an overview of the most frequently occurring words in the Twitter’s
Community Notes dataset. The analysis indicates that the tweets cover a wide range of
general world news topics.

Figure 3.10: Most common words – Social Media

The distribution of each label within the dataset is visualized in Figure 3.11.

Figure 3.11: Distribution of dataset labels – Social Media
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While misinformation tweets predominate, it is notable that only about a fourth of the
tweets in the dataset are not misleading. This significant imbalance in the distribution of
labels should be considered during the performance evaluation and interpretation of the
specified metrics.

Figure 3.6 displays the distribution of sentiment categories within the dataset.

Figure 3.12: Distribution of dataset labels per sentiment category – Social Media

It can be observed that similar to the politics dataset the distribution of sentiment
categories for each label is nearly similar.
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3.5 Pre-Processing of Datasets
The process of data pre-processing is depicted in Figure 3.13, illustrating the sequence of
steps involved in transforming the raw text data into a refined and standardized format.
An individual module was developed to encompass all the steps discussed in this Section.

Figure 3.13: Pre-processing procedure

To mitigate computational costs and training time, a preliminary decision was made
to limit the analysis to the first 1000 characters of the full article text or social media
post. Subsequently, a data cleaning process was applied, which involved removing special
characters and unnecessary whitespace. To standardize the text, all characters were
converted to lowercase. Tokenization was then employed to segment the texts into
individual units, and NLTK library-provided stopwords were removed to exclude less
informative words, such as articles, pronouns, and prepositions. Finally, a lemmatization
technique was employed to reduce words to their base form.

3.5.1 Preparing Dataset Classes and Labels
Once the preprocessing of the datasets is complete, and they have been standardized to
a consistent format, the next step is to prepare the dataset classes and labels to meet the
requirements for training machine learning and neural network models. This involves the
subsequent steps.

Numerical Encoding of Labels

In this preprocessing step, the categorical labels present in each dataset, such as „fake/real“
or „MISINFORMATION/NOT-MISLEADING“, were converted to numerical format.
This conversion was necessary due to the requirement of numerical inputs by machine
learning algorithms during the training and prediction phases.
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Vectorization of Text Features

The subsequent step involved the transformation of textual data into numerical rep-
resentations that are comprehensible and processable by machine learning algorithms.
There are several common approaches for text vectorization such as TF-IDF Vectorizer,
CountVectorizer, and Word Embeddings such as Word2Vec, GloVe, and FastText. The
choice of technique depends on the specific use-case, and there is no definitive answer
as to which one is superior. The key distinction lies in the fact that TF-IDF Vectorizer
and CountVectorizer convert sentences into vectors, while Word2Vec converts individual
words into vectors [TAR16].

For this study, the chosen method of text vectorization was CountVectorizer utilizing
only bigrams. This technique tallies the occurrences of words in articles or posts and
subsequently transforms the text into a matrix of tokens. As a result, it not only captures
word frequencies but also incorporates tokenization. The output of this process yields a
sparse matrix representation.

Concatenation of Multiple Features

In order to make the classification model take into account the two columns text and
sentiment, there were two options to consider. The first option involved utilizing Scikit-
Learn library’s Pipeline and FeatureUnion to select and handle multiple columns, including
text, numerical, or binary features. Alternatively, the second option was to generate
two sets of features independently and subsequently concatenate the two feature vectors.
The pre-processing module implemented the second approach. This way the learning
algorithm can assign different weights to each independent feature.

Since the text column had already been transformed into a sparse matrix in the preceding
step, enabling concatenation required converting the values in the sentiment column to
numerical values for each row, Figure 3.14.

Figure 3.14: Converting sentiments to numerical values.
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Afterwards, the sentiment values were converted into a NumPy array. The module
then utilized the Sparse hstack function from the SciPy library to concatenate the two
vectors/matrices of features.

3.6 Fake News Detection Using Supervised Machine
Learning and Deep Learning Algorithms

The selection of models employed in this study was based on the literature review, as
detailed in Section 2.1. However, for the sake of completeness, the following Subsections
present a brief overview of each algorithm along with their key characteristics and features.
Subsequently, the experimental setup will be explained, encompassing the methodology
employed to conduct the experiments. Subsequently, the implementation Section will be
presented, providing an explanation of the implementation process.

3.6.1 Models and Characteristics
In this Section, the chosen models for the task will be discussed along with their respective
properties.

Support Vector Machine (SVM)

Support Vector Machine (SVM), introduced by Vapnik in 1982, has emerged as a power-
ful and promising supervised algorithm for data classification. Numerous studies have
demonstrated the effectiveness of SVM, particularly in the domain of text classification.
According to Wei et al. [WWW12], SVM has shown superior performance compared to
traditional methods. However, it is important to note that SVM does have certain limi-
tations. One drawback is its sensitivity to noise during the training phase. Additionally,
SVM lacks built-in support for feature selection [WWW12].

The main idea behind the algorithm is to find an optimal hyperplane that best separates
data points belonging to different classes in a high-dimensional vector space. The goal is
to maximize the margin between the hyperplane and the nearest data points from each
class, known as support vectors.

Figure 3.15: A Simple Linear Support Vector Machine [Bam18].
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By maximizing this margin, SVM aims to achieve better generalization and improve
its ability to classify new, unseen data. In its simplest form, the SVM classifier can be
represented by the following formula:

f(x) = wT x + b (3.1)

Here, f(x) represents the predicted class label for a given input x. The sign function
returns +1 if the expression wT x + b is positive, indicating one class, and -1 if it is
negative, indicating the other class.

The key components of the SVM classifier are:

• w: The weight vector that determines the orientation of the hyperplane.

• x: The input feature vector. In the case of this study x is the concatenation of the
text and sentiment features.

• b: The bias term or intercept.

When using a SVM model, there are hyperparameters that require tuning based on
the classification problem. One important hyperparameter is the kernel type, which
includes options such as Linear, Radial Basis Function, Polynomial, and Sigmoid. Kernels
facilitate the transformation of input data to enable the model to more accurately and
efficiently determine the decision boundary and classify data points. Another significant
hyperparameter is the C parameter, which influences the SVM optimization’s emphasis
on avoiding misclassification of training examples. A larger value of C leads to the choice
of a smaller-margin hyperplane, prioritizing accurate classification of all training points.
Conversely, a very small C value prompts the optimizer to seek a larger-margin separating
hyperplane, even if it results in the misclassification of some points.

In a study by Altman et al. on fake news detection5, they experimented with tuning
these parameters. They explored different kernel types, and also the various C values,
including 0.001, 0.01, 0.1, 1, and 10. The best performing configuration was observed
with a linear kernel and a C value of 0.1, resulting in a validation accuracy of 98.07%.
Based on these findings, this thesis aims to adopt the same hyperparameter values to
achieve comparable outcomes.

5https://mehtaplustutoring-mlbootcamp20.github.io/Real_vs_Fake_News/ (Last ac-
cess as of August 3, 2023 )
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Naive Bayes

Naive Bayes is a commonly employed algorithm in text classification tasks due to its speed,
effectiveness, and ease of implementation. It is a basic probabilistic classifier that is based
on Bayes’ theorem. This classifier has been successfully applied in various domains such
as opinion mining, text classification, and spam filtering. The term „naive“ refers to the
assumption of feature independence, where each feature is considered independently when
classifying the text. The main idea behind Naive Bayes is to calculate the probability of
a document belonging to different classes based on the presence of certain words in the
document [SZ17].

Naive Bayes classifiers are widely used in various classification tasks, and they come in
different variants such as Gaussian Naive Bayes, Multinomial Naive Bayes, and Bernoulli
Naive Bayes [SZ17]. The choice of a specific Naive Bayes classifier depends on the
characteristics of the features being used. For continuous or binary features, Gaussian or
Bernoulli Naive Bayes may be more appropriate, respectively. However, in the context
of text classification, Multinomial Naive Bayes is often preferred due to the discrete
nature of text data, which can be represented using word frequencies or term frequencies
[KHRM06]. The Multinomial Naive Bayes classifier effectively handles this type of data
by taking into account the frequency of words or terms in the documents, making it
well-suited for tasks such as spam filtering and text categorization [SZ17]. Thus, this
thesis employs the Multinomial Naive Bayes classifier for the task of fake news detection.

Given a document represented by a feature vector x = (x1, x2, ..., xr), where xi represents
the frequency or occurrence of a term or feature i in the document, and a set of
classes C = c1, c2, ..., ck, the Multinomial Naive Bayes classifier calculates the conditional
probability of a document belonging to a particular class.

The formula for calculating the probability of a document x belonging to a class c is:

P (c|x) = P (c) P (xi|c)
P (x) (3.2)
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Where:

• P (c|x)is the posterior probability of class c the feature vector x,

• P (c) is the prior probability of class c,

• P (xi|c) is the likelihood probability of observing the feature xi given the class c,

• denotes the product operator over all features xi in the feature vector x, and

• P (x) is the marginal probability of the feature vector x.

To classify a new document, the classifier calculates the probability for each class and
assigns the document to the class with the highest probability.

Deep Neural Network

Three prominent models commonly used in deep learning are Convolutional Neural
Networks (CNNs), Recurrent Neural Networks (RNNs), and Long Short-Term Memory
Neural Networks (LSTMs) [HKS12, LBH15, MGM15, KRSST18]. The choice of the
deep architecture depends on the type of data sources. For image sources, CNNs have
proven to be a typical and effective architecture [HKS12, LBH15], while RNNs are often
utilized for audio sources [MGM15]. On the other hand, LSTM models offer promising
performance in capturing dependencies in sequences of words [KRSST18].

CNNs (Convolutional Neural Networks) have gained significant popularity in computer
vision tasks, but they can also be effectively used for fake news detection, offering
advantages over RNNs (Recurrent Neural Networks) and LSTMs (Long Short-Term
Memory). One key advantage of CNNs is their ability to capture local patterns and
dependencies in the input data. In the context of text analysis, fake news articles often
contain specific word combinations, phrases, or textual patterns that can provide clues
about their authenticity. CNNs are suitable at capturing such local features through their
convolutional operations, which enable them to identify important linguistic patterns
related to fake news. Furthermore, unlike RNNs and LSTMs, which rely on sequential
processing and capture long-term dependencies, CNNs are particularly suitable for
scenarios where the order of words may not be crucial for determining the authenticity of
news articles [KRSST18]. Fake news detection often involves analyzing individual words,
phrases, or short textual segments rather than relying heavily on the sequential nature of
the text.

A neural network architecture comprises interconnected layers of artificial neurons, also
known as nodes or units. Each neuron receives input signals, performs a mathematical
operation on them, and generates an output signal that is propagated to the next layer.
The connections between neurons possess weighted values, enabling the network to learn
and adjust the importance of various features. Considering the aforementioned points,
this thesis employs a CNN deep learning model consisting of the following layers:
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• Embedding Layer
This layer associates each word index with an embedding vector. During the training
process, the model learns these vectors, optimizing their values based on the given
data [Seb02]. In this specific implementation, the embedding layer is configured
with a vocabulary size. For this the respective Python module built a dedicated
vocabulary for each selected dataset individually. This step was necessary for
achieving high accuracy in the model’s predictions and managing the computational
expenses associated with training the network.

• Dropout layer
The Dropout Layer was incorporated into the neural network architecture to
mitigate the issue of overfitting.

• GlobalAveragePooling1D Layer
This layer was added to simplify the input data representation by generating a
fixed-length output vector. This layer computes the average value across each
feature dimension, reducing the dimensionality of the input. By aggregating the
information in this way, the model can effectively handle variable-length input data.

• Dense Layer
Following the GlobalAveragePooling1D layer, the output vector was passed through
the Dense layer. The Dense layer is connected to a single output node and applies
an activation function. The activation function introduces non-linearity to the
model, allowing it to capture complex patterns and make accurate predictions
based on the learned features. However, the choice of the appropriate activation
function in the neural network model was made based on the characteristics of the
dataset. In the Python module, the following activation functions were selected:

– For binary classification tasks, where only a single output neuron is required,
the Rectified Linear Unit (ReLU) activation function was chosen. This acti-
vation function is well-suited for handling binary classification problems and
was employed for the politics, health, and social media datasets.

– On the other hand, for multi-class classification tasks, where one output neuron
per class is necessary, the Softmax activation function was utilized for the
entire output layer. The Softmax activation function is specifically designed to
handle multi-class problems and was applied in the case of the climate change
dataset.

3.6.2 Experimental Setup
To conduct a comparative case study, a Full-Factorial approach was devised. The Full-
Factorial design, illustrated in Figure 3.16, encompasses all possible combinations of 4
datasets, 3 models, and the inclusion or exclusion of sentiment analysis, resulting in
a total of 24 distinct combinations. This approach ensures that all factors and their
interactions are explored and evaluated. By considering a wide range of combinations,
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the study aims to provide an understanding of the performance and effectiveness of the
selected datasets, models, and the inclusion of sentiment analysis.

Figure 3.16: Full-Factorial Approach

3.6.3 Implementations

As previously mentioned, the project was implemented in the Python programming lan-
guage, utilizing supervised learning techniques such as Support Vector Machines (SVM),
Multinomial Naive Bayes, and a deep neural network. To facilitate the experimentation
process, a dedicated module was developed, encompassing two main methods/functions:
„train_model_with_sentiment“ and „train_model_without_sentiment“. These methods
accept three arguments, namely path_to_dataset, topic, and model, enabling the explo-
ration of 24 different approaches. The outcomes of each experiment were meticulously
recorded and will be presented in the subsequent Section. Considering the arguments of
both methods:

• The „path_to_dataset“ argument denotes the path to the dataset CSV file. This
CSV file is then read into a dataframe using the Pandas library, facilitating further
data processing and analysis.

• The „topic“ argument signifies the topic of the respective dataset, with possible
values including "Politics," "Health," "Climate-Change," and "Social-Media." This
argument serves multiple purposes, including:

– Determining the appropriate activation function for the addition of the dense
layer in the neural network, as elucidated in the preceding Sections.

– Guiding the selection of the loss function for compiling the neural network
model. For datasets with binary classes, the binary_crossentropy loss function
is chosen, whereas for multi-class datasets, the categorical_crossentropy loss
function is employed.
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• The „model“ argument represents the name of the classifier and can take on values
such as „SVM“ for the Support Vector Machine classifier, „NB“ for the Naive Bayes
classifier, and „CNN“ for the Convolutional Neural Network.

After passing the required arguments to the methods and calling it the methods will
first split the data into training and testing sets with the Scikit-Learn train_test_split
function, having a test size of 0.2, indicating that 20% of the data should be held over
for testing and 80% for training. Further, it trains the respective selected model with the
selected dataset, then it shows the evaluation results. For the machine learning models,
SVM and MultinomialNB, the confusion matrix of Scikit-Learn Metrics is applied to
show the performance. For the neural network the evaluate() function from Keras which
returns two values, namely loss, representing the error and the accuracy. Additionally all
performance metrics discussed in Section 2.4 of literature review will be calculated and
shown as well.

Upon passing the requisite arguments and invoking the methods, they initiate a series of
essential steps. Firstly, the methods segment the data into training and testing sets using
the train_test_split function from Scikit-Learn. The test size is set to 0.2, indicating a
split where 20% of the data is reserved for testing purposes, while the remaining 80%
is allocated for training. Subsequently, the selected model is trained using the chosen
dataset, followed by the display of evaluation results.

For the machine learning models, SVM and MultinomialNB, the performance assessment
employs the confusion matrix from Scikit-Learn’s Metrics module. This matrix provides
insights into the model’s classification accuracy. In the case of the neural network, the
evaluate() function from the Keras library is utilized, returning two values: the loss,
representing the error, and the accuracy. Additionally, all relevant performance metrics
discussed in Section 2.4 of the literature review will be calculated and presented.
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CHAPTER 4
Result Mapping and Performance

Evaluation

The implementation steps described in the preceding Chapter were carried out on
a per-dataset basis. Considering the politics dataset as an example, initially, all
three models were trained, incorporating the sentiment feature of the dataset, uti-
lizing the „train_model_with_sentiment“ method. Subsequently, the same three mod-
els were trained once more, this time excluding the sentiment feature, employing the
„train_model_without_sentiment“ method. Therefore, the subsequent Sections go
through each dataset and report the results obtained for each classifier, accompanied
by a thorough performance evaluation. This analysis will be conducted for both cases,
with and without the incorporation of sentiment analysis. This provides insights into the
effectiveness of the classifiers across different data contexts.

4.1 Assessing Performance in the „Politics“ Category
Table 4.1 presents the performance results for the politics dataset.

Model Sentiment Included Sentiment Excluded

Accuracy Precision Recall F1 Accuracy Precision Recall F1

SVM 97.67% 99.28% 95.90% 97.56% 97.68% 99.32% 95.88% 97.57%
NB 96.71% 94.93% 98.49% 96.68% 96.71% 94.91% 98.51% 96.68%

DNN 96.45% 98.33% 96.94% 97.63% 96.93% 98.11% 97.19% 97.65%

Table 4.1: Dataset Performance – Politics

The results demonstrate that the politics dataset achieved the highest performance with
the SVM classifier, achieving an accuracy of 97.68%. The deep neural network and naive
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Bayes classifiers follow, in that order. Interestingly, incorporating the sentiment feature
did not significantly affect the performance of any of the classifiers.

(a) SVM model with sentiment analysis (b) SVM model without sentiment analysis

(c) Naive Bayes model with sentiment anal-
ysis

(d) Naive Bayes model without sentiment
analysis

Figure 4.1: Confusion matrices of trained machine learning models – Politics

Following the examination of the confusion matrices, it is evident that the SVM model
accurately classified 4528 instances of fake news as fake and 4120 instances of real news
as real when incorporating sentiment. Whereas, when sentiment was excluded, the SVM
model correctly classified 4530 instances of fake news as fake and 4119 instances of
real news as real. This indicates that the SVM model exhibits better performance in
predicting fake news compared to real news and as well slightly better without sentiment
analysis.

The performance of the neural network can be observed through the visualization in
Figure 4.2. The Figure depicts the progress of accuracy and loss function (Loss) for both
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models, including and excluding sentiment analysis, utilizing the training and validation
data from the politics category.

(a) Training and validation accuracy – Model
with sentiment analysis

(b) Training and validation loss – Model with
sentiment analysis

(c) Training and validation accuracy – Model
without sentiment analysis

(d) Training and validation loss – Model without
sentiment analysis

Figure 4.2: Learning curves of neural network models – Politics

As expected, the accuracy of both models exhibits a consistent increase on the training
dataset starting from the second epoch, indicating a good fit. This observation is
further supported by the decreasing trend of the loss curve, which reflects a reduction
in classification errors on the validation dataset. Both models demonstrate a gradual
stabilization of both accuracy and loss curves after the sixth epoch. Considering this
analysis, the model fine-tuned over six epochs was selected for the final evaluation in
both cases.

4.2 Assessing Performance in the „Health“ Category
Taking into account the notable imbalance exhibited by the Health (COVID-19) dataset,
as depicted in Figure 3.5 of the Quantitative Analysis of Test Data Section, the initial
model training yielded a significantly low performance. However, in order to address this
issue, undersampling techniques were employed, resulting in a notable improvement in
the accuracy of the models. The neural network model exhibited the best performance,
with the accuracy escalating from 34% to 86% with sentiment feature, as presented in
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Table 4.2. Undersampling, a technique that involves randomly selecting examples from
the majority class, was applied to mitigate the effects of class imbalance.

Model Sentiment Included Sentiment Excluded

Accuracy Precision Recall F1 Accuracy Precision Recall F1

SVM 84.51% 79.68% 99.59% 88.53% 84.51% 79.68% 99.59% 88.53%
NB 78.14% 92.31% 69.38% 79.22% 77.71% 93.55% 67.54% 78.45%

DNN 86.23% 84.91% 97.22% 90.65% 80.98% 83.03% 99.46% 90.51%

Table 4.2: Dataset Performance – Health

The findings indicate that the health dataset exhibited the best performance when
utilizing the neural network model, particularly when incorporating the sentiment feature.
However, upon comparison of all combinations, it is clear that the inclusion of sentiment
did not have a significant impact on the classification performance of any of the classifiers.

Furthermore, Table 4.2 indicates that the SVM classifier achieved a higher accuracy
of 84.51% compared to 78.14% for Naive Bayes, indicating that it made more correct
predictions overall, considering the sentiment analysis included scenario. In terms of
precision, which measures the proportion of correctly predicted positive instances among
all predicted positive instances, Naive Bayes (92.31%) outperformed SVM (79.68%).
This suggests that Naive Bayes had a higher ability to correctly classify true positive
instances, this can be further observed by comparing the confusion matrices of the two
classifiers as depicted in Figure 4.3. However, when considering recall, which measures the
proportion of correctly predicted positive instances among all actual positive instances,
SVM (99.59%) performed significantly better than Naive Bayes (69.38%). This means
that SVM had a higher capability to identify true positive instances, making it more
effective in capturing actual instances of fake news. In summary, in case of sentiment
incorporation, the SVM classifier performed better than Naive Bayes, demonstrating
higher accuracy, recall, and F1 score, and the neural network performed better than
the SVM classifier, demonstrating higher accuracy, precision, and F1 score. In case of
sentiment exclusion, the neural network and the SVM classifier behaved almost identical.
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(a) SVM model with sentiment analysis (b) SVM model without sentiment analysis

(c) Naive Bayes model with sentiment anal-
ysis

(d) Naive Bayes model without sentiment
analysis

Figure 4.3: Confusion matrices of trained machine learning models – Health

The performance of the neural network can be assessed by examining the visualization
presented in Figure 4.4. In the case of the model incorporating sentiment analysis, both
models demonstrate an initial increase in accuracy on the training dataset. However,
the accuracy based on the validation dataset exhibits a noticeable decline starting from
the eighth epoch. This decline suggests the occurrence of overfitting, wherein the model
becomes excessively tuned to the training data and its ability to generalize to unseen
data diminishes. This observation is further supported by the loss history, which reveals
an increase in error in the classification of the validation data from the eighth epoch
onwards, contrasting with the pattern observed in the training data. On the basis of this
analysis, in the case of both scenarios, sentiment included and sentiment excluded, the
model that had undergone fine-tuning covering eight epochs was chosen.
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(a) Training and validation accuracy – Model
with sentiment analysis

(b) Training and validation loss – Model with
sentiment analysis

(c) Training and validation accuracy – Model
without sentiment analysis

(d) Training and validation loss – Model without
sentiment analysis

Figure 4.4: Learning curves of neural network models – Health

4.3 Assessing Performance in the „Climate Change“
Category

Table 4.3 presents the performance results for the climate change dataset.

Model Sentiment Included Sentiment Excluded

Accuracy Precision Recall F1 Accuracy Precision Recall F1

SVM 43.97% 39.34% 43.97% 33.12% 44.95% 41.87% 44.95% 34.27%
NB 35.50% 37.09% 35.50% 36.00% 30.62% 36.83% 30.62% 32.32%

DNN 44.69% 11.00% 25.00% 15.00% 42.08% 11.00% 25.00% 15.00%

Table 4.3: Dataset Performance – Climate Change

The results indicate that the climate change dataset exhibited a better performance when
trained with the SVM classifier without incorporating the sentiment feature, attaining
an accuracy of 44.95%. Nevertheless, it is worth noting that overall, the dataset’s
performance was not ideal across all models assessed.
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(a) SVM model with sentiment analysis (b) SVM model without sentiment analysis

(c) Naive Bayes model with sentiment anal-
ysis

(d) Naive Bayes model without sentiment
analysis

Figure 4.5: Confusion matrices of trained machine learning models – Climate Change

Following the comparison of the confusion matrices, it is evident that the SVM model
accurately classified 121 instances of supporting claims as supporting when incorporating
sentiment. Whereas, when sentiment was excluded, the SVM model correctly classified
122 instances of supporting claims as supporting. This indicates that the SVM model
exhibits better performance in predicting climate change supporting claims compared to
refuting claims and as well slightly better without sentiment analysis.

The performance of the neural network can be observed through the visualization in
Figure 4.6. Since the accuracy on both the training and validation datasets remains
static, it means that the model is not improving its performance as training progresses.
This indicates that the model may have reached a point in its learning process, where
further iterations are not leading to significant improvements in accuracy.
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(a) Training and validation accuracy – Model
with sentiment analysis

(b) Training and validation loss – Model with
sentiment analysis

(c) Training and validation accuracy – Model
without sentiment analysis

(d) Training and validation loss – Model without
sentiment analysis

Figure 4.6: Learning curves of neural network models – Climate Change

In summary, despite achieving the highest accuracy with SVM model among the classifiers,
the attained accuracy suggests that further improvements are necessary to enhance the
classification performance on the climate change dataset.

4.4 Assessing Performance in the „Social Media“ Category
Table 4.4 presents the performance results for the social media dataset.

Model Sentiment Included Sentiment Excluded

Accuracy Precision Recall F1 Accuracy Precision Recall F1

SVM 81.34% 35.24% 14.85% 20.89% 81.32% 34.98% 14.65% 20.65%
NB 53.54% 14.83% 37.93% 21.32% 50.82% 14.65% 40.67% 21.54%

DNN 82.26% 41.00% 50.00% 45.00% 82.18% 41.00% 50.00% 45.00%

Table 4.4: Dataset Performance – Social Media

The findings demonstrate that the neural network exhibited superior performance, attain-
ing an accuracy of 82.26%, when the sentiment feature was included. Nonetheless, the
not ideal outcomes observed for other evaluation metrics, including precision, recall, and
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F1 score, requires further investigation. It is important to examine the confusion matrices
and studying the learning curves to gain insights into the less optimal performance
observed in other metrics, such as precision, recall, and F1 score.

(a) SVM model with sentiment analysis (b) SVM model without sentiment analysis

(c) Naive Bayes model with sentiment anal-
ysis

(d) Naive Bayes model without sentiment
analysis

Figure 4.7: Confusion matrices of trained machine learning models – Social Media

The confusion matrices of SVM models show that the model correctly predicts instances
of fake news as fake, but struggles to correctly classify instances of real news as real, it
indicates a specific type of error known as a false negative. This means that the model is
more prone to incorrectly classifying real news as fake, leading to a higher number of
false negatives in the predictions. The same behavior can be seen with the Naive Bayes
classifier.

The performance of the neural network can be observed through the visualization in
Figure 4.8.
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(a) Training and validation accuracy – Model
with sentiment analysis

(b) Training and validation loss – Model with
sentiment analysis

(c) Training and validation accuracy – Model
without sentiment analysis

(d) Training and validation loss – Model without
sentiment analysis

Figure 4.8: Learning curves of neural network models – Social Media

The accuracy of the model with sentiment analysis remained static after six epochs, while
the loss function was increased continuously. This observation suggests the occurrence
of overfitting, indicating that the model became excessively specialized to the training
data and encountered challenges in generalizing effectively to unseen data. Consequently,
a decline in performance on the validation data was observed. Choosing a six-epoch
training for the final model is a way to mitigate overfitting and strike a balance between
model performance and generalization. The aforementioned observation holds true for
the model when sentiment analysis is not incorporated.
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CHAPTER 5
Discussion

5.1 Examining Results in the Context of Previous
Literature

Comparing the results with other benchmarking studies enables the identification of
certain patterns. Additionally, Table 5.1 is added which compares the training durations
of the models across different datasets, in order to assist drawing generalized conclusions.
Khan et al. [KKA+21] conducted a similar evaluation focused on different datasets
and methods, however, without considering different domains. Interestingly, their find-
ings highlight Naive Bayes as the best-performing traditional machine learning model,
particularly suitable when hardware constraints are a consideration. This study aligns
with their results, as Table 5.1 shows, where Naive Bayes demonstrates the shortest
training time. In another comparison study by Poddar et al. [PU+19], they examined
various fake news detection approaches but only on a single dataset, with different sample
sizes. Their findings suggest that Support Vector Machine (SVM) performs better with
larger datasets, which is consistent with the observations in this study. However, the
contextual impact of different datasets from diverse domains was not considered in their
analysis. Similarly, Aphiwongsophon et al. [AC18] focused solely on the social media
domain, specifically Twitter tweets. While their work provided insights into fake news
detection in the context of social media, they did not explore other domains. Interestingly,
their findings also indicate that among the selected models, Naive Bayes yielded lower
performance measures, while SVM and Neural Network exhibited equivalent results.
Gupta et al. [GMBG] exclusively explored traditional machine learning models and did
not include any deep learning approaches.
The implementation of fake news detection using diverse approaches and datasets in
this study has emphasized the significant impact of a well-established dataset on the
overall performance. Specifically, the analysis of the politics dataset has revealed notable
improvements. Beyond classification performance, the findings shed light on an additional
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aspect that is unrelated to performance itself. In an era where computing capacity is billed
based on usage costs, the results unveil an important consideration. It is evident that
the training time required for the models is not necessarily proportional to the achieved
performance. Notably, the Naive Bayes model demands significantly less computational
effort compared to SVM and Neural Network models, making it an efficient choice in
terms of resource utilization.

Dataset Model Total Duration with
SA [S]

Total Duration
without SA [S]

Politics
SVM 00:31:32 00:30:05
NB 00:03:11 00:02:53

DNN 00:07:09 00:06:34

Health
SVM 00:04:55 00:04:45
NB 00:01:16 00:01:10

DNN 00:05:52 00:04:26

Climate Change
SVM 00:00:04 00:00:02
NB 00:00:03 00:00:02

DNN 00:00:13 00:11:10

Social Media
SVM 00:11:10 00:10:03
NB 00:02:18 00:02:02

DNN 00:10:10 00:06:25

Table 5.1: Comparison of the model training durations.

5.2 Limitations
Several limitations exist within this study that necessitate consideration in the overall
assessment. Firstly, it is important to note that the selected textual datasets exhibit
variations in terms of text length and quality [Kie19]. This inherent heterogeneity
poses challenges in directly comparing prevalent fake news domains, as the differing
characteristics of the datasets may introduce biases and impact the performance evaluation
and generalizability of the results. However, it is important to note that finding labeled
datasets covering all domains from a single source, such as exclusively from a social
network or a news website, proved to be challenging.

Secondly, the incorporation of sentiment analysis in the fake news detection process
primarily considered the overall sentiment type of the texts, such as positive, negative, or
neutral. However, a more comprehensive feature engineering approach could be explored,
as discussed in the work of Dickerson et al. [DKS14], to incorporate additional sentiment-
based features. These features could include average topic sentiment, polarity fractions,
positive sentiment strength, and negative sentiment strength, which may further enhance
the accuracy and robustness of the detection model.

Thirdly, it is important to acknowledge that this study focuses solely on content-based
features for fake news detection and does not consider context-based features such as user
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networks and user behavior. One major obstacle in this regard was the lack of diversity
in the existing datasets. For example, user-related features were not obtainable from the
dataset of news articles or website claims. Exploring and incorporating context-based
features could provide valuable insights into the social dynamics and user interactions
surrounding the spreading of fake news.

By acknowledging these limitations, this study strives to provide a well-informed analysis
of fake news detection, while also highlighting areas for further research and improvement.

65





CHAPTER 6
Conclusion

6.1 Overall Comparison
Table 6.1 provides a comprehensive comparison of the classification performance across
different algorithms and datasets, enabling an in-depth analysis of the results and
facilitates drawing robust conclusions.

Dataset Model Sentiment Included Sentiment Excluded

Accuracy Precision Recall F1 Accuracy Precision Recall F1

SVM 97.67% 99.28% 95.90% 97.56% 97.68% 99.32% 95.88% 97.57%
Politics NB 96.71% 94.93% 98.49% 96.68% 96.71% 94.91% 98.51% 96.68%

DNN 96.45% 98.33% 96.94% 97.63% 96.93% 98.11% 97.19% 97.65%

SVM 84.51% 79.68% 99.59% 88.53% 84.51% 79.68% 99.59% 88.53%
Health NB 78.14% 92.31% 69.38% 79.22% 77.71% 93.55% 67.54% 78.45%

DNN 86.23% 84.91% 97.22% 90.65% 80.98% 83.03% 99.46% 90.51%

SVM 43.97% 39.34% 43.97% 33.12% 44.95% 41.87% 44.95% 34.27%
Climate Change NB 35.50% 37.09% 35.50% 36.00% 30.62% 36.83% 30.62% 32.32%

DNN 44.69% 11.00% 25.00% 15.00% 42.08% 11.00% 25.00% 15.00%

SVM 81.34% 35.24% 14.85% 20.89% 81.32% 34.98% 14.65% 20.65%
Social Media NB 53.54% 14.83% 37.93% 21.32% 50.82% 14.65% 40.67% 21.54%

DNN 82.26% 41.00% 50.00% 45.00% 82.18% 41.00% 50.00% 45.00%

Table 6.1: Overall performance by dataset category and model

It is evident that the SVM classifier outperforms other algorithms, achieving the highest
average performance across all dataset categories, with and without the incorporation of
sentiment analysis. However, there is an exception in the social media category, where
the neural network demonstrates a better performance. In Section 4.4 of the results,
specific attention was given to addressing challenges associated with imbalanced data
and overfitting. This led to the realization that relying solely on accuracy as a metric
can be misleading, as it may appear high due to the dominance of the majority class.
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This corresponds to the social media dataset results. Additionally, although the Naive
Bayes classifier performed slightly less favorably compared to the other two models, its
performance remained competitive and was not significantly different or inferior.

Among the four selected datasets, the politics dataset stands out with the highest
performance achieved by the SVM model without incorporating sentiment analysis.
When evaluating the performance across different datasets, it is important to consider
their structural characteristics, such as size and balance. As demonstrated in Table 3.2
and Figure 3.2 of the previous Chapter, the politics dataset excels in meeting these criteria.
It consists of lengthy, less noisy news articles sourced from official news websites (Table
3.2 displays only first two or three sentences of the original sentences of sample records
per label). Furthermore, the dataset exhibits a near-balanced distribution, contributing
to its superior performance as the best-performing dataset.

Furthermore, when considering the models trained with the incorporation of the sentiment
feature, it is evident that the neural network exhibited slightly better performance on
imbalanced datasets such as climate change and social media. However, imbalance can
often negatively affect neural networks, as highlighted by Ao et al. [aHSSL22]. One
potential issue that arises in the context of imbalanced data is overfitting, where the neural
network becomes excessively specialized in capturing the patterns of the majority class,
resulting in higher accuracy but poor generalization to the minority class. Consequently,
this can lead to poor performance in terms of precision, recall, and F1 score, as depicted
in Table 6.1.

Finally, when considering the impact of sentiment analysis on enhancing the performance
of fake news detection, the comparison Table reveals that sentiment analysis did not lead
to significant improvements, and in most cases, resulted in slightly lower performance.
One possible explanation for this observation is that fake news and real news exhibited
different distributions of sentiment classes, as highlighted in the Quantitative Analysis
section. This was evident across all datasets. Previous studies, including Sharma et al.
[SQJ+19] and Lin et al. [LKL22], have discussed that each type of news, whether fake
or real, tends to exhibit a specific sentiment pattern, such as predominantly negative
or positive. However, it was specifically observed that neither fake news nor real news
consistently displayed an exaggeration of a specific sentiment type. Consequently, the
models struggled to identify consistent patterns to learn from.

6.2 Conclusion
Based on the implications discussed in Chapter 5 and the comprehensive assessments
conducted in the preceding Section, this study makes a contribution to the existing body
of knowledge in the field of fake news detection approaches by employing diverse datasets
from multiple domains and evaluating different classification models. The findings
reinforce the suitability of Naive Bayes in resource-constrained scenarios, highlight the
effectiveness of SVM with large datasets with lengthy entries such as news articles,
and underscore the consistent behavior of Neural Networks and SVM models in similar
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contexts, with the additional advantage of Neural Networks requiring less computational
effort. Thus, the integration of Neural Networks with more balanced data holds the
potential to yield improved performance while simultaneously mitigating computational
burdens.
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CHAPTER 7
Future Research Directions

The methodology employed in this thesis for fake news detection primarily focused on
supervised learning methods. While these approaches have provided valuable insights,
there are several areas within the field of supervised learning for fake news detection
that require further investigation as potential directions for future research. These areas
encompass aspects such as enhancing the consistency of multi-source datasets, advancing
feature engineering techniques, and refining the analysis process. By expanding and
refining the employed methodology, future studies can aim to uncover novel insights that
contribute to the effectiveness of fake news detection methods.

7.1 Enhancing Consistency of Multi-Source Datasets

The spread of fake news occurs across various platforms, including online news websites
and social media networks. This study demonstrated that the choice of data source
can significantly impact the performance of fake news detection models. While social
media platforms are known to be a major source of fake news and rumors [MGW18],
the short nature of social media posts did not contribute to the improved performance
of the applied models, as observed in the results. To address this limitation, Ma et
al. [MGW18] suggest extending social media posts to provide additional context. For
example, they propose modeling Twitter data as a collection of claims consisting of
relevant tweets posted at different times. This approach allows for the establishment of
consistency within multi-source datasets from diverse domains and platforms, enabling a
more comprehensive analysis of fake news.
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7.2 Advancing Feature Engineering
7.2.1 Incorporating Advanced Sentiment-Based Features
As previously discussed in the limitations section, this study primarily incorporates a
three-polarity sentiment analysis, considering sentiments as negative, neutral, or positive.
However, as demonstrated by Dickerson et al. [DKS14], there is potential for further
improvement by exploring various variations of sentiment degree and multi-polarity
sentiment analysis. Additionally, incorporating additional sentiment-based features such
as average topic sentiment, polarity fractions, positive sentiment strength, and negative
sentiment strength can significantly enhance the performance of the classifiers. Table 2.5
in Chapter 2 provides an overview of these features and their relevance to the fake news
analysis.

7.2.2 Incorporating Other Content-Based Features
An additional content-based feature that holds potential for enhancing fake news detection
is Word2Vec similarity (Word2Vec-Sim). Word2Vec is a technique that represents text
data in the Vector Space Model using a two-layer neural network. By building a vocabulary
of words and training a model (pre-trained word embeddings such as Google’s Word2Vec
can be utilized), each word in a sentence can be mapped to an embedding vector. The
Word2Vec-Sim feature can then be calculated by computing the cosine similarity between
the obtained embedding vectors. By incorporating the Word2Vec-Sim feature, this study
aims to capture and measure the semantic similarities between words and sentences. This
approach allows for a deeper understanding of textual content and has the potential to
enhance the accuracy of classifiers.

7.2.3 Incorporating Context-Based Features
The majority of recent studies have been employing content-based approaches for fake
news detection. However, notable studies, such as the work conducted by Castillo et
al. [CMP13], have demonstrated the value of incorporating a range of comprehensive
context-based features derived from user profiles and news/post characteristics. These
features encompass factors such as the popularity level, number of shares.

By considering both content-based and context-based features, and extending the multiple
case study by comparing the performance when using all these features to the results
when removing features one by one researchers can gain more understanding of their
impacts on the classification models. However, it is important to note that not all of
these features are available in all types of platforms and therefore bring limitations to a
multi-source dataset case study.

Recent studies in the field of fake news detection have mostly focused on content-based
approaches. However, notable studies, such as the work conducted by Castillo et al.
[CMP13], have demonstrated the value of incorporating a range of comprehensive context-
based features derived from user profiles and news/post characteristics. These features

72



7.3. Refinement of Analysis Degree: Multi-Label Fake News Detection

encompass factors such as the popularity level, number of shares. By considering both
content-based and context-based features, researchers can develop a more comprehensive
understanding of the fake news detection problem. To further investigate the impact of
these features on classification models, an extended multiple case study can be conducted,
comparing the performance when utilizing all features to the results obtained by gradually
removing each feature. However, not all platforms provide access to all these features,
which may introduce limitations in the case of multi-source dataset studies.

7.3 Refinement of Analysis Degree: Multi-Label Fake
News Detection

The majority of existing fake news detection studies, including the focus of this thesis,
primarily revolves around binary classification, distinguishing between fake and real news
or determining the presence of misleading information. Nevertheless, it is important to
acknowledge that text can often comprise a blend of both factual and false statements.
Therefore, the exploration of multi-label fake news detection, where a news article can
be associated with multiple labels, presents a potential avenue for further investigation.
For multi-label fake news detection, where a news article can be associated with multiple
labels, there are several suggestions to consider:

• Dataset Expansion: The majority of existing datasets are primarily labeled binary.
One suggestion is to expand these datasets by manually annotating them with
multiple labels. This can involve leveraging domain experts or crowdsourcing
platforms to assign multiple labels to each news article.

• Ensemble Methods: Utilize ensemble methods, such as bagging or boosting, to
combine multiple binary classifiers into a multi-label classifier. This approach
involves training multiple binary classifiers, each specialized in detecting specific
types of fake news, and then combining their predictions to make the final multi-label
classification.
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8. Appendix

8.1 Appendix 1: Dataset Sources

Category Description Link
Politics Political News Articles https://onlineacademiccommunity.uvic.ca/isot/2022/11/27/

fake-news-detection-datasets/

Health COVID-19 Healthcare
News and claims https://github.com/cuilimeng/CoAID

Climate Change Web-scraped climate
change-related claims

https://www.sustainablefinance.uzh.ch/en/research/
climate-fever.html

Social Media Crowdsourced world
news-related tweets

https://communitynotes.twitter.com/guide/en/under-the-hood/
download-data
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