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Kurzfassung

Die Integration künstlicher Intelligenz (KI) birgt sowohl immense Chancen als auch
erhebliche Herausforderungen, insbesondere wenn sie in kritischen Infrastrukturen genutzt
wird. Die Komplexität von KI-Systemen in Verbindung mit den potenziellen Risiken bei
ihrem Versagen erfordert strenge Compliance-Maßnahmen. Der Artificial Intelligence Act
der EU zielt darauf ab, diese Systeme zu regulieren, jedoch kann die Einhaltung so einer
Regulierung herausfordernd und ressourcenintensiv sein. In dieser Diplomarbeit wurde ein
Anforderungskatalogs für Anbieter von KI-Systemen in kritischer Infrastruktur entwickelt,
mit dem Ziel ein Instrument zur Beurteilung der Einhaltung des AI Acts bereitzustellen.
Die Forschung untersuchte auch die Anwendungsbereiche von KI und deren Integration
in verschiedene Infrastrukturbereiche wie die Versorgung von Wasser, Strom, Wärme,
Gas und der Verkehrssteuerung. Als methodischer Ansatz wurde das Design Science
Forschungsframework verwendet, ergänzt durch eine systematische Literaturrecherche,
das Technology Acceptance Model (TAM) und die System Usability Scale (SUS). Zur
Bewertung der Nützlichkeit des Katalogs wurden Interviews auf der Grundlage von TAM
und eine SUS-Umfrage mit Informationssicherheitsexperten durchgeführt.

Die systematische Literaturrecherche zeigte, dass KI-Technologien in allen Bereichen
kritischer Infrastrukturen integriert sind. Während die Integration von KI im Bereich der
Wärme- und Gasversorgung relativ gering ist, demonstriert die Verkehrssteuerung die
größte Konzentration. Der entwickelte Anforderungskatalog wurde als hilfreiches Tool mit
hoher Benutzerfreundlichkeit wahrgenommen, was durch einen durchschnittlichen SUS-
Wert von 92.9% bestätigt wurde. Der Katalog bietet mehrere Vorteile für Organisationen,
welche von dem AI Act betroffen sind. Er stellt eine vorgefilterte Liste der relevanten
Anforderungen bereit, was Zeit und Ressourcen erspart. Dabei werden die Anforderungen
auf klare und verständliche Weise präsentiert. Dies fördert ein gemeinsames Verständ-
nis unter Teammitgliedern und ermutigt zur Beteiligung am Compliance-Prozess. Der
Katalog unterstützt auch bei der Kontextualisierung von Anforderungen, unter Berück-
sichtigung verwandter Standards, potenzieller Nachweise und spezifischer Ziele. Darüber
hinaus werden die Ergebnisse mit Spinnendiagrammen und Heatmaps visualisiert. Dies
verbessert die Fähigkeit, die Anforderungen effektiv zu interpretieren und Entscheidungen
darüber zu treffen, wo weitere Aktionen und Maßnahmen durchgeführt werden müssen.
Einer der wichtigsten Aspekte ist die Berechnung des Reifegrads, der als Indikator für
die Gesamt-Compliance dient. Zusammenfassend betont die Arbeit die wertvolle Rolle
des Anforderungskatalogs bei der Navigation durch die komplexe Landschaft der KI-
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Anforderungen. Er erläutert nicht nur die komplexen Anforderungen, sondern fungiert
auch als Kompass, der Unternehmen durch den Prozess der KI-Integration in kritische
Infrastrukturen führt.



Abstract

The integration of Artificial Intelligence (AI) presents both immense opportunities as
well as significant challenges, particularly when integrated into critical infrastructure.
The complexity of AI systems, coupled with the potential risks associated with their
failure, necessitates stringent compliance measures. The EU’s Artificial Intelligence Act
seeks to regulate these systems. However, the path to compliance can be challenging and
resource-intensive. In the course of the thesis, a requirements catalogue was developed
for providers of AI systems in critical infrastructure, aiming to provide a tool to assess
compliance with the AI Act. The research further investigated the application areas of
AI and its integration into various infrastructure domains such as the supply of water,
electricity, heating, gas, and road traffic management. As a methodological approach, the
Design Science Research framework was used, supplemented by a Systematic Literature
Review (SLR), the Technology Acceptance Model (TAM), and the System Usability
Scale (SUS). To evaluate if the catalogue is perceived as a useful tool, interviews based
on TAM and a SUS survey were conducted with Information Security experts.

The SLR revealed that AI technologies have been incorporated into all critical infras-
tructure domains. While there is relatively low AI integration in the heating and gas
supply sector, road traffic management shows the most significant concentration. The
developed requirements catalogue itself was well accepted, with high perceived useful-
ness and ease of use, supported by an average SUS score of 92.9%. It offers several
benefits to organisations seeking compliance. The catalogue provides a pre-filtered list
of relevant requirements, saving time and resources and presents these requirements
in a clear, understandable manner. This fosters a shared understanding among team
members, encouraging participation in the compliance process. The catalogue also aids
in contextualising requirements, considering related standards, potential proofs, and
specific objectives. Further, the results were visualised with spider graphs and heatmaps.
This enhances the ability to interpret the requirements effectively and decide where
further actions and measures need to be implemented. Most importantly, the maturity
level is calculated, which serves as an indicator of the overall compliance. In conclusion,
the thesis underscores the valuable role of the requirements catalogue in navigating the
complex landscape of AI requirements. It not only clarifies the complex requirements but
also functions as a compass, guiding organisations through the process of AI integration
into critical infrastructure.
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CHAPTER 1
Introduction

1.1 General introduction to the subject area
Artificial Intelligence has become increasingly relevant and pervasive in various domains
[Sta22], demonstrating its potential to transform the way we work, live and engage with
technology. Its applications are rapidly expanding, not only in the hands of private
individuals but also within public sectors [vNM22]. As the influence of AI continues to
expand, there is an urgent need to ensure that its deployment adheres to ethical and
responsible principles. Recognising this urgency, the Commission of the European Union
has taken a proactive approach by proposing the Artificial Intelligence Act which seeks
to establish a framework for governing AI and fostering its responsible deployment. The
primary objectives of the AI Act are to enhance governance, facilitate the development of a
single market for AI applications and ensure compliance with existing laws on fundamental
rights and safety. This proposed regulation is a crucial step in addressing the challenges
posed by Artificial Intelligence technologies and maximising its potential for the benefit of
society. Establishing a set of standardised rules aims to foster innovation while protecting
fundamental rights and preventing market fragmentation. Through effective enforcement
mechanisms, the AI Act intends to ensure that AI applications are lawful, safe, and
trustworthy. Particularly significant is the application of AI within critical infrastructure
sectors. The integration in this domain presents unique opportunities to enhance efficiency,
resilience, and decision-making capabilities. However, it also introduces potential risks
and vulnerabilities that must be adequately addressed to safeguard critical systems and
protect them against potential threats.

1.2 Problem statement and research questions
Depending on the service or product a company offers on a certain market, it has to
comply with specific regulations, standards, and norms. In the critical infrastructure
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1. Introduction

sector, where failures have enormous repercussions on society, compliance with established
standards becomes crucial. These businesses that provide or deploy AI solutions in the
EU (independent of the company headquarters) or systems with an output that is used
inside the EU have to comply with the AI Act [Cou22]. This poses a time-consuming
and expensive challenge for the affected parties, especially in situations where various
regulations must be addressed and noncompliance has significant financial consequences.
In case of infringements of the AI Act’s requirements, fines up to 20 million euros or
four per cent of the company’s worldwide annual revenue (whichever is higher) could
face the operator of the AI system [Cou22]. However, companies that integrate AI
systems into essential infrastructure lack a tool or procedure for determining if or to what
extent they comply with the comprehensive set of new AI technology requirements. This
presents a serious challenge for affected stakeholders who are aiming to assure compliance
and prevent any legal or reputational risks. Consequently, the purpose of this thesis is
to investigate the application areas of AI in critical infrastructure and to develop an
assessment possibility for AI system compliance. The thesis proposes a tool in the format
of a requirements catalogue for verifying compliance with the AI Act, determining the
degree of fulfilment with maturity levels, identifying possible improvement areas, and
further preparing companies for prospective audits.

According to Annex III [Cou22] of the AI Act, domains that belong to the area of critical
infrastructure are, among others, the supply of water, gas, heating, electricity, and the
management and operation of road traffic. One goal of the thesis is to gain insights into
the level of integration of AI technology in critical infrastructure and discover application
areas of AI in the individual domains, which leads to the following initial research question:
For what purposes is Artificial Intelligence used in critical infrastructure (supply of water,
electricity, heating, gas, and road traffic management)?

The key element of this thesis deals with the AI Act and its impact on companies
and governments that provide AI systems in the field of critical infrastructure. The
AI Act proposes a very comprehensive set of rules, that is not expressed in an easily
comprehendible manner and does not provide possible evidence or an evaluation method
for compliance. This fact makes it challenging for affected stakeholders, who are already
obligated to follow other standards anyway. The indicated problem statement leads to
the following formulation of the main research questions: What specific requirements do
providers of AI systems in the field of critical infrastructure have to meet concerning the
AI Act and what is an appropriate means to integrate these into a requirements catalogue?

In the process of designing the requirements catalogue, the appropriate way will be
devised, taking into account factors such as understandable formulations, providing
possible proofs, a clear structure and the overall layout of the catalogue. Deriving from
this central research question, the following sub-research question is implied: Which
standards are associated with the requirements of the AI Act?

Accordingly, the goal is to prepare, test, and benchmark providers of AI systems in critical
infrastructure for this future regulation as best as possible. Furthermore, it should be
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1.3. Methodological Approach

possible to determine the degree of fulfilment with maturity levels in order to estimate
compliance for assessments and audits.

1.3 Methodological Approach
1.3.1 Process model
The initial step of this thesis involves conducting a Systematic Literature Review and a
conventional literature review, which serve as essential foundations for the development
of the requirements catalogue. This part aims to showcase the various application
areas of AI systems in critical infrastructure domains and their level of integration.
Moreover, it encompasses an examination of standards in fields such as Information
Security, Cyber Security, Risk Management and, Quality Management. After gaining
a deeper understanding of the developments of AI in critical infrastructure domains
and the associated standards, the design of the requirements catalogue commences. To
enhance the comprehensibility of the AI Act’s requirements, they are filtered, condensed,
organised into chapters and expressed in a more accessible manner. Subsequently, a
comparative analysis is performed to align the requirements with other relevant standards
and facilitate the provision of possible evidence. Additionally, control questions and
requirement objectives are formulated to offer supplementary guidance for a better
understanding of the fundamental essence of each requirement. To enable benchmarking
and compliance verification, a fulfilment schema based on maturity levels is incorporated
into the catalogue. Further, the results are visualised in multiple ways to improve
interpretation and clarity. Lastly, to evaluate the intention to use this artefact, interviews
and surveys are conducted with Information Security experts, which are then analysed
to derive conclusions. Figure 1.1 presents an overview of the thesis process, which will
be embedded in the Design Science approach by Hevner [HMPR04] in the subsequent
section.

1.3.2 Design Science Approach
In Europe, especially in German-speaking nations design-oriented research has a long
history, where Design Science research became a dominant Information Systems (IS)
research paradigm [Win08]. According to Hevner [HMPR04], Design Science is a discipline
that focuses on the creation and evaluation of IT artefacts that are meant to solve practical
problems. They are reviewed based on their utility in addressing such real-world issues. In
general, two concepts describe the majority of research in the field of Information Systems.
On the one hand, behavioural science research with the objective of discovering the
truth and research results that are theories. On the other hand, Design Science research
with the goal of seeking utility and outcomes in the manner of IT artefacts. Those are
frequently described as constructs, models, methods, and instantiations. Constructs serve
as a source of vocabulary and symbols that are used to describe and explain phenomena
in the field of IS. Models are abstractions and representations of phenomena that are used
to comprehend and explain real-world systems. Methods are the procedures, techniques,
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1. Introduction

Figure 1.1: Process of the thesis

algorithms, and practices that support the Design Science research with guidance on
how to address issues. Instantiations are specific implementations or examples of an
artefact that are created as part of Design Science research. In the context of this thesis,
the created artefact is an instantiation in the form of a requirements catalogue, which
provides a tool that can be utilised in a particular problem field.

In addition, Hevner constructed the three inherent research cycles [Hev07], which are
based on his IS research framework [HMPR04]. The Relevance Cycle connects the
activities of Design Science with the environment of the research topic. In the context
of this thesis, the main activities are the creation and evaluation of the requirements
catalogue. The environment is composed of the application domain, including critical
infrastructure domains, Quality management, Risk management, Information Security,
and field experts, as well as further the problems and opportunities like the lack of
clarity, benchmarking, and readiness assessment. On the other side, the Rigor Cycle
establishes a link between the Design Science activities and the body of knowledge,
including expertise, experience, and scientific foundations that underpin the research
project topic. The knowledge base in this particular case consists of AI applications
in critical infrastructure domains, norms, standards, best practices, and other security
assessment catalogues. Finally, as already mentioned, iterating between the primary
tasks of creating and evaluating the design artefact and research procedures is what
the central design cycle accomplishes. In Figure 1.2, the three inherent research cycles
from Hevner are shown, with the specific applications and context areas of this thesis
underneath.
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Figure 1.2: The three inherent research cycles [Hev07]

1.3.3 Literature review
The chosen methods to get a deeper understanding of the knowledge base are the
Systematic Literature Review (SLR) as well as the conventional literature review, also
called a narrative review. Whereas the latter has a much broader scope and does not
provide the utilised databases, methodological approaches, or evaluation criteria for the
inclusion or exclusion of retrieved papers [Rot07]. Although it has to be mentioned that a
comprehensive SLR has the disadvantage of taking considerably more time and requiring
in most steps more than one person [Rot07].

Literature reviews may be undertaken for a variety of purposes. These include establishing
a theoretical foundation for future research, comprehending the scope of research on
a certain subject or resolving questions by reviewing previous research on a certain
topic. Frequently, research reviews are published as portions of single-subject articles or
chapters of academic theses [OS10]. The first research question of this thesis is addressed
through the use of a Systematic Literature Review, which provides support for the
Rigour Cycle. For this purpose, the SLR follows a methodological framework that focuses
on the procedure outlined by Yu Xiao and Maria Watson [XW19]. When the SLR is
completed, there should be a clear picture of the different application areas of AI in
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critical infrastructure domains and the level of integration. The information concerning
standards in relation to the topics of AI Act is not obtained through a SLR, but rather
by a conventional literature search, since it is not clearly known in advance what is
being searched for. In designing the requirements catalogue, the relevant standards are
investigated in an iterative process according to the requirements of the AI Act.

1.3.4 Evaluation
A critical factor and guideline of Hevner’s Design Science research framework [HMPR04]
is the evaluation of the created artefact. There are many factors by which an IT artefact
can be evaluated, including functionality, consistency, reliability, usability, and many
more [HMPR04]. In the context of this thesis, the intention to use and usability are
tested, since it is important that the requirements catalogue is actually used as a tool
and is further applicable in a practicable and simple way.

Fred Davis introduced 1986 the Technology Acceptance Model (TAM) [DBW89], which
provides an approach to explain why people use or reject IT systems. The primary
objective of TAM is to establish a foundation for examining the influence of external
variables on internal intentions. TAM utilised the theoretical foundation of the Theory
of Reasoned Action (TRA) [Sar83] to construct an adopted model that illustrates the
associations between these variables (see Figure 1.3). The model argues that the two
fundamental beliefs that significantly influence technology acceptance behaviours are
the perceived usefulness and perceived ease of use. Perceived usefulness refers to the
extent to which an individual believes that a particular technology will improve their
job performance or make tasks simpler to complete. Users are more likely to employ a
technology if they perceive that it will help them achieve their requirements or objectives.
Perceived ease of use refers to the degree to which an individual believes that utilising a
specific technology will be effortless. Users are more likely to employ a technology if they
view it as simple to learn and easy to use. According to the TAM [DBW89], these two
factors have a direct impact on the attitude towards using a technology, which in turn
affects their intention to use the technology and finally leads to the actual system use.

Figure 1.3: Technology Acceptance Model (TAM) [DBW89]

Further, the usability represents a substantial indicator if the artefact will actually be
utilised and has the potential to achieve the intended solution. For the evaluation, a
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standardised usability survey provides a tool for collecting the information of participants
and offers the advantages like objectivity, replicability, and quantification [SL16]. There
are several commonly applied standardised usability surveys, including:

• The Questionnaire for User Interaction Satisfaction (QUIS) [CDN88]

• The Software Usability Measurement Inventory (SUMI) [KCS93]

• The Post-Study System Usability Questionnaire (PSSUQ) [Lew92]

• The System Usability Scale (SUS) [B+96]

After taking a closer look at each of the questionnaires, the System Usability Scale of John
Brooke [B+96] suits best the evaluation of the IT artefact due to its good adaptability
and easy application. SUS consists of a ten-item questionnaire with a global perspective
of the subjective perceived usability of a product or system and is based on a Likert scale,
which represents five degrees ranging from strongly disagree to strongly agree (see Figure
1.4).

1.4 Limitations of the work
There are limitations to the thesis that must be considered. Firstly, the SLR is limited
in terms of the number of searched papers. This is due to the time constraints and
the scope of a thesis, as well as the absence of a team, which could have facilitated
a more extensive review. In addition, employees from the EFS Consulting GmbH’s
Information Security engagement are involved in the evaluation of the research. The
limited diversity of participants and the possibility of bias may have an impact on the
validity and generalisability of the evaluation results, despite their notable expertise.
Moreover, the requirements catalogue developed in the thesis is drawn up based on the
AI Act version of 25th November 2022 [Cou22]. Consequently, further revisions to the
regulation are not discussed in the thesis. The catalogue was tailored specifically for
providers of AI systems in the field of critical infrastructure targeting the EU market and
its applicability to other providers or AI systems in different domains may be limited.
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Figure 1.4: Original System Usability Scale [B+96]

8



CHAPTER 2
Theoretical Foundations and State

of the Art

2.1 Definition of Artificial Intelligence
2.1.1 Different terms in the field of AI
The term Artificial Intelligence has now been mentioned in connection with many sectors
[Abb21] and is one of the most promising drivers to increase innovation capabilities
in organisations [YRS+20]. Therefore, the task of defining the expression is rather
challenging. As a result, both inside and outside the field, the term Artificial Intelligence
has been used in a wide range of contexts. It is impossible to anticipate a generally
recognised definition of AI at the current level of research given the complexity of the
term intelligence [Wan19]. AI is collectively referred to as this term more for historical
than theoretical reasons and is now used to describe a variety of study areas, all of which
have their own objectives, approaches, and use cases [Wan19]. Despite the fact that there
isn’t a single definition that applies to all study areas, an effort is made to define the
word AI and clarify the differences between Machine Learning (ML) and Deep Learning
(DL), which are frequently mistaken for synonyms.

According to Ongsulee [Ong17] AI is used colloquially to describe situations of learning
and problem-solving in which a computer imitates cognitive processes that people often
identify as other human minds. In the research field of computer science, AI is often
characterised as intelligent agents, that represent any kind of tool sensing its surroundings
and taking measures to increase the chances of success. This perception of the environment
could be based on collected data of human behaviour, like the strategic game of chess, as
well as real-time data from sensors for self-driving cars. The goals in these examples range
from winning a board game to arriving at a location safely, which demonstrates the variety
of possible applications. For decades, AI has alternately been praised as a universal
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solution and a vision of an overactive academic imagination. What supported both
perceptions was that until around 2012, such technologies were only used by governments,
research organisations and enterprises that use cutting-edge technology. Since that time,
AI has moved past the speculative stage and into actual commercial solutions. The two
main drivers for that were the faster and cheaper parallel processing capabilities through
Graphics Processing Units (GPUs) and the simultaneous growth of storage options for
data such as transactions, audio, images, videos, and plenty more.

On the other hand, the term Machine Learning exists in the field of computer science and
builds a subset of AI [JK20]. Back in 1959, Arthur Samuel defined ML as a field of study
that gives computers the ability to learn without being explicitly programmed [Mun14].
This is, according to Ongsule [Ong17], enabled by creating a model from data sample
inputs for data-driven decision-making and predictions. Such algorithms evolved from
studies of computational learning theory and pattern recognition in Artificial Intelligence.
ML is used for a diverse range of automated tasks when it is difficult or impossible to
implement explicit methods with high performance. Some examples of use cases like that
are the detection of network intruders, email filtering, ranking data, speech recognition
and computer vision. The computer-performed tasks allow to establish models that
produce reliable results and reveal hidden insights by continuously learning correlations,
trends, and patterns in historical data.

Jakhar and Kaur [JK20] outline three widely recognised methods in Machine Learning:
supervised learning, unsupervised learning, and reinforcement learning. The first presents
the most distributed approach of ML and is trained with labelled data to create and
adjust a model that can predict the results of unknown data. An example would be
the prediction of whether a patient has diabetes. Therefore, the model is fed with
data like age, weight, and fitness level of already diagnosed people and can then make
predictions for new patients with the help of their attributes. To forecast the label
values on further unlabelled data, supervised learning applies patterns through techniques
including classification, prediction, regression, and gradient boosting and is frequently
used in situations where historical data is available. In contrast, unsupervised learning is
employed for problems without past data. The objective is to examine the data and find
some structure, cluster, or hidden patterns within the unlabelled datasets. One example
is the clustering of customers according to their attributes, therefore it groups customers
with similar properties, which can be helpful for individual marketing strategies. K-means
clustering, self-organising maps, and Singular Value Decomposition (SVG) represent the
most common techniques. With reinforcement learning, the algorithm discovers through
trial and error which actions lead to the greatest rewards. This method is often used for
better performance in gaming, autonomous navigation tasks, and the training of robots.
The goal is to select actions that maximise the expected reward over a given amount
of time. In order to reach the objective quicker, good guidelines and policies must be
followed.

Deep Learning, as described by Jakhar and Kaur [JK20], is a significant concept that
constitutes a subset of Machine Learning. This topic represents the research of Neural
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Networks with multiple hidden layers that each contain several nodes. The result from
one layer is used as the input for the next layer and the algorithms can be supervised or
unsupervised. Deep Learning is based on learning representations of data, which can be,
for instance, an observation like an image that has several possibilities to be presented,
including sets of edges, regions in a specific colour, or shape, the intensity value for each
pixel and many more. All these illustrations have their advantages and disadvantages
in reducing the complexity of learning tasks like facial recognition. The objective of
research in areas like computer vision, speech recognition, natural language processing,
and bioinformatics is to develop models that can learn improved representations from
massive amounts of unlabelled data. The presented concepts are summarised in Figure
2.1 for easier comprehension.

Figure 2.1: Areas of Artificial Intelligence [KP22]

2.1.2 The EU’s scope of AI
The latest version of the AI Act by the Council of the EU defines an AI system as
a system that is designed to operate with elements of autonomy and that, based on
machine and/or human-provided data and inputs, infers how to achieve a given set of
objectives using Machine Learning and/or logic- and knowledge based approaches and
produces system-generated outputs such as content (generative AI systems), predictions,
recommendations or decisions, influencing the environments with which the AI system
interacts [Cou22]. The definition provided presents a more precise clarification of AI
systems compared to the initial version of the Commission, which encompassed statistical
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approaches, Bayesian estimation, search and optimisation methods, thus opening up a
very broad scope beyond AI technologies [Eur22b].

Two important key terms in the definition are Machine Learning and logic- and knowledge-
based approaches. ML was already described in the previous section but is now further
outlined with the description of ML of the AI Act [Cou22]. There Machine Learning
techniques refer to systems that can learn and draw conclusions from data to solve prac-
tical problems without explicit programming of each step. During the learning process,
the parameters of a mathematical model that generates outputs based on input data
are optimised. This process encompasses a number of approaches, including supervised
learning, unsupervised learning, and reinforcement learning. These approaches can again
contain methods such as Deep Learning with Neural Networks, statistical techniques
including logistic regression and Bayesian estimation and search and optimisation tech-
niques. Significantly different from the first definition, these methods may be incorporated
into ML but cannot be classified as AI on their own. According to the AI Act [Cou22]
logic- and knowledge-based approaches possess logical reasoning abilities and utilise
knowledge to solve specific problems. In general, these systems comprise a knowledge
base and an inference engine that generates outputs by applying logical reasoning to the
knowledge base. This base is often constructed by human experts and represents relevant
entities and logical relationships. The inference engine operates on the knowledge base
and derives new information through various operations, like sorting or matching. Logic-
and knowledge based approaches include for instance knowledge representation, induc-
tive (logic) programming, knowledge bases, inference and deductive engines, (symbolic)
reasoning, expert systems and search and optimisation methods [Cou22].

To gain a deeper understanding of the previously mentioned concepts, they will be
elaborated on in greater detail in the subsequent text. The knowledge-based approach is
a kind of AI that analyses data or knowledge with the goal of representing new knowledge
for various scenarios [NBA+22]. With the support of AI concepts, the approach evaluates
the context of the data to assist decision-making. Many effective agent-based technologies
have been built on logic-based approaches, as a result, agents use logic to plan and
coordinate their activities [CCDO20]. Modelling the actions of an agent is the main
purpose of knowledge representation, where real-world data is displayed in a certain way
to solve complex problems [SFN21]. Inductive logic programming produces logic programs
from data, where this data is not represented as vectors like in most AI approaches
but rather as logic programs, which promises, in comparison, better generalisation,
interpretability, and only a small amount of training examples [CDM20]. Despite the
fact that many contributions to Artificial Intelligence systems derive from computer
science, statistics plays a significant role in the conceptual and practical understanding
of AI, according to Friedrich et. al [FAB+21]. In their paper, they outline that the first
examples emerged in the process of recognising the link between backpropagation and
nonlinear least squares approaches. Furthermore, several AI subjects have connections
to Random Forests, Support Vector Machines (SVM), nonlinear regression models,
multiple multivariate, and ridge regression.
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In addition, Turner and Sederberg [TS12] mention in their paper the significance of
Bayesian statistics for analysing random variables, since it offers several advantages,
including the ability to quantify uncertainty using the posterior distribution. Unlike
conventional testing of the null hypothesis, directed examination of the posterior distribu-
tion permits statistical inference, which doesn’t violate the process theory underlying the
experiments that generated the data. Therefore, Bayesian estimation is recommended
when it is difficult or impossible to determine the likelihood function.

The search and optimisation methods domain is extremely expansive and is already
covered by the majority of the listed notions. In the field of Artificial Intelligence, finding
a solution is often perceived as a search process across a spectrum of potential outcomes,
wherein mathematics, including the statistical methods mentioned earlier, plays a crucial
role in optimisation by striving not only to identify a solution but rather the optimal one
specific to a given situation [SC14].

2.2 Overview of the AI Act

2.2.1 Emergence and current status

On the 19th October 2017, the European Council requested a sense of urgency to
address emerging trends: this includes issues such as Artificial Intelligence and blockchain
technologies, while at the same time ensuring a high level of data protection, digital rights,
and ethical standards. The European Council invites the Commission to put forward a
European approach to Artificial Intelligence by early 2018 and calls on the Commission
to put forward the necessary initiatives for strengthening the framework conditions with a
view to enable the EU to explore new markets through risk-based radical innovations and to
reaffirm the leading role of its industry [Eur17]. Responding to this call, the Commission
released a document titled Coordinated Plan on Artificial Intelligence [Eur18] on 7th
December 2018. The primary goals outlined in this document included the implementation
of AI initiatives, increasing investment in AI, and coordinating AI policies to prevent
fragmentation. On 11th February 2019 in the Conclusions on this Coordinated Plan
[Cou19], the Council emphasised the significance of upholding the rights of European
individuals. It also advocated for a revision of existing legislation to align it with the
new opportunities and challenges posed by AI. Subsequently, on February 19th 2020, the
Commission presented the White Paper on AI [Eur20a], which proposed a European
approach to trust in policy solutions, to expand AI usage and mitigate associated risks.
Finally, on April 21st 2021, the proposal for a new regulation under the name of Artificial
Intelligence Act [Eur22b] was published by the European Commission to set harmonised
rules on AI. After several statements of committees, discussions, and opinion papers
of the European Central Bank, European Data Protection Board, and European Data
Protection Supervisor, the Council of the European Union adopted on 25th November
2022, the proposal [Cou22], which serves as the foundation for the requirements catalogue
of this thesis.
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2.2.2 Objectives
Artificial Intelligence is a rapidly expanding group of technologies that may provide a
vast variety of economic, social, and environmental advantages across a large range of
sectors. The EU considers, with the support of AI techniques, offering businesses and the
European economy crucial competitive advantages [Eur22b]. Nevertheless, the same AI
methods that enable socio-economic benefits also have the potential to introduce negative
effects, new challenges and risks for individuals or whole countries. As a consequence,
the EU wants to sustain technological power and enable access to future technologies,
but with respect to the principles, values, and fundamental rights of the Union. For this
purpose and to establish harmonised rules in the EU, the AI Act was created [Eur22b].
The Commission stated the following particular goals in their first proposal [Eur22b]:

• ensure that AI systems placed on the Union market and used are safe and respect
existing law on fundamental rights and Union values

• ensure legal certainty to facilitate investment and innovation in AI

• enhance governance and effective enforcement of existing law on fundamental rights
and safety requirements applicable to AI systems

• facilitate the development of a single market for lawful, safe and trustworthy AI
applications and prevent market fragmentation

To reach these goals, the AI Act proposes a balanced and consistent approach to regulating
AI systems. With the proposal, an attempt is made to limit requirements to a minimum
for potential risks and challenges without slowing down technological progress or making
it too costly to bring AI technologies to market. Therefore, on the one hand, it is complete
in its basic regulatory choices, and on the other, it sets up an appropriate framework
based on a well-defined risk-based approach that does not impose unwarranted trade
restrictions [Eur22b].

2.2.3 Scope and structure
The AI Act’s [Cou22] primary subject is to provide standardised guidelines for the
placement and operation of AI systems on the European market. Additionally, the
Act encompasses the prohibition of specific AI activities and imposes requirements for
high-risk AI systems and obligations for their operators. Furthermore, the regulation
addresses market monitoring and surveillance, as well as defines transparency criteria for
AI systems that directly engage with individuals and content-producing AI programs. A
fundamental principle underlying the AI Act is the differentiation of risk levels associated
with the use of AI. This risk-based approach serves as the foundation for implementing a
proportional set of enforceable regulations. Consequently, the requirements should match
the degree and complexity of the threats that AI systems may pose. The risk-based
approach categorises AI applications into four different risk levels, as shown in Figure 2.2:
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Figure 2.2: Risk categories of the AI Act [Com22b]

Starting at the top with prohibited AI Systems, these practices are not allowed, including
[Cou22]:

• AI systems that employ subconscious tactics to substantially influence the behaviour
of a person in a way that is most likely to result in physical or psychological damage
to that individual

• AI Systems that abuse any of the weaknesses of a certain group related to their
physical or mental incapacity or age to significantly change the behaviour of a
member of that group

• AI systems that, on behalf of public authorities, classify or analyse the trustworthi-
ness of real individuals over a time span based on their social behaviour or qualities,
with the social score resulting in:

– unfavourable handling of groups or individuals where the data of social situa-
tions is unrelated to the circumstances in which the information was initially
created

– unfavourable handling of groups or individuals that is not reflected by their
social behaviour

• AI Systems that utilise real-time remote biometric identification methods in public
areas for law enforcement purposes, with some exceptions such as the concentrated
investigation of potential crime victims, proactive prevention of terrorism, avoidance
of significant danger that poses a risk to critical infrastructure, human well-being
or personal safety.
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The next category of the risk-based approach represents AI systems that possess an
elevated risk. For these high-risk AI systems to be viewed as such, one of the three
subsequent requirements [Cou22] has to be met:

1. AI systems intended for use as independent products that fall under the Union har-
monisation legislation mentioned in Annex II and require a third-party conformity
assessment prior to market placement or use will be classified as high risk

2. AI systems intended for use as product safety components that fall under the
Union harmonisation legislation mentioned in Annex II and require a third-party
conformity assessment prior to market placement or use will be classified as high
risk

3. AI systems mentioned in Annex III will be classified as high risk, unless the system’s
output is purely supplemental with regard to the intended action or decision and
thus unlikely to pose a substantial risk to the well-being, safety, or fundamental
rights of individuals.

This list in Annex II [Cou22] of the harmonisation legislation contains regulations
and directives concerning machinery, toy safety, personal watercraft, lifts, protective
systems in potentially explosive atmospheres, radio equipment, pressure equipment,
cableway installations, personal protective equipment, appliances burning gaseous fuels,
medical devices based on the New Legislative Framework (NLF) and civil aviation
security, approval of motor vehicles, approval of two- or three-wheel vehicles, approval of
agricultural and forestry vehicles, marine equipment, interoperability of the rail system
based on the Old Approach legislation. Moreover, the EU has identified in Annex III
[Cou22] certain application areas in which AI systems are directly classified as high-risk:

• Biometrics

• Critical infrastructure

• Education and vocational training

• Employment, workers management and access to self-employment

• Access to and enjoyment of essential private services and public services and benefits

• Law enforcement

• Migration, asylum and border control management

• Administration of justice and democratic processes
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The next chapter focuses particularly on the management and operation of critical
infrastructure, including AI systems in the distribution of water, gas, heating, electricity,
and management of road traffic.

The majority of AI systems fall into the last two categories of the risk-based approach
that pose limited or low risks. In the case of limited-risk technologies like chatbots,
certain transparency obligations have to be fulfilled according to the AI Act [Cou22].
Providers are required to ensure that their AI system intended for human interaction is
designed in a manner that clearly communicates to individuals that they are engaging
with an AI technology. This only needs to be done if such awareness is not already
evident to a well-informed and attentive person considering the context of use. The
transparency obligation is of particular importance for AI tools that generate artificial
audio, image or video content (deep fakes) that closely resembles real voices, individuals,
objects or locations, which could be mistaken as authentic. Therefore, awareness is an
important aspect, whereby the AI Act does not restrict AI systems that pose a low risk,
for instance in spam protection filters or video games [Com22b].

2.2.4 Linked topics
As outlined in the White Paper on Artificial Intelligence [Eur20a], the proposed AI
Act contributes to the extensive set of actions designed to address concerns faced by
the development and applications of Artificial Intelligence. To make this technological
progress beneficial to both people and companies and further fulfil its goal of having
a climate-neutral Europe by 2050, the EU has developed a digital strategy [Com21].
More information on the strategy is provided in the communication Shaping Europe’s
digital future [Com20], where three foundational pillars concern technology that improves
people’s daily lives, providing a competitive but fair market and a sustainable society.
It establishes a reasonable framework for trustworthy AI systems and goes along with
Europe’s Digital Decade [Com22a], which sets specific targets for 2030 in terms of
infrastructure, governments, businesses, and skills of the population. AI approaches are
tightly connected with data to draw conclusions or make predictions. Furthermore, the
increasing amount of data from individuals encourages data-driven innovation and has
the potential to bring many benefits to society across a vast array of industries. To enable
save and high-quality pooling, distribution, and reuse of datasets, the EU published the
European Strategy for data [Eur22a]. This strategy has the objective of providing reliable
solutions and technologies in relation to data-driven AI and is therefore supported by
the Open Data Directive [Off19] and the proposed Data Governance Act [Eur20b].

Due to the horizontal design of the AI Act, complete compliance with current existing
Union laws is necessary since they apply to industries where AI systems with high risks
are already deployed or will be in the coming decades. The proposal [Cou22] complements
the rules for handling personal data, including processing principles, duties of controlling
companies, and rights of the data owner, which are regulated in the General Data
Protection Regulation [Eur16b] and further in the Law Enforcement Directive [Eur16a].
In addition, the AI Act [Cou22] will be included in the current sectoral safety regulations
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for high-risk AI systems that are safety components of goods to maintain uniformity,
prevent duplication, and reduce unnecessary responsibilities. Whereas in the case of the
New Legislative Framework, the requirements of the AI Act will be evaluated as part
of the current conformity evaluation processes under the NLF legislation but, on the
other hand, do not apply directly to the Old Approach legislation. Therefore, according
to the EU Commission, it is necessary to adapt these Acts under the Old Approach
legislation in accordance with the rules of the AI Act to ensure that the governance and
specifications of each sector are not compromised. Figure 2.3 displays and summarises
the mentioned concepts and existing policies in connection with the AI Act.

Figure 2.3: AI Act including linked policies

2.3 Purpose of AI-based applications in critical
infrastructure

The Systematic Literature Review supports the Rigor Cycle by answering the first
research question of this thesis. The following methodological steps of the SLR are based
on the procedure of Yu Xiao and Maria Watson described in their paper Guidance on
Conducting a Systematic Literature Review [XW19] and accordingly adapted to the scope
of the thesis:

1. Step: Formulate the problem
All literature reviews should be directed by research questions and consequently,
these research questions guide the whole literature review process. As already
mentioned, in this case, the direction is given by the first research question: For
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what purposes is Artificial Intelligence used in critical infrastructure (supply of
water, electricity, heating, gas, and road traffic management)?

2. Step: Develop the protocol
The review protocol defines the procedures used to perform the review. It is essential
for conducting robust systematic reviews since it decreases the researcher’s bias.
Further, it enhances the review’s credibility since others can replicate the research
using the same process of the protocol. Some aspects of the protocol are directly
presented in the thesis, including the research question, used databases, inclusion
and exclusion criteria, and reporting the findings. Documented in a distinct Excel
file are procedures such as documenting the results of the search query, removing
duplicates and screening according to inclusion and exclusion criteria.

3. Step: Search the literature
The search procedure is an essential component of a SLR and needs also to be
done in a systematic manner. In terms of the channel, online databases provide the
most important source for published literature collections [PR06]. In this thesis,
the chosen databases are CatalogPlus, Web of Science, and IEEE Xplore, for
certain reasons. CatalogPlus is an invaluable resource for TU Vienna students as
it provides full-text access to a diverse array of academic publications, such as
conference papers, e-journals, and university publications [cat23]. In addition, Web
of Science stands out as an exceptionally comprehensive multidisciplinary database,
encompassing approximately 100 million items across various academic disciplines
[Cla23]. Similarly, IEEE Xplore is a renowned database known for its specialisation
in electrical engineering, computer science, and related fields [IEE23].
For the actual research in those search engines, keywords should be defined and
determined from the research question. These keywords in the thesis follow in
general the same structure for all the different utility sectors (water, gas, heating,
road traffic management and operation) and include search strings containing the
Booleans OR as well as AND:

Artificial Intelligence OR AI
AND
supply of water OR supply of gas OR supply of heating OR supply of electricity
OR road traffic management OR operation of road traffic

To refine the results of the research in advance, the following restrictions are
introduced, which can be configured directly in the knowledge databases, therefore
only papers are displayed, that:

• were written in English
• were published between the years January 2018 and March 2023
• are available via open or university access
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4. Step: Screen for Inclusion and exclusion
After generating a list of references, the next step is to examine each paper to
determine whether it should be included for further analysis. This first screening is
intended to exclude publications whose content is irrelevant to the research question.
To support this step, criteria for inclusion and exclusion should be formulated,
like in the case of this thesis: The inclusion criteria are already covered by the
above-mentioned restrictions of the search engines and the exclusion criteria reject
papers that:

• are duplicates (occur in multiple databases)
• deal with the subject of AI (including Machine Learning, Deep Learning, logic-

and knowledge based approaches), but not with the context of the utility area
• deal with the context of the utility area but not with the subject of AI

(including Machine Learning, Deep Learning, logic- and knowledge based
approaches)

• are opinion papers
• are surveys
• are literature reviews

5. Step: Assess Quality
After the screening, where the estimation is mostly based on the title, abstract or
conclusion, the quality evaluation refines the pool of references by going through
the full text of each paper. This also provides an opportunity to understand each
study in its entirety before proceeding to the next steps.

6. Step: Extracting and synthesising Data
When the selection of papers is completed, the process of data extraction collects
applicable information from the respective work. The extracted data is then used to
synthesise the findings of the included work and draw conclusions about the research
question being addressed by the review. This data synthesis process summarises
the purposes of different academic papers to provide an overview of the current
developments and application areas of AI in critical infrastructure.

7. Step: Report Findings
The final step of the SLR is to document the findings and research process in order
to be consistent and independently reproducible. Thus, the screening process is
documented in Excel tables and the findings are presented directly in this thesis. In
each domain, the discovered application areas will be described and accompanied
by a small extract from particularly interesting articles.

Figure 2.4 provides an overview of the SLR filtering process, which resulted in 153 relevant
papers that serve as the foundation for subsequent sections.
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Figure 2.4: Filtering Process of the SLR

2.3.1 Supply of water

In the course of the Systematic Literature Review, 21.33% (32 out of 150) of the published
articles met the selected criteria and were considered relevant to the domain supply of
water. The application areas were identified by synthesising the data within this domain
and are described in the following sections. Further, the percentage distribution of the
relevant articles for each application area is shown in Figure 2.5.

Figure 2.5: Application area distribution (supply of water)
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Water quality monitoring

In this application field, Artificial Intelligence is used to analyse water samples in order
to predict water turbidity [SB19], water hardness [NSN+22], pigment concentration
[HSK19], and quality changes in groundwater [SSA+22]. In addition, detecting trends
and anomalous events like intentional contamination of water pollutants allows for the
rapid identification and resolution of any quality concerns [NSN+22] [VSR+21].

Quality predictions are the focus of the paper by Sarreshtedar et al. [SSA+22], which
aims to investigate the groundwater variations the north-western Iran. The study used
an ensemble of AI-based modelling techniques, including the Artificial Neural Network
(ANN), Adaptive Neuro-Fuzzy Inference System (ANFIS), and Support Vector Regression
(SVR) models, to forecast groundwater quality and quantity changes. The results show
that the ensemble modelling technique provided more accurate predictions of groundwater
quality and quantity changes compared to individual models.

Another interesting article in this field was published by Stevenson and Bravo [SB19].
They developed a decision support tool that can predict >1 Nephelometric Turbidity
Unit (NTU) events up to seven days in advance so that water supply managers may
take preventative action. Turbidity is a measure of the visual quality of water produced
by suspended particulates, indicating poor water quality and perhaps concealing the
presence of parasites like Cryptosporidium. The World Health Organisation (WHO)
recommends that turbidity levels should not exceed 1 NTU prior to chlorination. The
study applies Machine Learning techniques such as Generalised Linear Model (GLM)
and Random Forest to predict turbidity peaking events at groundwater sources on the
South Coast of England. The models obtained satisfactory results, demonstrating that
ML approaches are suitable for forecasting turbidity-peaking occurrences.

The described papers contribute significantly to the development of reliable water quality
monitoring and prediction models that are able to support management authorities and
water treatment facilities in planning and maintaining their operations. This results in
avoiding temporary shutdowns, supporting the decision-making process and ensuring the
delivery of safe, high-quality water to consumers.

Water resource management

This application area, along with approaches of AI, presents possibilities to enhance
water resource management by analysing vast quantities of data to give insights into
groundwater levels [MMNK22a] [CBGM21], mapping of probable groundwater springs
[AFPAS+20] and improving the water reservoirs security [PSA+22]. With the support of
smart water metering technology [NSZ+18] and innovative water management frameworks
[PSA+22], AI-driven water resource management aims to ensure sustainable access to
water resources and secure ecosystems.

Climate change has a significant impact on ecosystems as well as water resource man-
agement. Focusing on this issue, Xiang et al. [XLKK21] suggest the use of Adaptive
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Intelligent Dynamic Water Resource Planning (AIDWRP) for sustainable water develop-
ment in urban areas. AIDWRP is an intelligent adaptive strategy that uses AI techniques
to address the problem of dynamic water resource management with yearly consumption
and released location-based limits. This approach enables the optimisation of various
efficient policies for environmental planning and management.

Accurately predicting the levels of freshwater lakes also plays an essential role in effective
water resource management. Consequently, the paper by Bonakdari et al. [BESG19]
demonstrates the use of four advanced Artificial Intelligence models (Minimax Probability
Machine Regression (MPMR), Relevance Vector Machine (RVM), Gaussian Process Re-
gression (GPR), and Extreme Learning Machine (ELM)) to forecast lake level fluctuation
in Lake Huron (North America) using historical datasets. The conclusion of this study is
that the MPMR model can be employed as a viable computational tool for the sustainable
management of Lake Michigan-Huron’s resources in both present and future planning.

Water is a crucial resource for economic and social development. The presented articles
contribute to the appropriate management of water resources, including the allocation of
water resources, while guaranteeing the sustainability of water systems and environmental
preservation.

Leak detection

AI can be applied in this field to analyse real-time data from sensors and further pinpoint
leaks with algorithms, that involve signal denoising and feature extraction [ZPL+19].
Using data like pressure, flow, acoustic signals, and temperature, AI-based systems are
able to discover anomalies and trends that indicate the existence of a leak [JBSP19]
[ZLW19]. These leaks may vary from localised damages, such as industrial accidents, to
slow leaks produced by ageing infrastructure [PML18].

Common leak detection techniques that collect data from acoustic emission or pressure
sensors are difficult to use on a broad scale. The research of Massaro et al. [MPG21]
suggests employing infrared thermography and drones to monitor expansive regions
in real-time. The system combines several detection technologies, such as Infrared
Thermography and Ground Penetrating Radar, with AI algorithms for locating water
leaks and assessing hydrogeological hazards. This approach is also able to forecast the
hydrogeological risk of an area by combining meteorological data with hydrogeological
risk maps.

Another interesting contribution is presented by the study of Zhou et al. [ZPL+19]. It
proposes a new method for detecting and locating pipeline leaks using a combination
of Improved Spline-local Mean Decomposition (ISLMD) and Deep Neural Networks.
ISLMD effectively removes noise interference from a signal and decomposes the signal,
making it possible to obtain reasonable extraction of leak information. In addition, a
DNN employs a method of Deep Learning to recognise patterns in the data and precisely
pinpoint the leak.
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The presented techniques can efficiently identify and localise leaks in pipelines, which
assists in lowering the risk of environmental harm as well as the economic loss that is
caused by pipeline failures and water wastage.

Water demand forecasting

In conjunction with AI and smart water metering technology [RG20], this application area
is able to evaluate complex information, recognise trends and create reliable projections.
Models can be trained using historical water consumption data or real-time data from
sensors [NRH20] to predict seasonal water availability [FG19] and future water demand
on different time horizons [ZMR23].

One of the articles on this subject is written by Zanfei et al. [ZMR23] and discusses
the use of an ANN to construct a model for anticipating the water demand of an urban
water distribution system. The model is trained using actual water demand time series,
augmented with historical data, meteorological, and calendar factors. It is intended to
be adaptable, allowing for the accurate forecast of water demand across a range of time
horizons. In addition, this model is able to guide water utilities in their daily operations
and decision-making processes.

Another compelling study by Fleming and Goodbody [FG19] addresses the integration of
several Machine Learning, statistical, and optimisation approaches to update and enhance
an existing principle components regression framework for water supply forecasting
in the West of the United States. This territory is significantly complex owing to
conflicting demands for hydroelectric power generation, agribusiness, and residential
water consumption. The new method was designed to be more precise than previous
systems, in order to manage diverse prediction errors and to be inexpensive to implement.
The US Department of Agriculture has adopted the resulting prediction engine, which
has the potential for application in other sectors.

The articles mentioned above demonstrate that the integration of AI approaches is a
viable option for regulating water demand, lowering the risk of water shortages and
maximising resource utilisation. In addition, by using AI-based water demand forecasting,
water utilities can enhance their planning and decision-making, optimise their operations
and lower the costs connected with water supply and distribution.

Efficiency optimisation

The last identified application area in the water supply domain is efficiency optimisation.
Here, AI can be used to optimise the operations of water treatment plants like seawater
purification [PD21] and Fluoride removal [TMK+19]. Furthermore, AI techniques are
able to support utilities by maintaining constant pressure for water supply [LF20] and
providing optimum water transfer solutions to reduce freshwater imbalance [AZH+22].
This helps utilities improve their overall efficiency and reduce costs.
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Severe and long-lasting social as well as financial consequences can be initiated among
others by Cyber-attacks against critical water system infrastructure. To mitigate these
risks, intrusion detection systems serve as a supplementary security mechanism to identify
assaults. The paper by Ramotsoela et al. [RHAM20] focuses on the development of a
behavioural intrusion detection approach using predictive Neural Network architectures
and a novel voting-based ensemble technique. The research uncovered that when multiple
algorithms collaborate, they can overcome their individual limitations and create a more
resilient algorithm that yields better outcomes.

An additional factor that minimises costs and improves efficiency in water supply systems
is the prevention of failures. Pérez-Padillo et al. [PPPMM22] outline in their article
the creation and deployment of a web application for controlling breakdowns in aged
water supply systems, which was tested successfully in a Spanish water supply company.
The system captures real-time data using wireless water pressure sensors and transmits
it to an IoT platform. The platform incorporates a rule-based decision algorithm that
categorises faults based on pressure measurements and delivers repair warnings. This
instrument can assist in the effective management of problems in aged water supply
systems, allowing for prompt repairs.

These two contributions demonstrate the potential to optimise the security and resilience
of water distribution systems against cyber-attacks and the effective detection of failures
to minimise supply interruptions, along with cost reduction.

2.3.2 Supply of electricity
In the course of the Systematic Literature Review, 27.33% (41 out of 150) of the published
articles met the selected criteria and were considered relevant to the domain supply of
electricity. The application areas were identified by synthesising the data within this
domain and are described in the following sections. Further, the percentage distribution
of the relevant articles for each application area is shown in Figure 2.6.

Load and price forecasting

In this application field, AI systems analyse patterns and trends in energy production
and electricity consumer attributes [WBL+21]. They take into account variables such as
historical data, seasonality, time of day, weather conditions, and other factors [BNP20].
The different data enables predictions regarding electricity prices [PMI+19] [LHZ18]
[PMM+21] and provides decision support for the selection of price plans [LCM+20].
Another especially valuable aspect for power suppliers is the forecast of short- and long-
term electricity loads enabled by AI solutions [FABE21] [Sol20] [ZQS18] [MMNK22b]
[AK20] [HKA+23].

One interesting article in this field by Behm et al. [BNP20] presents a technique for
generating synthetic European electricity load profiles using Artificial Neural Networks.
The objective is to develop long-term predictions by training dense Neural Networks
using historical data from Germany. The input parameters consist of astronomical data,

25



2. Theoretical Foundations and State of the Art

Figure 2.6: Application area distribution (supply of electricity)

yearly peak loads, and meteorological information. Additionally, the research evaluates
the significant effects of external temperature and wind speed on electrical demand.
The findings demonstrate a considerable accuracy increase compared to other existing
state-of-the-art approaches. The synthetic load profiles are used to provide forecasts for
the year 2025 for Germany, Sweden, Spain and France, illustrating their pan-European
relevance.

In contrast, the article by Lu et al. [LCM+20] tries to assist smart grid end users in
selecting electricity pricing plans. The system uses a Markov Decision Process (MDP) with
an improved state framework to model the decision problem and a Kernel approximator-
integrated batch Q-learning algorithm to solve it. The algorithm extracts hidden features
from the time-varying pricing plans and can predict a precise policy for individual users
and therefore reduce their costs. The suggested technique was evaluated using actual
historical pricing plans and the results demonstrate that it can successfully optimise
consumption cost portfolios.

Overall, the contributions to this topic presented above aid energy suppliers in optimising
their supply and avoiding over- or under-production. Additionally, by selecting the most
appropriate price plans, more end customers are able to reduce their power expenses and
usage concerns.

Renewable energy integration

AI solutions have the potential to revolutionise the integration of renewable energy sources
into energy supply systems. In the case of solar energy, AI can aid in choosing the optimal
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location for photovoltaic solar systems by considering factors such as sunlight exposure,
shading, and terrain [WDB+21] and further aid in the prediction of daily global solar
radiation [AGB21]. In the case of wind power, AI can assist in wind speed forecasting
for wind power station planning, enabling better decision-making and reducing the
likelihood of power grid disruptions due to fluctuations in wind energy supply [ZWZ19].
The achievement of energy sustainability in smart cities [CLV18] and the integration
of renewable energy supply for buildings [NMZ+21] are additional key factors in this
application field.

The energy supply for megacities, especially in developing nations such as Iran, is a key
research topic in urban management. Combining Artificial Intelligence, renewable energy
and Transformational Participation (TP), the smart city concept is a unique attempt to
help cities produce energy responsibly. The study by Ghadami et al. [GGK+21] analyses
Mashhad’s (Iran) electrical energy consumption by using AI and statistical analysis. In
addition, a photovoltaic technology system simulation programme is used to evaluate the
solar energy potential over the course of one year. In conclusion, three primary incentive
strategies are identified for solar energy production in the short-, medium- and long-term
planning horizons.

The forecast of daily worldwide solar radiation represents an additional important
component for the design, operation, and integration of solar energy conversion systems,
as well as for the selection of regions and investment strategies. In the article by Ağbulut
et al. [AGB21], the daily global solar radiation data of four provinces in Turkey with
various solar radiation distributions are predicted using four Machine Learning algorithms:
Support Vector Machine (SVM), Artificial Neural Network (ANN), kernel and nearest-
neighbour, and Deep Learning. The algorithms are trained using the daily minimum and
maximum ambient temperature, cloud cover, daily extraterrestrial solar radiation, day
length, and solar radiation of these provinces. All evaluated Machine Learning algorithms
can reliably anticipate daily global sun radiation statistics, according to the findings. The
ANN algorithm is determined to be the best-fitting method, followed by Deep Learning,
SVM, and kernel and nearest-neighbour, in that order.

The articles point out possibilities for the integration of renewable energy, with a particular
focus on solar energy. In the end, this can lead to increased efficiency, a more sustainable
power supply, improved investments and energy production strategies.

Smart grid management

AI systems in this field try to balance electricity generation and consumption in order to
enhance the stability of smart grids [LH19] [AKK+20] [WOH+20]. Another application
in this area is solving the sizing optimisation problem for hybrid microgrid systems
[CDL+20]. Algorithms can determine the optimal configuration of microgrids to ensure
reliable and cost-effective management of energy supply [KDV18].

The electric grid is a system that transmits electricity from power plants to consumers,
consisting of communication lines, control stations, transformers, and distributors. Mas-
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sive amounts of energy are generated, mandating effective management to deliver energy
to many domains like households, companies, and smart cities. To solve this problem,
the study by Alazab et al. [AKK+20] proposes the deployment of intelligent systems
that mix IT infrastructure and physical systems. The Machine Learning module is
the IT component of this system, while the power dissipation units are the physical
entities. Multidirectional Long Short-Term Memory (MLSTM) presents a new technique
that outperforms conventional Machine Learning approaches and has been developed to
predict the stability of the smart grid network.

Maintaining reliable smart grids also requires a balance between power production and
consumption. Using reinforcement learning and Deep Neural Network approaches, the
article by Lu et al. [LH19] offers a real-time incentive-based demand response algorithm
for smart grid systems. The algorithm is designed to allow the service provider to
acquire energy resources from registered consumers in order to balance energy variations
and improve grid stability. DNNs are employed to estimate future costs and energy
consumption. At the same time, reinforcement learning is used to determine appropriate
incentive rates for consumers, considering the profits of service providers and customers.

The presented approaches contribute to the optimised stability and reliability of smart
grids by balancing energy resources. Additionally, transmission losses are reduced and
the profitability of both service providers and their clients is enhanced.

Fraud and fault detection

AI assists in this application field with the fault detection of distribution networks, which
helps identify the exact location of faults for faster restoration of power supply [jie20]. AI
also plays a vital role in detecting anomalies and frauds in smart meters, which ensures
accurate billing and reduces revenue losses [BTACRGE19]. Furthermore, it aids in the
detection of electricity theft, cyber-attacks [ISNS20], and Non-Technical Loss (NTL)
detection [GAA+19], enabling utilities to prevent revenue leakage.

NTL, commonly known as energy theft and fraud, accounts for considerable revenue losses
for power companies. A new end-to-end solution proposed by Buzau et al. [BTACRGE19]
employs a hybrid DNN to identify abnormalities and frauds in smart meters. Training
the network using raw, unprocessed data eliminates the requirement for manual feature
engineering. The suggested architecture is comprised of a network with long-term memory
and a network with multi-layer perceptions. The first network examines the raw daily
energy usage history, while the second network incorporates non-sequential variables
such as contracted power or geographical information. In NTL identification, the hybrid
Neural Network outperforms contemporary classifiers and previous DL models. The
model was trained and validated using actual smart meter data from Endesa, the biggest
power provider in Spain.

Manual detection of NTL is expensive and labour-intensive, as highlighted in the paper by
Ghori et al. [GAA+19]. It examines 15 known Machine Learning classifiers using a real-
world dataset from a Pakistani power provider. The findings demonstrate that ensemble
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approaches and ANN perform better than other classifiers for NTL identification. Further,
a process is developed to determine the top fourteen characteristics that contribute most
to predicting NTL.

The articles describe AI techniques that are able to detect possible fraud at an early
stage, enabling utilities to take preventative measures and minimise revenue losses. In
addition, AI can assist energy providers in gaining a deeper understanding of consumer
behaviour and preferences to enhance customer service.

Energy trading

The use of AI systems is transforming the energy trading landscape by enabling more
efficient and effective energy trading strategies. AI-based approaches are able to model
the bidding strategies of generation companies, taking into account factors such as
production costs and market trends to optimise bidding decisions [YQS+19] [LGDH20].
An energy trading scheme can be designed to choose the most suitable electric energy
trading policy according to the predicted future renewable energy generation, maximising
the utilisation of renewable energy resources [LXX+19]. Furthermore, a community
management approach capable of implementing customer-to-customer trading allows
communities to trade energy among themselves, fostering local energy markets [ZHG+19]
[CS18].

In energy markets, companies try to make bid selections that provide the maximum
profit. There are a variety of strategies, including bi-level optimisation and reinforcement
learning, for modelling these decisions. However, these methods show limitations in
their effectiveness due to their constraints. Some disregard crucial operating aspects
of market participants, while other approaches must simplify the problem to the point
that it is no longer accurate. To overcome these restrictions, the paper by Ye et al.
[YQS+19] introduces a unique deep reinforcement learning method that combines a deep
deterministic policy gradient technique with a prioritised experience replay strategy.
Utilising multidimensional continuous state and action spaces that take into account
non-convex operational features, this method enables accurate feedback and lucrative
bidding selections within various case studies.

The authors Zhou et al. take a different approach in their paper [ZHG+19] by providing
an innovative method for managing energy in residential communities that permits
Peer-to-Peer (P2P) trade. It involves the establishment of a local energy pool in which
residential users can trade energy and get inexpensive renewable energy without installing
new energy generation technology. The energy pool gathers surplus power from consumers
and renewable resources in order to sell it at a price above the Feed-in-Tariff but below
the retail price. The price level is controlled by a real-time demand/supply ratio, which is
impacted by retail pricing, user behaviour, and the availability of renewable energy. The
energy trading process is described as a Markov Decision Process and an algorithm for
reinforcement learning is utilised to determine the MDP’s best decision. To address the
continuous state-space issue, Q-learning is implemented using the fuzzy inference system.

29



2. Theoretical Foundations and State of the Art

In a community, a numerical analysis is undertaken, where the results indicate that
the suggested system is able to significantly reduce electricity expenses while regulating
energy demand efficiently.

The presented approaches outperform previous state-of-the-art strategies in terms of
profitability and computational performance. They thus allow traders to make more
informed choices about when to purchase and sell energy, which can result in improved
earnings and lower risk. In addition, AI systems assist in automating trade procedures,
hence minimising the need for human interaction and increasing productivity.

2.3.3 Supply of heating

In the course of the Systematic Literature Review, 10% (15 out of 150) of the published
articles met the selected criteria and were considered relevant to the domain supply of
heating. The application areas were identified by synthesising the data within this domain
and are described in the following sections. Further, the percentage distribution of the
relevant articles for each application area is shown in Figure 2.7.

Figure 2.7: Application area distribution (supply of heating)

Leak detection

In this application field, AI can be applied to discover leakages in heating supply
systems by implementing an anomaly detection scheme to identify deviations from
normal operating conditions [PMH20]. This can be combined with leakage localisation
techniques to pinpoint the exact location of the leak source [PVG+20].
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Leakages in heating pipes are a regular issue for power supply providers and can remain
undetected for an extended period of time. This demonstrates the significance of
monitoring these heating networks. A very unique solution for this problem is proposed
by Hossain et al. [HVF20]. Using infrared photographs collected by an Unmanned
Aerial Vehicle (UAV), it automatically identifies energy leakages in the subsurface pipes
of district heating systems. This process involves an area extraction algorithm and
classification with a Convolutional Neural Network (CNN) and eight traditional Machine
Learning classifiers. The suggested technique obtained an average weighted accuracy
of 0.872%, identified about 98.6% of the real leakages and was found to be competitive
when compared to other state-of-the-art practices.

A different approach is presented by Fan et al. [FGWL19]. Their research provides
a two-level diagnostic model for identifying leakage defects in secondary networks for
central heating using Deep Belief Networks (DBN) under constant and modest supply
flow quality management. Utilising a hydraulic computation approach based on graph
theory, the model calculates network pressure changes. The first-level diagnostic model
employs a DBN to locate defective pipe segments, whereas the second-level model predicts
the precise location of the leak. On a branch-pipe network and a loop-pipe network,
the model demonstrated more accuracy than conventional approaches such as Back
Propagation Neural Network and Support Vector Machine.

The presented papers illustrate that, by employing AI solutions, it is possible to identify
patterns and trends in the data that may not be apparent to human operators. This
enables more accurate leak detection and diagnosis, which improves the reliability of heat
supply systems and reduces maintenance costs and downtime.

Heating load and demand prediction

AI systems enable in this application area the prediction of heating load and demand
in buildings [LJL+21] as well as heat exchange stations [SXP+20]. Furthermore, such
systems help to determine the optimal thermostat configurations, taking into account
factors such as outdoor temperature information and daily consumption of electricity
[Wan21].

Concerning heating load prediction, the authors Song et al. [SXP+20] present a pre-
diction model based on a temporal CNN for Smart District Heating Systems (SDHS).
SDHS plays a significant role in the future of energy conservation and pleasant heating.
Nevertheless, heating load prediction is a complex nonlinear optimisation issue with
low forecast accuracy due to the weak nonlinear expression capability of traditional
prediction algorithms. To rapidly extract complex data characteristics, the suggested
model combines the parallel feature processing of Convolutional Neural Network with
the time-domain modelling capacity of a recurrent Neural Network. Using engineer-
ing data from four heat exchange stations in Anyang, China, the performance of the
model was tested during the 2018 heating season and showed more accurate results than
state-of-the-art algorithms.
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Using a two-year hourly dataset from buildings in Espoo, Finland, Eseye and Lehtonen
[EL20] offer a new ML-based approach for predicting district heating system heat demand.
This model incorporates empirical mode decomposition, an imperialistic competitive
algorithm and a SVM, in addition to a strategy for selecting features based on a binary
genetic algorithm and GPR. Compared to other forecasting models, this model exceeds
the competition in terms of accuracy measures and delivers improved prediction accuracy.

Through precise forecasting of demand and heat supply, businesses can improve their
resource management and minimise waste, resulting in cost savings and enhanced energy
efficiency. The presented AI-based heating load and demand prediction models have been
shown to outperform traditional methods, making them a promising tool for the heat
supply industry.

Efficiency Optimisation

AI systems are employed in the efficiency optimisation of heating supply, with several
strategies being utilised. One such strategy involves optimising the scheduling of heat
and power generating units [GES+21] and a further integrated energy system [DWY+21]
to improve energy efficiency. Another approach combines smart residential hot water
systems with AI to reduce the required energy supply [MBGM22]. Additionally, a data-
driven optimisation strategy is used to reduce energy use while maintaining thermal
comfort [WWKF20].

Improving the operation of heating plants and heat distribution systems in variable
climates is essential. Woźniak et al. [WKMP18] examine the use of bio-inspired techniques
to maximise the efficiency of a district heating plant while decreasing its expenses. The
system was calibrated using a Polar Bear optimisation approach and the results were
compared to those of the Particle Swarm optimisation method. The study’s findings
demonstrated that the suggested technique was effective in all simulated weather and
boundary circumstances. The comparison of outcomes with non-optimal parameters
substantiated the need for optimum system settings.

District heating systems are prevalent throughout Northern Europe and account for the
greatest proportion of the Swedish heat supply market. However, these systems often
fail to operate as intended due to a variety of errors or improper procedures. Due to
economic and energy efficiency considerations, the night setback control approach has
been deemed inappropriate for contemporary, well-insulated buildings since it might cause
abrupt morning peak difficulties for utility providers. This paper by Zhang et al. [ZBF21]
presents a Neural Network with bidirectional long-short-term memory and an attention
mechanism for classifying substations that often use night setbacks. The efficacy of the
suggested method is assessed using information from 10 anonymous Swedish substations.
The accuracy, recall, and f1 score are utilised as performance metrics and the results
of out-of-sample testing indicate that the suggested method beats the study’s baseline
models.
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The papers presented offer AI solutions as a valuable tool to allow heat supplies to
optimise their systems in order to maximise heat production, reduce operation costs and
improve the stability of the heat supply.

2.3.4 Supply of gas
In the course of the Systematic Literature Review, only 6.67% (10 out of 150) of
the published articles met the selected criteria and were considered relevant to the
domain supply of gas. Due to the fact that only a small percentage of articles were
relevant, no further synthesis of the data was conducted. Thus, it was not possible to
identify any specific application areas in the field of gas supply. The limited number
of relevant academic articles within this particular utility domain involve subjects such
as: proppant detection for quality management [MC19], fault detection of electrical
gas generators [ALA21], optimal scheduling of integrated energy systems [DWY+21],
estimating the delivery time of oxygen gas cylinders [GAMQ22], fraudulent consumer
detection [KKGG21], natural gas IIoT architecture based on blockchain and AI [MZG20]
[MSW+20], decision-making optimisation for gas exploration and production [ARJZS21]
[RP18].

2.3.5 Road traffic management
In the course of the Systematic Literature Review, 36.67% (55 out of 150) of the published
articles met the selected criteria and were considered relevant to the domain road traffic
management. The application areas were identified by synthesising the data within this
domain and are described in the following sections. Further, the percentage distribution
of the relevant articles for each application area is shown in Figure 2.8.

Traffic flow prediction

AI plays a very significant role in this application field, particularly in short-time
traffic flow prediction [ZLFC20] [GLX+19] [CYY+20]. By leveraging Machine Learning
techniques, AI models can analyse traffic patterns and predict traffic congestion with
high accuracy [SCP20]. In addition, AI-based solutions can also model the preferences of
passengers making different transportation choices, such as using public transportation or
ride-sharing services, which further enhances traffic flow prediction [WLB+18] [DPW+19].
Additionally, predictive cruise control can help optimise traffic flow by predicting traffic
conditions ahead and adjusting vehicle speed accordingly, leading to safer and more
efficient transportation systems [MG20].

For successful urban traffic management, short-term traffic forecasting is essential. Nev-
ertheless, non-recurring events such as road closures, accidents, and severe weather might
impact the accuracy of traffic prediction. Complementing traffic data with social media
data, particularly Twitter datasets, can increase the accuracy of predictions. The paper
by Essien et al. [EPSS21] presents a Bi-directional Long Short-Term Memory (LSTM).
This Deep Learning model combines traffic and meteorological data with information
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Figure 2.8: Application area distribution (Road traffic management)

collected from tweets. Using real-world data from Greater Manchester, the model was
assessed and demonstrated higher accuracy than state-of-the-art models.

Predicting traffic congestion is an additional crucial aspect of optimising traffic flow
and enhancing traffic management. The dynamic behaviour of vehicles inside the traffic
network makes it challenging for Deep Learning algorithms to effectively anticipate traffic
congestion. The authors Kothai et al. [KPD+21] present a hybrid model that efficiently
predicts traffic congestion by combining the characteristics of CNN and boosted LSTM
ensembles. CNN gathers features from traffic images, whereas LSTM trains and reinforces
weak classifiers for congestion prediction. The suggested model is built using Tensorflow
and evaluated in real-world traffic conditions. The experimental findings demonstrate a
high degree of precision, recall, and accuracy, exceeding current Deep Learning models
by 10% in terms of stability and performance.

The results of the presented papers show the impact of AI technologies on optimising
traffic flow, reducing congestion and assisting road traffic management systems in making
better decisions. As a result, these advancements led to increased safety for road users
and a reduction in environmental harm.

Traffic signal and control optimisation

AI has reshaped the optimisation of traffic signals and controls by offering new approaches
like a data-driven intelligent traffic management platform [NNB+19] and automatic
prediction of traffic signal duration [KDR19]. Additionally, AI techniques allow the
centralised coordination of autonomous cars at a junction without traffic signals [GRL+20]

34



2.3. Purpose of AI-based applications in critical infrastructure

and safe communication between cars with a trust management system, based on
blockchain technology [ZLLH20]. Moreover, AI systems provide optimised route selection
to EV charging stations with the goal of minimising overall journey time and charging
costs [LWH+20] [QSWS19].

The global increase in traffic congestion requires innovative approaches to urban traffic
management, including traffic signal control as a fundamental tool. Using a hierarchical
multi-agent modelling framework, Jin and Ma [JM18] offer a decentralised traffic light
control system. Agents represent each area of a traffic network model intersection. These
intersection agents use reinforcement learning techniques to optimise timing decisions
for turning actions and communicate with neighbouring agents. The traffic light control
system additionally includes a phase composition procedure and turning movement
priority settings. Simulations demonstrate that the suggested method enhances local and
regional traffic performance.

A different approach is taken in a paper by Ashifuddin Mondal and Rehena [AMR19],
where an IoT-based Intelligent Transportation System (ITS) can be used to successfully
control traffic congestion. One essential aspect of intelligent traffic management is
estimating and classifying the traffic congestion state of different road segments. This
enables authorities to optimise traffic restrictions and passengers to pick the optimal
route. Using ANN-based algorithms to analyse data acquired by in-road stationary
sensors, this paper estimates and classifies the traffic congestion situation of distinct
road segments inside the city of Kolkata. Based on the traffic congestion situation, ITS
automatically updates traffic regulations, such as altering the waiting length at traffic
lights and recommending other routes.

These articles make a valuable contribution to the enhancement of traffic management
through the identification of congestion hotspots and the dynamic adjustment of traffic
signal timing. In the end, this aids to optimise traffic flow and ensure a safe driving
experience.

Traffic and road monitoring

AI algorithms are used in this application field for automatic extraction of roads from
satellite images [BSIS18] and detecting road cracks [WFZL19], reducing the need for
manual inspection. Nighttime vehicle detection is another area of interest, allowing
monitoring at all times, even in poor lighting conditions [LHWL20]. UAVs equipped
with AI technology can recognise traffic congestion [JLY+19] and 360-degree cameras
are able to track vehicles and pedestrians [YBY+20]. Furthermore, AI can aid in vehicle
classification and counting [CSK+19], licence plate recognition [PPR+20] as well as
automatic detection of traffic signs to improve road traffic management. An important
factor for safety reasons builds the traffic-related event monitoring based on social media
data [AKM20] and the recognition of abnormal driving behaviour [JHL+20].

The use of AI-based image processing methodologies in the creation of traffic monitoring
systems is increasingly gaining traction. Contributing to this subject, Tak et al. [TLSK21]
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present a technique that uses cameras positioned at an intersection to gather traffic data
and a deep-learning-based methodology for vehicle recognition and classification. This
is followed by the estimation of lane-by-lane vehicle trajectories by matching observed
vehicle locations to a high-definition map. The approach calculates the traffic volumes and
queue lengths of each lane-by-lane travel direction based on the anticipated trajectories.
The suggested technique was evaluated using thousands of samples. The findings indicate
a vehicle detection rate of 99% with less than 20% inaccuracy in identifying vehicle types
and calculating lane-by-lane travel volume.

An article by Grabowski and Czyżewski [GC20] focuses less on vehicles than directly on
the condition of the road. It offers a novel approach to enhance road safety by integrating
already installed cameras to identify slippery road conditions. Using CNN and transfer
learning, the system can reliably recognise the surface characteristics of dry, wet, and
snowy roadways by processing pictures captured by video cameras. Additionally, the
system can identify slippery road conditions in low-light circumstances, making it an
efficient alternative for improving road safety during inclement weather. By leveraging
existing road measurement stations and roadside cameras that are publicly accessible, this
method offers a cost-effective solution to cover a wide area without incurring excessive
expenses.

The combination of AI technology, camera systems, and image processing in the presented
papers significantly improves current traffic monitoring systems and road safety. This is
achieved by providing real-time information about vehicles and road conditions.

Accident detection and prediction

AI systems play an essential role in enhancing accident detection and prediction, thereby
mitigating the frequency of accidents and fostering transportation safety. Notable
developments in this field are a segmentation strategy for road network-level accident
probability [NB22] and a technique for identifying accident-prone highway zones [SGB+21],
allowing for focused and rapid interventions. Additionally, AI can be used to predict
the risk of road vehicle-train collisions by analysing factors such as weather, train speed,
crossing type, number of lanes, and driver behaviour [SJA+20].

An accident detection system for vehicles that leverages both video and audio data from
dashboard cameras to enhance performance is suggested by Choi et al. [CKKL21]. Unlike
the majority of current vehicle collision detection systems, which depend on single-modal
data, the proposed system employs a multimodal data-based ensemble Deep Learning
model. The combination of both video and audio data permits many perspectives on
the same source, which impacts the level of detection. The proposed system is evaluated
by comparing it to single classifiers that use video or audio data alone and is further
validated by YouTube clips of car accidents. The findings provide evidence that the
proposed methodology outperforms individual classifiers to a significant degree. The
authors suggested that the technology should be included in an emergency road call
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service that automatically identifies traffic accidents and allows quick rescue following
transmission to emergency recovery organisations.

The research conducted in this particular field has primarily concentrated on hourly
accident predictions, which is insufficient for highly dynamic road networks with few
accident data points. A paper by Zhou et al. [ZWX+20] presents a new framework called
RiskOracle that enhances the minute-level granularity of predictions. The architecture
consists of a differential time-varying Graph Neural Network to capture instantaneous
changes in traffic status and dynamic inter-subregion correlations. In addition, the
framework employs multi-task and region selection algorithms to find the urban subregions
with the highest accident probability. Two real-world datasets from Suzhou Industrial
Park and New York City are used to verify the usefulness and scalability of the proposed
architecture.

The AI solutions discussed in the previous articles demonstrate the ability to enhance
road safety by facilitating prompt responses from authorities in the event of accidents
and providing drivers with instantaneous alerts regarding potential hazards.

2.3.6 Domain overview

Critical infrastructure is a fundamental component of modern society, covering essential
domains such as the supply of water, electricity, gas, and heating, as well as the man-
agement of road traffic. The use of Artificial Intelligence has emerged as an effective
tool for managing critical infrastructure. The benefits of AI systems are numerous and
significant, encompassing improved quality, threat detection, efficiency optimisation, and
decision-making support. The preceding sections outlined the concrete application areas
of their respective domains and answered the research question: For what purposes is
Artificial Intelligence used in critical infrastructure (supply of water, electricity, heating,
gas, and road traffic management)? Figure 2.9 illustrates the proportion of relevant arti-
cles linked to each domain, providing a comprehensive perspective on the incorporation
of AI across diverse industries.

The small number of relevant papers in the heating and gas supply sector is a noteworthy
result, as it implies less development concerning AI-based solutions, at least under the
terms of this SLR. In contrast, the majority of relevant articles have been found in the
field of road traffic management. In total, the overview presented indicates that AI
technologies have been incorporated and investigated across all domains, although with
varying degrees of concentration. Disruptions and malfunctions within these sectors may
start as minor issues but have further the potential to cause a serious and imminent threat
to public safety. This is an important factor, as according to the AI Act, systems are
considered high risk if they are used as safety components whose malfunction endangers
the health and safety of individuals or property [Cou22]. For the mentioned reasons,
the subsequent research focuses on the field of critical infrastructure and entails the
development of a requirements catalogue for this area, encompassing the requirements
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Figure 2.9: Distribution of relevant articles per domain

of the AI Act and other established norms, which often serve as a foundation for more
comprehensive sector-specific regulations.
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CHAPTER 3
Standards related to the AI Act

ISO norms refer to standards developed by the International Organization for Standard-
ization (ISO). According to the Austrian standards website [Aus] ISO is an autonomous,
non-governmental international institution that encompasses a total of 164 nations. This
body engages in the formulation and publication of a diverse array of standards with
the aim of providing a degree of uniformity and consistency across distinct sectors and
industries. The ISO standards have garnered significant recognition and are implemented
on a global scale, acting as benchmarks for critical parameters such as quality, safety,
operational efficiency, and environmental responsibility. A principal goal of ISO standards
is to foster the advancement of international trade, improve compatibility and augment
the quality standard of both products and services. Guidelines and specifications are
provided by these entities to both organisations and individuals with the aim of optimising
processes, minimising errors, guaranteeing safety and enhancing customer satisfaction.
Compliance with ISO standards offers an advantage over others by showcasing a dedi-
cation to optimal procedures and global quality benchmarks. ISO standards generally
comprise documented instructions or requirements that specify optimal practices and
criteria for attaining particular goals. ISO often collaborates with the International
Electrotechnical Commission (IEC) [iec] and the Institute of Electrical and Electronics
Engineers (IEEE) [iee] to jointly develop and publish standards that encompass a broader
range of sectors and industries, ensuring compatibility between their respective standards.

3.1 Quality-, Information Security- and Risk-Management
According to a survey of 2019 [Hor], the ISO 9001 is by far the most widely certified
standard. This standard [Int15a] provides a structured approach to implementing a quality
management system within organisations that strive to maintain a high level of consistency
in delivering products and services that align with customer expectations and adhere
to regulatory requirements. The objective is to enhance customer satisfaction through
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the efficient implementation of the system, which includes procedures for improvement
and ensuring compliance with customer and regulatory specifications. This norm relates
directly to the quality management obligations for providers of the AI Act.

ISO/IEC 27001 represents another internationally accredited standard for Information
Security Management Systems (ISMS) [Int22b]. It offers comprehensive guidance to
organisations aiding them in the development, application, preservation, and perpetual
enhancement of an ISMS. Compliance to ISO/IEC 27001 signifies that a business has
implemented a robust system for addressing risks associated with the security of their
owned or managed data. Supporting this standard, ISO/IEC 27002 [Int22c] provides
guidelines and best practices for implementing the controls specified in ISO/IEC 27001.
These two norms serve as a complement to the areas of automatic event recording (logs),
accuracy, robustness, monitoring, and incident reporting for the AI system.

The implementation of a risk management system for an AI system is one of the
first requirements of the AI Act [Cou22]. In this context, the ISO 31000 standard
is noteworthy. This internationally accepted guideline furnishes a schematic for risk
management, facilitating organisations in realising their objectives, pinpointing potential
hazards, and optimally allocating risk mitigation resources [Int22a]. Building on ISO
27001 while remaining in the context of risk management, ISO/IEC 27005 [Int22d]
provides recommendations for the reduction of information security risks, including
actions like information security risk assessment and treatment. Going further in the field
of AI the ISO/IEC 23894 [Int23a] presents guidance for the development of AI systems,
enabling them to effectively manage AI-specific risks and integrate risk management into
AI-related activities.

3.2 Process capability according to ISO/IEC 33020:2019
Providers should specify to what degree procedures and measures are in place for a
certain obligation or requirement. At this point, ISO/IEC 33020 [Int19c] plays a crucial
role as it provides a defined measurement framework. It sets a structure to assess process
capability by using process attributes, which represent measurable characteristics. The
overall process capability level is determined based on the fulfilment of all the process
attributes in the process profile. It is assessed on a six-point scale that ranges from
incomplete to innovating. This scale reflects the increasing capability of the implemented
process, progressing from not fulfilling the process purpose to consistently improving and
adapting to organisational changes:

• Level 0: Incomplete process
The implementation of the process does not fulfil its intended objectives, with
limited or absent indications of accomplishing the process’s purpose.

• Level 1: Performed process
The implementation of the process successfully fulfils its intended objectives, as
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evidenced by the attainment of the process performance process attribute, which
measures the degree to which the process’s purpose is accomplished.

• Level 2: Managed process
In addition, the performed process is now executed in a controlled manner, includ-
ing appropriate documented information. This achievement is demonstrated by
the performance management process attribute, which measures the performance
metrics including results, risks, responsibilities, and resources and the documented
information management process attribute, which assesses the proper management
of documented information during process execution.

• Level 3: Established process
In addition, the managed process is now executed through a well-defined and
continuously improved process. This achievement is demonstrated by the process
definition process attribute, which evaluates the establishment and maintenance of a
standardised process and the process deployment process attribute, which assesses
the extent to which the standardised process is effectively implemented.

• Level 4: Predictable process
In addition, the established process is now executed in a proactive manner. It
involves the identification of quantitative management needs, collection and analysis
of measurement data to identify the causes of variation and the implementation of
corrective actions. This achievement is demonstrated by the two process attributes,
namely the quantitative analysis process attribute and the quantitative control
process attribute. The former evaluates the definition of information needs and
identification of links between process elements as well as data collection, while the
latter assesses the utilisation of objective data to effectively manage and control
predictable process performance.

• Level 5: Innovating process
In addition, the established process is now continuously enhanced to adapt to
changes by employing approaches for process innovation. This achievement is
demonstrated by the process innovation process attribute, which measures the
identification and successful application of changes in process management based
on innovative approaches. These might be drawn from internal resources or out-
side ideas, as long as they support the process innovation goals that have been
established.

3.3 Other relevant standards
In this section, all other relevant standards that will be integrated into the requirements
catalogue are listed with the corresponding requirement topics of the AI Act.

• The ISO 9241-220 [Int19b] outlines the processes and defines the desired results
for the implementation of human-centred design within organisations, with the
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objective of ensuring human-centred quality across the entire life cycle of interactive
systems. The standard provides further guidance for the human oversight measures
of the AI Act, which wants to ensure supervision of the AI system by natural
persons.

• AI systems that use datasets for training or testing have to fulfil certain rules of
the AI Act for their data management. ISO/IEC 25012 [Int08] acts as a useful tool
for developing data quality measurements and data quality assessments in a variety
of scenarios, including data generation, collection, integration, and improvement
activities.

• The ISO/IEC/IEEE 29119-2 [Int21] describes test processes for governing, managing,
and executing software testing that support the specific requirements of the AI Act,
which concern the testing of the AI system in the field of risk management.

• Providers have to create instructions for use by their AI systems to ensure trans-
parent instructions. The IEC/IEEE 82079-1 [Int19a] establishes comprehensive
principles and specific criteria for the design and creation of user instructions for
different kinds of products.

• Subsequent to this more detailed instruction for user information of software
provides the ISO/IEC/IEEE 26514 [Int22e] includes the process of determining
user information requirements, selecting appropriate presentation methods and
delivering the information.

• The ISO/IEC 27032 [Int23b] offers guidance for enhancing cybersecurity, highlight-
ing its distinct characteristics and interdependencies with other security domains,
offering guidance to mitigate common cybersecurity threats and furnishing a col-
laborative framework to facilitate the resolution of cybersecurity issues. This norm
is a valuable source for additional information on the cybersecurity requirements of
the AI Act.

• Accuracy, robustness, and transparent design are important requirements of the
proposed EU regulation. The ISO/IEC 25010 [Int11] defines a quality-in-use model
evaluating the results of interaction for human-computer systems within certain
use contexts, as well as a product quality model examining different properties
including the ones mentioned.

• Also part of the AI Act’s requirements is the generation and management of system
events (logs). The fundamental concepts that form the basis for the generation,
collection and management of records are provided by ISO 15489-1 [Int16].

• To comply with the AI Act, providers also need to create technical documentation.
ISO/IEC/IEEE 15289 [Int19d] provides further guidance by outlining the content
and purpose of various documentation throughout the software lifecycle.
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• One of the obligations of AI system providers is to conduct a conformity assessment,
supporting this process the ISO/IEC 33002 [Int15b] outlines a set of fundamental cri-
teria for performing assessments to ensure objectivity, consistency, and repeatability
of the evaluated procedures.

This chapter answers the research question: Which standards are associated with the
requirements of the AI Act? Moreover, Figure 3.1 illustrates the correlations between the
topics addressed in the AI Act and the previously stated standards. In addition to this,
the EU declaration of conformity includes a link to the official template, while the CE
marking of conformity references a specific article within an EU Regulation that outlines
the fundamental principles of the CE marking.

Figure 3.1: Related standards to the subjects of the AI Act
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CHAPTER 4
Design and development of the

requirements catalogue

4.1 Design process
As an initial step, it was necessary to determine which technology or tool would be used
to realise the requirements catalogue. Multiple factors led to the selection of the Microsoft
Excel application. First, it is a standard product widely used by businesses. As a result, a
large number of employees are already familiar with Excel and have fundamental skills for
its operation, which eliminates the need for additional training. Furthermore, Excel offers
a high degree of flexibility and customisation, allowing it to be tailored to the needs and
format of the anticipated catalogue. The capabilities of the tool enable the construction
of charts and diagrams to visualise data and the sorting and filtering of data according
to the user’s preferences. Moreover, files provide the advantage of facile sharing and
collaborative editing by numerous users. This is a major advantage since it is expected
that several individuals or teams will collaborate on the same requirements catalogue or
want to share it with other stakeholders for review. Finally, Excel is relatively inexpensive,
especially compared to specialised management tools. This can make the requirements
catalogue a more accessible option for smaller businesses.

There are different catalogues or checklists available online, each with its own structure.
One example that particularly leverages multiple worksheets to organise and categorise
essential data is the VDA ISA catalogue [VDA20]. This document consists of widely
accepted specifications for the automotive sector corresponding to Information Security
and serves as the fundamental framework for evaluations aimed at determining the level of
Information Security. None of the included information or specifications in this catalogue
will be used, it serves as a source of inspiration for the fundamental structure of the
requirements catalogue of the AI Act.
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The AI Act’s requirements catalogue is structured into multiple worksheets that are
categorised into information support, controls with corresponding fields for completion,
and the presentation of results. Figure 4.1 illustrates the mentioned categories along
with their corresponding worksheets, which will be explained in greater detail in the
subsequent section.

Figure 4.1: Worksheets Overview

4.2 Development process

4.2.1 Worksheet overview

Information support

All the blue-coloured worksheets in the requirements catalogue provide support to better
understand the catalogue’s content and to assist in the completion process. The first
worksheet that users are presented with is the Welcome page. Here, each individual
worksheet and its content are described in greater detail, as in the sections below.

The worksheet, titled Terms, plays a crucial role in clarifying the descriptions of require-
ments. It acknowledges that some terms may require further explanation and provides
a comprehensive overview by incorporating relevant definitions directly from the AI
Act. This worksheet ensures that all stakeholders have a common understanding of the
terminology used throughout the compliance evaluation.

Next, the Maturity levels worksheet focuses on assessing the compliance of individual
requirements. To facilitate this evaluation, each requirement is assigned a maturity
level ranging from 0 to 5 by the users. These maturity levels correspond to the process
capability levels of ISO/IEC 33020 [Int19c], which were also further outlined in Section
3.2. By referring to this worksheet, providers of high-risk AI systems can determine the
extent to which a requirement is fulfilled. It is important to note that a score of 3 is
considered sufficient to comply with the AI Act for both specific requirements and the
overall compliance score.

The fourth worksheet, Annexes, addresses certain requirements and obligations that are
associated with the content found in the AI Act’s Annexes. By including them as a
separate worksheet, users can conveniently access the relevant information without having
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to navigate between multiple documents. This facilitates a seamless understanding of
the AI Act’s supplementary content.

Last, in terms of informative support, the AI Act mapping worksheet serves as a com-
prehensive reference point for aligning the individual requirements from the AI Act
with their corresponding entries in the compliance evaluation catalogue. This worksheet
lists the requirements in their original order and provides the new ID assigned to each
requirement within the catalogue. By consulting this mapping, stakeholders can quickly
determine which requirements of the catalogue correspond to those outlined in the AI
Act. Furthermore, the comment column offers additional explanations as to why certain
requirements were not included in the catalogue.

Controls

In this category, the orange-coloured worksheets Requirements for the system and Obliga-
tions for providers form the centrepiece of the requirements catalogue. As such, they are
explained in greater detail at the level of individual columns. Although the two worksheets
display disparate content, they share identical columns, which can be distinguished by
the ones that provide context for the requirements and the ones that must be filled out
by the users of the catalogue.

The informational columns within the two worksheets enable a comprehensive understand-
ing of the AI Act’s requirements. The Chapter ID column assigns a unique identification
number to each requirement, enabling easy referencing. The Control question column
formulates concise questions summarising each requirement, aiding in the evaluation
process. Depending on the type of question, the maturity level can range from 0 to 5 or
be selected between no and yes, which corresponds to maturity levels of 0 and 3. If a
question is answered yes, it means something is in place or done, like signing a document,
therefore, it is mapped to a 3 and not higher because it indicates sufficient compliance but
does not indicate a predictable or innovative process. The Requirement objective column
highlights the specific objectives of the requirements, providing a clear understanding of
the intended outcomes. The Requirement description column offers detailed information
in a very comprehensible manner. The Possible proof for fulfilment column suggests
processes, systems, documents, or certificates that are, among other things, a possible
ways to demonstrate compliance with the AI Act. This information is based on the
column Reference to other standards and regulations, which contains the ISO norms and
EU regulations relevant to the specific requirement, as outlined in the previous chapter.
Lastly, the column Reference to AI Act, provides references to the original chapters
as described in the worksheet AI Act mapping. To enhance comprehension, a specific
example is provided:

• Chapter ID: 1.2

• Control question: To what extent are the procedures of the risk management system
integrated into the system’s life cycle?
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• Requirement objective:

– Identification and analysis of potential risks
– Evaluation of additional risks based on post-market monitoring data
– Adoption of suitable risk management measures

• Requirement description: The risk management system must be an ongoing process
throughout the system’s entire life cycle. This includes identifying and analysing
potential risks to health, safety, and fundamental rights and further evaluating
additional risks based on post-market monitoring data. Suitable risk management
measures must then also be adopted to mitigate or eliminate the identified risks
through system development, design or technical information provision.

• Possible proof of requirement:

– ISO 31000 certification
– A documented procedure for identifying, assessing, and addressing risks within

the system’s lifecycle
– A catalogue of risk criteria including the likelihood and potential impact of a

risk event
– Documented measures for dealing with risks and their responsible parties

• Reference to AI Act: Article 9(2)

• Reference to other standards or regulations: ISO 31000, ISO/IEC 23894:2023,
ISO/IEC 27001:2022

The columns in the Excel worksheets that mandate completion are crucial for users to
record their progress towards compliance and are the basis for the illustration of the
results. The Maturity level column holds significant importance, as providers must fill in
the maturity level achieved for each requirement, contributing to the overall compliance
assessment. The Description of implementation and Date of assessment columns enable
providers to record the processes, systems, and measures they have implemented to meet
each requirement, along with the date of assessing them. The Responsible department and
Contact columns identify the specific department or individuals within the organisation
responsible for implementing each requirement, ensuring accountability and effective
communication. The Future planned measures and Due Date columns allow providers
to outline upcoming measures intended to enhance compliance maturity levels, along
with anticipated completion dates. Finally, the Further information column serves as an
optional space for providers to record additional notes, remarks, or relevant information
associated with each requirement, providing additional context and clarity during the
compliance evaluation process.
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Derived results

Based on the maturity levels provided in the two previous worksheets, the overall results
are displayed in the Results worksheet. Each requirement’s Chapter ID, Control question,
Maturity level, and capped Maturity level are summarised in tables. The Target maturity
level can be selected, indicating the desired maturity level to be attained by the user.
A maturity level of 3 is recommended because, at this level, you can be confident that
the measures are adequately documented and demonstrate compliance with the AI Act.
Anything below this level is not indicative and anything above is just an additional
improvement. The above-mentioned capped maturity level reduces all values that exceed
the target maturity level. This means that if a target maturity level of 3, for instance,
is selected and the maturity level of a requirement is rated at 5, the capped maturity
level is 3. The purpose of this shortening is intended to ensure that in the calculation
of the total average maturity level, very good results in one area don’t compensate for
poor results in another area because all requirements must be sufficiently fulfilled for full
compliance. Moreover, the spider graphs shown in Figure 4.2 demonstrate the maturity
level of the main chapters, with the target maturity level indicated by the green line.
There are two variations of the spider graphs, based on the original maturity level and
the capped Maturity level. As a final result, the overall maturity level is shown in the
upper right corner next to the corresponding spider graph.

Figure 4.2: Spider graphs
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In addition to the presentation of the results described previously, the worksheet Heatmaps
displays the results in an alternative visual format. The heatmaps illustrate the dom-
inant presence or distribution of maturity levels within a specific chapter through the
intensity of colour. They provide an intuitive way of identifying areas with high and
low values, allowing users to make informed decisions regarding further enhancements
based on the visualised data. Looking at Figure 4.3, it can be seen, for instance, that
very comprehensive measures have been implemented for the requirements of accuracy,
robustness, and cybersecurity, but that there is still plenty of potential for improvement
in the area of risk management.

Figure 4.3: Heatmap of the requirements for the system

The described design and development of the requirements catalogue, in conjunction
with the following two sections about the requirements for the system and obligations of
providers, constitute the response to the research question: What specific requirements do
providers of AI systems in the field of critical infrastructure have to meet concerning the
AI Act and what is an appropriate means to integrate these into a requirements catalogue?
More detailed views of the catalogue can be found in Appendix A (6.2).

4.2.2 Requirements for the system

The following subsections outline the summarised requirements that are related to the
AI system itself and are relevant to the providers of AI systems in critical infrastructure.
These requirements are formulated in a manner that enhances comprehensibility and are
based on the AI Act [Cou22].
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Risk management

1. Providers are required to establish, implement, document, and maintain a risk
management system that is consistent with the intended purpose of the AI system.
This means that the risks associated with the specific application of the AI system,
including the potential impacts on individuals, society, and the environment must
be considered.

2. The risk management system must be an ongoing process throughout the system’s
entire life cycle. This includes identifying and analysing potential risks to health,
safety, and fundamental rights and further evaluating additional risks based on
post-market monitoring data. Suitable risk management measures must then also
be adopted to mitigate or eliminate the identified risks through system development,
design, or technical information provision.

3. Appropriate risk management measures must be implemented in accordance with the
following requirements. These measures must take into account the potential effects
and interactions resulting from the combined application of all of the catalogue’s
requirements.

4. The risk management measures must ensure that any residual risks associated
with each hazard, as well as the overall residual risk of the system, are considered
acceptable. To identify the most appropriate risk management measures, the
system must be adequately designed and developed to eliminate or reduce identified
risks. Where risks cannot be eliminated, adequate mitigation and control measures
must be implemented. Users must be provided with information regarding these
measures and if necessary, appropriate training must be given. Technical knowledge,
experience, education, and training expected by the user and the environment
where the system will be used must be considered when eliminating or reducing
risks related to the system’s use.

5. AI systems must be tested to ensure that they operate as intended and meet the
requirements outlined in this catalogue. This may include testing under real-life
conditions.

6. AI systems must be tested at different steps of development and before they are
used or put on the market. During testing, measures and probability thresholds
that match the system’s intended use must be used to make sure it operates as
expected and meets the required standards.

7. The risk management system outlined in the points 1 to 6 must consider whether
the AI system will be accessed or affect individuals under the age of 18.

Data management

When developing AI systems employing data-driven model training techniques, high-
quality training, validation and testing datasets that meet the quality criteria enumerated
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in points 1 to 4 are required. These requirements only apply to the testing datasets for
the development AI systems that do not use techniques involving the training of models.

1. Appropriate data governance and management practices must be implemented to
assure the quality of training, validation and testing datasets used in AI systems.
These practices shall include a variety of aspects, such as design decisions, data
collection processes, data preparation, formulation of assumptions, prior assessment
of the availability and suitability of datasets, examination for potential biases,
identification of data gaps and methods for addressing them.

2. The datasets used for training, validation and testing of AI systems must be
appropriate, error-free and comprehensive, as well as possess the required statistical
properties applicable to the intended consumers. Individual datasets or their
combination may be used to accomplish the required statistical properties.

3. The data used in the training, validation and testing must consider the unique
characteristics of the specific geographical, functional, or behavioural context in
which the system is intended to be used. Therefore the data must be representative
of the real-world context in which the system will be used and this context may
differ based on the particular application or use case.

4. System providers may engage in the processing of specialised categories of personal
data for the monitoring and correction of biases, provided that they maintain
sufficient protections for essential rights and freedoms. The providers must use
technical measures to safeguard the data, such as replacing identifying information
with pseudonyms or encrypting the data to prevent unauthorised access.

Technical documentation

1. The technical documentation of an AI system must be prepared and kept up-to-date
before the system is made available.

2. The technical documentation must be compliant with the requirements outlined
in this catalogue and provide relevant authorities with comprehensive information
to assess the system’s compliance. The documentation must include the minimal
elements listed in Annex IV or in the case of SMEs comparable documentation
that serves the same purpose unless the relevant authority deems it unsuitable.

3. A single technical documentation containing all the required information, as specified
in Annex IV and information of relevant legal acts listed in Annex II, Section A,
must be created when an AI system associated with a product under those acts is
placed on the market or put into service.
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Record-keeping

1. AI systems must have the technical capability to automatically record events (logs)
throughout the entire lifespan of the system. The logs must be recorded in a
standardised format, with clear identification of the time, date, and participants
involved in the activity or event.

2. These logs must be able to capture events that are relevant to identifying potential
risks like threats to the health, safety, or to fundamental rights of persons, facilitating
post-market monitoring and monitoring the system’s operation.

Transparency and provision of information to user

1. AI systems must be developed so that their operation is adequately transparent to
comply with the relevant obligations, as specified in Section 4.2.3. Users must be
able to understand the AI operation of the system and based on that knowledge be
able to use it.

2. The instructions for use for AI systems must be concise, complete, accurate and
must be provided in a suitable digital or other format. These instructions must
provide users with information that is relevant, accessible, simple to comprehend,
and free from unnecessary technical language. Visual aids, diagrams, and practical
examples may be used.
The information specified by point 2. must include the following aspects:

3. The provider’s identity and contact information and, if applicable, of the authorised
representative must be included in the instructions for use.

4. Information regarding the characteristics, performance, and limitations of an AI
system, including its intended purpose (including the particular geographical, func-
tional, or behavioural setting), level of accuracy (including its metrics, robustness,
and cybersecurity referred to in Section 4.2.2) and any known or foreseeable risks to
health, safety, or fundamental rights (see point 2 of Section 4.2.2) must be included
in the instructions for use. It also must include, when appropriate, the behaviour
of the system towards specific persons or groups, specifications for input data,
validation and testing datasets and the expected output of the system.

5. The changes to the AI system and predetermined performance during the initial
conformity assessment must be communicated by the provider.

6. Measures to ensure human oversight of the AI system, as specified in Section 4.2.2
and details about the technical measures that are used to assist users in interpreting
the outputs of the AI system must be included in the instructions for use.

7. Information regarding the required computational and hardware resources, the an-
ticipated lifetime of the AI system and the frequency of any mandatory maintenance
and care measures must be included in the instructions for use.
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8. A description of the tool that enables users to appropriately collect, store, and
interpret relevant logs within the AI system must be included in the instructions
for use.

Human oversight

1. The design and development of AI systems must include suitable tools for human
machine interaction to ensure that natural persons can effectively supervise AI
systems during the operation.

2. Human oversight must be implemented to avoid or reduce risks to health, safety,
or fundamental rights that may arise from using AI systems as intended or under
reasonably predictable misuse.

3. Human oversight must be ensured through measures built into the AI system by
the provider or measures identified by the provider and implemented by the user
before the system is put into service.

4. Referring to the points 1 to 3, the AI system must be provided to the user in a way
that enables them to understand its capabilities and limitations and monitor its
operation. Users must be aware of the possibility of automation bias and be able
to correctly interpret the system’s output. Further, they must be able to override
or invert the output, intervene in the system’s operation or stop it using a stop
mechanism or similar method.

Accuracy, robustness and cybersecurity

1. AI systems must be created to achieve a proper level of accuracy, robustness, and
cybersecurity for their intended application. In addition, the AI system must
maintain consistent performance in these areas throughout its lifetime, even if
unexpected inputs, exceptions, errors, or variations in the operating environment
occur.

2. Instructions for using the AI systems must include a declaration of their accuracy
levels and relevant accuracy metrics.

3. AI systems must be designed to resist errors, faults, or contradictions that may
occur within the system or its operating environment, especially as a result of their
engagement with natural persons or systems.

4. To ensure the robustness of AI systems, technical redundancy solutions may be
used, such as backup or fail-safe plans.

5. AI systems that proceed to learn after being put into service must be designed to
minimise the risk of biased outputs impacting input for future operations (feedback
loops). Appropriate mitigation measures must be taken to address this issue.
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6. AI systems must be designed to resist unauthorised attempts by third parties to
modify their performance or use by exploiting system vulnerabilities.

7. To ensure their cybersecurity, AI systems must have technical solutions that are
suitable and proportional to the specific circumstances and risks involved.

8. The technical measures to address the specific vulnerabilities of AI systems must
be included where relevant, such as measures to prevent and control attacks aimed
at manipulating the training dataset (data poisoning), input designed to deceive
the model (adversarial examples) or model flaws.

4.2.3 Obligations of Providers
The following subsections outline the summarised obligations that the providers of AI
systems in critical infrastructure have to fulfil. These obligations are formulated in a
manner that enhances comprehensibility and are based on the AI Act [Cou22].

Quality management

Providers of high-risk AI systems must have a quality management system that is
implemented in a manner consistent with the provider’s organisational size. At least
the following elements must be included in the quality management system’s structured
documentation in the form of written policies, processes, and instructions:

1. a strategy for compliance that addresses conformity assessment procedures and
how to manage changes made to the AI system

2. specific techniques and processes must be employed for its design, design control,
and design verification, as well as its development, quality control and quality
assurance

3. examination, testing, and validation processes to be performed before, during and
after the development of a AI system, as well as the frequency with which they
must be performed

4. technical specifications, including standards, to be used and when the appropriate
uniform standards are not fully applied, the mechanisms to guarantee that the AI
system conforms with requirements in Section 4.2.2

5. systems and procedures for data management, including data collection, analysis,
labelling, storage, filtration, mining, aggregation, retention, and any other data
operation performed before the deployment of AI systems

6. the risk management system referred to in Section 4.2.2

7. the post-market monitoring system referred to in Section 4.2.3
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8. serious incident reporting processes referred to in Section 4.2.3

9. the management of communication with national competent authorities, including
sectoral ones, providing data access, notified bodies, other operators, customers, or
other interested parties

10. processes for keeping track of all necessary information and documentation

11. resource management, including measures related to ensuring the security of supply

12. a framework for accountability describing the duties of the management and other
personnel with reference to each of the previous items in this section.

Conformity assessment

The internal control-based conformity assessment procedure includes the points 1 to 3.

1. The provider ensures that the quality management system established meets the
standards set in Chapter 8.

2. The provider reviews the technical documentation to evaluate whether the AI system
conforms with the necessary essential requirements specified in the requirements of
the Section 4.2.2

3. The provider confirms that the AI system’s post-market monitoring, design and
development processes conform to the technical documentation.

Logs and document retention

1. Providers are required to maintain the logs generated by their AI systems that
are under their control due to a contractual agreement with the user or by law.
These logs must be kept for a minimum of six months unless specified differently
by applicable Union or national laws, especially laws related to personal data
protection.

2. The provider of an AI system is required to maintain the technical documentation,
the EU declaration of conformity, documentation of the quality management,
documentation of approved changes and other decisions of notified bodies for a
period of 10 years after the system has been placed on the market or put into
service. During this time, the provider must make this information available to
national competent authorities upon request.
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EU declaration of conformity

1. The provider is responsible for creating a signed EU declaration of conformity
in written or electronic form for each AI system. It must be kept for ten years
following the system’s market introduction or start of service. The EU declaration
of conformity must identify the specific AI system for which it is created and a
copy of the declaration must be submitted to national competent authorities upon
request.

2. The EU declaration of conformity must confirm that the AI system meets the
necessary requirements mentioned in Section 4.2.2. The declaration must include
the details as specified in Annex V and it must be translated into a language that
is easily understandable by the national competent authorities in which the AI
system is available.

3. In cases where systems are subject to multiple Union harmonisation legislations
that demand an EU declaration of conformity, a single declaration must be created
for all relevant Union regulations. The EU declaration of conformity must include
all the information required to identify the Union harmonisation legislation to
which it applies.

4. The provider is responsible for ensuring that the AI system complies with the
requirements outlined in Section 4.2.2, by creating the EU declaration of conformity.
The provider must keep the declaration updated whenever necessary.

CE marking of conformity

1. The CE marking that indicates the conformity with this regulation must comply with
the fundamental principles stated in Article 30 of Regulation (EC) No 765/2008.

2. The CE marking must be attached clearly visible, permanent, and readable. If this
is not practicable the marking can be displayed on the packaging or accompanying
documents.

3. The CE marking of conformity must, if applicable, include the identification
number of the notified body responsible for carrying out the conformity assessment
procedures described in Article 43. This identification number must also be
included in any documentation claiming that the AI system fulfils the CE marking
requirements.

4. Providers of AI systems must provide their name, registered trade name, or trade-
mark, as well as their contact information on the system. If direct labelling on the
AI system is not practicable, this information must be included on its packaging or
the accompanying documentation.
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Transparency obligations

1. Providers are required to ensure that AI systems which are meant to interact with
natural persons must be designed and developed in a manner that it is clear to
them that they are interacting with an AI system. This requirement does not
apply if it is already obvious to a reasonably well-informed person, considering the
circumstances and context of use. This does not affect the other requirements in
this catalogue and other transparency obligations that users of AI systems may
have under existing Union or national laws.

2. Natural Persons must be informed no later than the moment of their first engagement
or exposure with the system that they are interacting with AI technology, unless it is
already obvious to a reasonably well-informed person, considering the circumstances
and context of use.

Post-market monitoring and incident reporting

1. After the AI system is placed on the market, providers are required to develop
a system for monitoring and keeping track of it. The scope of the post-market
monitoring system must be appropriate to the level of risk posed by the AI system.

2. The post-market monitoring system must collect, document, and analyse data on
the performance of the AI system over the course of its life cycle. The data may
come from users or other sources. However, it must not cover sensitive operational
data of users that are law enforcement authorities. The purpose is to evaluate
compliance with the requirements set out in Section 4.2.2.

3. The post-market monitoring system must be based on a post-market monitoring
plan, which has to be included in the technical documentation referred to in Annex
IV.

4. The provider must report any serious incidents involving the AI system to the
market surveillance authorities of the Member State in which the incident occurred.
The provider is required to report the incident as soon as they confirm a connection
between the AI system and the incident, or if there is a reasonable possibility of
such a connection. This has to be done not later than 15 days after becoming aware
of the incident.
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CHAPTER 5
Evaluation

5.1 Choice of the evaluation methods
To conduct a meaningful evaluation within Hevner’s Design Science Research Framework
[HMPR04] of the requirements catalogue, a combination of qualitative and quantitative
methods was chosen. This mixed-methods approach facilitates insight into a compre-
hensive understanding of the intention to use and usability of the artefact from diverse
perspectives.

The first method of evaluation is the Technology Acceptance Model (TAM) of Fred Davis
[DBW89]. This method is particularly useful for understanding the factors that influence
the acceptance and intention to use new technologies. The evaluation focuses on two
primary variables of TAM: Perceived Usefulness and Perceived Ease of Use. These two
factors are elaborated on in qualitative interviews with Information Security experts from
the Austrian EFS Consulting GmbH. They have extensive experience in Information
Security assessments and are familiar with the aspects that are significant when it comes
to a requirements catalogue. An adapted set of TAM questions to assess the two primary
variables is created:

Perceived Usefulness:

• In what way do you think the requirements catalogue can support AI system
providers in evaluating compliance with the requirements of the AI Act?

• What specific benefits do you expect from using the requirements catalogue in a
compliance audit?

• How do you overall assess the usefulness of the requirements catalogue in the
compliance audit of the AI Act?
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Perceived Ease of Use:

• How do you evaluate the usability when filling out the requirements catalogue?

• How do you assess the clarity and ease of interpretation of the presentation of
results?

• Do you see any challenges in using the requirements catalogue, if any?

• How do you overall assess the usability of the requirements catalogue for assessing
compliance with the AI Act? What factors contribute to this?

The second method of evaluation is the System Usability Scale (SUS) of John Brooke
[B+96]. This tool is renowned for its good adaptability and easy application, providing a
numerical score indicative of a system’s overall usability. The overall score is based on
the answers of the Information Security experts and complements the qualitative insights
derived from the TAM-based interviews. The original SUS questions (see Figure 1.4) are
modified to obtain quantitative feedback on certain usability aspects of the requirements
catalogue. The questions are answered by choosing one value on a Likert scale, which
ranges from strongly disagree to strongly agree. The SUS score is calculated by summing
the scores for all 10 items, where the odd items are positively formulated and subtracted
by 1 and the even items are negatively formulated and subtracted from 5. Then the sum
is multiplied by 2.5 to scale the score to a range of 0-100, with higher scores indicating
higher perceived usability. The adopted survey consists of the following questions, with
the tested usability aspects in brackets:

1. I thought all the relevant requirements of the AI Act were integrated completely.
(Completeness)

2. I thought the requirements were enumerated several times (duplicates). (Unique-
ness)

3. I thought the requirements were formulated in an understandable and practical
way. (Practicability)

4. I thought that certain requirements were conflicting with each other. (Consistency)

5. I thought the requirements could be evaluated according to an understandable
fulfilment degree. (Verifiability)

6. I thought the requirement catalogue was unstructured and unnecessary complex.
(Usability)

7. I feel confident that the requirements catalogue will support the development of an
AI system that is compliant with the AI Act. (Effectiveness)
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8. I thought further instructions would be necessary to fully use the requirements
catalogue. (Accessibility)

9. I thought the calculated results of the maturity level were presented in a clear
manner. (Usability)

10. I thought in the requirements catalogue important aspects for a compliance assess-
ment were missing. (Completeness)

After each survey has been filled out, the final scoring is calculated, which contributes
to the ease of use and therefore also to the acceptance of the artefact. All the scores of
the surveys are summed up and divided by the number of participants to get the total
average SUS score. To interpret the results the Adjective Rating Scale of Bangor et al.
[BKM09] is applied, which matches the SUS scores to the school grade system and the
acceptable ranges, as shown in Figure 5.1.

Figure 5.1: Adjective Rating Scale [BKM09]

According to this Adjective Rating Scale, a SUS score over 70 falls within the acceptable
range. For this thesis, an average SUS score over 80 or respectively at least a grade
B characterises one success criteria. To get a better understanding of the interview
participants, Table 5.1 provides an overview that outlines their respective job positions
at EFS, along with a brief description of their educational background and professional
experience.

5.2 Evaluation process
The two chosen methods are integrated into the overall evaluation process, which is
divided into three main stages:

Stage 1: Artefact demonstration and interviews
The first stage involves the presentation of the requirements catalogue to the participants.
During a meeting with each individual, the worksheets and functions of the requirements
catalogue are demonstrated. This is followed by an interview based on the TAM questions
listed before. The interviews are conducted in a manner that encourages honest feedback
and are recorded for subsequent analysis. The transcripts were translated into English
by the author and can be found in Appendix B (6.2).
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Interviewee Job title Background, Professional experience

Interviewee 1 Expert

Business Informatics, six years of experience in
Information Security consulting, compliance re-
views and risk assessments for the security release
of applications, ISMS and certification support,
management of supplier audits, ISO 27001 Lead
Auditor

Interviewee 2 Senior Consultant

Business Engineering, three years of experience in
Information Security consulting, experience in the
use of requirements catalogues in the context of
SUMS, readiness assessment CSMS and SUMS, IT
Service Continuity Management, Shopfloor Cyber
Security

Interviewee 3 Senior Consultant

Business Economics, three years of experience in
Information Security consulting, audit and im-
provement of internal control and risk manage-
ment systems, Information Security governance
for ISMS and CSMS, preparation for IT security
certifications, endpoint security strategy, require-
ments management of cyber security tools

Interviewee 4 Senior Consultant

Business Engineering, three years of experience in
Information Security consulting, experience in the
use of requirements catalogues in the context of
CSMS, risk management, vulnerability manage-
ment

Interviewee 5 Consultant

General and Digital Forensics, two years of experi-
ence in Information Security consulting, TISAX
certification project, preparation for IT security
certifications (e.g. ISO/IEC 27001, TISAX) in-
cluding support of auditing processes

Interviewee 6 Consultant

Business law, one year of experience in Informa-
tion Security consulting, risk management, de-
sign and implementation of holistic management
systems, preparation of compliance documents
(country-specific information)

Table 5.1: Overview of interview participants

Stage 2: SUS Questionnaire
After the interview, the participants are provided with the catalogue for a more detailed
examination. They independently examine the catalogue in detail and complete the
SUS questionnaire. The participant’s responses to the questionnaire supplement the
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qualitative data obtained from the interviews, providing a more rounded view of the
catalogue’s usability.

Stage 3: Analysis
The final stage of the evaluation process involves a thorough analysis of the data collected
from the interviews and the SUS questionnaires. The interview transcriptions are analysed
to identify main themes, commonalities, contradictions, and trends in the participants’
perceptions of the catalogue’s perceived usefulness and ease of use. The SUS scores
are calculated to provide a quantitative measure of the catalogue’s usability. Based on
the analysis results, conclusions are drawn regarding the effectiveness of the catalogue
in assisting AI system providers in evaluating compliance with the AI Act, identifying
potential barriers to its use, and pinpointing factors that support its adoption.

5.3 Evaluation results

All interviewees concurred that the requirements catalogue is beneficial in assisting AI
system providers to conform with the AI Act, but there were different factors that led
to that conclusion. Interviewee 1 highlighted its ability to make the requirements more
understandable and to break them down into manageable tasks by saying: It’s pointless
to have requirements that are only understandable to specific departments like the legal
or compliance departments or where only individuals have a mental model of what needs
to be done. Companies need to break down the tasks based on their organisation and
hierarchy and I think the catalogue will support that. Interviewee 2 emphasised the
catalogue’s ability to quickly get a full overview of the current state of compliance and
identify areas that require immediate attention. Interviewee 3 appreciated the catalogue’s
capability to contextualise the requirements by not just listing the individual requirements,
but rather creating connections with other norms or regulations and suggesting possible
evidence. Interviewees 4 and 5 noted the catalogue’s ability to guide providers through
the process of compliance, allowing them to work through the requirements step by step
and continuously improve their product or system. Interviewee 6 also saw the catalogue
as a valuable tool to make the requirements of the AI Act understandable to people who
are not legally versed, similar to the answer of interviewee 1. The participants also viewed
the use of the catalogue during compliance audits as beneficial. Interviewee 1 highlighted
that the pre-defined requirements catalogue saves me from having to read through all the
requirements myself and filter out which ones apply to me as a provider or manufacturer
and which ones are only relevant to other authorities. This quick understanding of the
regulation and filtering of the relevant requirements was also mentioned by interviewee 6.
Interviewees 2 and 3 underlined that the requirements catalogue can serve as a shared
tool for exchange between providers, auditors, and consultants. Interviewee 4 appreciated
its ability to track progress and evaluate compliance with maturity levels. Interviewees 2
and 5 considered the catalogue especially useful in the preparation phase to proactively
align with the legal framework, whereas interviewee 5 pointed out not to blindly rely on
it.
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The positive estimation of perceived ease of use can be attributed to the well-structured
and user-friendly design. Interviewee 1 appreciated the use of familiar tools like Excel
and the integration of a maturity model, which is often already used within a company.
Interviewees 1 and 2 mentioned that the mapping of chapters between the AI Act
and the requirements catalogue is crucial for them, as interviewee 1 stated: I think it
contributes to usability that the catalogue has a recognition value and that the law is
included and cross-referenced to the chapters, which is an advantage I haven’t seen in
other requirements catalogues. Interviewees 4 and 5 especially liked the use of colour
within the catalogue as it supports usability by clustering the worksheets and indicating
the degree of maturity levels. The welcome page, which introduces the worksheets of
the requirements catalogue, increased the usability according to interviewees 3, 4, and 6.
The clarity of the presentation of the results, particularly the use of heatmaps and spider
graphs, was praised by all interviewees. Some interviewees suggested improvements to
the terminology by exchanging certain words. Interviewees 2, 3, and 5 recommended
highlighting the presence of the capped maturity level even more, as they consider it more
relevant to the user. Further, interviewee 1 pointed out that the spider graphs could have a
more transparent area to better visualise the underlying lines of each maturity level. These
suggested changes were implemented according to the input of the participants. The
identified challenges were primarily associated with maintaining the catalogue up-to-date
with the rapid changes of the AI Act and that users should not rely solely on the accuracy
of the catalogue, like interviewee 4 said: So, despite using the catalogue, one should still
maintain a necessary level of scepticism and not blindly rely on it.

Strongly connected with the ease of use are the usability aspects that were additionally
estimated with the SUS surveys. The answers of the interview participant were calculated
and resulted in a value of 92.9%. This score is in the upper acceptable range and a grade
A according to the Adjective Rating Scale of Bangor et al. [BKM09], as shown in Figure
5.2. This high score signifies that the interviewees perceived the requirements catalogue
as highly usable. This aligns with the findings from the Technology Acceptance Model,
which also indicated a high perceived ease of use of the catalogue. The convergence of
these results from both the SUS and TAM suggests that the requirements catalogue is
likely to be adopted by AI system providers for compliance with the AI Act, given its
high perceived usefulness, perceived ease of use, and usability.

Figure 5.2: Total average SUS score on the Adjective Rating Scale [BKM09]

The results indicate that the requirements catalogue will be perceived as a valuable tool
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for AI system providers to comply with the AI Act. In conclusion, the concrete benefits
that can be derived from the evaluation are:

• Pre-filtered list of relevant requirements

• Summarised requirements in a clear and understandable manner for all employees

• Contextualisation of the requirements from the AI Act (related standards, possible
proof, requirement objective)

• Assignment of tasks to individuals or departments

• Identification of areas that require immediate attention

• Exchange tool between providers of AI systems, consultants, and auditors

• Transparency of the current maturity level and the improvement potentials

• Tracking of the progress, responsibilities, and planned measures

• Supporting decision-making of the management with the various presentations of
results

• Clear graphical presentation of results

• Enhanced structure and clustering through a colour scheme

• Enabling a continuous improvement process by outlining future planned measures

• Storing and retention of the sensitive data in the Excel file, not on a server or
database

But of course, some challenges and concerns were also identified regarding the requirements
catalogue for the AI Act. One challenge relates to potential incompleteness, where there
is apprehension about whether all requirements from the AI Act are adequately covered
in the catalogue. This raises the possibility of some requirements being missed or not
properly addressed. Even if there is a mapping to the original requirements and comments
that state the reason why a certain requirement is not covered by the catalogue. Another
challenge highlighted is the need for regular updates to the catalogue to align with
the evolving AI Act. Given the fast-paced nature of legal changes, failure to reflect
the latest updates in the catalogue could result in compliance issues. Additionally, the
extensive information presented in the catalogue may be seen as burdensome by some
individuals who prefer a more streamlined approach. Lastly, the challenge of responsibility
mapping arises, particularly in companies with diverse structures, as the catalogue may
not provide explicit clarification on the individuals responsible for each requirement.
Although not directly covered, this mapping challenge can still pose difficulties during the
implementation process. These challenges emphasise the importance of continuous review
and improvement of the requirements catalogue to ensure its effectiveness in supporting
compliance with the AI Act in the future.
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CHAPTER 6
Conclusion

6.1 Summary and Results
This thesis was centred on the development of a requirements catalogue for the Artificial
Intelligence Act, particularly for providers of AI systems in critical infrastructure. The
aim was to address the challenge faced by companies integrating AI systems into essential
infrastructure, as they lack a tool or procedure for determining compliance with the new
AI technology requirements, which poses legal and reputational risks. Moreover, the
application areas of AI in critical infrastructure domains such as water supply, electricity,
gas, heating, and road traffic management were explored to comprehend the purpose and
level of integration of AI technology. To support the Rigor Cycle, the Design Science
Framework of Hevner was utilised, along with conventional and systematic literature
research. In addition, the evaluation involved the use of the Technology Acceptance
Model to conduct interviews with Information Security experts from EFS Consulting
GmbH to assess perceived usefulness and ease of use. This was supplemented by a SUS
survey to estimate usability factors.

The results of the SLR revealed, that AI technologies have been incorporated and explored
in varying degrees across all critical infrastructure domains. While the heating and gas
supply sector had a very limited number of relevant papers, the field of road traffic
management showed the highest concentration. Disruptions and malfunctions within
these sectors have the potential to pose serious threats to public safety, making them
high-risk areas according to the AI Act. Next, the related standards were investigated
to establish links to additional information and provide possible evidence for complying
with the requirements of the AI Act.

Eventually, a requirements catalogue was designed and developed, which includes multiple
coloured worksheets. Beginning with blue-coloured worksheets that serve as informative
support. They outline important terms, the maturity levels, the annexes of the AI
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Act and establish a mapping to the chapters of the original regulation. The orange-
coloured worksheets built the centrepiece, as they provide comprehensive information
about the summarised requirements. They include identification numbers, control
questions, requirement objectives, requirement descriptions, possible proof for fulfilment
and references to other standards. The users are also able to track their progress
using completion columns in the worksheets, where the estimation of the maturity
level is the most important aspect. Further, the description of implementation, date of
assessment, responsible department and contact columns capture implemented processes
and responsible parties. The future planned measures and corresponding due date
columns capture the upcoming actions to improve the maturity level. The green-coloured
worksheets summarise the overall results and illustrate them with spider graphs and
heatmaps.

The interviews showed high perceived usefulness and ease of use, supplemented by the
total average SUS score of 92.9%. Utilising the requirements catalogue has thus numerous
benefits for organisations seeking compliance. Firstly, it provides a pre-filtered list of
relevant requirements, which saves time and resources. Further, these requirements
are presented in a clear and understandable manner for all employees. By presenting
the requirements in a digestible format, organisations foster a shared understanding
among team members, encouraging even less experienced employees to participate in the
compliance process. Contextualising the requirements within the catalogue is another
benefit. This involves considering related standards, potential proofs, and the specific
objectives of each requirement. As a result, the ability to interpret and implement the
requirements effectively is improved. Assigning tasks to individuals or departments based
on the requirements catalogue ensures clear accountability and proper execution. This
not only facilitates efficient workflow management but also fosters a sense of ownership
and responsibility within the company. Furthermore, the catalogue helps to identify areas
that require immediate attention. This enables proactive measures to be taken promptly,
addressing compliance gaps, or risks before they escalate. The catalogue also serves as a
valuable tool during audits and as an exchange platform between AI system providers,
consultants, and auditors. It supports transparency by providing a structured basis for
discussions and assessments, enhancing the audit process. The clear graphical presentation
of results derived from the catalogue improves their accessibility and comprehension. This
visual representation facilitates the communication of compliance status and progress
to stakeholders at various levels within the company. A very important benefit is the
insight into the organisation’s current maturity level and improvement potential regarding
AI compliance. This transparency allows for informed decision-making and targeted
measures to enhance compliance and ensures a safe market entry for products.

Summarising, the thesis has provided valuable insights regarding the use of AI in critical
infrastructure and the development of a requirements catalogue for the AI Act. The
catalogue has the potential to serve as a crucial tool for AI system providers preparing
companies for the AI regulation.
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6.2 Outlook
This thesis has explored the development of a requirements catalogue that is able to
substantially streamline the compliance process, reducing the burden on system providers
and ensuring a higher level of adherence to the AI Act. Looking forward, there are
a number of promising opportunities for future research. As the AI Act continues to
evolve, research should concentrate on how the requirements catalogue can be adapted
to accommodate these changes. This will ensure that the tool remains pertinent and
effective despite legislative changes. In addition, the process of conducting a Systematic
Literature Review may be expanded to include a team-based analysis of all papers
resulting from the search queries. This may result in a more robust understanding of the
field and an in-depth analysis of AI applications. Future research could also consider the
integration of a preliminary questionnaire into the requirements catalogue. A feature like
this would aid in determining whether a system provider is subject to the requirements
of the AI Act and how the system is classified according to the risk-based approach.
Consequently, only applicable requirements would be displayed, further streamlining the
compliance process. Assigning particular roles for the requirements could be an additional
aspect of future enhancements. Despite the fact that this is a difficult task due to the
varying sizes, structures, and responsibilities across companies, such a recommendation
for responsibility has the potential to improve the usability of the requirements catalogue.

In conclusion, this research represents a significant step forward in the development
of tools to assist AI system providers in critical infrastructure to assess compliance
with the AI Act. It is anticipated that this work will serve as a foundation for future
research in this area, thereby contributing to the ongoing development and refinement
of AI compliance tools. However, ongoing improvement and updating of the catalogue
are necessary to address the challenges identified. The rapid development of Artificial
Intelligence and its impending regulation under the AI Act highlight the significance
of this work. As we move forward, it is evident that the role of AI in our society will
continue to evolve and it is imperative that we continue to develop comprehensive tools
and frameworks to manage this evolution effectively.
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Appendix B

Appendix B contains the transcripts of the six interviews translated into English by the
author as well as the individual SUS scores of the interviewees.

Interviewee 1: Transcript and SUS score
Interviewer
The first question regarding perceived usefulness would be: In what way do you think
the requirements catalogue can support AI system providers in evaluating compliance
with the requirements of the AI Act?

Interviewee 1
Well, I believe the value of the catalogue lies in breaking down the law into tasks that
can be assigned to individuals and that’s what companies need for all requirements. It’s
pointless to have requirements that are only understandable to specific departments like
the legal or compliance departments or where only individuals have a mental model
of what needs to be done. Companies need to break down the tasks based on their
organisation and hierarchy and I think the catalogue will support that. So, I have
separate and independent requirements that I can assign to individuals and in the end, I
can demonstrate whether those individuals have done what needs to be done when I’m
being audited.

Interviewer
Alright, thank you. The next question would be: What specific benefits do you expect
from using the requirements catalogue in a compliance audit?

Interviewee 1
The pre-defined requirements catalogue saves me from having to read through all the
requirements myself and filter out which ones apply to me as a provider or manufacturer
and which ones are only relevant to other authorities. The second benefit is that it
relieves me of the task of reformulating requirements into understandable language that
aligns with the company’s reality. Or to put it differently, the specific benefit I expect
is that it saves me time and enables the responsible individuals within the company to
better and more quickly understand their responsibilities.
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Interviewer
Great, thank you. Then, one final question regarding perceived usefulness: How do you
overall assess the usefulness of the requirements catalogue in the compliance audit of the
AI Act?

Interviewee 1
I would say the usefulness is an eight out of ten for me. Overall, it is very useful.

Interviewer
Now, the next set of questions focuses on usability, so: How do you evaluate the usability
when filling out the requirements catalogue?

Interviewee 1
I believe the usability is quite straightforward. I have seen many requirements catalogues
and one of the values is that they all have a similar structure. If you constantly reinvent
the wheel and build something completely different, it might be more fitting for a specific
case, but it reduces the recognition value. Using a maturity model that is already used
within the company makes it easy to use. Furthermore, people are usually familiar with
Excel and can operate it. Well, I take back the statement that everyone can use Excel,
but they can certainly handle parts of it.

Interviewer
I understand. Yes, it is expected and they already use it in most cases as part of their
everyday work, as Excel is a common tool. The next question focuses on those green
worksheets, so how do you assess the clarity and ease of interpretation of the presentation
of results?

Interviewee 1
Yes, it’s really great. It is also understandable and helpful for management. It can support
decision-making on why certain topics require more resources. As for improvement points,
I would suggest using the term capped instead of shortened maturity level as it better
describes the intention. And perhaps a minor point is that the spider graphs could have
a more transparent area to better visualise the underlying lines of each maturity level.

Interviewer
Do you see any challenges in using the requirements catalogue, if any?

Interviewee 1
One challenge is that when I have such a catalogue, compared to the law, I always have
to fear whether every requirement is covered by the catalogue. Secondly, with such
requirements catalogues, I always fear that the interpretation of the requirements from
the law goes beyond what is actually demanded and I have seen that with this catalogue
as well. For example, for the proposed implementation of risks, it suggests a certification
according to ISO 31000. This could give the impression that I definitely need it. However,
not all companies do that and there are good reasons for it. So, the biggest challenge I see
is that this catalogue, in its attempt to make the legal requirements more understandable,
might go beyond the goal of pure compliance.
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Interviewer
That’s a good point, but you have to keep in mind that this are only possible evidences
and not mandatory. The final question regarding usability is: How do you overall assess
the usability of the requirements catalogue for assessing compliance with the AI Act?
What factors contribute to this?

Interviewee 1
I also rate the usability as an eight out of ten. I think it contributes to usability that
the catalogue has a recognition value and that the law is included and cross-referenced
to the chapters, which is an advantage I haven’t seen in other requirements catalogues.
I think there are quite a few columns that need to be filled in for each requirement. I
would prefer fewer columns to reduce the documentation effort. From my perspective,
it’s better to start with fewer columns and introduce them only when it becomes evident
that they are needed, to avoid having empty columns.

Interviewer
Those are very good points. Thank you for your insights, that concludes the questions.

Interviewee 1
You’re welcome.

Figure 1: SUS score of interviewee 1

Interviewee 2: Transcript and SUS score

Interviewer
The first question would then be about perceived usefulness. In what way do you think
the requirements catalogue can support AI system providers in evaluating compliance
with the requirements of the AI Act?
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Interviewee 2
Well, I believe that it provides a good way to quickly get a full overview of the current
state of compliance within the company, especially for those who haven’t done much
experience in this area yet. With this current state and the help of features like the
heatmap or other functionalities of the catalogue, one can identify areas that require
immediate attention. This allows for prioritising different departments or thematic areas
and starting with the ones that require the most improvement. By doing so, the maturity
level can be increased and the processes can be accordingly implemented. That would be
the first point. Furthermore, I can imagine that the requirements catalogue for the AI
Act can serve as a basis during an audit itself, providing the auditor with an overview. It
includes fields with exemplary evidence and descriptions of the current implementation,
where one can write about how it is practiced in their own company. Additionally, it can
reference documents that demonstrate compliance, making all necessary evidence readily
available.

Interviewer
Thank you for the insights. The next question is: What specific benefits do you expect
from using the requirements catalogue in a compliance audit?

Interviewee 2
I believe that having a shared step-by-step tool for auditors and reviewers is very useful.
It allows both sides, the auditors or consultants and the AI system providers themselves,
to benefit from the requirements catalogue.

Interviewer
The last question about the perceived usefulness would be: How do you overall assess
the usefulness of the requirements catalogue in the compliance audit of the AI Act?

Interviewee 2
Yes, overall, I think it is highly useful. I think the main usefulness lies in the preparation
phase, as the catalogue proves to be extremely helpful in the journey towards the audit.
It can also provide guidance during the actual audit. Although using the requirements
catalogue as the sole evidence for AI Act compliance might be challenging to achieve, I
believe its usefulness in the preparation phase is very high.

Interviewer
The next questions will focus on usability. How do you evaluate the usability when filling
out the requirements catalogue?

Interviewee 2
Overall, it’s very good. The catalogue provides a good introduction, describing how to
use it in general. The terminology is well explained and it makes sense to be able to
switch back to it whenever needed. I think the mapping of chapters between the AI Act
and the requirements catalogue is crucial because, in the end, the goal is to comply with
the requirements of the AI Act. Therefore, the mapping is absolutely necessary. The user
interface is also clear and understandable. While reviewing the requirements catalogue, I
noticed one thing. When referring to Future planned measures, it essentially refers to
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something that has not yet happened. In practice, it might be more appropriate to use
the term Due Date instead of Date of completion to signify the deadline for completion.

Interviewer
Excellent points. I will move on to the next question: How do you assess the clarity and
ease of interpretation of the presentation of results?

Interviewee 2
Again, overall, it is very good. It’s logical and clear. I think the concept of shortened
values is essential. It might be beneficial to highlight these shortened values more
prominently. The heatmaps are also clear and understandable and I believe they are very
helpful in identifying specific problem areas. One suggestion would be to consider adding
an average value per chapter at the end, to provide a high-level view of the overall issues
within different thematic areas.

Interviewer
I understand. The next question is: Do you see any challenges in using the requirements
catalogue, if any?

Interviewee 2
Actually, there are very few challenges that I can think of. One challenge that might
arise, especially since the AI Act is still relatively new, is determining who is responsible
for each requirement. However, this is a topic that is difficult to address through the
requirements catalogue, as each company has a different structure and responsibilities
may lie in various areas. So, no significant challenges come to mind.

Interviewer
The final question would be: How do you overall assess the usability of the requirements
catalogue for assessing compliance with the AI Act? What factors contribute to this?

Interviewee 2
Well, as I mentioned, I think it is overall really good and easy to use. Two things
immediately stood out to me as positive. First is the mapping, which is crucial for
quickly finding relevant sections. The new clustering you implemented in the catalogue
is also beneficial because it makes it easier to implement the requirements. It allows for
merging or dividing chapters as needed. I believe this approach makes sense, but it relies
on having proper mapping in place. The second factor is the presentation of results,
especially the heatmaps. They provide a visual representation where it’s easy to identify
areas that require attention, indicated by the red colour. It allows for a quick assessment
of where one needs to delve deeper.

Interviewer
Thank you very much for your insights.

Interviewee 2
You’re welcome.
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Figure 2: SUS score of interviewee 2

Interviewee 3: Transcript and SUS score
Interviewer
Thank you for your time. I will now begin with the first question regarding perceived
usefulness and that would be: In what way do you think the requirements catalogue can
support AI system providers in evaluating compliance with the requirements of the AI
Act?

Interviewee 3
In my opinion, the significant value of such a requirements catalogue is the contextualisa-
tion of the requirements from the AI Act. It’s not just listing the individual requirements,
but rather creating connections with other norms or regulations and suggesting possible
evidence that help providers actually fulfil the requirements. And on top of that have a
mechanism to evaluate the compliance.

Interviewer
Thank you. The next question is: What specific benefits do you expect from using the
requirements catalogue in a compliance audit?

Interviewee 3
The requirements catalogue could be very useful in customer projects where the client,
for example, a provider of a critical infrastructure AI system, could engage with us as a
consulting firm to become compliant with the AI Act. Consequently, we could use this
catalogue as a shared tool, providing added value to the client and support a possible
audit.

Interviewer
I agree, having a shared tool for communication with the client would certainly be
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beneficial. As a concluding question regarding usefulness: How do you overall assess the
usefulness of the requirements catalogue in the compliance audit of the AI Act?

Interviewee 3
I see two major benefits in such requirements catalogues. First, it facilitates the tracking
of compliance with the requirements and secondly, it allows for contextualisation with
other implemented norms and suggested evidence. A well-designed requirements catalogue
can serve as a central tool for achieving compliance with the law. It is also important, as
in your requirements catalogue, to provide transparency about the current progress and
the responsible parties.

Interviewer
Now, let’s move on to questions about usability. The first question is: How do you
evaluate the usability when filling out the requirements catalogue?

Interviewee 3
In my experience, the main challenge with Excel-based catalogues is not the initial filling
out but rather ensuring that they are designed in a way that they can be sustained and
reused. They should provide as much necessary information as possible without becoming
too extensive, making them impractical for ongoing use. In this regard, I see that you
have considered this by keeping the user-filled columns to a manageable extent.

Interviewer
The next question would be: How do you assess the clarity and ease of interpretation of
the presentation of results?

Interviewee 3
I generally think the spider graphs are very clear and effective in representing different
maturity levels. They are commonly used in various contexts. I also think the presentation
of the shortened maturity level and the accompanying explanations on the welcome page
are very useful. One improvement suggestion would be to emphasise the presentation of
the shortened maturity level more. Additionally, I think the heatmaps are well-designed
and easy to understand and I don’t have any suggestions for improvement in that regard.

Interviewer
Thank you. The penultimate question is: Do you see any challenges in using the
requirements catalogue, if any?

Interviewee 3
As I mentioned earlier, one of the key aspects for me is ensuring that the requirements
catalogue is used regularly within the company and not just filled out once. For example,
versioning should be considered when naming the files to address this challenge.

Interviewer
If you have nothing else to add, I have one final question. How do you overall assess the
usability of the requirements catalogue for assessing compliance with the AI Act? What
factors contribute to this?
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Interviewee 3
Overall, I consider all the worksheets to be meaningful and well-designed, with the ones
starting from Requirements for the System being particularly important. I think you
have struck a good balance between providing all the necessary information and keeping
it simple in terms of content and ease of use, to ensure that users are not overwhelmed.

Interviewer
If you have nothing else to add, I sincerely thank you for your time.

Interviewee 3
You’re welcome.

Figure 3: SUS score of interviewee 3

Interviewee 4: Transcript and SUS score
Interviewer
I will now begin with the seven questions and the first one relates to perceived usefulness.
In what way do you think the requirements catalogue can support AI system providers
in evaluating compliance with the requirements of the AI Act?

Interviewee 4
It is likely that you can reach your goals much faster because the catalogue guides you
and provides support to the providers. They may not have to think as much or search
through the legal text but rather can simply work through the requirements step by step
in the requirements catalogue. So, I believe the perceived usefulness is indeed present for
the providers of AI systems.

Interviewer
Thank you. The second question would be: What specific benefits do you expect from
using the requirements catalogue in a compliance audit?
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Interviewee 4
I think it is universally applicable. Through the catalogue, I don’t have to explain the
AI Act to everyone. You have this tool that supports you by providing context and
offering tracking and evaluation possibilities. The requirements catalogue is definitely
well-structured. Even newcomers are well introduced to the topic and its structure
through the welcome page. The colours inform you where action is needed and where
the results are presented. So, you are accompanied throughout the entire process and
questions regarding terms, for example, are immediately answered in the glossary.

Interviewer
The last question regarding perceived usefulness is: How do you overall assess the
usefulness of the requirements catalogue in the compliance audit of the AI Act?

Interviewee 4
Based on my experience with such catalogues, I see the usefulness as very high. As
mentioned earlier, there are many advantages. You are faster, can rely on it and essentially
have a good summary. Therefore, I consider the usefulness to be very high.

Interviewer
These first three questions focused more on usefulness and the following questions are
more about usability. The first question in this regard is: How do you evaluate the
usability when filling out the requirements catalogue?

Interviewee 4
Right from the beginning, when you look at just one row in the spreadsheet where you fill
in the requirements, it is well-structured. It starts with the requirement itself, followed
by all the additional information that may be needed. Where can I find the requirement
in the AI Act? Which other standards or norms can help me? What is the actual goal?
And so on. You are guided quite well throughout the entire catalogue, which should make
you feel capable of completing the filling process. I think the information and the order
of information are well chosen. In the Measures column, one could consider renaming it
as it represents the current status. And then there are other points that can and must
be filled out. They might be interesting or relevant for some requirements, but there
could also be clarifications on what the provider must fill in and what is not mandatory.
So, it doesn’t mean that the provider has to fill in every single field. There will likely be
requirements where that’s the case, but also requirements where it’s not necessary.

Interviewer
Very interesting points, thank you. Now, the next question is: How do you assess the
clarity and ease of interpretation of the presentation of results?

Interviewee 4
From my experience, these spider graphs do make sense. They are used in other catalogues
for a reason because they provide a nice overview of the individual topics. You can easily
see how things are in different areas and get a good overall view at a glance. I personally
think the heatmaps are very refreshing, almost innovative because they indicate even
more clearly than the spider graphs where my problem areas are. You look at them, see
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the red dots and also identify the clusters where there is room for improvement. But of
course, with the green areas, you can clearly also see where you are right on track.

Interviewer
Now let’s move on to the penultimate question. Do you see any challenges in using the
requirements catalogue, if any?

Interviewee 4
There are some minor things that could be adjusted in the requirements catalogue, but
they are not necessarily challenges in using it. The AI Act is currently in an early stage,
which is inconvenient because there may be updates in the coming years that are not
considered in the catalogue. That could be a future challenge that needs to be addressed.
So, despite using the catalogue, one should still maintain a necessary level of scepticism
and not blindly rely on it. It should be emphasised which version of the AI Act is being
referred to.

Interviewer
And finally, the last question: How do you overall assess the usability of the requirements
catalogue for assessing compliance with the AI Act? What factors contribute to this?

Interviewee 4
You are well guided from start to finish. It is immediately clear what needs to be
done and what doesn’t. Personally, I am a fan of colours, so the colour differentiation
greatly contributes to usability. When I open the catalogue, I see blue, orange and green
colours. At the first moment, when I open this catalogue my question would be what
they represent, but then I immediately find the answer at the top on the welcome page.
So, I think the use of colours is really meaningful. My second highlight, in line with that,
would be the heatmaps. Here, at first glance, you can see how well or poorly positioned
you are.

Interviewer
Great, thank you for your time and insights.

Interviewee 4
You’re welcome.
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Figure 4: SUS score of interviewee 4

Interviewee 5: Transcript and SUS score
Interviewer
So, I would start with the first question regarding perceived usefulness. In what way
do you think the requirements catalogue can support AI system providers in evaluating
compliance with the requirements of the AI Act?

Interviewee 5
Ultimately, when the product is completed or the software or system is ready, you can
simply fill out this catalogue for your product and have a transparent list of where
you performed well or poorly. In the next step, you can improve these areas and then
re-evaluate. This means you can continuously use it to enhance your product or system.

Interviewer
So, it’s a kind of tool for continuous improvement?

Interviewee 5

Yes, exactly. And once you reach Maturity level 3, you are on the safe side. And
if you add any new features, you can simply go through this process again and see if it
affects the end result. This way, you can ensure compliance.

Interviewer
The next question would be: What specific benefits do you expect from using the
requirements catalogue in a compliance audit?

Interviewee 5
Okay, I would say there are concrete benefits for all parties involved. As a user, my
advantage is that the system I use handles my data in a compliant manner and I have
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nothing to worry about in that regard. If I consider the role of a consultant, it gives
me the specific advantage of being able to support customers and provide advice in this
regard because I can gain certain know-how from the requirements catalogue and apply
it immediately. As a provider, I would say the advantage is that you need to allocate
fewer resources afterwards to ensure the system’s compliance because you have already
proactively started aligning with the legal framework.

Interviewer
Yes, that’s a good point, these preventive measures are important because they allow
you to prepare in advance and not wait until the law is already in place, where it may be
too late to act. The final question regarding perceived usefulness is: How do you overall
assess the usefulness of the requirements catalogue in the compliance audit of the AI
Act?

Interviewee 5
I would say the requirements catalogue has overall high usefulness, but one should not
rely on it blindly, especially considering that laws can change quickly.

Interviewer
Now, the next questions are more about usability. Here’s the first question: How do you
evaluate the usability when filling out the requirements catalogue?

Interviewee 5
Well, I must say it is very well-structured and organised and the colour scheme supports
that. So, it’s clear to me that if I don’t know something, I can simply refer to the blue
data sheets. I also consider it well-structured in the worksheets where I need to fill in
information, with the information presented first and then the columns to be filled. I
like the clear separation. One thing I would like to mention is that I would replace the
term Measure with Description of Implementation because it would clearly indicate that
I should write the current status of implementation as a user. I also appreciate having
space to enter planned measures and being able to set a target, as it gives a sense of
milestones. Overall, I would say it is very user-friendly and I quickly found my way
around.

Interviewer
Very good. The next question is: How do you assess the clarity and ease of interpretation
of the presentation of results?

Interviewee 5
When I look at it now, the total Maturity level is at the top. But what is actually relevant
to me is the shortened version because better results should not influence the fact that
some of the areas are still insufficiently met. Therefore, I would highlight the shortened
Maturity level so that it is clearly visible to me as a user that it is the more relevant one.
This could be done by simply reverse the order or using colours. Otherwise, I think it is
well-presented and I like that the user can choose their own Target Maturity level. It
could be helpful to explicitly recommend aiming for Level 3.
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Interviewer
Alright. Then the next question would be: Do you see any challenges in using the
requirements catalogue, if any?

Interviewee 5
Well, the only thing I see is that to work with this catalogue, you need a basic under-
standing of the meaning of the standards. I believe it might be a bit overwhelming for
someone who hasn’t had much exposure to them because they might not be familiar with
all the terminologies. But that’s more of a general problem and not directly related to
the requirements catalogue. Otherwise, I don’t see any challenges.

Interviewer
The last question is quite interesting. How do you overall assess the usability of the
requirements catalogue for assessing compliance with the AI Act? What factors contribute
to this?

Interviewee 5
Well, fundamentally, when you open the file and get the first impression, I think it is very
good that colours are used because it gives a sense of structure. And I also appreciate
that the most important terms are explained again in case I’m not familiar with them.
The view of the evaluation is also very clear, so I can directly see in which areas I have
achieved which level. I especially want to highlight the last worksheet because with the
heatmaps and the colours, I can quickly identify the areas and clusters where I should
improve. Overall, I consider the catalogue and especially results worksheets extremely
well done.

Interviewer
Great, thank you very much for your insights and your time.

Interviewee 5
You’re welcome.
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Figure 5: SUS score of interviewee 5

Interviewee 6: Transcript and SUS score
Interviewer
So, if you’re ready, I would like to start with the seven questions now. And the first three
questions are about perceived usefulness. The first question is: In what way do you think
the requirements catalogue can support AI system providers in evaluating compliance
with the requirements of the AI Act?

Interviewee 6
Well, EU law is a difficult matter and a very opaque matter. I have already learned
that in projects and accordingly, I think the catalogue can support companies well.
Because requirements from EU regulations are very long, spanning many pages and in
the catalogue, the requirements are summarised in a clear and rephrased manner. So I
think it also helps to make it understandable for people who are not legally versed, what
is actually required. Therefore, it is very useful for companies to determine the scope,
the extent of the requirements to be met and then implement them in a structured way.
So, I definitely think it is a very valuable support.

Interviewer
The next question would then be: What specific benefits do you expect from using the
requirements catalogue in a compliance audit?

Interviewee 6
Basically, when new laws are enacted, they usually come with a transition period and
within this transition period, companies engage in requirement management. Am I
affected, yes/no? If yes, what requirements does the law impose on my company and
on myself? Then I have to implement these requirements in a timely manner before the
transition period is over. In any case, the catalogue supports the understanding of this
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topic. You don’t have to struggle through it on your own. It makes sense to read it,
but you don’t have to deduce everything yourself. You can work through it with the
help of this catalogue and consequently filter out more easily which requirements are
relevant to you. And accordingly, nothing can be overlooked if you simply don’t work
with this catalogue. So, at least I would assume that it is complete to the extent that all
requirements are described there. That means, if I fulfill all the requirements there, I am
working in compliance with the scope of the AI Act. And yes, it make it easier, more
effective and faster to comply with a law.

Interviewer
Thank you for the insight. The next question is, overall: How do you overall assess the
usefulness of the requirements catalogue in the compliance audit of the AI Act?

Interviewee 6
I see a very high usefulness here because we basically have requirements for these
examinations and the requirements come from the AI Act and have now been integrated
into this catalogue. And if I have already implemented the AI Act using this catalogue,
then I can also use it for the compliance audit afterwards and effectively see if I am
compliant. And if not, I can see on the heatmap, for example, in which areas there are
shortcomings. Just like in your example of risk management, where you can actively
counteract. The good thing is that I can see clearly where my problems are. I don’t get
an endlessly long result table, but I get a clear overview on two sheets with four spider
graphs on one side and two heatmaps on the other, clearly showing where the problems
are. It also makes it more understandable, for example, when you have to present results
or decisions to the management. You don’t have to prepare lengthy results, but you have
direct results to show.

Interviewer
Those were the questions about usefulness. Now let’s focus on the perceived ease of
use. So, the first question is: How do you evaluate the usability when filling out the
requirements catalogue?

Interviewee 6
Everything I have seen so far looked very clear. The only comment I would have is
regarding the sheet Requirements for the System and also Obligations of Providers. The
maturity level is crucial for the later evaluation, so it could be highlighted more strongly
that it must be filled out. But that’s a minor point. Otherwise, what I have seen looks
very reasonable. So, I think if you read through the welcome sheet and look at the
structure, you can work with it relatively quickly and well. Even people who have had
little experience with Excel or this type of requirements catalogue will likely consider it
easy to navigate.

Interviewer
Great. The next question is about clarity and ease of interpretation. How do you assess
the clarity and ease of interpretation of the presentation of results?

Interviewee 6
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Yes, I think the presentation of results is very good and clear, especially the division into
two sheets, so that the results can be viewed separately. For example, I also think it is
very good that you have the shortened maturity level, which avoids the distortion that
often occurs and is sometimes used to improve the overall result. Certain areas are given
higher weights where you perform well, while other areas where you perform poorly are
given lower weights, thereby boosting the overall result. So, this popular watermelon
reporting can be limited to some extent, allowing you to obtain a realistic result. I
consider further the heatmaps very well-designed and they are excellent for presenting
complex requirements and its results in a clear way. Anyone can directly see, without
any prior knowledge, that, okay, we need to do something about risk management and
we are already well-positioned in chapter seven, for example. So, I think the presentation
of results is well-executed.

Interviewer
Thank you for your input. The penultimate question is: Do you see any challenges in
using the requirements catalogue, if any?

Interviewee 6
One challenge, I think, is that this requirements catalogue tempts people to focus only
on the catalogue itself and not on the actual regulation. Therefore, there is also a risk
that when the AI Act is updated, the catalogue may no longer be up to date. This may
not be a direct challenge, but it should definitely be considered that the AI Act is, so
to speak, a living law that will be updated at much shorter intervals due to the rapid
development of AI than other EU regulations. This should not be forgotten because
violations can lead to significant financial burdens, among other consequences.

Interviewer
The last question is: How do you overall assess the usability of the requirements catalogue
for assessing compliance with the AI Act? What factors contribute to this?

Interviewee 6
I think the requirements catalogue is very user-friendly and well-structured. The welcome
page contributes a lot to this as it provides a good overview of the individual worksheets.
And in terms of result presentation, I also think the heatmaps are a very well-chosen
addition to the spider graphs. So overall, I rate the usability as very good.

Interviewer
Very good. Thank you very much for your time!

Interviewee 6
No problem.
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Figure 6: SUS score of interviewee 6
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