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AABBSSTTRRAACCTT  
 

 

The presented mathematical model offers a comprehensive depiction of the basic oxygen steelmaking 
process, capturing various factors that influence the refining reactions in the converter. It is based on 
a well-established multi-zone reaction interface kinetic modelling approach. Two key adaptations set 
this model apart from existing literature: a meticulous investigation of diffusion coefficients for refining 
rate description, employing coefficients measured in liquid and gas phases for liquid-liquid and liquid-
gas interfaces, respectively, leading to improved predictions; and a detailed analysis of droplet 
behaviour, incorporating the effect of ash production. The model's validation results demonstrate its 
accuracy, aligning well with measured data and predictions by other research teams. The insights 
gained from this model have the potential to optimize the steelmaking process, allowing for the use of 
raw materials of lesser quality, efficient flux addition planning based on refining state, and customized 
furnace and lance geometry design. 

  



 

KKUURRZZFFAASSSSUUNNGG  
 

 

Das präsentierte mathematische Modell bietet eine umfassende Darstellung des 
Stahlherstellungsprozesses im Konverter, welches verschiedene einflussreiche Faktoren erfasst, die die 
Oxidationsreaktionen im Konverter beeinflussen. Es basiert auf einem etablierten kinetischen 
Modellierungsansatz für Mehrzonen-Reaktionsgrenzflächen. Zwei wesentliche Anpassungen 
unterscheiden dieses Modell von bestehender Literatur: eine sorgfältige Untersuchung der 
Diffusionskoeffizienten zur Beschreibung der Verfeinerungsrate, wobei Koeffizienten gemessen in 
flüssigen und gasförmigen Phasen für flüssig-flüssige bzw. flüssig-gasförmige Grenzflächen verwendet 
wurden, was zu verbesserten Vorhersagen führte; und eine detaillierte Analyse des Tropfenverhaltens, 
die den Effekt der Aschebildung einbezieht. Die Validierungsergebnisse des Modells belegen dessen 
Genauigkeit, da sie gut mit gemessenen Daten und Vorhersagen anderer Forschungsteams 
übereinstimmen. Die gewonnenen Erkenntnisse aus diesem Modell haben das Potenzial, den 
Stahlherstellungsprozess zu optimieren. Sie ermöglichen den Einsatz von Rohstoffen minderer Qualität, 
eine effiziente Planung von Flussmittelzugaben basierend auf dem Verfeinerungszustand und eine 
maßgeschneiderte Gestaltung von Ofen- und Lanzengeometrien. 
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11 IINNTTRROODDUUCCTTIIOONN  
 

Steel is a fundamental material which is strongly linked to the economic development, and 

characterized by its strength, formability as well as a vast variety of other remarkable 

properties and functions.  

The production and use of steel have a significant global impact. According to the data 

provided by the world steel association [1], no country has achieved high incomes per capita 

without significantly increasing its steel consumption. As humanity continues to strive for 

economic advancement, it is reasonable to expect that steelmaking will at least maintain its 

importance, if not amplify it. However, it is important to acknowledge that the iron and steel 

industry (ISI) is one of the largest CO2 emitters among heavy industries. The International 

Energy Agency (IEA) [2], states that approximately 7% of total energy system emissions stem 

from the ISI. Therefore, there is a strong emphasis on reducing the CO2 emissions in the 

steelmaking route. These efforts include the utilization of renewable energy sources, carbon 

capture and storage (CCS) technologies, the use of hydrogen and the development of more 

energy-efficient processes through process simulation and in-depth unit operation 

simulations. 

Numerous studies have been conducted to identify the production stages that have the most 

significant negative impact on CO2 emissions in the steelmaking process. Typically, the coking 

plant is regarded as the largest source of CO2 emissions, followed closely by the blast furnace 

and lastly the basic oxygen furnace.  

In terms of energy consumption, ironmaking exhibits the highest primary energy intensity, 

followed by primary steelmaking, and finally tertiary steelmaking. When comparing the 

aforementioned steelmaking routes, it is observed that the Electric Arc Furnace (EAF) 

consumes approximately 4-6 times more energy than the Basic Oxygen Furnace (BOF) [3]. 

However, the BOF emits significantly more CO2 than the EAF. Synoptic both routes have 

considerable drawbacks offering ample opportunities for research and optimization. 

Nevertheless, due to the large-scale production of steel, conducting real-time experiments to 

approximate improvements in operating parameters is impractical. This is where process 
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simulation and detailed unit-operation simulation come into play, enabling the exploration of 

potential enhancements in a more feasible manner. 

It is crucial to recognize that not everything can be measured directly in the steelmaking 

process. This is where process simulation plays a pivotal role, allowing for the gathering of 

insights into the process and facilitating a deeper understanding of its dynamics, optimization 

potential, and environmental impact.  

Process simulation aims to construct a graphical representation or flowchart of the workflow, 

depicting individual steps and providing a comprehensive overview of all unit operations 

involved. These unit operations are represented by mathematical models that incorporate 

their primary chemical, physical, and technical aspects. This approach offers a clear 

visualization of the workflow, which can be analyzed to improve efficiency, enhance 

transparency, and establish best practices by ensuring consistency and standardization. 

Furthermore, process simulation provides a concise and user-friendly summary, making it 

easily understandable for stakeholders and facilitating effective communication and decision-

making processes. 

This thesis focuses on the modeling and optimization of a key unit operation in primary 

steelmaking: the basic oxygen furnace (BOF). The primary objective is to develop a 

comprehensive, dynamic, and multizone kinetic model that can serve as a stand-alone tool 

for calibration of existing black box models. Additionally, this research aims to enhance the 

understanding of the physiochemical phenomena that take place during the BOF process, 

particularly in relation to the operating parameters. By gaining deeper insights into these 

phenomena, it becomes possible to achieve a more environmentally friendly operation of the 

process, reducing energy and resource consumption.   
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22 BBAASSIICC  OOXXYYGGEENN  SSTTEEEELLMMAAKKIINNGG  

 

The steelmaking process can generally be divided into two main parts: the production of iron 

from iron ore (referred to as “ironmaking”), and the production of steel from iron (referred 

to as “steelmaking”). In Europe steel is produced predominantly via two basic routes: either 

the blast furnace (BF) – basic oxygen furnace (BOF) route or the electric arc furnace route 

(EAF). Figure 2-1 depicts both steelmaking processes [4]. However, the most common 

production method is the BF-BOF route and thus will be elaborated in more detail.  

 
Figure 2-1 Overview of the steelmaking process [4] 

Throughout the first part the raw materials iron ore, coke, and limestone are fed into the top 

of the BF, while hot air and pulverized coal (optional) are blasted into the bottom. The heat 

and pressure inside the furnace cause the reduction of iron oxide to elemental iron.  

The second part of the steel production is further divided into three phases: the primary, 

secondary and tertiary production phase. Primary steelmaking involves smelting iron into 

steel, during the second phase alloying elements or gases are added or removed and lastly 

the tertiary steelmaking includes forming processes such as casting into sheets, rolls or other 

forms. 

This chapter will provide a detailed insight into the BOF unit operation. The subchapters will 

cover the historical background, a description of the physical structures needed to perform 
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the process and the process steps. This description is of importance to later understand the 

boundary conditions chosen for the model and simulation of this unit operation. 

22..11 HHIISSTTOORRYY  OOFF  BBAASSIICC  OOXXYYGGEENN  SSTTEEEELLMMAAKKIINNGG  
 

The central concept of converter processes for steelmaking is the conversion liquid, carbon-

rich, hot metal from the blast furnace to low-carbon steel [5]. The historical roots of this 

process can be traced back to the late 1800s, when refining was achieved through the 

"bottom blow" technique, involving blowing air through tuyeres at the bottom of the 

converter, also known as OBM (Oxygen Bottom Blowing) or Q-BOP (Quiet-Bottom Oxygen 

Process). However, the use of air for the blow resulted in a high nitrogen content, which 

affected the steel quality negatively. Although the beneficial effects of blowing pure oxygen 

in steel refining were well-known, there was no economic method to produce pure oxygen at 

that time. This challenge was overcome in the 1920s, not only marking a significant milestone 

in the development of the process but also revealing the next key problem – extreme wear of 

the bottom and tuyere area.  

The breakthrough and next step in the developmental history of the process occurred in Linz 

and Donawitz Austria, with the introduction of the "top blow" technique, also known as BOF 

(Basic Oxygen Furnace) or BOP (Basic Oxygen Process). In this method, oxygen was blown into 

the converter through a water-cooled lance lowered through the vessel mouth, bypassing the 

issues associated with bottom wear. 

Over time, the process conditions underwent changes, including variations in the gases blown 

through the top and/or bottom, as well as modifications of the geometries of the tuyeres and 

the top lance. These changes resulted in a variety of different methods, as depicted in Figure 

2-2 [6]. Presently, most converters employ a hybrid process consisting of top and bottom 

blow, which will also be incorporated into the mathematical model in later chapters.  
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Over the course of the past 150 years, 

extensive research and development efforts 

have transformed this process into one of the 

most successful methods for producing crude 

steel [7]. Approximately 70% of all crude steel 

is now produced using BOF technology. This 

approach offers several advantages over 

alternative methods such as the electric arc 

furnace, including the ability to produce high-

quality steel while maintaining high 

productivity and efficient utilization of raw 

materials.  
Figure 2-2 Depiction of different converter types [6] 

 
Figure 2-3 Oxygen converting in respect to the binary phase diagram Fe-C [8] 

Figure 2-3 schematically depicts the evolution of the basic oxygen furnace process within the 

binary phase diagram of iron and carbon, showcasing the relationship between the 

concentration of carbon and the corresponding phase composition of the steel during the 

have used fuel oil. The coolant chemically
decomposes when introduced at high tem-
peratures and absorbs heat in the vicinity,
thus protecting the tuyere from overheat-
ing. In bottom blowing, all of the oxygen
is introduced through the bottom, and
passes through the bath and slag thus cre-
ating vigorous bath stirring and formation
of a slag emulsion. Powdered fluxes are
introduced into the bath  through the tuy-
eres located in the bottom of the furnace.
The first part of Section 9.5 is a process
description of the OBM (Q-BOP).
The combination blowing or top and
bottom blowing, or mixed blowing
process (Fig. 9.2 shows these variants) is
characterized by both a top blowing lance
and a method of achieving stirring from
the bottom. The configurational differ-
ences in mixed blowing lie principally in
the bottom tuyeres or elements. These
range from fully cooled tuyeres, to
uncooled tuyeres, to permeable elements.
Section 9.5 summarizes further details
about combination blowing processes.

9.1.3 Environmental Issues
The oxygen steelmaking process is characterized by several pollution sources and most require
emission control equipment. These sources are: hot metal transfer, hot metal desulfurization and
skimming of slag, charging of hot metal, melting and refining (blowing), BOF tapping, handling
of dumped BOF slag, handling of fluxes and alloys, and maintenance (burning of skulls, ladle
dumping. etc). Thus, compliance to emission standards is an important design and operating cost
factor for the operation.

9.1.4 How to Use This Chapter
The process falls into several basic component parts which determine important control and eco-
nomic parameters. Accordingly, this chapter is organized into the process component headings of
Sequence of Operations, Raw Materials, Process Reactions and Energy Balance, Variations of the
Process, Process Control Strategies, and Environmental Issues.
The use of this chapter depends on your level of knowledge and interest in the details. It is geared
to bring together several more detailed chapters, such as furnace design, refractory practices, oxy-
gen lance design and physiochemical principles, and to describe how these underlying factors con-
tribute to the oxygen steelmaking process. If you are a steelmaking novice, reading this chapter
first is a good way to get a brief, yet coherent description of the process. Once you have the big
picture, then it is easier to focus on the chapters on detailed design and first principles. If you are
more experienced and want to review or deal with a specific issue, you may turn directly to one of
the component sections or to one of the underlying principle chapters.
A note on References: The material for this chapter is an assimilation of many different sources.
For continuity, rather than specifically cite every source, the references are listed at the end of the
chapter both as a source acknowledgment and as a supplemental reading list. This list is organized
in the same chapter section format. The references are numbered for citing figures and tables. 

BOF/BOP
Top-blown

Oxygen   Lance

OBM/Q-BOP
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Hydrocarbon

Oxygen

Oxygen   Lance
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Hydrocarbon
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refining process. However, in reality the qualitative progress of carbon removal is not strictly 

linear. Various factors, such as temperature, residence time, and the composition of the steel, 

can influence the kinetics of the reactions and the subsequent phase transformations. The 

complexity of these physicochemical phenomena underscores the need for detailed 

modelling and optimization approaches to enhance the understanding and control of the 

process. 

22..22 PPRROOCCEESSSS  
 

Basic oxygen steelmaking is a six-step batch process, as depicted in Figure 2-4. The first step 

(1) involves charging the empty furnace with scrap, which constitutes approximately 20% of 

the total metallic charge and serves as the second-largest source of iron. The scrap mainly 

consists of recycled iron or steel, such as rails. While its primary purpose is energy 

consumption, it also contributes to a decrease in temperature during the subsequent 

exothermic oxygen blow. 

In the second step (2), hot metal is poured onto the scrap. The composition of the hot metal 

can vary greatly, typically the charge contains [6]: Carbon 4 – 4.5 [wt%], Silicon 0.3 – 1.5 [wt%], 

Manganese 0.25-2.2 [wt%], Phosphorus 0.04-0.2 [wt%], Sulphur 0.03-0.08 [wt%].  

The third step (3) involves lowering of the lance into the vessel, preparing for the oxygen 

blow. During the fourth step (4), known as the “main blow”, oxygen is blown onto the hot 

metal bath. This step facilitates the oxidation of impurities, allows for sample collection, and 

involves the addition of fluxes (e.g., iron ore, lime, dolomite, fluorspar). The duration of this 

step is usually between 15 and 22 minutes. The charge undergoes three main refining periods.  

Throughout the first period the majority of the oxygen is consumed by the oxidation of minor 

elements such as silicon, manganese, phosphorus, titanium, vanadium, while the carbon 

content decreases approximately linearly. As the hot metal bath reaches the critical carbon 

content, the mass transfer of dissolved carbon becomes the rate-limiting step, which 

characterizes the second period. During the third period carbon is no longer able to reduce 

all the formed iron oxide (FeO), which leads to a rapid increase of FeO content in slag.  

Lastly, the fifth (5) and sixth (6) steps involve tapping the steel and slag from the furnace, 

respectively. 
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Figure 2-4 BOF six step batch process 

The charging procedure of a furnace is depicted in Figure 2-4. The figure illustrates 

schematically one blow and the sequential introduction of fluxes and iron ore during the 

process, along with the sculling of the lance and the varying oxygen flow rates over time. 

Possible sampling points are also depicted. They are needed to ensure the that the goals of 

the refining procedure are met. 

 
Figure 2-5 Schematic representation of one blow 
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22..22..11 BBaassiicc  OOxxyyggeenn  FFuurrnnaaccee  
 

The furnace used consists of a vertical vessel, lined with basic refractory as it is schematically 

shown in Figure 2-6. The basic refractory or working lining, acts as a barrier enduring the harsh 

conditions within the furnace during a blow. It is of great interest to preserve the refractory 

lining, and thus lengthen the lifespan of the furnace. To reduce chemical wear of the working 

lining magnesium oxide (MgO) is added to the slag until saturation limit. Further, keeping the 

iron oxide (FeO) content in the slag as low as possible minimizes corrosion effects.  

 
Figure 2-6 Basic Oxygen Furnace Vessel [9] 

Typically, converter vessels contain between 50 to 400 tons of hot metal and scrap. They are 

designed in a way that the volume occupied by the charge is approximately 20% of the 

converters volume.  The working volume might seem relatively little, but the converter must 

be tilted during the process without spilling its content for example for sampling or to be 

charged with raw materials. Furthermore, the phenomena of foaming and splashing due to 

the blowing occur which should be contained by the vessel [9]. 
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22..22..22 TToopp  BBllooww  
 

The top blow is realized by using a water-cooled lance, its design and blowing program are 

crucial to the evolution of the process. An example of such a lance is depicted in Figure 2-7. 

Several parameters have a significant impact, such as the number of nozzles (holes in the 

lance tip), nozzle geometry, lance height, and blowing velocity. These parameters influence 

the rate and oxidation order of iron ore constituents, iron droplet splashing, slag foaming, 

droplet emulsification in the slag and postcombustion of carbon monoxide (CO). Typically, a 

lance has 4-7 nozzles, through which supersonic jets are formed [10].  

 

Figure 2-7 Schematic representation of top blow lance [11] 
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22..22..33 BBoottttoomm  BBllooww  
 

To further enhance the refining process and increase stirring of the metal bath, a technique 

known as "bottom blow" is practised, which involves injecting gas from the furnace's bottom. 

There are various devices that can be installed, and generally, the ease of maintenance is 

inversely proportional to the level of stirring benefits achieved [6]. The simplest form of 

bottom blowing device would be a porous plug or permeable element as depicted in Figure 

2-8. These do not require gas pressure to be maintained when the bottom stirring is off, as 

the hot metal cannot penetrate them. However, the stirring effect obtained by using them is 

very little, because only a limited amount of gas can permeate through one plug.  

A more complex method to conduct the bottom involves the use of tuyeres, which enhance 

the stirring performance. However, they can become blocked if the gas flow rate is not 

properly maintained or if there is a build-up at the bottom of the furnace. To mitigate the 

drawbacks of each method, different devices and techniques can be combined. 

In bottom blowing, either argon or nitrogen gas is used. Due to argon gas being cheaper it is 

used in the beginning to prevent the bottom stirring elements from clogging, whereas 

nitrogen gas is used during the blow depending on the type of steel. It is important to note 

that oxygen cannot be used for bottom blowing due to the heat generated by oxidation 

reactions. The use of oxygen would significantly shorten the lifespan of the bottom stirring 

elements, rendering them economically unfeasible. 

 

Figure 2-8 Schematic representation of bottom blow [12] 
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22..33 PPRROOCCEESSSS  PPHHEENNOOMMEENNAA  
 

There are numerous mechanical and thermal phenomena as well as a complex combination 

of chemical reactions occurring during the main blow. The following list will give an overview 

of the most important ones for the mathematical modelling of the process: 

1. Blowing through the lance, “top blow”, causes slag foaming, splashing, and stirring 

2. Blowing through the bottom, “bottom blow”, stirs the metal bath and thus the reaction 

surfaces are renewed constantly 

3. Oxidation reactions progressing simultaneously whilst intensively producing and 

consuming heat 

4. Creation of slag which changes its composition over the blow time 

5. Heat transport and loss by gas/dust flow 

6. Scrap melting and metal bath cooling 

7. Heating and melting of different fluxes, in particular: lime, dolomite, iron ore 

   



 12 

33 SSTTAATTEE  OOFF  TTHHEE  AARRTT  BBAASSIICC  OOXXYYGGEENN  FFUURRNNAACCEE  MMOODDEELL  RREEVVIIEEWW  
 

Modelling of the basic oxygen furnace process, for in-line process control and fundamental 

research has gained great importance over the past few decades, due to it becoming the most 

common way of producing crude steel. A vast number of different models can be found in 

literature. Notably, there is a trend towards integrating fundamental physiochemical relations 

and not solemnly base the model on statistics or machine learning. Extensive studies and 

discussions on the various models have been conducted by Lotte De Vos et. al [13]. This 

chapter aims to provide an overview of the different modelling approaches. 

In general, there are two distinct approaches to construct a dynamic BOF model: 

mathematical or statistical as presented in Figure 3-1. The mathematical model is based on 

physiochemical relations, whereas the statistical model is purely based on industrial data and 

statistical methods. However, due to the high complexity of the process some of the later 

presented mathematical models use a certain amount of empirical data to fit model 

parameters.  

 
Figure 3-1 Overview of model types 

Statistical models have demonstrated excellent predictive capabilities. However, these 

predictions are limited to a specific furnace for which measurements are available to compile 

the training dataset. Thus, making this approach not applicable to different furnaces. A 

further drawback would be that the amount of data sets needed to train such a model is 
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extremely high (at least a couple of thousand measurements must be conducted, categorized 

and evaluated). 

Mathematical models can be categorized into two types: reaction interface-based and 

reaction volume-based as presented in Figure 3-2.  

 

Figure 3-2 Overview of zone types 

The reaction interface approach focuses on the dynamic interaction between two phases 

along an interface e.g., liquid-liquid interface (slag-metal zone) or gas-liquid interface (impact 

or emulsion zone) describing the rate of reaction by assuming the resistance against mass 

transfer in the diffusion boundary layers. This type of modelling relies on partial differential 

equations (PDEs), which are able to describe mass, momentum and energy transport at a 

chosen interface. This opens the possibility for a detailed description of variations in reaction 

rates and temperature gradients across different interfaces. It allows to factor in changes in 

slag composition, temperature, addition of fluxes as well as other additives and gas flow rates 

over time which impact the governing reaction rates drastically [13]. 

The reaction volume model [14], [15], on the other hand, treats the entire vessel as a single 

well-mixed volume, assuming that the active volume achieves equilibrium composition at 

every time step. There have been efforts to subdivide the black box style volume into more 

interacting reaction volumes to increase the detail [13]. However, in general, this model does 

not focus on the detailed interface dynamics, it considers an averaged representation of the 

system. The reactions are assumed to occur uniformly throughout a homogeneous volume, 

neglecting local concentration and temperature variations, and the model mainly emphasizes 
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overall mass and energy balances. It provides a macroscopic view of the BOF process, making 

it suitable for understanding bulk behaviour and large-scale kinetics. This type of modelling 

typically relies on ordinary differential equations (ODEs) to represent the overall mass and 

energy balances within the system. 

The key distinction between the reaction interface model and the reaction volume model in 

basic oxygen steelmaking stem from their respective levels of detail in capturing localized 

reactions, mass transfer, and spatial variations. The reaction interface model accounts for 

local variations and phenomena at the interfaces, while the reaction volume model considers 

a homogenized representation of the entire vessel. 

Moreover, the models can be subdivided depending on how detailed they depict the basic 

oxygen steelmaking process. These distinctions encompass various aspects such as the 

representation of impurities, additives, and the adaptability of the model concerning the 

dynamic changes in operational parameters over time. 

Notably, how, where and the degree to which impurities are effectively oxidized and refined 

during a single blow significantly influences the quality of the produced steel. Thus, a 

comprehensive inclusion of impurities in the model enables a more profound understanding 

of optimizing steel production. This not only results in energy and cost savings but also 

ensures an optimal utilization of produced gases and resources charged into the converter 

during the blow. The most prevalent impurities modelled through refining reactions are 

summarized in Figure 3-3.  

 

Figure 3-3 Most significant impurities in basic oxygen steelmaking 

Research indicated that additives such as scrap [16], iron ore [17], and various fluxes play a 

significant role in influencing the temperature profile of the hot metal bath and the 

composition of slag within the basic oxygen furnace. Consequently, these factors profoundly 

Impurities

Carbon Manganese Phosphorus Silicon Sulphur Titanium Vanadium
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impact the oxidation process of impurities. Based on these findings most models in literature 

incorporate melting and dissolution submodels.  

Furthermore, to capture the complexities of the real-world process effectively, the model's 

adaptability concerning dynamic changes in operational parameters over time, such as lance 

height, sample taking, charging of additives and fluxes, and blow duration, is crucial. This 

adaptability ensures that the model can emulate the time dependent nature of the industrial 

operation accurately. The models that factor in the changes in operation parameters with 

respect to time are called dynamic models and are the counterpart to static black box models. 

The literature research conducted, and the model aspects presented in this chapter were built 

upon a comprehensive review paper authored by Lotte De Vos et al. [13] which provides an 

extensive compilation of models that aim to depict the basic oxygen furnace process.  

To create a comprehensive overview of possible modelling approaches, the models 

mentioned in [13] were summarized and extended by further physiochemical and statistical 

models found in literature. The summary is presented in tabular form and is provided in the 

Appendix, 12.1 Model summary. It encompasses the following aspects:  model type, number 

of reaction zones, integration of thermodynamics and kinetics, temperature and impurities. 

While most of these attributes are self-explanatory, there are two that need further 

elaboration: temperature and impurities. "Temperature" pertains to whether the 

temperature evolution during the process is imposed or modelled using an energy balance 

calculation. "Impurities" refers to the number and type of constituents that are considered in 

modelling the refining process.  The existing BOF models were evaluated, and the key findings, 

modelling approaches, submodels, and boundary conditions were summarized in a decision 

tree. The decision tree was subsequently discussed with experts to identify the most 

promising and useful modelling approaches. 
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44 DDYYNNAAMMIICC  MMUULLTTIIZZOONNEE  MMOODDEELL  

 

The primary objective of this thesis is to provide a comprehensive understanding of the 

phenomena occurring during a blow in the basic oxygen furnace (BOF) process using a 

mathematical model. To achieve this, a multi-zone approach that allows for a detailed 

depiction is considered the most appropriate. In order to identify the optimal number and 

locations of critical reaction zones, an extensive literature research was conducted. The 

foundation for this research was the work by Lotte De Vos et al. [13], as it provides a 

description and comparison of physiochemical BOF models which were summarized and 

extended as presented in the Appendix 12.1 Model summary.  

Upon comparing different modelling approaches, the work of Dogan et al. ( [18], [16], [17], 

[19]), Rout et al. [20] and Dering et al. [21] particularly stand out due to their excellent 

predictions and the impressive amount of detail. Drawing inspiration from the publications of 

these researchers, an outline for the model was conceptualized.  

The chosen approach for modelling the unit operation was implemented in gPROMS Process, 

a comprehensive process simulation software. The program was chosen with the intention of 

using the model as a stand-alone tool to not only calibrate existing black box models but also 

to deepen the understanding of the BOF unit operation. By utilizing gPROMS Process, it is 

possible to incorporate detailed physicochemical relations and capture the process dynamics, 

thereby enhancing the accuracy and reliability of the model. This integrated approach makes 

it possible to study optimization strategies and provide valuable insights for improving the 

efficiency and environmental sustainability of the BOF steelmaking process. 

The novelty presented in this thesis lies in the programming and implementation of a dynamic 

model into a model library that consists of static models, using the gPROMS Modelbuilder® 

and gPROMS Process®. Furthermore, the number of submodels in this thesis exceeds those 

presented by previous research groups, allowing for a more in-depth depiction of the process. 

Additionally, certain submodels have been modified and optimized in collaboration with 

experts to enhance their accuracy and effectiveness. 
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44..11 AASSSSUUMMTTIIOONN  
 

The modelling process required making certain assumptions, which are outlined as follows: 

1. Temperature Profiles: The temperature profiles for different zones within the converter 

are imposed based on established literature sources Figure 4-1. 

- Hot metal bath: For the hot metal bath, the starting temperature is the charge 

temperature of the hot metal, which then increases linearly until it reaches the end 

point temperature. The end point temperature, which is determined by the chosen 

slope of the linear progression, is derived from empirical correlations. 

- Slag: The temperature profile is assumed to be 100°C higher and parallel to the one 

of the metal bath. 

- Impact Zone (Impact): It is assumed that the maximum temperature of 2500K is 

reached within the first 20% of the blowing time. During the last 20% of the blow, the 

temperature decreases linearly until it reaches the end point temperature. This 

decrease is attributed to the oxidation reactions of impurities being mostly 

completed during this stage. 

- Droplet: For the ejected droplets, correlations have been imposed which describe the 

changes in temperature with respect to the residence time in the emulsion zone. 

 
Figure 4-1 Imposed temperature profiles 
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2. Slag composition: Due to the complex nature of its development, the change in slag 

composition over time is imposed mostly based on the work of [5] which is presented in 

Figure 4-2. However, after reviewing data found in literature as well as measured 

industrial data the evolution of the slag composition was adapted as depicted in Figure 

4-3. 

 
Figure 4-2 Slag composition as proposed by [5] 

 
Figure 4-3 Imposed evolution of slag composition 

3. Fluxes: The added fluxes are assumed not to change the composition or temperature of 

the slag or the hot metal bath. However, they do affect the mass of the hot metal bath. 

4. Viscosity: Change in slag and hot metal viscosity is considered and depends on the 

operating parameters. 

5. Droplet motion: The ballistic motion of each droplet is taken into account. 

6. Bloated droplet theory: The bloating droplet theory and its impact on the droplet motion 

is considered. 

44..22 FFIINNAALL  MMOODDEELL  CCOONNCCEEPPTT  
 

Following an in-depth review of the existing literature, which is summarized in the Appendix 

12.1 Model summary, a model outline was created. The modelling decisions and main 

phenomena modelled can be summarized as follows: 

1. The model is based on the reaction interface approach and consists of three main 

reaction interfaces: impact zone, slag metal zone and emulsion zone Figure 4-4. 

a. The impact zone is situated in the impingement point of the oxygen jet and the hot 

metal bath. 
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b. The slag metal zone describes the interface between the hot metal bath and the 

slag. 

c. The emulsion zone consists of a summation of the surface area of all hot metal 

droplets, which are ejected from the hot metal bath. 

2. The impurities considered during the refining process are: carbon, silicon, phosphorus, 
manganese. 

3. The impact of lance geometry and height on the process is considered. It is possible to 

choose the number of nozzles as well as a dynamic lance height. 

4. The stirring and surface renewal effect due to the top blow. 

5. The bath stirring effect of the bottom blow, which is dependent on the number of 

tuyeres.  

6. The scrap melting process is simulated in two ways. If the user has detailed knowledge 

on the scrap geometry and composition a particularized method for the melting 

process can be chosen. However, if there is limited knowledge on the scrap a less 

detailed melting model is implemented. 

7. The melting of different fluxes as iron ore, dolomite and limestone is implemented. 

The user can choose how much and at what point in time these fluxes are added. 

 

Figure 4-4 Schematic representation of the reaction interfaces 
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44..33 AALLGGOORRIITTHHMM  
 

Figure 4-5 showcases the step-by-step process the algorithm follows to compute the different 

model phenomena previously listed that are part of the equation-oriented system. 

 
Figure 4-5 Algorithm  
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55   RRAATTEE  PPHHEENNOOMMEENNAA  
 

This chapter is strongly influenced by the work of Turkdogan [22], who has made significant 

contributions to the field of iron and steelmaking. His expertise lies in the development of 

mathematical models, simulation techniques, and optimization of steelmaking processes. His 

work has focused on the development of mathematical models for various steelmaking 

processes, including the basic oxygen steelmaking process, the electric arc furnace process, 

and the continuous casting process. Turkdogan's contributions have been widely recognized 

through publications in esteemed peer-reviewed journals and conferences. Additionally, he 

has collaborated on industrial projects related to the optimization of steelmaking processes. 

In the forthcoming chapters, the refining reactions modelled as well as their theoretical 

background will be discussed in detail.  

55..11 TTHHEEOORREETTIICCAALL  BBAACCKKGGRROOUUNNDD  
 

A vast variety of rate phenomena must be considered when modelling a BOF. This work 

mainly deals with chemical forward and backward reactions, mass transfer via diffusion and 

heat transfer. To be able to depict the chemical reactions taking place during a blow two 

different approaches have been established by researchers. The reaction interface modelling 

approach and the reaction volume modelling approach. The basis for these approaches is the 

knowledge of the concentration of the individual constituents and their diffusion coefficients. 

After identifying the reactions that are a key component in realizing a BOF model which are 

summarized in the Appendix, 12.1 Reactions Modelled, the governing equations describing 

these refining reactions across the chosen reaction interfaces were formulated. It has been 

suggested by various research groups ( [13], [23], [20]) that first-order rate equations describe 

the refining reactions in enough detail, thus this approach was adopted for the model and will 

be elaborated in more detail. 
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55..11..11 FFiirrsstt--oorrddeerr  RRaattee  EEqquuaattiioonnss  
 

First-order rate equations describe the rate of change of the concentration of a reactant or a 

product in a chemical reaction. The rate of the reaction is solely dependent on the 

concentration of the reactant. The general form of a first-order rate equation is: 

− d[A]dt = k[A]  Eq. 1 

Where d[A]dt  represents the rate of change of the concentration of the reactant A, k is the rate 

constant, and [A] is the concentration of the reactant. The negative sign indicates that the 

concentration of the reactant is decreasing over time. The rate constant k is a measure of the 

speed of the reaction, and it has the unit of time-1. As it is determined experimentally its value 

is specific to the reaction taking place and the conditions under which it is performed. 

55..11..22 FFiicckk’’ss  LLaawwss  
 

Further Fick’s laws of diffusion need to be considered for the mathematical description of the 

phenomena taking place in the converter. Fick's laws of diffusion aim to mathematically 

describe the diffusion process, which is the transport of particles from regions of higher 

concentration to regions of lower concentration. The laws were first proposed by physicist 

Adolf Fick in 1855 and are based on the assumption that the rate of diffusion is proportional 

to the concentrations gradient. 

The first law, states that the diffusion flux (J) is proportional to the concentration gradient (-

dC/dx), where C is the concentration of the diffusing species, x is the position and J has the 

units of concentration per unit area per unit time (e.g. mol/m2s). Mathematically, it can be 

expressed as: J = − dcdx = −D∇C  Eq. 2 

Where D is the diffusion coefficient, which is a measure of the ease with which a species 

diffuses through a medium and ∇C is the concentration gradient. 
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The second law, states that the rate of change of concentration with respect to time (dc/dt) 

is proportional to the second spatial derivative of the concentration with respect to position 

(d2c/dx2).  

Mathematically, it can be expressed as: 

dcdt = −D∇2C  Eq. 3 

It's important to note that these laws are only valid for systems in which the diffusion process 

is described by a linear partial differential equation and when the diffusion is isotropic, i.e., 

the diffusion coefficient is independent of position. In addition, it is also important to note 

that Fick's laws assume no chemical reaction is taking place and that the diffusion is due to 

the thermal motion of the particles. 

55..11..33 DDiiffffuussiioonn  CCooeeffffiicciieennttss  
 

In general, the diffusion coefficient characterizes how much mass of a substance diffuses over 

a certain time span through a unit surface at a concentration gradient of unity. In the theory 

it is usual that the diffusion coefficient is independent of concentration, when examining 

melts [24]. 

The diffusion coefficient of a solute in a melt is a fundamental quantity required to 

characterize mass-transport rates. However, there is a variety of arising difficulties and 

uncertainties when it comes to the accuracy of measuring diffusion coefficients in liquid 

metals at medium and high temperatures. The main obstacle is the occurrence of natural 

convection which causes bulk motion of the fluid and thus mass transport. There are different 

methods for measuring the diffusion coefficient of a species in metallurgical applications, 

each with its own advantages and disadvantages [24]. Some of the common methods, which 

are the basis for the diffusion coefficients used in this study, include: 

1. The isotopic tracer method: This method involves introducing a small amount of an 

isotopically labelled species into a sample, and then measuring the concentration of the 

tracer species as a function of time and position. The diffusion coefficient is then 

calculated by fitting the concentration profile to a diffusion equation. 
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2. The electrochemical method: This method involves measuring the current flowing 

through a sample as a function of time and position, as the species diffuses through the 

sample. The diffusion coefficient is then calculated by fitting the current profile to a 

diffusion equation. 

3. The thermal diffusion method: This method involves measuring the temperature profile 

of a sample as a function of time and position, as the species diffuses through the sample. 

The diffusion coefficient is then calculated by fitting the temperature profile to a diffusion 

equation. 

It's important to note that these laws are only valid for systems in which the diffusion process 

is described by a linear partial differential equation and when the diffusion is isotropic, i.e., 

the diffusion coefficient is independent of position. In addition, it is also important to note 

that Fick's laws assume no chemical reaction is taking place and that the diffusion is due to 

the thermal motion of the particles. 

To fine tune the mathematical model, various diffusion coefficients used in other converter 

models were gathered and their impact on the calculation results of the model was 

investigated. An overview of the diffusion coefficients is given in Table 1, as is obvious from 

comparing them, they differ gravely. The most commonly used diffusion coefficients are 

based on the experimental application of capillary methods by Goldberg and Belton [25], 

Kawai and Mori [26] and Grace [27]. However, the investigators all point out a number of 

drawbacks using these methods. For example, unfavorable temperature gradients, 

mechanical effects or differences in density can easily cause convection which distorts the 

measurements. To minimize the source of error the diameter of the capillary used should be 

decreased, but it must be regarded that past a certain diameter the wall effects become 

significant. 

To eliminate these unwanted effects Calderon et al. [28], have chosen a Tammann resistance 

chamber which is based on a capillary method with a stationary diffusion source. During the 

experiment a gaseous intermediate layer serves as a supply between the investigated species 

and the solvent. The key benefit of this method is that the initial and boundary conditions of 

the diffusion equation can be met more accurately. Furthermore, the melt is not disturbed by 

convection caused by the difference in densities or phase transition of the sample.  
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Electrochemical methods eliminate the majority of shortcomings capillary methods pose, 

such as uncontrolled convection, wall effects and long experimental time. However, they can 

only be used if the rate limiting factor is the diffusion of oxygen in the melt. Even though the 

oxygen dissolved in the hot metal bath does influence the refining reactions, it is not 

pinpointed to be the rate limiting step. Thus, making this method not suitable for the 

examination of the diffusion coefficients. 
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Table 1 Overview of different diffusion coefficients 

 

Species Method Investigator 

Carbon DC = 1.1 × {1 + wt% C5.3 } × 10-8  

 

capillary-reservoir 
technique 

Goldberg and Belton [25] 

 DC = 2.0 × 10-9   Rout et al. [20] DC = 1.0e-4 × exp {− ( 12100Tm+273.15 +2.568) + ( 1320Tm+273.15 − 0.554) (%C)}  

With Tm = 1563 − 93(%C) for 0.18 < %C ≤ 4.5 Tm = 1535 − 84(%C)  for %C ≤ 4.5 

 Shukla et al. [29] 

Manganese 

DMn = 1.8 × 10-7 × exp (− 13000RT )  
Tammann resistance 
furnace 

Calderon et al. [28] DMn = 7 × 10-9    

From DMn(1550°C): 1.77x10-9 

To      DMn(1700°C): 2.5x10-9 

capillary-reservoir 
technique Kawai et al. [26] 

8.8x10-9 to 1.05x10-8 
capillary-reservoir 
technique Grace [27] 

Silicon 

DSi = 5.1 × 10-7 × exp (− 9150RT )  
Tammann resistance 
furnace Calderon et al. [28] DSi = 3.8 × 10-9   Rout et al. [20] 

From Dsi(1550°C): 4x10-9 

To      Dsi(1725°C): 5x10-9 

capillary-reservoir 
technique Kawai et al. [26] 

1.78x10-8 to 2.11x10-8 

 

capillary-reservoir 
technique 

Grace [27] 

 

Phosphorus DP = 6 × 10-9   Rout et al. [20] DP = 4.7 × 10-9    
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55..11..44 RRaattee  TThheeoorryy  
 

To accurately describe interfacial reactions in mathematical terms, it is crucial to formulate 

diffusion coefficients and reaction rates that drive the chemical reactions. In theory mutual 

diffusion coefficients in dilute liquid metal have been correlated by methods based on 

absolute rate theory and the theory of corresponding states [30]. The mutual diffusion 

coefficient quantifies the rate at which the components of a mixture diffuse into each other. 

It is a measure of how quickly the different species within the mixture mix. Both approaches 

reproduce experimental data with similar precision.  

The absolute rate theory focuses on the relationship between self-diffusion rates in a liquid 

and the lattice structure of the liquid state. Whereas, the theory of corresponding states 

suggests that the reduced viscosity or diffusivity of similar substances should exhibit universal 

behavior as functions of reduced temperature and pressure, particularly for simple molecules 

(monoatomic or spherical). In practical terms, the absolute rate theory requires less data and 

can be applied to a wider range of systems. Consequently, the theory of absolute reaction 

rates is employed to describe heterogeneous reactions occurring at interfaces, such as the 

slag-metal interface, liquid-gas interface (impact zone, emulsion zone), and solid-liquid 

interface (submodels: scrap melting, flux dissolution). 

The theory is rooted in the concept that the reactants form, for an infinitesimally short time 

span, an intermediate activated complex. This activated complex exists in equilibrium with 

the reactants, and its state is described by its thermodynamic activities. The activated 

complex subsequently decomposes and forms the products. Considering the formation and 

decomposition of the intermediate state, rate constants for both forward and reverse 

reactions can be constituted. 

It is known that the rate of a reaction is directly proportional to the concentrations of the 

reactants raised to some power. This knowledge can be used to calculate the rate of a reaction 

by measuring the concentrations of the reactants and determining the rate constant, which 

is a constant for a given reaction at a specific temperature.  
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55..11..44..11 SSuummmmaarryy  
 

The refining reactions in this study are modelled based on the theory of first-order rate 

equation, with exception of the decarburization in the impact zone when the carbon content 

falls below the critical level. Below this critical carbon content, gaseous diffusion becomes the 

rate-limiting step in the hot metal bath, rendering the adaptation of the first-order rate 

equation unsuitable for this particular refining reaction. 

The diffusion process is characterized by using Fick’s law and experimental data. From a wide 

array of measured diffusion coefficients, the most prevalent ones were chosen for integration 

into the model. Notably, the diffusion coefficients differ depending on the reaction zone. 

Thus, different coefficients were chosen to describe the mechanisms in different zones.  

For the estimation of the refining rates, it is assumed that instantaneous equilibrium between 

reactants and products takes place. The estimation of refining rates and their respective rate-

limiting steps varies among different constituents and is also dependent on the specific 

reaction zone. In the cases of Si, Mn, and P, the estimation of interfacial concentration utilizes 

the equilibrium distribution ratio, which is dependent on the slag composition and slag 

temperature. The equilibrium concentrations on the surface of a droplet in the emulsion zone 

are approached in the same manner as the equilibrium concentration for the slag metal zone. 
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55..22 RREEAACCTTIIOONN  IINNTTEERRFFAACCEESS  
 

The three main reaction interfaces considered in this thesis, as shown in Figure 4-4 (page 19), 

will be discussed in detail in this chapter. Generally, every reaction interface follows the same 

calculation steps. Firstly, the size of the reaction interface must be computed, followed by the 

mass transfer coefficients and lasty the refining rates. 

55..22..11 IImmppaacctt  ZZoonnee  
 

The impact zone is created by the gas jets exiting the nozzles located in the lance tip and 

impinging on the hot metal bath. The force of the jet or jets, depending on the number of 

nozzles, cause deformations on the liquid surface, resulting in paraboloid-shaped 

indentations. The impact zone area created equals the sum of all paraboloid indentations as 

shown in Figure 5-1. 

 

Figure 5-1 Depiction of impact interface created by a 6-nozzle lance 

Understanding the depth, diameter and penetration caused by the jet is vital since these 

dynamic parameters dictate the sizes of the reaction zone, influencing the bath mixing and 

refining rates. To calculate these parameters the correlations proposed by Koria and Lange 

[31] are applied. These correlations were experimentally determined and are valid for carbon 

contents between 1 to 4% and the jets of the multi-nozzle lance do not coalesce on impinging. 

For precise calculations, refer to the Appendix 12.2, conducted using Mathcad Prime, which 

serves as a validation tool for simulated results. 
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The mass transfer coefficients depend on temperature, metal bath stirring intensity and the 

dimension of the furnace. The calculation of the bath stirring intensity is elaborated in the 

Appendix 12.3 Bath Stirring Energy. Furthermore, the listed dependencies have been 

discussed in a study conducted by Sawada et. al  [32]. The work has later been extended by 

the work Kitamura et. al  [33] showing that the there is a good correspondence between the 

change of the mass transfer coefficients and the furnace scale.  

According to these findings, the mass transfer coefficient in the metal phase for silicon, 

manganese, phosphorus, and carbon is mathematically expressed as Eq. 4. 

log(kmgm) = 1.98 + 0.5 log ( εHB2100HL) − 1250002.3RT   Eq. 4 

Hereby it is assumed that the fluid flow is steady, there is no compressibility effect, the impact 

of the slag phase is not considered, the system is considered isothermal, and there is no 

change of internal energy of the system due to chemical reactions. The modelling is based on 

a mixed control kinetics including gas phase mass transfer and chemical kinetics as well as the 

retarding effect of sulphur on the decarburization rate proposed by Dogan  [19]. Furthermore, 

it is assumed that the equilibrium concentrations are approximately 0 at the impact zone 

reaction interface area. 

An overview of reactions that are considered to take place in the jet impact zone is presented 

in Figure 5-2.  

 
Figure 5-2 Impact zone refining reactions 
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The kinetics of silicon, manganese and phosphorus refining are assumed to be controlled by 

mass transport in liquid phase, as suggested in  [20], and are described by Eq. 5. Notably the 

kinetics of carbon refining depend on the critical content of carbon in the metal bath, which 

is assumed to be 0.3 wt%. Below the critical carbon content, the carbon diffusion in liquid 

metal is the rate limiting step and the decarburization rate can be expressed using Eq. 5. d(WmCjm)dt /iz = −Aizkmgmpm(Cjm − Cjmgm) 
 Eq. 5 

j = Si, Mn, P and Ccrit ≤ 0.3 wt pct    

Down to the critical carbon content, however, the gaseous diffusion controls the carbon 

refining rate which is expressed using Eq.6-8. Ccrit  >  0.3 wt pct   d(WC)dt /iz = (dWCdt )iz
CO2 + (dWCdt )iz

O2
 

Eq. 6 

(dWCdt )iz
CO2 = −100 × MCAizkapPCO2  

  

Eq. 7 (dWCdt )izO2 = −200 × MCAizkg(1 + PO2)    

Eq. 8 

55..22..22 SSllaagg  MMeettaall  ZZoonnee  
 

Due to the high impact force generated by the top blow jet, it is assumed that the slag phase 

is pushed to the side, resulting in the formation of a reaction zone of permanent contact 

between the slag and hot metal bath, the “slag metal zone” reaction interface. The estimation 

of the slag metal zone reaction interface is based on the momentum balance for the impact 

zone calculation and is implemented by using Eq.9 [20].  

Asm = π (dB24 − nnozzle × rcav2 )  Eq. 9 

To quantify the mass transfer in the slag phase, the mathematical model employs the mass 

transfer coefficient proposed by the authors [33], [34], as given by Eq. 10. It was observed 

that the dependence of the mass transfer coefficient in metal and in slag on temperature and 

stirring energy is almost the same. 
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ks = a ∙ exp(− 37000RT ) ∙ ε  Eq. 10 

The kinetics of reactions at this reaction interface were estimated using the concept of mixed 

controlled mass transfer, as proposed by Rout et al. [20]. Mixed controlled mass transfer 

refers to a scenario where mass transfer is influenced by multiple factors and mechanisms 

simultaneously. The assumptions made to model this zone include that the effect of surface 

oscillation is considered between slag and bulk metal and that instantaneous equilibrium 

between the reactants and products occurs at each computational time step. The refining 

reactions of manganese, silicon, phosphorus, and carbon are calculated using Eq. 11. 

d(Wmcjm)dt [sm = −Asmkmsmpm(Cjm − Cjmsm)   Eq. 11 

In contrast to the impact zone interface, where the equilibrium concentrations of the 

impurities are assumed to be zero, the interfacial equilibrium concentrations at the slag metal 

interface are implemented as proposed by [20] using distributions ratios as described by 

Eq.12-15. The exact calculation of the distribution ratios is explained in [20]. 

 

55..22..33 EEmmuullssiioonn  ZZoonnee    
 

The top gas jet impinges the metal bath, the force of which causes the formation of cavities. 

Due to the high tangential velocity of the gas jet on the side wall of the cavity a large number 

of metal droplets are ejected, schematically represented by Figure 5-3. Depending on the 

lance height over time the number of ejected droplets varies and thus the size of the 

dynamically generated emulsion zone. The summation of ejected droplet surfaces equals the 

reaction interface. The reaction interface is dynamically generated over time and its size 

influences the hot metal refining greatly. Thus, calculating the size of this reaction interface 

is vital for the accuracy of the process depiction.  

Csm,c,eq = PCOaFefCaFeOKC   Eq. 12 Csm,Si,eq = LSiCSi   Eq. 13 Csm,Mn,eq = cMnLMn  Eq. 14 

Csm,P,eq = cPLP  Eq. 15 
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There are various theoretical and experimental approaches investigating the calculation of 

the emulsion zone size. Van der Knoop et. al [35] for example estimated the size of the 

emulsion zone of a 300-ton converter. The study concluded that over a blowing time of 16 

minutes the bath would be refreshed every 1.4 minutes causing a conversion of 27.1 

ton/minute. This would further mean that 4.4 m2/second “new” emulsion area are created, 

which is available for refining reactions over the time of the droplet residence in the emulsion. 

 
Figure 5-3 Mechanism of droplet ejection and bloating 

The approach used for the model presented in this work is based on a dynamic droplet 

generation rate as proposed by [36]. Its implementation is described in the following 

paragraphs.  

Firstly, it is assumed that the density of the blown gas changes when it is blown onto the hot 

metal. Thus, a temperature correction of the gas jet must be conducted, Eq. 16. 

Fg,T = Pg,0Pg,iz Tg,izTg,0 Fg  Eq. 16 

Secondly, the blowing number is calculated, Eq. 17. The blowing number is highly dependent 

on the calculation approach chosen for the tangential velocity. These different approaches 

and their impact on the overall simulation will be discussed in a separate chapter. 

NT = η2pg,izux22√pmσmg  Eq. 17 

Thirdly, using the calculated blowing number the droplet generation rate is estimated Eq. 18, 

which predicts the mass of generated droplets per second. With the knowledge of the droplet 

density the emulsion zone area can be calculated. 

RT = (NT)3.2[2.6×106+2.0×10-4(NT)12]0.2 Fg,T   Eq. 18 

Jet

Ejection

Bloating
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After determining the surface, the rate of mass transfer between metal drops and slag can be 

specified for a single droplet Eq. 19 and lastly the rate of refining of bulk metal by the emulsion 

zone can be expressed by Eq. 20. 

d(Wdcd,j)dt [em = −Adkdempm(Cd,j − Cm,jem)  Eq. 19 

d(Wmcm,j)dt [em = − Wm,jeject,t-Wm,jreturn,t∆t   
Eq. 20 

The determination of the equilibrium concentration of carbon is strongly influenced by the 

temperature and the metal bath composition, therefore a polynomial equation is used, [37].   

For the impurities P, Mn, and Si, the equilibrium distribution ratio is expressed as a function 

of the metal bath composition and the temperature. 

Cm,j = cm,jLj   Eq. 21 

It is crucial to factor in the change in droplet temperature to be able to depict the 

environment where the refining reactions take place more realistically. The droplet 

temperature is assumed to be the same as the impact zone temperature at the time of 

ejection. However, according to the findings of Rout et al.  [38], it is observed that the droplet 

temperature decreases as it spends more time in the emulsion zone. To capture this 

behaviour, a correlation based on the droplet's conductivity and heat capacity is 

implemented. This correlation allows for the estimation of the droplet temperature as it 

progresses through the emulsion zone, considering the thermal characteristics of the droplet. Td = Tiz + Tiz-Ts1+ß   Eq. 22 

ß = (λmcp,mpmλscp,sps )0.5  
Eq. 23 

Furthermore, the surface tension of a droplet plays a crucial role in influencing the rate of 

carbon monoxide (CO) nucleation, as highlighted in reference [39]. Surface-active elements 

such as sulphur and oxygen negatively affect the surface tension, whilst carbon has a positive 

effect on it. Based on this knowledge an equation was implemented to account for this effect. 
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55..22..33..11 DDrroopplleett  ccllaassssiiffiiccaattiioonn  
 

The droplets ejected into the emulsion zone can be categorized into three main classes. First, 

there are droplets that undergo decarburization, resulting in bloating up to 10 times their 

original size and remaining in the emulsion zone for several minutes [40]. Second, there are 

droplets that do not undergo decarburization and return to the metal bath within less than a 

second, referred to as dense droplets. Finally, some droplets are small enough to get blown 

out through the mouth of the converter, cooling down and solidifying resulting as dust in the 

off-gas stream. 

The mechanism accountable for the long residence time of the first droplet class is based on 

the bloating due to internal decarburization, when ejected into the oxidizing atmosphere. Due 

to the expansion and rapid decarburization, Eq. 25, the droplet density decreases, Eq. 24. 

Therefore, the residence time in oxidizing atmosphere is prolonged affecting the refining 

reaction taking place on the surface of the droplet. This phenomenon is known as the 

“bloated droplet theory”. Once the droplets are ejected from the metal bath, the refining 

process begins. The changes in area, described by Eq. 26 and Eq. 27, and volume, represented 

by Eq. 28, of the metal droplets due to the bloating phenomena are estimated using an 

empirical correlation that accounts for the variation in density as a function of the 

decarburization rate. 

pd = {pd0 ratec∗ratec , ratec < ratec∗pd0 , ratec ≤ ratec∗  Eq. 24 

 ratec∗ = {2.86 × 10-4 × 20      , Cs,FeO > 20,2.86 × 10-4 × Cs,FeO , Cs,FeO ≤ 20  
Eq. 25 

dd(t) = (6π × Wdpd(t))1 3/   
Eq. 26 

Ad(t) = π × dd(t)2  Eq. 27 Vd = 16 πdd3   Eq. 28 
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In order to estimate the residence time of the ejected droplets in the emulsion zone the 

bloated droplet theory is coupled with the ballistic motion principle as proposed by Brooks 

et. al [41]. This approach assumes that the phase through which the droplets travel is 

quiescent, allowing for the establishment of a force balance that includes buoyancy, gravity, 

drag, and "added mass" effects. By considering these forces, the trajectory and motion of the 

droplets can be determined, Figure 5-4. For the calculation, a simple explicit forward 

differencing numerical method is employed. However, in the event of an instability or error 

while running this submodel, a simplified estimation for the residence time of a spherical 

droplet in motion in the emulsion zone is implemented as a fallback. This simplified estimation 

is based on the ratio of the droplet's diameter to its velocity. While it is a less precise 

approach, it serves as a safeguard to ensure the continuity of the simulation and prevent 

potential failures. 

The second class of droplets comprises the dense droplets, which are ejected into the 

emulsion zone at ejection angles ranging from less than 10° to more than 80°. Due to these 

steep ejection angles, the residence time of dense droplets within the emulsion zone is 

assumed to be less than 1 second, rendering them incapable of significantly influencing the 

refining rates. 

 
Figure 5-4 Droplet velocity calculation 

Dense 



 37 

Lastly, despite conducting an extensive literature review, no research group has yet 

attempted the modelling of the produced dust. Therefore, in the presented mathematical 

model, an extension has been made to account for the differentiation between the three 

droplet classes. After consulting with experts, it was assumed that approximately 3% of the 

metal bath ends up as dust in the off-gas stream during one blow. This estimate has been 

incorporated into the calculation algorithm. 

The number of droplets ejected into the emulsion zone and consequently the distribution 

among the different droplet classes heavily relies on the calculation of the jet velocity. 

Determining the velocity of the oxygen jet in a jet impact cavity can be accomplished using 

various correlations. For an overview of the available methods, refer to Table 2.  

All of these methods have been implemented 

in the model, but the best fitting method is 

hardcoded and cannot be switched using the 

user interface. While the model calculation 

remains stable regardless of the chosen 

velocity calculation method, the results are 

significantly affected. Advanced users who 

wish to study the behaviour of different jet 

axial velocity correlations can switch 

between the methods using the gPROMS 

Modelbuilder language interface.  

 

Figure 5-5 Different velocities within the furnace 

The impact of the different calculation methods can be clearly observed in Figure 5-7 and 

Figure 5-8. Depending on the chosen method, the jet velocity in the impact zone varies 

between 30 m/s and 450 m/s. A CFD study indicates that the jet velocity at impact is generally 

high, leading to the calculation method proposed by Deo and Boom [15] was chosen for the 

mathematical model. 

 

 

 

Bath stirring due to 
bottom blow

Surface renewal due to 
top & bottom blow

Tangential velocity of 
top blow

Vertical velocity at 
point of impingment



 38 

Investigator Jet axial velocity  

Standish et al. [42] ux = uo 0.972ahde +0.29  

a = 0.07 for cold model 

Eq. 29 

Deo and Boom [43] ux = √2Pg,izpg,iz  , Pg,izPo = 230 ( hdt)-2.4, pg,iz = PaMO2RTg,iz  

 

  

Eq. 30 

Subagyo et al. [44] ux = uo 0.972ahde +0.29  a = 0.0382 hot metal data with no reaction a = 0.0393 for plant data 

  

Eq. 31 

Sumi et al. [45] ux = uo(1 − e-0.5εu) , εu = α√pg,izpe HLde − ß,  α = 0.0841, ß = 0.6035 

  

Eq. 32 

Table 2 Jet axial velocity calculation 

The different approaches for simulating the jet axial velocity are summarized in Table 2. 
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55..22..33..22 DDiissccuussssiioonn  
 

The operation conditions during the blow are chosen to be the same as presented in [46] and 

are depicted in Figure 5-6. Literature suggests that the most influential factors with regard to 

the droplet generation simulation are the lance height and the volume flow rate. This context 

can be observed clearly when comparing Figure 5-6 and Figure 5-7.  

 

Figure 5-6 Blowing conditions for droplet generation examination 

Figure 5-7 presents a graphical summary of the jet velocity simulation results obtained using 

various calculation methods. It is evident from the simulation results that the outcomes 

diverge significantly depending on the approach employed. The influence of these calculation 

methods on the droplet generation rate is illustrated in Figure 5-8. 

 

Figure 5-7 Summary of jet velocity calculation methods 

 

0

10

20

0

1

2

3

0 5 10 15

Bl
ow

 [N
m

³/s
]

La
nc

e 
He

ig
ht

 [m
]

Time of Blow [min]

Lance Height Top Bottom

0

100

200

300

1 3 5 7 9 11 13 15 17

Je
t v

el
oc

ity
 u

x
m

/s
]

Time of Blow [min]

Standish Deo Sumi Subagyo



 40 

 
Figure 5-8 Simulated droplet generation rates using different calculation methods 

It is noteworthy that applying the predictions for the correlations provided by Sumi et al. [47] 

show a decrease in droplet generation with decreasing lance height. However, research and 

cold model studies conducted by various research groups suggest that the droplet generation 

rates increase with decrease in lance height until reaching a critical lance position. The critical 

lance position is characterized by the jet not impinging but penetrating the hot metal bath, 

which in turn reduces the number of droplets ejected from the hot metal bath [31].  

Based on the examination of the simulated droplet generation rates it is reasonable to 

conclude that the correlation provided in [47] does not produce satisfactory results and thus 

will not be used in the final model. Furthermore, correlations provided by [42] and [44] seem 

to underpredict the droplet generation rate gravely and will also be excluded. Thus, the 

method presented by [43] is chosen for the final model. 

Figure 5-9 and Figure 5-10 present the behaviour of the generated reaction interface per 

droplet class and the corresponding carbon content reduction within each class with respect 

to time and the blowing parameters. Each class corresponds to a specific droplet size, starting 

at class 1 with a diameter of 0.23 mm with an increment in diameter of 0.35 mm per class. 

The generation of the reaction interface is already discussed in relation to its dependence on 

the jet velocity calculation, lance geometry, and its proximity to the hot metal bath. The 

simulations were conducted using the dataset for the converter provided by [46].   
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Figure 5-9 Droplet area and carbon content per droplet class with consideration of 3% dust loss 

 

Figure 5-10 Droplet area and carbon content per droplet class without considering dust loss 
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The simulations reveal that the implemented droplet classification does not exert a grave 

impact on the refining reactions. This observation is particularly evident in Figure 5-11, where 

a comparison of decarburization for the first droplet class with and without dust loss is 

depicted. 

Figure 5-11 Evolution of carbon content for droplet class 1 with respect to dust loss 

However, the results of the simulation suggest that introducing a correlation that 

characterizes the operational parameters leading to the ejection of smaller droplets may 

exert a more pronounced influence on the refining rates. Especially since Figure 5-9 and 

Figure 5-10 show that the droplet class 1 which contains the droplets with the smallest 

diameter generates the largest reaction interface and thus the most refining is taking place 

there. 

To establish such a correlation, a comprehensive computational fluid dynamics (CFD) study 

would be of great use, focusing on investigating how different blowing parameters affect 

droplet size production.  

Furthermore, determine the most appropriate correlation, a study on how the different 

approaches impact the refining rates was conducted, as shown in Figure 5-12. Upon reviewing 

the deviations from the measured data points, the correlations provided by Deo and Boom 

were found to the most suitable for implementation. 
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Figure 5-12 Refining rates depending on different jet velocity calculations. 

55..22..33..33 MMaassss  ttrraannssffeerr  ddrroopplleett  iinntteerrffaaccee  
 

Several research groups apply Higbie’s penetration theory to model the mass transfer 

coefficient of a droplet in the emulsion zone. This theory posits that the interaction between 

the moving hot metal droplet and slag emulsion occurs through turbulent eddies, resulting in 

unsteady-state diffusion or penetration of the transferred species during their contact time. 

In order to calculate the mass transfer, it is necessary to determine the appropriate 

coefficients that depend on the characteristics of the reaction interface. 

The mass transfer coefficient in metal phase can be described as follows: 
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kjmd = 2 × √ Djπtres = 2 × √Djuπdp    

Eq. 33 

For the mass transfer in slag phase, it is assumed that the droplet is surrounded by a constant 

stream of slag. Due to the high Schmidt number the boundary layer is assumed to be laminar 

thus the effects of turbulence on the mass transfer can be neglected. Which results in an 

overall mass transfer of: 

1kdem = 1kjmd + pmksdpsLj   

Eq. 34 

The diffusion of different constituents at the emulsion zone area undergoes two phases. 

During the first phase manganese, phosphorus, and silicon reach equilibrium. During the 

second phase active oxides block reaction spots on the surface area, slowing down the 

refining reactions. Figure 5-13 and Figure 5-14 schematically depict the mechanism of both 

phases. 

55..22..33..44 DDiissccuussssiioonn  

 

It is crucial for the understanding and modelling of the refining kinetics of the reactions, to 

parameterize the number of droplets ejected into the emulsion zone due to the impinging 

gas jet on the surface of the hot metal bath. Thus, it is important to discuss how different 

investigators have approached the calculation of the axial jet velocity which is the key factor 

in estimating the droplet amount. 

Several studies have been performed to develop functional correlations to predict the drop 

generation due to the impinging gas jet on the liquid surface. Standish et al. developed a 

 
Figure 5-13 Firstly Mn, P, Si reach equilibrium 

 
Figure 5-14 Secondly C refining is limited by surface active 

oxides and S 
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functional relationship between Weber number and droplet generation rate on basis of their 

cold model experiments. Deo and Boom applied this relationship to a real BOF process and 

derived a correlation between amounts of metal ejected per unit volume blown gas as a 

function of the Weber number. Furthermore, a modified blowing number has been proposed 

to correct the temperature effect on droplet generation rate and has been found to be 

suitable for the prediction of droplet generation rate. The total number of ejected droplets 

into the emulsion zone, results in a cumulative weight of up to a maximum of 21 percent of 

the total hot metal. 

It is found that not only oxygen jet velocity, impact zone temperature, bottom stirring and 

pressure within the vessel influence the droplet generation but it is also suggested that the 

wear of the lance might influence the flow leaving the nozzle gravely. For future extension of 

the model it might be of interest to factor in the wear of the lance. 

Furthermore, previous work conducted by different research groups does not consider the 

generation of dust, as well as the reduced residence time of droplets that are ejected onto 

the refractory lining, or droplets that do not bloat upon ejection into the furnace atmosphere.  
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55..33 IIMMPPUURRIITTIIEESS  
 

55..33..11 CCaarrbboonn  
 

The carbon removal process in the Basic Oxygen Furnace (BOF) can be divided into three 

distinct phases: the initial phase, the second phase, and the third phase. 

In the initial phase, a significant portion of oxygen is consumed for the oxidation of minor 

elements such as silicon (Si), manganese (Mn), phosphorus (P), titanium (Ti), and vanadium 

(V). This phase plays a critical role in achieving a low carbon content and typically accounts 

for about 60-70% of the total carbon removal. The decarburization rate during this phase is 

primarily controlled by the oxygen supply. 

The second phase occurs when the carbon content reaches a critical level, and the mass 

transfer of dissolved carbon becomes a rate-limiting step. As a result, the decarburization rate 

starts to decrease linearly as a function of carbon content. This phase is characterized by the 

partial reduction of oxidized phosphorus (P) and manganese (Mn) in the metal bath due to 

the reduction potential of carbon, which is highest at the critical carbon content. 

In the third phase, the carbon content is no longer able to reduce all of the formed iron oxide 

(FeO), leading to a rapid increase in the FeO content in the slag. Subsequent oxidation 

becomes necessary during this phase to maintain the required temperature and chemical 

balance in the furnace. 

To summarize, the three phases of carbon removal in the Basic Oxygen Process are distinct 

and critical for achieving the desired steel quality, as shown in Figure 5-15.  

 

Figure 5-15 Three phases of decarburization 
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The decarburization does further differ strongly depending on the reaction interface. In the 

impact zone, decarburization occurs through the oxidation of carbon in the melt with gaseous 

oxygen and carbon dioxide at the gas-metal interface. The rate of decarburization caused by 

the reaction with oxygen is assumed to be controlled by mass transfer in the gas phase. On 

the other hand, decarburization by carbon dioxide is believed to be controlled by both mass 

transfer in the gas phase and chemical reaction at the interface. The retracing effect of 

sulphur is also included in the kinetic model. 

In the emulsion zone, describing decarburization becomes more complex due to interactions 

between different constituents. The rate of carbon removal slows down in the presence of 

silicon and manganese in the droplet, while the internal nucleation of carbon monoxide gas 

increases the kinetics of phosphorus transfer. An increase in sulphur level in the droplet 

influences the CO formation rate. The quick formation of surface-active oxides like silicon 

dioxide SiO2 and phosphorus pentoxide P2O5 slows down the kinetics of decarburization by 

blocking the reaction sites for carbon and iron oxide reaction. 

[C]+(FeO)={CO}+[Fe] Eq. 35 

Cm,c,eq = PCOαFefcαFeOKc  Eq. 36 

log(Kc) = 5.096 − 5730Tm   Eq. 37 

ac = Ccfc   Eq. 38 log(fc) = 0.1666Cm,c − 0.01585Cm,c2 + 9.9613 × 10-7Cm,c3 (T − 273) +3.0246 × 10-5Cm,c(T − 273)  

Eq. 39 

55..33..11 SSiilliiccoonn  
 

Capturing the evolution of silicon is of high importance when describing the BOF process 

because its oxidation reaction is a great heat source. Furthermore, the Si joins with the lime 

and dolomite added throughout the blow, which then influences the amount of slag 

generated. This interlinks the desiliconization and dephosphorization because the amount of 

slag generated is the main influencing factor for the efficiency of the P oxidation.  
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In general Si has a great affinity for oxygen which leads to most of it being refined within the 

first quarter of the blow. The evolution of the desiliconization process however differs 

between reaction zones. Within the impact zone oxygen predominates and thus becomes the 

driving factor for the Si present to get oxidized.  

Impact Zone 

(O2)g = 2[O] Eq. 40 logKo = 6170Tiz + 0.125   Eq. 41 

[Si]+2[O]=(SiO2) Eq. 42 

logKSi = 30110Tiz − 11.40  Eq. 43 

logK = logKo + logKSi   Eq. 44 

At the slag metal interface however, there is much more FeO than oxygen which makes it the 

main cause for silicon oxidation. Lastly in the emulsion zone, the droplet surface is in contact 

with both iron oxide and oxygen, thus the refining is promoted by both constituents. It has 

been suggested that the presence of more than 0.05 wt% of Si hinders the nucleation of CO 

at slag-metal interface which leads to good slag-metal contact and an acceleration in the 

desiliconization, [48]. It is also important to note that the equilibrium partition ratio changes 

if the slag contains more than 40 wt% FeO. The reasoning behind that assumption is that 

experimental work has suggested that the desiliconization reaction is controlled only by the 

mass transport in metal phase. 

Slag Metal interface 

[Si] + (Feo) = (SiO2) + [Fe] Eq. 45 

LSi = { 1 − cs,Fe40 , Cs,FeO ≤ 40               0, Cs,Feo > 40  
  

Eq. 46 Csm,Si,eq = LSi × Cm,Si   Eq. 47 
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55..33..22 MMaannggaanneessee  
 

The key to understanding the behaviour of manganese during a blow, is the knowledge of the 

distribution ratio. Suito and Inoue [49] conducted a thorough investigation of the manganese 

distribution ratio between high MnO-containing slags and steel/hot metal, shedding light on 

manganese behaviour. Based on studies involving slags with small amounts of MnO (0.6-5 

mass%, [30]) as well as high amounts of MnO (8-16 mass%) the activity coefficients, 

equilibrium quotients and manganous capacity were formulated as a function of slag 

composition and temperature. Notably, the study highlighted that the distribution ratio of 

manganese in hot metal is significantly influenced by the total iron content, rather than the 

MnO content. These findings have been successfully integrated into various models, yielding 

accurate predictions, and are therefore incorporated in the formulation of the present model. 

In this study, the estimation of the manganese distribution ratio begins with the calculation 

of MnO's activity coefficients, employing a linear function based on slag composition (Eq. 48). 

Subsequently a linear function based on a multiple regression analysis is applied to calculate 

the equilibrium quotient (Eq. 49). The manganous capacity, which relates the mass% of MnO 

to the activity of manganese and oxygen, is then determined (Eq. 50). Based on these 

calculations the distribution ratio and the equilibrium concentration can be accurately 

estimated. logϒMnO = 0.0415[Cs,caO + 0.45Cs,SiO2 + 0.60Cs,MgO + 0.66Cs,FetO +0.45Cs,MnO + 0.95Cs,P2O5] + 803T − 3.075  

Eq. 48 

logkMn, = −0.0180[Cs,caO + 0.23Cs,MgO + 0.28Cs,FetO − 0.98Cs,SiO2 −0.08Cs,P2O5] + 7300T − 2.697  

Eq. 49 

logCMn = −0.0188[Cs,caO − 0.21Cs,SiO2 + 0.12Cs,MgO + 0.31Cs,FetO +1.65Cs,P2O5] + 14200T − 3.685  

Eq. 50 

LMn = cs,MnO[%Mn]i  Eq. 51 

CMn,eq = cs,MnOLMn   Eq. 52 
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55..33..33 PPhhoosspphhoorruuss  
 

Phosphorus removal by direct oxidation is limited because the low equilibrium partial 

pressure of the gaseous products renders them thermodynamically unstable. As a result, 

dephosphorization mainly occurs at the interface between the slag and metal, provided that 

the slag exhibits a sufficiently high oxidizing potential and possesses the capacity to absorb 

phosphorus ions. Basic components in the slag provide free oxygen, and iron oxide rich slags 

promote this oxidation reaction. Which makes the iron oxide concentration and evolution a 

key part in predicting the phosphorus content in the hot metal bath. Additionally, additives 

such as lime and dolomite strongly absorb phosphate ions. One of the critical mechanisms 

involved in dephosphorization is the transport of phosphorus from the hot metal to the slag-

metal interface. The rate of this transport is dependent on several factors, including the 

temperature and composition of the metal and slag. The transfer of phosphorus 

predominantly occurs through diffusion, and the rate of diffusion is influenced by the 

concentration gradient, the temperature, and the diffusion coefficient. 

The determination of equilibrium concentrations requires the calculation of species activity, 

which can be challenging due to the evolving ionic nature of the slag over time. Therefore, 

the hypothetical species (PO2.5) containing one phosphorus atom proposed by Nagabayashi 

et. al [50] has been chosen to represent the dephosphorization reaction. They investigated 

the phosphorus distribution between slag and liquid iron for temperatures between 1573 and 

1953 K and formulated an equilibrium relation. 

Based on the equilibrium relation of the phosphorus reaction (Eq. 53) the distribution ratio of 

phosphorus between slag and hot metal can be defined as Eq. 54, which subsequently allows 

for the determination of the equilibrium concentration Eq. 55. P + 2.5O = (PO2.5)(slag)  Eq. 53 Lp = 15.324 + 0.021Cs,caO − 0.036Cs,MgO − 0.043Cs,SiO2 + 0.004Cs,FeO +0.027Cs,MnO − 0.029Cs,Al2O3 − 0.057Cs,TiO2 − 0.029Cs,V2O5 − 0.006T  
Eq. 54 

CP,eq = cs,PLP   Eq. 55 
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The distribution ratio of phosphorus is a well-researched topic and there are a variety of 

proposed empirical models. This one was chosen due to its prediction being the closest to 

measured data sets. 

55..33..22 DDiissccuussssiioonn  IImmppuurriittyy  RReemmoovvaall  
 

Figure 5-16, shows a summary of the simulation results using different diffusion coefficients. 

The results differ significantly for the prediction of concentration in metal bath of manganese 

and silicon, whereas for carbon and phosphorus there is no apparent distinction between the 

different trends. 

 
Figure 5-16 Refining rates with different diffusion coefficients; Manganese (top left), Silicon (top right), Phosphorus (bottom 

left), Carbon (bottom right) 
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Considering the advantages and disadvantages of the different methods for measuring 

diffusion coefficients, it would have been expected that the correlation proposed by Calderon 

et al. [3] produces the best simulation results. However, as depicted in Figure 5-16 there are 

significant deviations from the measured data for the manganese prediction. For manganese 

the highest accuracy in prediction is achieved by using the measured diffusion coefficient by 

Kawai et al. [4]. 

This aberration can have been caused by the use of an unfitting manganese distribution ratio, 

a deviation in proposed slag composition in comparison to the real time slag composition, or 

it could even be traced back to mistake in measuring the diffusion coefficient. The complexity 

of the posed problem makes it difficult to pinpoint just one possible source of error. For the 

mathematical model programmed, the diffusion coefficient for manganese with the least 

mean deviation from the measured value, by Kawai et al. [4], was chosen. As expected the 

correlation proposed by Calderon et al. [3] for silicon achieves the most accurate prediction 

for its concentration in the hot metal bath. Therefore it is implemented in the model. Varriing 

diffusion coefficients for carbon and phosphorus do not impact the refining reaction greatly, 

thus the diffusion coefficients proposed by Rout et al. are applied. 

 
Figure 5-17 Diffusion coefficients: mean deviation from measured data 
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The slag composition is an extremely influential factor, not only in the real-life process but 

also in the mathematical model proposed. The distribution ratios for manganese, silicon and 

phosphorus change greatly depending on the slag composition. 

Implementing a dynamic slag composition prediction model, would be a rather time-

consuming task and was not attempted in the course of this project. However, it would be a 

vital next step to enhance the prediction accuracy. The gPROMS model was validated by using 

the exact measured data as well as a proposed slag composition evolution. 

The change in slag composition during the blow implemented in the final model was adopted 

from the “Fundamentals of Steelmaking” by Turkdogan. 

  
Figure 5-18 (left) slag composition measured by cicutti; (right) imposed slag composition 

The simulation results for the slag composition measured by Cicutti [46] and the slag 

composition proposed, are depicted in Figure 5-18. The impact of different time dependent 

evolutions on the refining rates is very evident, Figure 5-19. Unexpectedly the simulated 

silicon refining rate fits the measured one almost perfectly using the proposed slag evolution. 

The predictions for manganese and phosphorus differ from the measured data, Figure 5-19. 

However, it has to be noted that the initial concentrations of impurities in the hot metal seem 

to be too little. The concentrations at minute 0 and minute 2 cannot be the same. These 

concentrations were adopted as stated in the validation input parameters. If the 

concentrations at minute 0 were higher, it could be expected that the predictions would not 

differ that greatly from the measured data. 



 54 

 
Figure 5-19 Impact of different slag compositions on the simulation results 
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66 MMEELLTTIINNGG  AANNDD  DDIISSSSOOLLUUTTIIOONN  BBEEHHAAVVIIOOUURR  
 

This chapter discusses the melting and dissolution behaviour of different solids. In particular 

scrap, iron ore and fluxes such as lime and dolomite.  

66..11 SSCCRRAAPP  MMEELLTTIINNGG  
 

The oxidation reactions happening during the blow, generate a great amount of heat. To be 

able to reach a target temperature at the end of the treatment it is necessary to control and 

absorb the heat generated, therefore scrap is charged. Various research groups that have 

conducted experiments conclude that most of the charged scrap is dissolved within less than 

ten minutes, regardless of the size of the individual scrap pieces. However, it has been 

observed that dissolving heavy scrap with a thickness of 40 cm can take up to 16 minutes, 

while light scrap with a thickness of less than 2 cm is dissolved within less than 5 minutes, 

[51].  

The most influential factors affecting the melting of scrap metal in a furnace include: 

1. Metal bath temperature: A higher metal bath temperature will result in faster melting 

of the scrap, while a lower metal bath temperature will result in slower melting. 

2. Scrap temperature: If the scrap added is preheated, it will melt faster than if it is added 

at room temperature. 

3. Carbon content of the metal bath: A higher carbon content in the metal bath will result 

in faster melting of the scrap, while a lower carbon content will result in slower 

melting. This correlation can be observed in the Fe-C-diagram Figure 2-3 provided on 

page 5. 

4. Carbon content of the scrap: Scrap with a higher carbon content will melt faster than 

scrap with a lower carbon content. 

5. Hot metal bath stirring through top and bottom blow: Stirring the metal bath through 

top and bottom blowing can increase the heat transfer and thus result in faster 

melting of the scrap. 
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6. Size of the surface area of scrap: Larger surface area will increase the heat transfer 

and thus result in faster melting of the scrap. 

66..11..11 MMooddeell  OOppttiioonnss  
 

In this study, two submodels are implemented to simulate the scrap melting process. The 

choice between these models depends on the desired level of accuracy and the availability of 

information. The two models primarily differ in complexity and thus detail of output 

generated. 

66..11..11..11 DDeettaaiilleedd  MMooddeell  
 

The mathematical model presented in the doctoral thesis by Ajay Kumar Shukla [51], referred 

to as the “detailed model”, describes the phenomenon of scrap dissolution based on mass 

and heat transfer. The mass transfer coefficient is calculated assuming forced convection, 

invoking the Chilton-Colburn analogy and the heat transfer coefficient is a function of mixing 

energy represented by 61-63 and can solved using Quasi-Static approach [51].  

Furthermore, increasing the complexity of this model is the effect of carbon content on the 

melting process. Assuming the interfacial carbon content to be equal to the carbon content 

in the metal bath [23], considers that the carbon of the bath migrates to the scrap surface 

lowering the melting temperature of the scrap. The drawback of this assumption is that 

similar scrap types all melt at the same time even though they do not have the same carbon 

content.  

All influential factors discussed during the introduction of this chapter are considered in the 

detailed model. Thereby providing a more accurate simulation of the melting of scrap, while 

deepening the understanding on how different conditions affect the process. However, it is 

important to acknowledge that even with the level of detail incorporated into the model, it 

dLdt = ∑ -Annπ(1-cos(nπ))∞n=1 λ2kscLe-λαsct-h(Tb-Tm, )psc(∆Hsc+CP,sc(Tb-Tm, ))-∑ Annπ(1-cos(nπ))(pscCP,sc+2λ2ksct)e-λαsct∞n=1   
  

Eq. 56 

 λ = ( nπ2L(t))  Eq. 57 

An = 2(Tsc0 − Tm, ) 1-cos(nπ)nπ   Eq. 58 
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cannot fully replicate reality. Therefore, certain assumptions need to be made in order to 

simplify the complexity of the process and implement the model successfully. These 

assumptions are summarized in Table 3.  

66..11..11..22 ““SSiimmppllee””  mmooddeell    
 

The “simple” scrap melting model proposed by [52] is an alternative to the more detailed 

model, that allows the user to simulate the process of melting scrap metal in a furnace with 

fewer assumptions, summarized in Table 3.  

The weight change of scrap is described as follows: 

dWscdt = -MFekther1karea1Wsc(Tb-Tsc)(TscTb )(λFe+cP,Fe(s))(Tb-Tsc)   

with kther1 = 0.4 kWKm2  karea1 = 0.005 m2kg  

  

Eq. 59 

The scrap temperature development with respect to time is described by the heat transferred 

as follows: 

dTscdt = (kther1karea1Wsc(Tb-Tsc))WsccP,Fe(s) MFe/    Eq. 60 

66..11..11..33 IImmpplleemmeennttaattiioonn  
 

The user can choose between the two presented model options, when providing the input 

parameters depending on the desired accuracy of the melting process prediction and the 

information available. Either model adds the scrap at minute zero and then melts it during 

the course of the main blow. There is no option for further scrap addition during the blow 

because it is typically not practised. The two models mainly differ in their complexity and the 

extent of simulated details. Both models make various assumptions which are summarized in 

Table 3. 

Both the detailed and simple scrap melting models offer their own distinct advantages and 

are implemented in a way that the impurities transfer into the hot metal bath and thus 

influence the refining rates.  
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The simple model, with its less demanding input requirements, provides a straightforward 

and user-friendly approach, making it accessible to users with limited information. Despite its 

simplicity, the model accurately describes the melting rate, aligning well with existing 

literature.  

Assumption  

Both models consider the scrap is fully submerged in the metal bath which eliminates the 
need to model the effects of partial submergence. 

Detailed Model  

The heat transfer occurs only in the axial direction. 

The physical properties of the plate are constant. 

Simple Model  

The scrap melting rate is proportional to the heat transfer rate from the liquid to the solid 
which eliminates the need to model the effects of heat transfer in multiple directions. 

The heat transfer coefficient is imposed. 

The specific reaction interface is imposed. 

Input Parameters 

Detailed Model Simple Model 

Scrap weight [kg] or number of scrap pieces 

Scrap composition [wt%]: 

Silicon, Manganese, Carbon 

Scrap size: 

Length [m], Thickness [m] 

Scrap weight [kg] 

Scrap composition [wt%]: 

Silicon, Manganese, Carbon 

Table 3 Scrap melting model assumptions, simplifications and input parameters 

In contrast, the detailed quasi-static approach offers a high level of accuracy in representing 

the cooling effects of scrap by also considering conversion heat and reduction heat. 

Additionally, this approach includes a heat balance which can be easily interconnected with 

other reactions in the basic oxygen furnace model. This is a great advantage if the overall 

model is developed further in the future. Similar to the simple model, it considers the 

influence of scrap melting on the weight and composition of the hot metal bath, as well as 

the modification of slag composition due to impurities. However, the detailed model requires 

more extensive input information compared to the simple model. 
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66..11..22 VVaalliiddaattiioonn  
 

The melting rate of a scrap charge of 30 ton in a 200 ton converter was simulated using either 

model. Both submodels presented calculate plausible melting rates in comparison to 

literature and the opinion of experts. Literature suggests that most of the scrap is molten 

within less than 10 minutes of the blowing process. The simple model melts the 30 ton scrap 

charge within less than 10 minutes. The detailed model depicts the melting rate of different 

scrap sizes and melts the total scrap charge in approximately 10 minutes. 

 
Figure 6-1 Change of scrap weight, modelled using the "simple" approach. 

 
Figure 6-2 Change of scrap thickness using the "detailed" approach. 

Ultimately, the choice between the two models depends on the available data and the level 

of detail desired in the simulation. Both models contribute valuable insights into the scrap 

melting process, allowing for a comprehensive understanding of its dynamics and effects 

within the overall steelmaking process. 
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66..22 IIRROONN  OORREE  DDIISSSSOOLLUUTTIIOONN  
 

Iron ore is commonly charged into the steelmaking process either before or during the blow 

to serve as a coolant for the metal bath. Its cooling effect is approximately three times that 

of scrap, although the mass of iron ore charged is usually very little in comparison to the metal 

bath and scrap. Therefore, a relatively simple model is used to describe the cooling effect. 

The model is similar to the “simple” scrap model used. Iron ore typically comes in the form of 

lumps or pellets, and its chemical composition differ greatly depending on the deposit, as 

shown in Figure 6-3. However, the main element in the samples is iron, with only a relatively 

low amount of residual elements present. 

Figure 6-3 Iron ore chemical composition; visualization of the values provided in [6] 

The model incorporates the endothermic reaction of iron oxide reduction in the ore, as shown 

in Eq. 61, which releases a significant amount of gas and contributes to slag foaming. Fe3O4 + [C] → (3FeO) + CO(g)   ∆Hrxn = −184.660 k J m⁄ ol Eq. 61 

The iron ore dissolution subprocess simulates the dissolution of iron ore into a molten metal 

bath, and certain assumptions are made to simplify the complexity of the process, as 

proposed by [21]. Firstly (1), the model assumes that the iron ore particles are spherical, 

simplifying the calculations related to the surface area of the particles. Secondly (2), the 

temperature is uniform within the particle, and that at the time of charge the iron ore 

particles instantaneously assume the temperature of the hot metal bath. Thirdly (3), all iron 

in the iron ore is in the form of magnetite, simplifying the calculations by disregarding the 

presence of other minerals. Fourthly (4), a empirically specified fraction of the total heat 
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contributes to the melting of iron ore, while the remainder is used for sensible heating. This 

implies that a certain proportion of the heat raises the temperature of the iron ore, while the 

rest is utilized for melting it. Fifthly (5), as long as the temperature of the ore is lower than 

that of the metal bath, the heat is used to heat up the iron ore. When temperature of the iron 

ore approaches that of the metal bath, a fraction of total heat is employed to increase the 

melting rate. These assumptions collectively enable a more accurate simulation of the iron 

ore dissolution process in the molten metal bath and facilitate the understanding of how 

different conditions affect the process. 

The submodel begins by calculating the total heat transferred to the surface of an iron ore 

particle, followed by estimating the heat consumed by the reduction reaction and the melting 

process. This estimation leads to the determination of the melting rate for iron oxide. Qconv,ore = 4πrore2 ℎore(Ts − Tore)  Eq. 62 Qred,ore = yFe,ore3MFe Ẇore,melt∆Hore  Eq. 63 Qore = nore(Qconv,ore + Qred,ore)   Eq. 64 Ẇore,melt = −4πporerore2 droredt   Eq. 65 

A simulation was conducted using this approach for two different particle sizes and the 

necessary parameters and initial values needed to run the simulation are provided in Table 4. 

Parameters     ℎore  2500 [W/m2K] Cp,ore  200,83 [J/molK] pore  2,88 [kg/m3] ∆Hore  184,66 [kJ/mol] MFe  0,02809 [kg/mol] yFe,ore  0,7 [-] 
 

Initial Values    

Set A Particle radius 0,03 [m] 

Temperature 303 [K] 

Iron ore 1700 [kg] 

Set B Particle radius 0,015 [m] 

Temperature 303 [K] 

Iron ore 1700 [kg] 
 

Table 4 Parameters for iron ore dissolution (left); Initial values for simulations (right) 

The simulation results shown in Figure 6-4 illustrate the melting behavior of iron ore for two 

different particle radii. The charge with smaller particles exhibits a slower decrease in radius, 

which can be attributed to Eq. 62. As the particle radius decreases, the total heat transferred 

to the surface of an iron ore particle decreases as well. 
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The model presented provides valuable insights into the factors influencing the iron ore 

melting rate, including temperature, heat transfer, and iron ore properties. However, it is 

important to acknowledge that the real iron ore melting process involves additional factors, 

such as chemical reactions and the presence of other minerals. 

The simulation results demonstrate that smaller particles exhibit a slower melting rate, Figure 

6-4. This observation aligns with well-established principles in heat transfer research. As the 

size of a particle decreases, the heat transfer to its surface decreases due to the decreasing 

ratio of surface area to volume. Since heat transfer primarily occurs at the surface of the 

particle, a smaller particle will have a lower rate of heat transfer than a larger particle of the 

same material. In the context of iron ore dissolution, it is reasonable to expect that as the 

particles become smaller, the decrease of particle radius during the melting process will slow 

down. As the particles get smaller, the heat transfer to the surface of the particle decreases, 

which means that less heat is available to melt the particle. This will result in a slower melting 

rate for smaller particles.  

In conclusion, the model provides a plausible explanation for the observed slower melting 

rate of smaller particles based on heat transfer principles. However, further research and 

experimentation are needed to validate and refine these findings, especially considering the 

complex nature of the iron ore melting process and the presence of other factors such as 

chemical reactions and additional minerals. 

 
Figure 6-4 Simulation results: Dissolution of iron ore with various particle sizes  
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66..33 FFLLUUXX  DDIISSSSOOLLUUTTIIOONN  
 

To accurately depict the dissolution of fluxes in the model, the approach proposed by Dogan 

et. al [18] was adopted. The two fluxes considered for dissolution are the solid oxides 

dolomite and lime, with their main components assumed to be magnesium oxide (MgO) and 

calcium oxide (CaO), respectively. The key factors that influence the dissolution process 

include the slag temperature, the composition, and the bath mixing. Various studies have 

been conducted on the dissolution mechanisms [18] indicating that the content of FeO in the 

slag phase is the most influential factor for the CaO and MgO diffusion out of the dolomite. 

When the FeO concentration exceeds 20% by mass, the diffusion of MgO through a boundary 

layer is the rate limiting step, as described by Eq. 67. Conversely, when the FeO concentration 

is below that threshold, the diffusion of CaO through the boundary layer becomes rate-

limiting. 

To solve Eq. 67 and Eq. 68, the mass transfer coefficients for dolomite and lime are estimated 

based on the particle settling velocity, taking into account the effects of bath mixing and 

foaming due to rising CO gas bubbles. The rising CO bubbles are generated by the 

decarburization reaction during the blow and enhance the mass transfer rate. 

The model makes certain assumptions regarding the flux particles: 

- Spherical shape: The flux particles are assumed to have a spherical shape. This simplifying 

assumption allows for easier calculation of their dissolution properties. 

- Proportional dissolution: The dissolution of flux particles is assumed to be proportional to 

the rate of change of their radius. This assumption provides a relationship between the 

dissolution rate and the changing size of the particles. 

To determine the saturation percentage of CaO Eq. 66, the model incorporates the nonlinear 

regression proposed by Dering et. al [21]. Additionally, the energy balance for a uniform flux 

particle (Eq. 70) and the rate at which the heat is absorbed by the flux particles (Eq. 69) are 

considered in the calculation process. 

Cs,caOsat = 3.52Ts-4823.7e-2.93100Cs,SiO2+12.4cs,FeO-9.71cs,MgO+17.9cs,CaO100   
Eq. 66 
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drDolomitedt = { αMgOp kD ps100pMgO (1 + MMgOMCaO) (Cs,caO − Cs,caOsat), Cs,FeO < 20%αMgOp kD ps100pMgO (1 + MCaOMMgO) (Cs,MgO − Cs,MgOsat), Cs,FeO ≥ 20%  
Eq. 67 

drLimedt = αcaOp kcaO ps100pCaO (Cs,caO − Cs,caOsat)  Eq. 68 

Qflux = 4π ∑ ri2ℎini(Ts − Ti)i  i ∈ {Lime, Dolomite}  Eq. 69 

WiCP,ipi dTidt = 4πri2ℎini(Ts − Ti) i ∈ {Lime, Dolomite}  Eq. 70 

Wi = 43 πri3pi    Eq. 71 

66..33..11 DDoolloommiittee  aanndd  LLiimmee  
 

To estimate the dolomite or lime dissolution rate, the model first calculates the particle 

settling velocity, which is then used to determine the mass transfer coefficient. This 

calculation is performed for each point in time as long as the radius of the dolomite particle 

is greater than zero. The subscript i stands for dolomite (MgO) and lime (CaO). 

ui = [(ps-pi)g9√μsps ]2/3 dparticle  
Eq. 72 

For the estimation of the mass transfer coefficient of spherical, solid particles a semi-empirical 

relationship based on Sherwood, Reynolds and Schmidt numbers is used. This approach is 

well-established and widely used for the estimation of mass transfer coefficients of different 

shaped solids involved in steelmaking [18]. Rei = ui2rparticle pslagμslag  Eq. 73 

Sℎi = 1 + 0.724 ∙ nes0.48 ∙ Rei0.48Sci1/3  Eq. 74 

ki = ShiDi2rparticle  Eq. 75 

Di = Ai Tslagμslag  

 

Eq. 76 
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66..33..22 VVaalliiddaattiioonn  
 

Figure 6-5 illustrates the dissolution behavior of dolomite and lime particles, showcasing the 

evolution of their radii after being charged into the converter. For this example, dolomite is 

charged at minute 3, while lime is charged at minute 1 during the main blow, which can vary 

depending on the operation parameters. The observed dissolution kinetics and behavior in 

this study are consistent with the findings reported in the literature. 

 
Figure 6-5 Dolomite and lime dissolution behavior 
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77 VVAALLIIDDAATTIIOONN  OOVVEERRAALLLL  MMOODDEELL  

For the validation of the overall model two simulations with two different datasets available 

in literature were run and compared to simulations done by other research groups. These 

datasets consist of a description of the basic oxygen furnace geometry and measured hot 

metal bath compositions at different points in time during the blow.  

77..11 220000  TTOONN  CCOONNVVEERRTTEERR  
 

The input parameters for the simulation of the 200 ton converter were taken from [46] and 

are summarized in Table 5. These parameters define the initial conditions and characteristics 

of the converter and its contents at the start of the simulation. 

Hot metal bath weight                                              170000 [kg] 

Hot metal bath temperature                                              1623 to 1923 [K] 

Initial hot metal composition Carbon 

Silicon 

Manganese 

Phosphorus 

3.86 

0.19 

0.29 

0.065 

[wt%] 

[wt%] 

[wt%] 

[wt%] 

Scrap weight                                              30000 [kg] 

Scrap composition Carbon 

Silicon 

Manganese 

0.08 

0.001 

0.52 

[wt%] 

[wt%] 

[wt%] 

Oxygen blow                                              620 [Nm3/min] 

Lance nozzle                                              6 hole  

Diffusion coefficient in metal phase at 
1873 K 

Carbon 

Silicon 

Manganese 

Phosphorus 

2.0x10-9 

3.8x10-9 

3.7x10-9 

4.7x10-9 

[m2/s] 

[m2/s] 

[m2/s] 

[m2/s] 

Gas fraction in emulsion                                               0.8  

Angle of droplet ejection                                               60 [°] 

Table 5 The input parameters for a 200 ton converter as described by [46] 



 67 

The operation parameters provided by the literature source [46] are summarized in Figure 

7-1. The operation parameters that are provided by the literature source are represented by 

dotted lines whereas the imposed operation parameters are represented by solid lines. 

 

Figure 7-1 (top) Evolution of slag composition for a 200 ton converter; (middle) Temperature profile for a 200 ton converter; 
(bottom) Operation parameters 200 ton converter: Volume flow and lance height 

 

77..11..11 DDeeccaarrbbuurriizzaattiioonn  
 

According to the findings presented in Figure 7-2, the simulation results are in good 

agreement with the measured data. It is very plausible that most of the carbon is removed in 

the emulsion zone. The yellow curve illustrating the decarburization process in the emulsion 
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zone, has two sharp increments at minute 8 and 11 which can be attributed to the 

repositioning of the lance. This repositioning results in a reduced distance between the lance 

and the surface of the hot metal bath, consequently inducing momentary splashing and an 

augmented production of droplets. This, in turn, leads to the expansion of the reaction 

interface, thereby elevating the rate at which carbon is eliminated. 

 

Figure 7-2 200 ton Converter: (top) Carbon content during blow, (bottom) decarburization rate depending on the reaction 
interface: impact zone (IZ), slag metal zone (SM), emulsion zone (EM) 

Further the carbon content prediction was compared to simulations conducted by other 

research groups as well as the measured data provided by [46]. The prediction is in very good 

agreement with the measured data as shown in Figure 7-3.  

 

Figure 7-3 Comparison of carbon content simulations of different research groups 
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77..11..22 DDeessiilliiccoonniizzaattiioonn  
 

The prediction of silicon content in the hot metal bath over time is in good accordance with 

the measured data, as depicted in Figure 7-4. However, it is noteworthy that during the time 

interval from minute 9 to 12, as well as in the initial stages, certain deviations from the 

measured data are observed. 

These discrepancies can potentially be attributed to the evolution of iron oxide content within 

the slag, which serves as the primary influential factor in the equilibrium concentration 

modeling of desiliconization. It is likely that a more comprehensive and detailed model 

encompassing the evolution of the slag would further enhance the accuracy of the silicon 

content prediction. 

 

Figure 7-4 200 ton Converter: (top) Silicon content during blow, (bottom) desiliconization rate depending on the reaction 
interface: impact zone (IZ), slag metal zone (SM), emulsion zone (EM) 

77..11..33 MMaannggaanneessee  rreemmoovvaall  
 

The removal rate of manganese exhibits good agreement with the measured data, particularly 

in relation to the end point composition, as depicted in Figure 7-5. Between minute 2 and 10 

the simulated composition differs noteworthily from the measured data. This is due to the 

assumption that the post combustion ratio is constant which “hinders” the forward and 

backward reaction. However, the change in slag composition drives the backward reaction at 

the emulsion interface as it is shown in Figure 7-5 on the right. By incorporating a dynamic 
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post-combustion ratio that is based on the off-gas composition, it would be feasible to 

calculate the fluctuations in manganese composition, characterized by the "dip" and 

subsequent "rise".  

 

Figure 7-5 200 ton Converter: (top) Manganese content during blow, (bottom) manganese removal rate depending on the 
reaction interface: impact zone (IZ), slag metal zone (SM), emulsion zone (EM) 

77..11..44 DDeepphhoosspphhoorriizzaattiioonn  
 

Figure 7-6 depicts the evolution of the dephosphorization process. However, it is observed 

that the predicted phosphorus content deviates noticeably from the measured data, 

particularly during the time interval from minute 9 to 13. During this specific period, the 

phosphorus backward reaction should dominate at the interface between the slag and metal. 

Nevertheless, due to the current implementation of the slag evolution, the calculation of the 

phosphorus distribution ratio necessary for determining the backward reaction is not 

triggered. It is important to note that the accuracy of dephosphorization modeling heavily 

relies on the composition of the slag. Therefore, incorporating a dynamic slag composition 

model would significantly enhance the accuracy of predicting the phosphorus content in the 

hot metal bath.  
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Figure 7-6 200 ton Converter: (top) Phosphorus content during blow, (bottom) dephosphorization rate depending on the 
reaction interface: impact zone (IZ), slag metal zone (SM), emulsion zone (EM) 
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77..22 5500  TTOONN  CCOONNVVEERRTTEERR  
 

The input parameters for the simulation of the 50 ton converter were taken from [53] and are 

summarized in Table 6. These parameters define the initial conditions and characteristics of 

the converter and its contents at the start of the simulation. 

Hot metal bath weight                                              48000 [kg] 

Hot metal bath temperature                                              1603 to 1973 [K] 

Initial hot metal composition Carbon 

Silicon 

Manganese 

Phosphorus 

3.88 

0.073 

0.2 

0.026 

[wt%] 

[wt%] 

[wt%] 

[wt%] 

Scrap weight                                              5000 [kg] 

Scrap composition Carbon 

Silicon 

Manganese 

0.08 

0.001 

0.52 

[wt%] 

[wt%] 

[wt%] 

Oxygen blow                                              130 [Nm3/min] 

Lance nozzle                                              3 hole  

Lance angle                                              15 [°] 

Diffusion coefficient in metal phase at 
1873 K 

Carbon 

Silicon 

Manganese 

Phosphorus 

2.0x10-9 

3.8x10-9 

3.7x10-9 

4.7x10-9 

[m2/s] 

[m2/s] 

[m2/s] 

[m2/s] 

Gas fraction in emulsion                                              0.8  

Angle of droplet ejection                                              60 [°] 

Table 6 Input parameters for 50 ton converter as presented in [46] and [54] 

The operation parameters provided by the literature source [53] are summarized in Figure 

7-7.  
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Figure 7-7 (top) Evolution of slag composition for a 50 ton converter; (middle) Temperature profile for a 50 ton converter; 
(bottom) Operation parameters 50 ton converter: Volume flow and lance height 

77..22..11 DDeeccaarrbbuurriizzaattiioonn  
 

The predicted decarburization with respect to time is in good accordance with the measured 

data, Figure 7-8, especially during the second half of the blow. The slight discrepancy in the 

beginning might be due to the imposed slag composition or the fixed postcombustion ratio 

differing from the real blow condition. 
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Figure 7-8 50 ton Converter: (top) Carbon content during blow, (bottom) decarburization rate depending on the reaction 
interface: impact zone (IZ), slag metal zone (SM), emulsion zone (EM) 

 

77..22..22 RReeffiinniinngg  rraatteess  
 

 

Figure 7-9 50 ton Converter: (top) Silicon content during blow, (bottom) desiliconization rate depending on the reaction 
interface: impact zone (IZ), slag metal zone (SM), emulsion zone (EM) 

The simulation indicated a rapid refining of silicon, with a significant portion oxidized by the 

fourth minute. This observation is consistent with Figure 7-9 and aligns well with the trend 

depicted in Figure 7-4. By the fifth minute, silicon is almost fully oxidized, reaching a residual 

percentage in the hot metal bath close to 0wt%. Furthermore, the validation of the model 
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presented in this study using data from a 200-ton converter demonstrated a high level of 

agreement, particularly after the third minute of refining. 

However, the minimal residual silicon raises questions regarding the completeness of the 

refining process. One potential area for improvement is the incorporation of a dynamic slag 

composition model to enhance prediction reliability, as it may better capture the evolving 

chemical environment during refining. 

 

Figure 7-10 50 ton Converter: (top) Manganese content during blow, (bottom) Manganese removal rate depending on the 
reaction interface: impact zone (IZ), slag metal zone (SM), emulsion zone (EM) 

In contrast to silicon, the simulation results for manganese refining rates in the 50-ton 

converter Figure 7-10 deviated notably from those observed in the 200-ton converter. This 

discrepancy is primarily attributed to the absence of pronounced forward and reverse 

reactions, suggesting that either the imposed slag composition in this simulation significantly 

differs from the actual slag composition or that the calculation method for droplet residence 

time may not be appropriate due to the change in reactor size. 

Nevertheless, the endpoint manganese content appears reasonable when compared to the 

200-ton converter data Figure 7-5, indicating that while the kinetics may vary, the final 

outcome remains consistent. 
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Figure 7-11 50 ton Converter: (top) Phosphorus content during blow, (bottom) dephosphorization rate depending on the 

reaction interface: impact zone (IZ), slag metal zone (SM), emulsion zone (EM) 

For phosphorus Figure 7-11, a lower endpoint concentration of approximately 0.01wt% would 

be expected. However, the simulation began with only approximately one-third of the 

phosphorus weight percent compared to the 200-ton converter. This initial limited 

phosphorus to be oxidized might have influenced the refining process, due to the difference 

between equilibrium concentration and hot metal bath concentration being very little and 

thus not exerting a pronounced driving force. 

Additionally, the simulation showed that refining in the slag-metal zone (SM) appeared to be 

more pronounced in comparison to the refining rates of the 200-ton converter Figure 7-6. 

This difference can be attributed to the smaller impact zone created by the 50-ton converter's 

reduced number of nozzles. The larger slag-metal zone had a more significant impact on the 

refining rate. 

The relatively linear decrease in phosphorus content over time suggests that either the 

representation of slag composition in the simulation is not accurate or that the chosen 

operational parameters do not fully facilitate effective dephosphorization. 

In summary, the simulation results highlight the influence of various factors on the refining 

rates of silicon, manganese, and phosphorus in the 50-ton converter. Notably, the larger slag-

metal zone in the 50-ton converter, owing to fewer lance nozzles, contributed to the observed 

differences in refining rates compared to the 200-ton converter. 
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However, it is crucial to note that without knowledge of the specific endpoint concentrations 

for different constituents, the refining rates may also indicate that the operational 

parameters selected for this particular blow may not have been optimal. Further research and 

refinement of the simulation model are warranted to address these discrepancies and 

enhance the predictive accuracy of refining rates in smaller converters. 

In conclusion, this study provides valuable insights into the refining process in a 50-ton 

converter and suggests avenues for future investigation and improvement. 
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88 CCOONNCCLLUUSSIIOONN  AANNDD  OOUUTTLLOOOOKK  
 

In conclusion, the mathematical model developed to depict the basic oxygen steelmaking 

process successfully captures a wide range of influential factors affecting the refining 

reactions in the converter. The model represents a significant advancement in understanding 

the complex interactions involved in this crucial industrial process, bringing it one step closer 

to reality. The validation results demonstrate that the model's calculations align remarkably 

well with both measured data and predictions made by other research teams. 

Two key factors differentiate this model from existing ones in the literature. Firstly, a 

comprehensive investigation was conducted on diffusion coefficients used to describe the 

refining rates. By carefully selecting diffusion coefficients measured in liquid and gas phases 

for liquid-liquid and liquid-gas interfaces, respectively, the model's refining rate predictions 

significantly improved, yielding more accurate results. This adaptation was pivotal in 

enhancing the prediction capabilities of the model. 

Secondly, the behaviour of droplets in the converter's emulsion zone was subjected to a more 

detailed analysis. Existing literature predominantly employs droplet size distribution models, 

incorporating the bloated droplet theory and the ballistic movement of droplets. However, 

this presented model goes further by considering the effect of loss as dust production in the 

off-gas. Consequently, the force balance indicates that some droplets may be blown out of 

the converter, challenging the conventional understanding of droplet dynamics. This novel 

insight expands the scope of the model and its ability to represent the complexity of the 

process. 

The knowledge gained from this model holds promising implications for process optimization. 

It enables the feasibility of using raw materials of lower quality, enhances the efficient 

planning of flux additions based on the refining state, and facilitates the design of furnace and 

lance geometry tailored to specific requirements. Nonetheless, further research and 

improvement remain essential to explore the full potential of this model. 

The most influential factors affecting the simulation outcome have been identified as 

diffusion coefficients, axial jet velocity, and slag evolution. Understanding and managing 
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these aspects will be crucial for fine-tuning the model's predictions and refining the 

steelmaking process. 

Looking ahead, the presented model's reliance on converter geometry suggests exciting 

possibilities. By employing a backward calculation parameterization approach algorithm, it 

might be feasible not only to predict refining rates but also to forecast converter and lance 

geometry. This advancement could allow for the precise adaptation of apparatuses to the 

desired product specifications. 

Moreover, the model's structure lends itself to easy integration of additional kinetic aspects. 

By incorporating the wear of the converter lining and lance into the model, the complexity of 

the system can be further expanded. Predicting wear can provide valuable insights into 

maintenance requirements and enhance the predictability of the process. 

Of particular importance is the wear of the lance, which significantly influences blowing 

behaviour and, consequently, droplet ejection, affecting the largest reaction interface in the 

converter. Implementing a lance wear prediction capability could profoundly impact the 

modelling outcome and contribute to better process control and optimization. 

In conclusion, the mathematical model of the basic oxygen steelmaking process presented 

here represents a significant advancement in the field. Its ability to capture complex 

interactions and provide accurate predictions of refining rates and other process parameters 

opens up new avenues for process optimization and customization. As ongoing research 

continues to refine the model and explore additional influential factors, it holds the potential 

to change the steelmaking industry, making it more efficient, sustainable, and adaptable to 

changing demands. 
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99 NNOOMMEENNCCLLAATTUURREE  

Abbreviation Definition Unit A Area [m2] a empirical parameter  [−] b empirical parameter [−] C Concentration [wt%] D Diffusion coefficient [m2 /s] d Diameter [m] F Volumetric flowrate [Nm3/s] H Height [m] k Mass transfer coefficient [kg m2 s⁄ ] L Equilibrium distribution ratio [−] M Molecular mass [kg/mol] N Blowing number [−] n Quantity [−] P Pressure [Pa] Q Heat transfer [W m2 ⁄ ] r Radius [m] R Universal gas constant [J/molK] rate Change of concentration or mass per second  T Temperature [K] t Time [s] u Velocity [m/s] V Volume [m3] W Weight [kg] 

Greek Symbols  ϒ Activity coefficient [K] ε Stirring energy [W/t] 
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0 Nozzle angle [deg] p Density [kg/m3] λ Thermal conductivity [W/mK] μ Viscosity [sPa] 

Subscripts and Superscripts 0 Initial conditions  a Atmospheric  ap Apparent  B Metal bath   cav Individual cavity  conv Conversion  d Droplet  eject Droplets ejected from the hot metal bath  em Emulsion metal interface  eq equilibrium  f Gas film  g Gas phase  gm Gas metal interface  iz Jet impact zone  j Impurity: carbon, silicon, manganese, phosphorus  L Lance  m Metal phase  melt Melting  nozzle Lance nozzle  ore Iron ore  red Reduction  res Residence time  return Droplets returning to the hot metal bath  s Slag phase  
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sm Slag metal interface  t Time  T Temperature corrected  tℎ Lance throat  x Axial velocity  
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AA.. AAPPPPEENNDDIIXX  

AA..11 MMOODDEELL  SSUUMMMMAARRYY  
 

Reference Dogan [19] Rout [54] Lytvynyuk [55] 

Type 
Number of Reaction Zones 

reaction interface model 
2 (+ subsystems) 

reaction interface model 
3 (no subsystems) 

reaction interface model 
1 

Integration of Thermodynamics - Partition ratio 
From literature 

Equilibrium constants + 
coupled reaction model 

Integration of Kinetics Macro and micro kinetics Macro and micro kinetics Macro kinetics 

Temperature Imposed linear profile 

Tslag > Tsteel 

Imposed linear profile 

Tslag > Tsteel 

Heat balance 

Impurities C C, Mn, P, Si C, Mn, P, Si, Ti, V 

Reference Sarkar [56] Kruskopf [57] Van Ende 

Type 
Number of Reaction Zones 

reaction interface model 
3 

reaction volume model 
1 

reaction volume model 
10 

Integration of Thermodynamics Gibbs free energy 
Minimization 

Gibbs free energy 
Minimization 

Gibbs free energy 
Minimization 

Integration of Kinetics Macro and micro kinetics Size reaction volume Sizes reaction volume 

Temperature Imposed linear profile 

Tslag = Tsteel 

Heat balance Heat balance 

Impurities C, Mn, Si C, Si C, Mn, P, Si 

Reference Jalkanen [5] Kettenbelt [58] Deo and Shukla [42] 

Type 
Number of Reaction Zones 

- 

1 (+ submodels) 

Statistical 

- 

- 

- 

Integration of Thermodynamics - - Gibbs free energy 
Factsage database 

Integration of Kinetics - - - 

Temperature - 

Tslag = Tsteel (mean T) 

- 

Tbath 

- 

Impurities Si, Ti, V, Mn, P C - 

Blown Oxygen Rate Low fit rate  
Simulated values are 
larger 
No explanation 

Input measurement - 

Lance Height Taken into account Taken into account 
(empirical) 

- 
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Reference Li [59] Chen [60] Dering [21] 

Type 
Number of Reaction Zones 

- 
- 

- 
3 Systems 

- 
- 

Integration of Thermodynamics - Gibbs free energy 

 

- 

Integration of Kinetics - - - 

Temperature  
Tbath (can be predicted) 

- 
- 

- 

Impurities Si, Mn C, Mn, P, Si, Ti, V - 

Blown Oxygen Rate invariable Input - 

Lance Height yes Input - 

Reference Ruuska [61] Schlautmann // 
Khadhraoui [62] 

Ville-Valtteri Visuri [63] 

Type 
Number of Reaction Zones 

Statistical 
No Zones only 
submodels  

Interlinked local equilibria 
3 + nonreactive slag part 

 

Integration of Thermodynamics - - equilibrium 

Integration of Kinetics - - - 

Temperature - - - 

Impurities - - C, Mn, Si 

FeO Concentration Peak - - - 

Blown Oxygen Rate - - - 

Lance Height - - Impact zone geometry 

Reference Pahlevani [64] Chigwedu [14] Ohguchi [65] 

Type 
Number of Reaction Zones 

Coupled reaction model 
- 

- 
1 

Coupled reaction model 
- 

Integration of Thermodynamics - - - 

Integration of Kinetics - - - 

Temperature - - - 

Impurities - - - 

FeO Concentration Peak - - - 

Blown Oxygen Rate - - - 

Lance Height - - - 
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AA..22 RREEAACCTTIIOONNSS  MMOODDEELLLLEEDD  
The reactions modelled are summarized in the following table. Only well investigated, 

documented and validated reaction systems have been chosen.  

Addition: 

Iron Ore Fe203 → 2Fe + 1.5 02 Fe0 → Fe + 0.5 02 

 

 

Eq. 77 

Eq. 78 

 

Oxidation of CO gas [C] + 12 02(g) → C0(g) Eq. 79 

[C] + C02(g) → 2C0(g) Eq. 80 

Impact Zone:  Droplet and slag bulk metal: 

[Si] + 02(g) → (Si02) Eq. 81 (Fe0) + [C] → [Fe]+ C0(g) 
Eq. 82 

 [Fe] + 12 02(g) → (Fe0) Eq. 83 Si + 2 Fe0 → Si02 + 2Fe Eq. 84 

[Mn] + 12 02(g) → (Mn0) Eq. 85 Mn + Fe0 ⇌ C0 + Fe Eq. 86 

C0 + 12 02(g) → C02(g) Eq. 87 2 P + 5 Fe0 + 4 Ca0⇌ 4 Ca0. P205 + 5 Fe 
Eq. 88 

Slag Zone: Si + 2Fe0 → Si02 + 2Fe Mn + Fe0 → Mn0 + Fe 2P +  5Fe0 → P205+ 5Fe 

 

Eq. 89 

Eq. 90 

Eq. 91 
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AA..33 JJEETT  PPEENNEETTRRAABBIILLIITTYY  CCAALLCCUULLAATTIIOONN  [[3300]]  
 

Parameters for a specific calculation scenario  Lh  1.6 [m] … Lance height nn  6 [−] … Number of nozzles dth  0.032 [m] … Diameter of throat diameter Pa  1.01325 [bar] … Atmospheric pressure Po  10.13 [bar] … Oxygen supply pressure nangle  10 [°] … Inclination angle of a nozzle pm  6680 [kg/m3] … Density of liquid hot metal g  9.81 [m/s2] … Gravitational acceleration  m. n   [-] … Momentum flow rate of each nozzle m. t   [-] … Total momentum flow rate M.d    [-] … Momentum flow rate M. h   [-] … Momentum flow rate 

 

Equation Result  

 
ṁt = 2819.71920   Eq. 92 

 
ṁn = 939.90640   Eq. 93 

 

Ṁd  = 0.0047901  Eq. 94 

 
Ṁh = 3.4485 ∙ 10-3   Eq. 95 

 ℎ = 0.16949 m   Eq. 96 

 rcav = 1.30296 m   Eq. 97 

 

Acav = 5.42275 m3   Eq. 98 

 Aiz = 16.26826 m3   Eq. 99 
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AA..44 BBAATTHH  SSTTIIRRRRIINNGG  EENNEERRGGYY  
 

Parameters for an exemplary scenario D  5.8 [m] … Diameter of furnace nn  6 [−] … Number of nozzles H  1.56 [m] … Hot metal bath height L  1.5 [m] … Lance height d  0.0506 [m] … Diameter of nozzle W  210 [ton] … Weight of metal bath 0  23 [°] … Inclination angle of a nozzle T  1623 [K] … Temperature of impact zone R  8.3145 [J/molK] … Gas constant  kmgm   [cm/s] … Mass transfer coefficients Est   [W/t] … Stirring energy Q1   [Nm
3
/min] … Gas flow rate V1   [m/s] … Gas velocity at the nozzle exit Q1   [m

3
/s] … Volumetric flow rate 

 

Equation Result  log:;mgm< = 1.98 + 0.5 log > εH2100D? − 1250002.3RT   kmgm = 0.58604 cms    Eq. 
100 Est = 0.0453Q1V12dcos2(0)WL   Est = 3099,751 Wattton    Eq. 
101 V1 = Q160A1 = Q160∏4d2  V1 = 897.60 ms    Eq. 
102 Q1 = 650nn  m3min  Q1 = 108.3 m3min   Eq. 
103 
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AA..55 IIRROONN  OORREE  DDIISSSSOOLLUUTTIIOONN  CCAALLCCUULLAATTIIOONN  AALLGGOORRIITTHHMM  
 

1. 43 πrore3 poreCP,ore dToredt = (1 − ToreTm ) 4πrore2 ℎore(Ts − Tore) 

2. dToredt = (1 − ToreTm ) (Ts − Tore) 3horeroreporeCP,ore 
3. Initial values as in table: the temperature of the iron ore particles can be calculated 

 dToredt = (1 − 303KTm ) (Ts − 303K) 3.2500 Wm2K0.03m.2.88kgm3.200.83 JmolK 

4. To calculate the change of the particle radius  

 Aorepore(∆Hore + CPFe0(Ts − Tore)) droredt = − (ToreTm ) Qconv,ore 

 pore(∆Hore + CPFe0(Ts − Tore)) droredt = − (ToreTm ) ℎore(Ts − Tore) 

 droredt = − (ToreTm ) ℎore(Ts − Tore) 1pore(∆Hore+CPFeO(Ts-Tore)) 
5. Initial values 

 droredt = − (303KTm ) 2500 Wm2K (Ts − 303K) 12.88kgm3(184.66 kJmol+200.83 JmolK(Ts-303K)) 
6. With the change of particle radius the melting rate can be calculated 

 W. ore,melt = −4πporerore2 droredt  

7. Qred,ore = yFe,ore3MFe W. ore,melt∆Hore  
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AA..66 FFLLUUXX  DDIISSSSOOLLUUTTIIOONN  CCAALLCCUULLAATTIIOONN  AALLGGOORRIITTHHMM  
 
Lime dissolution rate: 

1. If:  rLime > 0  

particle settling velocity:  uCa0 = uLime = [(pslag-plime)g9√μslagpslag ]2/3 dparticle 

 ](kgm3-kgm3)ms2√kgmskgm3 ]23 m =  ]( kgm2s2)√kgmskgm3]
23 m = ]( kgm2s2)kgm2s1/2 ]23 m = [m2s1/2kgm2s2kg ]23 m = [s-32]23 m = ms   

 ReCa0 = uCa02rLime pslagμslag 

 SℎCa0 = 1 + 0.724 ∙ nes0.48 ∙ ReCa00.48ScCa01/3  

 kLime = ShCaODCaO2rLime  

2. With 

 DCa0 = ACa0 Tslagμslag  

3. Also for a rLime < 0 all the under 1 stated eq. have to be set zero 

4. Number of particles 

 nLime = uLime 

 

Dolomite dissolution rate: 

1. If:  rdolomite > 0  

 particle settling velocity:  uMg0 = uDolomite = [(pslag-plime)g9√μslagpslag ]2/3 dparticle 

 ReMg0 = uMg02rDolomite pslagμslag 

 SℎMg0 = 1 + 0.724 ∙ nes0.48 ∙ ReMg00.48 ScMg01/3  

 kDolomitee = ShMgODMgO2rDolomitee  

2. With 

 DMg0 = AMg0 Tslagμslag  

3. Also for a rdolomite < 0 all the under 1 stated eq. have to be set zero 

 

  



   97 

AA..77 PPOOSSTTEERR  
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AA..88 PPOOSSTTEERR  
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AA..99 PPOOSSTTEERR  
 

 


