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Abstract—The enormous influence of systems deploying Al is contrasted by the growing concerns about their safety and the relative
lack of trust by the society. This talk will focus on a few aspects of trustworthy AI: safety, accountability, and explainability. First,
we will discuss recent work on evaluating safety for systems deploying deep learning, and correct-by-construction runtime assurance
methods to enforce safety during runtime (aka shielding). For accountability, we outline the potential of formal computing tools
to analyse the decisions of autonomous agents and to assign responsibility. Finally, we approach explainability from the automata
learning perspective. We will discuss recent automata learning approaches which are able to learn compact probabilistic models for
high-dimensional environments and outline how learned environmental models can effectively be used to understand and to evaluate
the decisions of the agent.
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