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Abstract—Satisfiability Modulo Theories (SMT) has significant application in various domains. In this paper, we focus on quantifier-free Satisfiability Modulo Real Arithmetic, referred to as SMT(RA), including both linear and non-linear real arithmetic theories. As for non-linear real arithmetic theory, we focus on one of its important fragments where the atomic constraints are multi-linear. We propose the first local search algorithm for SMT(RA), called LocalSMT(RA), based on two novel ideas. First, an interval-based operator is proposed to cooperate with the traditional local search operator by considering the interval information. Moreover, we propose a tie-breaking mechanism to further evaluate the operations when the operations are indistinguishable according to the score function. Experiments are conducted to evaluate LocalSMT(RA) on benchmarks from SMT-LIB. The results show that LocalSMT(RA) is competitive with the state-of-the-art SMT solvers, and performs particularly well on multi-linear instances.

I. INTRODUCTION

Satisfiability Modulo Theories (SMT) is the problem of checking the satisfiability of a first order logic formula with respect to certain background theories. It has been applied in various areas, including program verification and termination analysis [1], [2], symbolic execution [3] and test-case generation [4], etc.

In this paper, we focus on the theory of quantifier-free real arithmetic, consisting of atomic constraints in the form of polynomial equalities or inequalities over real variables. The theory can be divided into two categories, namely linear real arithmetic (LRA) and non-linear real arithmetic (NRA), based on whether the arithmetic atomic constraints are linear or not. As for NRA, this paper concerns one of its important fragments where the atomic constraints are multi-linear. The SMT problem with the background theory of LRA and NRA is to determine the satisfiability of the Boolean combination of respective atomic constraints, referred to as SMT(LRA) and SMT(NRA). In general, we refer to the SMT problem on the theory of real arithmetic as SMT(RA).

A. Related Work

The mainstream approach for solving SMT(RA) is the lazy approach [5], [6], also known as DPLL(T) [7], which relies on the interaction of a SAT solver with a theory solver. Most state-of-the-art SMT solvers supporting the theory of real arithmetic are mainly based on the lazy approach, including Z3 [8], Yices2 [9], SMT-RAT [10], cvc5 [11], OpenSMT [12] and MathSAT5 [13]. In the DPLL(T) framework, the SMT formula is abstracted into a Boolean formula by replacing arithmetic atomic constraints with fresh Boolean variables. A SAT solver is employed to reason about the Boolean structure, while a theory solver is invoked to receive the set of theory constraints determined by the SAT solver, and solve the conjunction of these theory constraints, including consistency checking of the assignments and theory-based deduction.

The efforts in the lazy approach are mainly devoted to designing effective decision procedures, serving as theory solvers to deal with the conjunction of theory constraints. The core reasoning module for LRA integrated in DPLL(T) is a variant of the simplex algorithm dedicated for SMT solving, proposed in [14]. Another approach for solving LRA constraint systems is the Fourier-Motzkin variable elimination [15], which often shows worse performance than the simplex algorithm.

As for non-linear real arithmetic, the cylindrical algebraic decomposition (CAD) [16] is the most widely used decision procedure, and CAD is adapted and embedded as theory solver in the SMT-RAT solver [10] with improvement since [17]. Other well-known methods use Gröbner bases [18] or the realization of sign conditions [19]. Incomplete methods include a theory solver [20] based on virtual substitution [21], and techniques based on interval constraint propagation [22] proposed in [23], [24].

Moreover, Constructing Satisfiability (MCSat) calculus is also an efficient framework for solving SMT(RA). It was proposed in [25] for solving SMT(LRA), and an elegant variation of CAD method is instantiated in the model-constructing satisfiability calculus framework of Z3 [26] for solving SMT(NRA).

Local search is an incomplete method playing a significant part in many combinatorial problems [27]. It has been successfully applied to the Boolean Satisfiability (SAT) problem [28], [29], [30], [31], [32] and can rival CDCL solvers on certain types of instances.

Local search for SMT, however, has only received very little amount of attention. The idea of integrating local search solvers with theory solvers has been previously explored to solve SMT(LRA), where a local search SAT solver WalkSAT is used to solve the Boolean skeleton of the SMT formula [33]. A local search solver called LocalSMT was recently employed to SMT on integer arithmetic [34], [35]. Moreover, local search
In this paper, for the first time, we design a local search algorithm for SMT(RA), namely LocalSMT(RA), based on the following novel strategies. Note that LocalSMT(RA) is implemented as a fragment of LocalSMT [35], which is our local search solver dedicated for SMT.

First, we propose the interval-based operator to enhance the conventional local search operator by taking interval information into account. Specifically, we observe that assigning the real-value variable to any value in a given interval would make the same amount of currently falsified clauses become satisfied. Hence, the interval-based operator evaluates multiple values inside the interval as the potential value of the operation, rather than only assign it to a fixed value (e.g. the threshold value to satisfy a constraint).

Moreover, we observe that there frequently exist multiple operations with the same best score when performing local search, and thus a tie-breaking mechanism is proposed to further distinguish these operations.

Experiments are conducted to evaluate LocalSMT(RA) on 2 benchmark sets, namely SMT(LRA) and SMT(NRA) benchmarks from SMT-LIB. Note that unsatisfiable instances are excluded, and we only consider multi-linear instances from SMT(NRA) benchmark. We compare LocalSMT(RA) with the top 4 SMT solvers in the relevant logics (QF_LRA, QF_NRA) according to the SMT-COMP 2022\(^1\), excluding the portfolio benchmarks, namely SMT(LRA) and SMT(RA) benchmarks. Experimental results show that LocalSMT(RA) is competitive and complementary with state-of-the-art SMT solvers, especially on multi-linear instances. Moreover, the ablation experiment confirms the effectiveness of our proposed novel strategies.

Note that multi-linear instances are comparatively difficult to solve by existing solvers. For example, Z3, perhaps the best solver for satisfiable SMT(NRA) instances according to SMT-COMP 2022, can solve 90.5% QF(NRA) instances, while it can only solve 77.5% multi-linear instances. However, multi-linear instances are suitable for local search, since without high order terms, the operation can be efficiently calculated.

C. Paper Organization

In section II, preliminary knowledge is introduced. In section III, we propose a novel interval-based operator to enrich the traditional operator by considering the interval information. In section IV, a tie-breaking mechanism is proposed to distinguish multiple operations with the same best score. Based on the two novel strategies, our local search for SMT(RA) is proposed in section V. Experiments are presented in section VI. Conclusion and future work are given in section VII.

\(^1\)https://smt-comp.github.io/2022/

II. Preliminaries

A. Basic Definitions

A monomial is an expression of the form \(x_1^{e_1} \ldots x_m^{e_m}\) where \(m > 0\), \(x_i\) are variables and \(e_i\) are exponents, \(e_i > 0\) for all \(i \in \{1 \ldots m\}\), and \(x_i \neq x_j\) for all \(i, j \in \{1 \ldots m\}, i \neq j\). A monomial is linear if \(m = 1\) and \(e_1 = 1\).

A polynomial is a linear combination of monomials, that is, an arithmetic expression of the form \(\sum a_i m_i\) where \(a_i\) are coefficients and \(m_i\) are monomials. If all its monomials are linear in a polynomial, indicating that the polynomial can be written as \(\sum a_i x_i\), then it is linear, and otherwise it is non-linear. A special case of non-linear polynomial is multi-linear polynomial, where the highest exponent for all variables is 1, indicating that each monomial is in the form of \(x_1 \ldots x_m\).

Definition 1: The atomic constraints of the theory of real arithmetic are polynomial inequalities and equalities, in the form of \(\sum a_i m_i \gg k\), where \(\gg \in \{=, \leq, <, >\}\), \(m_i\) are monomials consisting of real-values variables, \(k\) are rational constants.

The formulas of the SMT problem on the theory of real arithmetic, denoted as SMT(RA), are Boolean combinations of atomic constraints and propositional variables, where the sets of real-valued variables and propositional variables are denoted as \(X\) and \(P\). The SMT problem on the theory of linear real arithmetic (LRA) and non-linear arithmetic (NRA) are denoted as SMT(LRA) and SMT(NRA), respectively. As for NRA, this paper only considers one important fragment where the polynomials in atomic constraints are multi-linear, denoted as MRA in this paper.

Example 1: Let \(X = \{x_1, x_2, x_3, x_4, x_5\}\) and \(P = \{p_1, p_2\}\) denote the sets of real-valued and propositional variables respectively. A typical SMT(LRA) formula \(F_{LRA}\) and SMT(MRA) formula \(F_{MRA}\) is shown as follows:

\[
F_{LRA}: (p_1 \lor (x_1 + 2 x_2 \leq 2)) \land (p_2 \lor (3 x_3 + 4 x_4 = 2) \lor (-x_2 - x_3 < 3))
\]

\[
F_{MRA}: (p_1 \lor (x_1 x_2 \leq 2)) \land (p_2 \lor (3 x_3 x_4 + 4 x_4 = 2) \lor (-x_2 - x_3 < 3))
\]

In the theory of real arithmetic, a positive, infinitesimal real number is denoted as \(\delta\).

A literal is an atomic constraint or a propositional variable, or their negation. A clause is the disjunction of a set of literals, and a formula in conjunctive normal form (CNF) is the conjunction of a set of clauses. For an SMT(RA) formula \(F\), an assignment \(\alpha\) is a mapping \(X \rightarrow R\) and \(P \rightarrow \{false, true\}\), and \(\alpha(x)\) denotes the value of a variable \(x\) under \(\alpha\). A complete assignment is a mapping which assigns to each variable a value. A literal is true if it evaluates to true under the given assignment, and false otherwise. A clause is satisfied if it has at least one true literal, and falsified if all literals in the clause are false. A complete assignment is a solution to an SMT(RA) formula iff it satisfies all the clauses.

B. Local Search

When local search is performed on the SMT problem, the search space is comprised of all complete assignments, each of
which represents a candidate solution. Typically, a local search algorithm begins with a complete assignment and repeatedly updates it by modifying the value of variables in order to find a solution.

Given a formula $F$, the cost of an assignment $\alpha$, denoted as $\text{cost}(\alpha)$, is the number of falsified clauses under $\alpha$. In dynamic local search algorithms which use clause weighting techniques [39], [30], $\text{cost}(\alpha)$ denotes the total weight of all falsified clauses under an assignment $\alpha$ (The weight is computed according to the PAWS scheme which will be described in detail in Section V-B).

A key component of a local search algorithm is the set of operators, which define how to modify the current solution. When an operator is instantiated by specifying the variable to operate and the value to assign, an operation is obtained. The operation assigns variable $x$ to value $v$ is denoted as $\text{op}(x,v)$. The critical move operator for SMT on linear integer arithmetic proposed in [34] is defined as follows.

**Definition 2:** The critical move operator, denoted as $c\text{m}(x, \ell)$, assigns an integer variable $x$ to the threshold value making literal $\ell$ true, where $\ell$ is a falsified literal containing $x$.

For example, given a falsified literal $\ell = (x + 1 \leq 0)$ where $x$ is currently assigned to 0, the corresponding operation $c\text{m}(x, \ell)$ will assign $x$ to $-1$.

Local search algorithms usually choose an operation among candidate operations according to scoring function. Given a formula and an assignment $\alpha$, the most commonly used scoring function of an operation $\text{op}$ is defined as

$$\text{score}(\text{op}) = \text{cost}(\alpha') - \text{cost}(\alpha)$$

where $\alpha'$ is the resulting assignment by applying $\text{op}$ to $\alpha$. An operation $\text{op}$ is said to be decreasing if $\text{score}(\text{op}) > 0$.

Another property used for evaluating an operation is its make value.

**Definition 3:** Given an operation $\text{op}$, the make value of $\text{op}$, denoted as $\text{make}(\text{op})$, is the number of falsified clauses that would become satisfied after performing $\text{op}$.

### III. INTERVAL-BASED OPERATION

**Critical move** satisfies falsified clauses by modifying one variable in a false literal to make it true. This operator can still be used in the context of SMT(RA), and it is also used in our algorithm. However, an issue of accuracy arises when applying the critical move operator in the context of Real Arithmetic. Recalling that we need to calculate the threshold value for a literal to become true, when solving a strict inequality, there is no threshold value. Instead, the value depends on what accuracy we intend to maintain. In this section, we propose an operator for SMT(RA), which considers the interval information and is more flexible than critical move.

#### A. Satisfying Domain

An important fact on linear or multi-linear inequality of real-value variables is that, when all variables but one in the inequality are fixed, there is a domain for the remaining variable whose coefficient is not 0, such that assigning the variable to any value in the domain makes the inequality hold. Thus, given a falsified literal $\ell$ in the form of an atomic constraint and a variable $x$ in it, it can be satisfied by assigning $x$ to any value in the corresponding domain, called Satisfying Domain. For example, consider a literal $\ell : (x - y > 4)$ where the current assignment is $\alpha = \{x = 0, y = 0\}$, then obviously assigning $x$ to any value in $(4, +\infty)$ satisfies the inequality, and thus the Satisfying Domain is $(4, +\infty)$.

We further extend the definition of Satisfying Domain to the clause level, defined as follows.

**Definition 4:** Given an assignment $\alpha$, for a false literal $\ell$ and a variable $x$ appearing in $\ell$, the satisfying domain of $x$ for literal $\ell$ is $SD_{\ell}(x, \ell) = \{v|v \text{ becomes true if assigning } x \text{ to } v\}$; for a falsified clause $c$ and a variable $x$ in $c$, the satisfying domain of $x$ for clause $c$ is $SD_c(x, c) = \bigcup_{\ell \in c} SD_{\ell}(x, \ell)$.

Since the false literal $\ell$ is in the form of linear or multi-linear inequality, $SD_{\ell}(x, \ell)$ is either in the form of $(-\infty, u]$ or $[l, \infty)$. Thus, as the union of $SD_{\ell}(x, \ell)$, $SD_{\ell}(x, c)$ may contain $(-\infty, u]$ whose upper bound is defined as $UB(x, c) = u$, or $[l, \infty)$ whose lower bound is defined as $LB(x, c) = l$, or both kinds of intervals. For simplicity, interval $(-\infty, u)$ or $(l, \infty)$ are denoted as $(-\infty, u - \delta]$ or $[l + \delta, \infty)$ respectively.

**Example 2:** Given a clause $c = x_1 \lor x_2 \lor x_3 = (a - b > 4) \lor (2a - b \geq 7) \lor (2a - c \leq -5)$ and the current assignment $\alpha = \{a = 0, b = 0, c = 0\}$, for variable $a$, the satisfying domains to the three literals are $SD_a(x_1, x_2, x_3) = [4 + \delta, \infty)$, $SD_a(x_1, \ell_2) = [3.5, \infty)$ and $SD_a(x_1, \ell_3) = (-\infty, -2.5]$ respectively. The Satisfying Domain to clause $c$ is $SD_c(a, c) = (-\infty, -2.5) \cup [3.5, \infty)$, and the corresponding upper bound and lower bound are $UB(a, c) = -2.5$ and $LB(a, c) = 3.5$.

#### B. Equi-Make Intervals

Based on the variables’ satisfying domain to clauses, we observe that operations assigning the variable to any value in a given interval would satisfy the same amount of falsified clauses, that is, they have the same make value. We call such interval as equi-make interval.

**Definition 5:** Given an SMT(RA) formula $F$ and an assignment $\alpha$ to its variables, for a variable $x$, an equi-make interval is a maximal interval $I$ such that all operations $\text{op}(x, v)$ with $v \in I$ have the same make value.

We can divide $(-\infty, +\infty)$ into several equi-make intervals w.r.t. a variable.

**Example 3:** Consider a formula $F : c_1 \land c_2$, where both clauses are falsified under the current assignment and variable $a$ appears in both clauses. Suppose $SD_c(a, c_1) = [3, +\infty)$ and $SD_c(a, c_2) = [5, +\infty)$, then we can divide $(-\infty, +\infty)$ into three intervals as $(-\infty, 3), [3, 5)$ and $[5, +\infty)$. Operations assigning $a$ to any value in $(-\infty, 3)$ results in a make value of 0, those assigning $a$ to a value in $[3, 5)$ results in a make value of 1, while those corresponding to $[5, +\infty)$ results in a make value of 2.

Thus, we can enrich the traditional critical move operator by considering the interval information. The intuition is to find
the equi-make intervals, and then consider multiple values in such interval as the options for future value of operations, rather than only consider the threshold value.

We focus on the variables appearing in at least one falsified clause. Here we describe a procedure to partition \((-\infty, +\infty)\) into equi-make intervals for such variables.

- First, we go through the falsified clauses. For each falsified clause \(c\), we calculate for each real-valued variable \(x\) in \(c\) the corresponding satisfying domain to \(c\), \(SD_c(x, c)\), as well as the upper bound \(UB(x, c)\) and lower bound \(LB(x, c)\) if they exist.
- Then, for each real-valued variable \(x\) appearing in falsified clauses, all its \(UBs\) are sorted in the ascending order, while \(LBs\) sorted in the descending order. After sorting, these bounds are labeled as \(UB^1(x), \ldots, UB^n(x)\) and \(LB^1(x), \ldots, LB^m(x)\), where \(UB^n(x)\) and \(LB^m(x)\) denotes the maximum of \(UB\) and minimum of \(LB\) for \(x\) respectively. For convenience in description, we denote \(UB^0(x) = -\infty\) and \(LB^0(x) = +\infty\). These bounds are listed in order: \(UB^0(x) < UB^1(x) < \ldots < UB^n(x) < LB^1(x) < \ldots < LB^m(x)\).
- Finally, for each variable \(x\), we obtain an interval partition \(IP(x) = \bigcup_{0 \leq i \leq n} \{ (UB^{i-1}(x), UB^i(x)) \} \cup (UB^n, LB^m) \cup \bigcup_{0 < j \leq m} \{ (LB^j(x), LB^{j-1}(x)) \}\). Note that it is difficult and even impractical to compute the corresponding value to be relatively small, in order to avoid exploring complex search space as will be explained in the next section. Finally, the value should be easy to calculate, in order to improve the efficiency of algorithm.

In this work, we only consider the intervals with a positive make value, and thus the interval \((UB^n, LB^m)\) is omitted. Thus, the interval for consideration is of the form \((UB^{i-1}(x), UB^i(x))\) or \((LB^j(x), LB^{j-1}(x))\). For such an interval, we consider the following values for the operation:

- Assign \(x\) to the threshold \(UB^i(x)\) or \(LB^j(x)\).
- Assign \(x\) to the median of the interval, that is \((UB^{i-1}(x) + UB^i(x))/2\) or \((LB^j(x) + LB^{j-1}(x))/2\) (when one of the bounds is \(-\infty\) or \(+\infty\), the median will not be considered).
- If there are integers in the interval \((UB^{i-1}(x), UB^i(x))\) or the interval \((LB^j(x), LB^{j-1}(x))\), assign \(x\) to the largest or smallest integer in the respective open interval; Otherwise, suppose that the open interval can be written as \((\frac{a}{b}, \frac{c}{d})\), then assign \(x\) to \(\frac{a+c}{b+d}\).

The first option is the same as critical move, and thus critical move can be regarded as a special case of our interval-based operator. The second option is a simple choice among intervals. The third option aims to find a rational value limited in the open interval with small denominator, and it is easy to calculate.

Note that it is difficult and even impractical to compute the operations leading to the largest local decrease in the score, based on the following reasons: An operation consists of the variable to modify and the future value to assign. However, the variable can be assigned with arbitrary real number, which is inexhaustible. Although this can be reduced to enumerable intervals, it is still too time-consuming to enumerate all possible operations. Moreover, a literal \(\ell\) contains different variables, and changing one such variable would affect all other literals (not only \(\ell\)) containing the variable. Thus, to calculate the score of an operation, we need to go through all literals containing the variable to modify, which is time-consuming. These two reasons make it a very time-consuming procedure to compute such an operation leading to the largest local decrease in the score.

Thus, our algorithm does not tempt to compute such an operation, but chooses an operation with good score from sampled candidate operations with those candidate values. In

![Interval example](image-url)
the future work, we will further enrich the sampled candidate values by considering more random values with small denominator in the interval.

IV. A Tie-breaking Mechanism

We notice that there often exist different operations with the same best score during local search, and thus tie-breaking is also important to guide the search.

To confirm our observation, we conduct a pre-experiment on 100 randomly selected instances. On each instance, we execute a simple local search algorithm which selects an operation with the best score for 10000 iterations, and we count the number of steps where $k$ operations with the same best score are found, denoted as $step(k)$.

![Fig. 2: Average $step(k)$ distribution](image)

As shown in Fig. 2, the steps where more than one operations have the same best score take up 61.2% of the total steps. Thus, a tie-breaking heuristic is required to further distinguish these operations with same best score.

First, we consider that assigning real-valued variable to values with large denominator can lead the algorithm to a more complex search space where variables are assigned to real number with extremely large denominators, leading to more complicated computation and possible errors, because the local search solver needs to perform factorization of large numbers and numerical approximation to handle these values during the iteration. Thus, we prefer operations that assign variable to a value with a small denominator.

Moreover, we consider that assigning variables to values with large absolute value can lead to the assignment with an extraordinarily large value, deviating the algorithm from finding a possible solution. Thus, we prefer operations assigning variables to values with small absolute value.

Based on the above observation and intuition, we propose a selection rule for picking operations, described as follows.

**Selection Rules:** Select the operation with the greatest score, breaking ties by preferring the one assigning the corresponding variable to a value with the smallest denominator. Further ties are broken by picking the operation assigning the variable with the smallest absolute value.

V. LOCALSMT(RA) Algorithm

Our local search algorithm adopts a two-mode framework, which switches between Real mode and Boolean mode. This framework has been used in the local search algorithm LS-LIA for integer arithmetic theories [34].

A. Local Search Framework

![Fig. 3: An SMT Local Search Framework](image)

LocalSMT(RA) is running a local search algorithm starting from an arbitrary model with all real-value variables assigned to 0 and all Boolean variables assigned to false. As depicted in Fig. 3, after the initialization, the algorithm switches between Real mode and Boolean mode. In each mode, an operation on a variable of the corresponding data type is selected to modify the current solution. The two modes switches between each other when the number of non-improving steps (denoted as $non\_improve\_steps$) of the current mode reaches a threshold. $non\_improve\_steps$ is increased by one when the algorithm fails to find a better solution, otherwise, it is reset as 0. The threshold is set to $L \times P_b$ for the Boolean mode and $L \times P_r$ for the Real mode, where $P_b$ and $P_r$ denote the proportion of Boolean and real-variable literals to all literals in falsified clauses, and $L$ is a parameter.

B. Local Search in Real and Boolean Mode

The algorithm for the Real mode of LocalSMT(RA) is described in Algorithm 1: if the current assignment $\alpha$ satisfies the given formula $F$, then the solution is found (Line 2). The algorithm tries to find a decreasing interval-based operation according to the Selection Rule (Line 3–4).

If there exists no such decreasing operation, this is an indication that the algorithm falls into the local optimum. We first update the clause weights according to the probabilistic version of the Pure Additive Weighting Scheme (PAWS) [39], [30] (Line 6), and then randomly sample $K$ interval-based operations into the set $Set_{op}$ (Line 7), where $K$ is a relatively small parameter. The best operation is picked according to Selection Rules among $Set_{op}$ (Line 8). Note that since the interval-based operation can satisfy at least one clause, picking the best one among few randomly sampled interval-based operation can be regarded as a diversification operation.

The probabilistic version of the PAWS scheme works as follows. In the beginning, the weight of each clause is initialized as 1. During the local search process, with probability $1 - sp$, the weight of each falsified clause is increased by one, and with probability $sp$, for each satisfied clause whose weight is greater than 1, the weight is decreased by one.

As for the Boolean mode focusing on the subformula consisting of Boolean variables, LocalSMT(RA) works in the same way as the Boolean mode of LS-LIA. By putting the
Algorithm 1: Real Mode of LocalSMT(RA)

Input: formula $F$
Output: A satisfying assignment $\alpha$ of $F$, or “UNKNOWN”
1 while non_impr_steps $< L \times P_r$ do
2    if $\alpha$ satisfies $F$ then return $\alpha$;
3    if $\exists$ decreasing interval-based operation then
4        $op := $ such an operation selected according to Selection Rules;
5    else
6        update clause weights according to the PAWS scheme;
7        randomly sample $K$ interval-based operations into the set $Set_{op}$;
8        $op := $ the best operation among $Set_{op}$ picked by Selection Rules;
9    $\alpha := \alpha$ with $op$ performed;
10   return “UNKNOWN”;
TABLE I: Results on instances from SMTLIB-LRA

<table>
<thead>
<tr>
<th>#inst</th>
<th>cvc5</th>
<th>Yices</th>
<th>Z3</th>
<th>OpenSMT</th>
<th>LocalSMT(RA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2017-Heizmann</td>
<td>8</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>2019-ezsmt</td>
<td>84</td>
<td>61</td>
<td>61</td>
<td>53</td>
<td>62</td>
</tr>
<tr>
<td>check</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>DTP-Scheduling</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>LassoRanker</td>
<td>271</td>
<td>232</td>
<td>265</td>
<td>256</td>
<td>262</td>
</tr>
<tr>
<td>latendresse</td>
<td>16</td>
<td>9</td>
<td>12</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>meti-tarski</td>
<td>338</td>
<td>338</td>
<td>338</td>
<td>338</td>
<td>338</td>
</tr>
<tr>
<td>miplib</td>
<td>22</td>
<td>14</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>sal</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>sc</td>
<td>108</td>
<td>108</td>
<td>108</td>
<td>108</td>
<td>108</td>
</tr>
<tr>
<td>TM</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>tropical-matrix</td>
<td>10</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>tta</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>uart</td>
<td>36</td>
<td>36</td>
<td>36</td>
<td>36</td>
<td>36</td>
</tr>
<tr>
<td>Total</td>
<td>1044</td>
<td>954</td>
<td>995</td>
<td>966</td>
<td>992</td>
</tr>
</tbody>
</table>

TABLE II: Comparison with WalkSMT on instances from SMTLIB-LRA

<table>
<thead>
<tr>
<th>#inst</th>
<th>sc</th>
<th>uart</th>
<th>sal</th>
<th>TM</th>
<th>tta</th>
<th>miplib</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>WalkSMT UBCSAT</td>
<td>78</td>
<td>35</td>
<td>10</td>
<td>14</td>
<td>9</td>
<td>3</td>
<td>149</td>
</tr>
<tr>
<td>WalkSMT UBCSAT++</td>
<td>63</td>
<td>14</td>
<td>8</td>
<td>19</td>
<td>10</td>
<td>2</td>
<td>116</td>
</tr>
<tr>
<td>LocalSMT(RA)</td>
<td>106</td>
<td>29</td>
<td>8</td>
<td>9</td>
<td>24</td>
<td>3</td>
<td>179</td>
</tr>
</tbody>
</table>

among Boolean variables, similar to previous local search for SMT on Linear Integer Arithmetic [34]. Another possible reason accounting for the poor performance of LocalSMT(RA) on this benchmark set is that our algorithm is not complete in the sense of probabilistically approximately complete (PAC), because the candidate value selection of *interval-based operation* can miss the possible satisfying solution where the values of variables are not considered.

2) Comparison with Local Search Solvers: We compare LocalSMT(RA) with a previous local search solver dedicated for SMT(LRA) [33], called WalkSMT. The best two configurations of WalkSMT, namely “WalkSMT UBCSAT” and “WalkSMT UBCSAT++”, are adopted for comparison. Since WalkSMT only supports the earlier version of SMT-LIB standard, which has been deprecated, we perform experiments using the same experiment setup in their paper [33], where the cutoff is set as 600s, and we compare with the result presented in the original paper. The results are shown in Table II, indicating that LocalSMT(RA) can significantly outperform both configurations of WalkSMT, especially on the “sc” type.

C. Results on SMTLIB-MRA Benchmark

LocalSMT(RA) can solve more multi-linear instances than all competitors on this benchmark set (solving 891 out of 979 instances), which is shown in Table III. Moreover, LocalSMT(RA) can uniquely solve 28 instances in this benchmark set. The time comparison between LocalSMT(RA) and its competitors is shown in Fig 5, confirming that LocalSMT(RA) is more efficient than all competitors in SMTLIB-MRA. As shown in Table IV, LocalSMT(RA) shows better performance with smaller cutoff. Specifically, Lo-

Fig. 4: Run time comparison on instances from SMTLIB-LRA
TABLE III: Results on instances from SMTLIB-MRA

<table>
<thead>
<tr>
<th>#inst</th>
<th>cvc5</th>
<th>Yices</th>
<th>Z3</th>
<th>SMT-RAT</th>
<th>LocalSMT(RA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20170501-Heizmann</td>
<td>51</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>28</td>
</tr>
<tr>
<td>20180501-Economics</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>2019-ezsmt</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>21</td>
<td>28</td>
</tr>
<tr>
<td>20220314-Uncu</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>LassoRanker</td>
<td>347</td>
<td>312</td>
<td>124</td>
<td>199</td>
<td>0</td>
</tr>
<tr>
<td>meti-tarski</td>
<td>423</td>
<td>423</td>
<td>423</td>
<td>423</td>
<td>423</td>
</tr>
<tr>
<td>UltimateAutomizer</td>
<td>48</td>
<td>34</td>
<td>39</td>
<td>46</td>
<td>18</td>
</tr>
<tr>
<td>zankl</td>
<td>38</td>
<td>24</td>
<td>25</td>
<td>28</td>
<td>30</td>
</tr>
<tr>
<td>Total</td>
<td>979</td>
<td>865</td>
<td>683</td>
<td>772</td>
<td>532</td>
</tr>
</tbody>
</table>

TABLE IV: Results on instances from SMTLIB-MRA with different cutoff

<table>
<thead>
<tr>
<th>Cutoff</th>
<th>cvc5</th>
<th>Yices</th>
<th>Z3</th>
<th>SMT-RAT</th>
<th>LocalSMT(RA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1s</td>
<td>535</td>
<td>567</td>
<td>595</td>
<td>495</td>
<td>733</td>
</tr>
<tr>
<td>5s</td>
<td>607</td>
<td>609</td>
<td>674</td>
<td>507</td>
<td>796</td>
</tr>
<tr>
<td>10s</td>
<td>649</td>
<td>623</td>
<td>714</td>
<td>508</td>
<td>813</td>
</tr>
</tbody>
</table>

calSMT(RA) can solve 138, 122 and 99 more instances than the best of competitors respectively with the cutoff of 1s, 5s, and 10s.

LocalSMT(RA) works particularly well on instances from “zankl” and “UltimateAutomizer” type, which are industrial instances generated in the context of software verification. On these types, LocalSMT(RA) can solve all instances, outperforming all the competitors. Moreover, LocalSMT(RA) can exclusively solve 13 instances from “20170501-Heizmann” type, which implements a constraint-based synthesis of invariants[41].

The explanation for the superiority of LocalSMT(RA) on SMTLIB-MRA are as follows. In contrast to LRA, the theory solver for NRA constraints requires complex calculation, which reduces the performance of these competitors, while LocalSMT(RA) can trivially determine the operations in multilinear constraints, and thus LocalSMT(RA) can efficiently explore the search space. Moreover, In SMTLIB-MRA benchmarks, 3.4% instances have Boolean variables. In contrast to SMTLIB-LRA, whose counterpart is 54.5%, SMTLIB-MRA has simpler Boolean structures.

D. Effectiveness of Proposed strategies

To analyze the effectiveness of the strategies in LocalSMT(RA), we modify LocalSMT(RA) to obtain 3 alternative versions as follows.

- To analyze the effectiveness of interval-based operator, LocalSMT(RA) is modified by replacing the operator with traditional cm operator, leading to the version $v_{cm}$.
- To analyze the effectiveness of the tie-breaking mechanism, we modify LocalSMT(RA) by evaluating operation based on score without considering the Selection Rules, that is to randomly pick one operation with greatest score, leading to the version $v_{score}$.

Fig. 5: Run time comparison on instances from SMTLIB-MRA
The runtime distribution of LocalSMT(RA) and its modified versions is presented in Fig. 6, which confirms the effectiveness of our proposed strategies. The future direction is to extend LocalSMT(RA) to support all SMT(NRA) instances and deeply combine our local search algorithm with the DPLL(T) SMT solver, resulting in a hybrid solver that can make the most of respective advantages.

Moreover, we will enrich the sampled candidate values of interval-based operation by considering more random values with small denominator.
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VII. CONCLUSION AND FUTURE WORK

In this paper, we propose the first local search algorithm for SMT on Real Arithmetic based on the following novel ideas. First, the interval-based operation is proposed to enrich the traditional critical move operator, by considering the interval information. Moreover, a tie-breaking mechanism is proposed to distinguish operations with same best score. Experiments on SMT-LIB show that our solver is competitive and complementary with state-of-the-art SMT solvers, especially for those multi-linear instances.

The future direction is to extend LocalSMT(RA) to support all SMT(NRA) instances and deeply combine our local search algorithm with the DPLL(T) SMT solver, resulting in a hybrid solver that can make the most of respective advantages.

We also implement a plain version which adopts neither interval-based operator nor tie-breaking mechanism, denoted as v_plain.

The original version of LocalSMT(RA), denoted as Origin, is compared with these modified versions on both benchmarks. The runtime distribution of LocalSMT(RA) and its modified versions is presented in Fig. 6, which confirms the effectiveness of our proposed strategies.

Fig. 6: Run time distribution comparison