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Abstract—Side channel attacks such as Spectre and Meltdown
exploit on-chip resources such as caches and buffers shared
between the victim and the attacker in order to leak secret
information from the victim. Previous works aim to mitigate
these attacks by partitioning these vulnerable resources and
allocating disjoint partitions to mutually untrusting process
domains. While disjoint allocation prevents the attacker from
gaining direct visibility of victim’s partitions, secret information
can also be leaked through the book-keeping state implementing
the replacement/allocation policy. Proofs of security must reason
about the partitions as well as the policy.

In this work, we develop an abstract formal model for a generic
security-oriented resource partitioning scheme, and formulate
a corresponding attacker model. We then develop conditional
equality-based relational invariants that enable unbounded proofs
of security of the partitioning scheme with respect to the attacker
model. These invariants allow us to reason about the state of
the partitioning policy, which, as we discuss, can be more chal-
lenging than reasoning about the partitions themselves. We use
our framework to model two resource partitioning approaches:
DAWG and COLORIS. We demonstrate that using our invariants
leads to verification performance improvements over other, more
automated, model-checking approaches such as BMC and PDR.

I. INTRODUCTION AND EXAMPLE

Transient execution attacks such as Spectre [1], Meltdown
[2], and the more recent MDS attacks [3], [4], [5], [6]
exploit microarchitectural features such as caches, buffers, and
functional units in order to leak secret data (e.g. cryptographic
private keys). These features form side channels that allow the
attacker to observe execution artefacts such as cache accesses,
execution time and power consumption. The attacker can infer
the secret data based on these observations. For instance,
cache-based side channels [7], are based on the fact that
victim’s accesses to specific cache lines are observable to the
attacker through a timing-based side channel [8]. Timing mea-
surements can then be used to reconstruct accessed memory
addresses, and consequentially, leak data that these addresses
depend on.

While the microarchitectural features exploited by these
attacks vary (e.g. caches [1], [2], [9], TLB [10], load, store
and line-fill buffers [3], [4], [5], [6]), the central theme is
exploiting a cache-like resource which is shared between the
attacker and victim. In order to mitigate these attacks, there
are approaches (e.g. [11], [12], [13], [14]) that partition these
shared resources, and enforce allocation of disjoint partitions

Fig. 1. Example illustrating a Prime+Probe style attack. The grey cloud
represents the policy state and rectangles represent the resource partitions
(cache lines). (A, B) indicate behaviours permitted by a partitioning scheme
which has allocated lines l0, l1 to the victim and line l2 to the attacker. (C,
textured) indicates a behaviour which is possible on a non-partitioned cache,
but is not possible on a partitioned cache with the above allocation.

to mutually distrusting processes. Disjoint partitions disallow
an attacker from affecting (modifying/observing) the victim’s
partitions, thus eliminating side channels formed by resource
entries (e.g. cache lines). However, data leakage may still be
possible through the state that implements the replacemen-
t/partitioning policy (e.g. [15] demonstrates an attack which
leaks data through the Least-Recently-Used replacement pol-
icy state). Hence, proofs of security for designs implementing
resource partitioning must reason over the partitioning policy
in addition to the partition contents themselves.

In this work, we develop an abstract formal model for
resource partitioning schemes, and a corresponding attacker
model, capturing cache-based timing side channels. With
the goal of proving the security of resource-partitioning ap-
proaches, we formulate conditional-equality invariants, which
are a form of relational invariants [16]. These invariants enable
unbounded proofs of the system against a non-interference-
based formulation of the attacker model.
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Previous works (e.g. [17], [18]) use pure equality-based re-
lational invariants. While pure equality-based invariants suffice
for reasoning over partition contents, the policy state requires
more nuanced reasoning which is enabled by conditional
equality invariants. We now illustrate this in the context of
a Prime+Probe [8] attack (ref. Fig. 1).

Prime+Probe on a Resource Partitioned Cache:
As a warm-up, we begin by discussing how a Prime+Probe
attack operates on an unpartitioned cache. For simplicity,
consider a segment of the cache consisting of four cache lines:
{l0, · · · , l3}. These are illustrated at the top of Fig. 1. Initially
the attacker primes the cache by loading a value into a specific
line, say l2 (highlighted in orange in Fig. 1).

Following this, the victim performs a memory operation
leading to a cache access (victim tab in Fig. 1). We consider
three scenarios where the victim accesses either l0, l1 or l2
(denoted A, B, and C respectively). In cases (A, B) the victim
access (highlighted in green) does not evict the attacker primed
line l2 while in case (C) it does (highlighted in red).

Now, if the attacker accesses (probes) the cache on line
l2, there are two possible outcomes: in case (C) the access
results in a cache miss (since the victim evicted the attacker’s
primed data), while cases (A, B) result in a cache hit (since the
attacker’s data was untouched). This difference manifests in
the execution time of the attacker’s probing access and allows
the attacker to deduce the cache line accessed by the victim
earlier. Since the cache line is indexed by the memory address,
the attacker can infer this address, and as a consequence, any
potentially secret data that the address depend on.

Cache partitioning schemes avoid this by allocating disjoint
partitions to untrusting processes. In our example, a partition-
ing scheme can allocate l0, l1 to the victim process and l2 to
the attacker process. Since the victim is not allocated l2, (C)
is not a valid execution for the partitioned cache. Since both
remaining executions (A, B) have the same (hit) result on the
attacker’s probing access, it cannot distinguish between these,
and consequently, cannot infer the victim’s loaded address.

Leakage through the policy state: While disjointness
of victim and attacker partitions prevents a hit/miss timing
side-channel leakage for the first probing access, leakage may
still be possible through the replacement/allocation policy state
(cloud in Fig. 1). The possible victim accesses, (A, B), may
still lead to differing policy states (state0) and (state1). While
this difference is not visible on the first probing access, it could
potentially manifest after some number of attacker accesses.

Policy states need not be equal: In order to prove that
an arbitrary number of attacker accesses lead to the same
(hit/miss) outcome, relational model-checking [19], [16] based
approaches (e.g. [18], [17], [20]) develop invariants relating
possible resource states (A, B in Fig. 1). While the contents
of the attacker-observable partition (l2) itself must be equal,
(else the attacker observes different outcomes), for the policy
state, enforcing exact equality may be too strong. Policy states
which are not fully equivalent, but still related in some way
may be sufficient to ensure identical attacker access outcomes.
Our model allows us to formulate conditional equality-based

invariants, that are more nuanced than exact equality, and
hence support inductive proofs of non-interference.

Related work: We formulate the security of partitioning
schemes as a non-interference-based [21] hyperproperty [22].
Our verification approach is based on the well-known trans-
lation of non-interference to 2-safety [23], [24]. We verify
the resulting 2-safety property with symbolic model checking
[25], [26] (e.g. BMC, k-Induction [27], [28], PDR [29]).

There are several approaches that perform verification of
non-interference-based properties, both on RTL (e.g. [30],
[31]) and on abstract models (e.g. [32], [33], [34]). These
approaches focus on proving programs secure against specific
vulnerabilities by using techniques such as bounded model
checking (e.g. [32]) and fuzzing (e.g. [31]). Our focus, on the
other hand, is developing an abstract model specialized for re-
source partitioning schemes (implemented in either SW/HW)
and proving unbounded security through invariants.

Our work is closest to the approaches performing relational
symbolic execution/model checking (e.g. [18], [19], [17]).
These too verify security-based hyperproperties on the self-
composition of the model, by identifying relational invariants.
These works consider different models than ours (e.g. [18]
uses a simple programming language) or make use of different
(often simpler) relational invariants (e.g. [17] considers pure
equality-based invariants). Our focus is identifying specialized
invariants in the context of resource partitioning-based models
(for which pure equality-based invariants are inadequate).

Our contributions are as follows: (1) Formal model for
security-oriented resource partitioning: We develop a formal
model for security-oriented resource partitioning schemes with
a corresponding attacker model that captures cache-based
timing side channels. (2) Conditional equality invariants: We
formulate relational invariants that are customized to this
model and which enable us to reason about the partitions
as well as the policy states. (3) Evaluation: We use our
approach to model two partitioning schemes, DAWG [11] and
COLORIS [13], and demonstrate that inductive proofs using
our invariants can have much better performance as compared
to bounded (BMC) and unbounded (PDR) techniques.

Outline: In §II we formulate the resource partitioning
model and the corresponding threat model. In §III we de-
velop our conditional-equality invariants that support inductive
proofs of security. In §IV we discuss our case studies and
experimental results, and §V concludes.

II. MODELLING RESOURCE PARTITIONING SCHEMES

A. Resource model

Our model captures an abstract shared resource (e.g. cache
lines, cache-ways, memory pages) that is being partitioned.
For simplicity, we assume that there is only a single resource,
but, this can easily be extended to multiple resources.

1) Resource: A resource is a collection of cells, each cell
representing one unit of the resource. In Fig. 1, each line (li)
is a cell. We assume that cells are indexed by an index set I,
and hold a value from the set V. The value ⊥ ∈ V represents
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1 if (∃i. r(i) = α ∧ d = a(i)) {
2 // Is a hit, let i be the hit

index
3 p← fupdH(a, p, d, i)
4 } else {
5 // Not a hit
6 i← fevict(a, p, d)
7 r(i)← α
8 p← fupdM(a, p, d, i)
9 }

Fig. 2. Semantics of an access d : α, from configuration c = ⟨a, r, p⟩.

the NULL value. The map r defines the mapping from cell
indices to values that they contain, r : I→ V.

2) Domains: A set of protection domains, denoted by D,
share the resource. In Fig. 1, the victim and attacker processes
are domains. Each cell in the resource is allocated to a domain.
This allocation is specified by an allocation map, identifying
the domain that has access to a cell, a : I→ D. We denote the
set of possible allocations as A = I→ D. For allocation a, we
denote the set of all cell indices allocated to d by a↓d⊆ I.

3) Policies: We consider an abstract policy with states P.
Each policy state p ∈ P is an assignment to policy elements,
p : E→ Vp. In the Prime+Probe example of Fig. 1, the policy
elements E are the bits in the replacement/allocation state (e.g.
PLRU tree bits for a Tree-PLRU policy [35]).

Modelling the state as a collection of elements, E, as
opposed to monolithically, allows us to develop conditional
equality invariants in §III.

We identify three functions defining the policy behaviour:

fevict : A× P× D→ I
fupdM : A× P× D× I→ P

fupdH : A× P× D× I→ P

The function fevict, given the current allocation, policy state,
and the domain performing the access identifies the cell index
that is chosen for replacement by the policy. The function fupdM

identifies the new policy state that results when an access (by
a given domain) is a miss, while fupdH identifies the state when
the access is a hit (the hitting index is a function input).

4) Overall configuration: The overall configuration is a
tuple c = ⟨a, r, p⟩ of these components. We denote the set
of configurations as C. Initial configurations are of the form
⟨a, rinit, pinit⟩, where a is arbitrary, the resource is empty,
rinit = λi.⊥, and pinit ∈ P is the initial partitioning state.

5) Resource access semantics: At each step, a domain d ∈
D performs an access operation with argument α ∈ V, denoted
as d : α (e.g. in a cache resource, the address is the argument).
Fig. 2 provides the semantics of an operation d : α, which are
determined by the functions fevict, fupdM, fupdH.

In case of a hit (i.e some allocated cell contains the accessed
argument), the replacement state is updated according to fupdH

(line 3). On a miss, the replaced index i is determined (line
6), following which the cell at i, and the replacement state is
updated (lines 7, 8). We denote the transition relation (defined
in Fig. 2) as δacc : C×{d : α | d ∈ D, α ∈ V} → C, which for
a previous state and operation d : α, gives the resultant state.

6) Executions: A trace of the model is a sequence of con-
figurations, π = c0 · c1 · · · where c0 is an initial configuration
(§II-A4), and at each step j, some access operation (dj : αj) is
performed: δacc(cj , dj : αj) = cj+1. For a trace π, we denote
opπ[j] as the operation performed at step j. We denote the set
of executions of the model as Π.

B. Attacker Model and Security Property
We consider a timing-based attacker that can observe differ-

ences between the hit/miss outcomes of its accesses. Hence the
hit/miss outcomes should not depend on the arguments (αs) of
accesses by other domains. Otherwise, the attacker could infer
these arguments, constituting an information leak. Operation
(d : α) results in a hit if isHit(c, d : α) = ∃i. r(i) = α∧a(i) =
d. Configurations c1, c2 are (single-access) indistinguishable to
the attacker (with domain d#) if the following holds:

ϕindist(c1, c2) ≡ ∀α. isHit(c1, d# : α) ⇐⇒ isHit(c2, d
# : α)

We formulate security as a non-interference property, where
the attacker allocations and accesses are public inputs and
the attacker hit/miss outcome is the public output. Non-
interference requires that for any two traces, if the public
inputs are equal, then so must be the public output. In our
setting, two traces π1, π2 have the same public inputs (denoted
π1 =L π2) if the attacker allocation is identical (a(π1[0])↓d#=
a(π2[0])↓d# ) and attacker accesses are identical:

∀j. ∀α. opπ1
[j] = (d# : α) ⇐⇒ opπ2

[j] = (d# : α)

Finally, identical public outputs (hit/miss outcomes) are
captured by ϕindist. Hence, the overall non-interference-based
hyperproperty is formulated as:

Φsec ≡ ∀π1, π2 ∈ Π. π1 =L π2 =⇒ ∀j. ϕindist(π1[j], π2[j])

III. INVARIANTS FOR RESOURCE PARTITIONING SCHEMES

We aim to prove the hyperproperty Φsec using relational
model checking [16] by developing a relational invariant
ϕinv(c1, c2) (that relates states from the two traces π1, π2).

A. Conditions on ϕinv

We begin by listing conditions on ϕinv. As the base case,
we get (by π1 =L π2):

a1 ↓d#= a2 ↓d# =⇒ ϕinv(⟨a1, rinit, pinit⟩, ⟨a2, rinit, pinit⟩)
(base)

Next, we want ϕinv to be inductive, both w.r.t. attacker (Eq.
ind-d#) and non-attacker (Eq. ind-non-d#) accesses. For the
attacker accesses, the access argument should be identical.

∀α. ϕinv(c1, c2) =⇒
ϕinv(δacc(c1, d

# : α), δacc(c2, d
# : α)) (ind-d#)

∀d1, d2 ̸= d#. ∀α1, α2. ϕinv(c1, c2) =⇒
ϕinv(δacc(c1, d1 : α1), δacc(c2, d2 : α2)) (ind-non-d#)
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Finally, we want the invariant to imply indistinguishability
for an attacker access (ϕindist):

∀c1, c2. ϕinv(c1, c2) =⇒ ϕindist(c1, c2) (indist)

It is straightforward to see that if some ϕinv satisfies Eqns.
base, ind-d#, ind-non-d#, indist, we get a proof of Φsec.

B. Shape of ϕinv invariants

In this section, we specialize the form of the invariant ϕinv

considered. We require that ϕinv enforce (a) that cells allocated
to d# are identical, and (b) that contents of the d#-allocated
cells are equal. Formally, we require ϕinv ⊇ ϕ1, where,

ϕ1 ≡ (a1 ↓d#= a2 ↓d#) ∧ (∀i. i ∈ a1 ↓d# =⇒ r1(i) = r2(i))

Note that ϕ1 =⇒ ϕindist. While ϕ1 constrains allocations
and their contents such that single-step indistinguishability is
guaranteed, different policy states (p1, p2) may lead to ϕ1 not
being inductive. Hence ϕinv additionally needs to relate the
policy states from the two traces. However, unlike the resource
contents (r1, r2), the policy states may not be fully equivalent,
and yet the scheme may be secure. Hence the invariant ϕinv

must be more nuanced when relating c1 with c2.
In order to develop more nuanced invariants we make use of

the fact that the policy state is composed of elements (§II-A3).
We constrain that p1, p2 must only agree on some elements
from E. The choice of these elements depends on the attacker-
allocated indices (a↓d# ) and is identified by a filtering function
filter : 2I ↦→ 2E. The equality of p1, p2 is conditioned to only
the elements in filter(a↓d#). The invariant ϕinv is defined as:

ϕinv ≡ ϕ1 ∧ ∀e ∈ filter(a↓d#). p1(e) = p2(e)

The first term (ϕ1) enforces equivalence of the d#-allocated
cells and their contents while the second enforces equality of
the filter-identified elements of the policy state.

Importantly, the set of elements in filter(a↓d#) is not known
statically since a ↓d# can be arbitrary (we want to verify
security for arbitrary allocations). Hence conditional equality-
based invariants cannot be subsumed by pure equality based
relational invariants.

IV. EXPERIMENTAL EVALUATION

We evaluate our modelling and verification approach on
two case studies based on previously proposed partition-
ing schemes: (1) DAWG [11] and (2) COLORIS [13]. We
cast both of these into our formal model (§II-A). We then
formulate conditional equality-invariants by manually iden-
tifying the filter function (§III-B) and then perform ver-
ification w.r.t. the property Φsec (§II-B). We discuss de-
tails of modelling and verification in §IV-A and §IV-B re-
spectively. Our experimentation is performed on a server
machine running on an Intel i7-13700k processor at 5.2
GHz with 20GB of RAM. Our case study examples includ-
ing models, invariants, and proof scripts can be found at
https://github.com/lichye/sec_resource_pa
rtitioning.

TABLE I
DAWG VERIFICATION RUN TIMES

Policy Verification approach Runtime

PLRU

k-Ind (k = 10) 2.789s
BMC (d = 12) 42.6s
BMC (d = 20) 145m43s

PDR 24m10s

NRU

k-Ind (k = 10) 2.674s
BMC (d = 12) 1m12s
BMC (d = 20) 179m16s

PDR Timeout

A. Dynamically Allocated Way Guard (DAWG)

DAWG [11] proposes a technique for secure way partition-
ing of set associative structures, and develops an implementa-
tion of a way-partitioned cache. It allows privileged software to
allocate cache-ways to processes based on resource utilization,
and aims to provide isolation between cache-ways allocated to
mutually untrusting processes.

1) Eviction Policy: We implement both Pseudo-Least Re-
cently Used (PLRU) and Not Recently Used (NRU) eviction
policies in DAWG. Similar to standard PLRU or NRU policies,
DAWG’s PLRU and NRU policies include metadata that is
used to determine the victim way and to record the order in
which addresses are accessed. PLRU employs a pointer to a
metadata tree, while NRU uses access bits. The metadata tree
and access bits form the policy elements (E) in our model in
the case of PLRU and NRU respectively. In order to ensure
isolation, DAWG constrains updates to the metadata and the
identification of victim ways to the allocated partitions. Cor-
respondingly, the hardware implementation must ensure that
accesses performed by one domain do not modify metadata
visible to another domain, as this could alter the hit/miss
outcomes in other domains, potentially leading to timing-based
information leakage.

2) Formal Modelling and Verification: We consider an 8-
way DAWG cache design and implement Verilog modules
for PLRU and NRU policies. Since DAWG performs way-
partitioning, each way is a cell in our model, and hence, |I| = 8
for both cases. For the PLRU policy, the policy elements
contain the PLRU-tree bits, |EPLRU| = 7 and for NRU they
are the access bits |ENRU| = 8. We perform a self-composition
of this module and formulate Φsec as a safety property over
this self-composition. For this, we use the standard encoding
of 2-safety as a safety property [23]. We use the Yosys [36]
based SymbiYosys (SBY) [37] model checker with Boolector
[38] and ABC [29] as backend solvers to verify this property.

3) Result and Analysis: We apply three approaches: k-
induction and BMC (using SMTBMC), and PDR (using
ABC). For k-induction, we formulate invariants as discussed
in §III-B. In Table I, we present the proof runtimes observed
for the PLRU and the NRU policies. We observe that both
PDR proof runtimes and BMC runtimes (for larger depths)
are significantly higher than a k-inductive proof with our
invariants. Our approach shows a significant speedup of 15.2x
to 4022x in the runtime.

271

https://github.com/lichye/sec_resource_partitioning
https://github.com/lichye/sec_resource_partitioning


B. COLORIS

COLORIS [13] performs cache partitioning based on page
colouring. In COLORIS, the OS kernel assigns colours to each
memory page based on its address bits. Consequently, memory
pages with different colours map to different cache sets in
a physically indexed cache. By allocating different colours
to each process COLORIS aims to improve performance in
scenarios where cache contention occurs.

1) Formal Modelling and Verification: While COLORIS
performs colour-based partitioning, it does allow colours to be
shared between processes under certain scenarios. Hence, in
full generality, it may allocate non-disjoint partitions to mutu-
ally untrusting processes, which puts it at risk of security leaks.
However, in our experiments, we assume that the allocated
colours are in fact disjoint, making the scheme secure.

We develop a model for a 4-way associative cache with
a page allocation scheme, implemented in UCLID5 [39].
UCLID5 allows us to develop a model that partially abstracts
the replacement policy by using uninterpreted functions to
model policy functions (§II-A3), while constraining the policy
to enforce disjointness of allocations. This abstraction allows
us to verify an arbitrary policy that enforces disjointness.

2) Result and Analysis: We use both BMC and induction-
based approaches to verify the model in UCLID5. For the
proof by induction, we formulate Eqns. base, ind-d#, ind-
non-d#, and indist as separate proofs using UCLID5. The
cumulative runtime of the inductive proof (summing individual
proof runtimes) is 16m33s. On the other hand, a BMC proof
of security does not terminate even for a depth of three.

V. CONCLUSION

In this work, we develop a formal model for resource parti-
tioning schemes and a corresponding attacker model that cap-
tures information leakage through timing-based side-channel
attacks. We develop conditional equality-based relational in-
variants that enforce equality of state elements conditioned on
some dynamic preconditions, and are more expressive than
pure equality-based invariants. These invariants can support
inductive proofs of security for resource partitioning schemes
against a non-interference-based characterization of the at-
tacker model. We model two partitioning schemes using our
approach and demonstrate that conditional equality invariant-
based proofs, while requiring manual specification of the
invariants, can be much faster than other model-checking
approaches. For future work, it would be interesting to develop
an algorithm for automated synthesis of these invariants by
utilizing their structure. Abstract models and invariants, such
as the one we propose, that are specialized to design features,
can provide scalable and trustworthy security guarantees.
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