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Abstract—Disassembly and lifting tools are essential in the verification of software binaries. However, existing tools are difficult to validate and hence not suitable when high levels of assurance are needed. We address this by deriving a trustworthy lifter for ARMv8, named ASLp, based on ARM’s official machine-readable architecture files. ASLp is capable of extracting usable semantics for a large subset of ARMv8, covering almost all integer, control flow, memory and vector instructions.

We demonstrate the utility of ASLp by integrating it with the CMU Binary Analysis Platform. Furthermore, we translate the lifter’s output into LLVM IR and compare the resulting semantics with those from existing lifters Remill and RetDec, leveraging the trustworthiness afforded by our lifter to find a number of major and minor bugs in their outputs.

I. INTRODUCTION

Binary analysis techniques enable program verification over executable machine code, in contrast to reasoning over the abstract programming languages from which it may be derived. These techniques are essential in high assurance domains where software development toolchains represent a liability [1] and may obfuscate hardware behaviours of critical concern [2], [3], [4]. Due to the complexity of binary executables, multiple tools have been developed to provide a foundation for further analysis [5], [6], [7]. These tools disassemble binaries, identifying contents such as its machine instructions and static data, and then decompile them, lifting the behaviours of machine instructions into machine-generic imperative code. This is advantageous as domain-specific analyses can then be applied to this generic, simplified representation.

To soundly perform this transformation, these foundational tools require trustworthy semantic models of each architecture they aim to support. For disassembly, the architecture’s instruction encoding logic [8] is required to identify instructions, along with some limited understanding of the control flow implications of instructions [7]. To then decompile them, detailed knowledge of the architecture’s state and the effects of instructions on this state is essential [9].

While the information required for disassembly is widely available in the form of reusable decoding libraries [7], the task of specifying detailed instruction semantics for decompilation presents considerable difficulty. Modern architectures support thousands of instructions, with frequent additions to address performance and security issues [10], [11], [12]. Manually encoding each instruction’s behaviour is a time consuming and error-prone task [13]. There are limited alternatives to a manual approach however, as instruction semantics are generally only specified as informal prose in large instructions set architecture (ISA) manuals [14], [15]. Correctly interpreting all behaviours described in these documents is a difficult task [16], with some projects deferring to incomplete hardware testing to derive semantics instead [17].

An additional concern is the fidelity of these semantic models. Encodings are generally simplified and optimised for a particular application given assumptions over the architecture behaviour, such as ignoring privileged execution modes. While this may benefit the implementation, it limits model reuse between tools due to over-specialisation to an intended purpose [18]. Furthermore, these implicit assumptions may not be clearly documented, potentially invalidating the soundness of any subsequent analysis. Evidently, these issues may negate the high assurance benefits that motivate binary analysis.

Trustworthy architecture models are required in a variety of other domains, such as compiler verification [19], [20], hardware verification [21], [22], and emulation [23]. Given this common motivation, multiple efforts have been made to develop formal architecture models for use across verification projects [24], [25], [18], [26]. While these models have seen use in certain binary analysis applications [27], [28], they have not been broadly used as a semantic underpinning for decompilation tools. This can be attributed to the significant semantic gap between these formal architecture models and the semantic encodings expected by these tools. For instance, formal models may exploit language features such as dependent types, recursive functions and exceptions. Such specification styles are not supported by decompilation tools, which instead encode semantics in simple imperative languages [29], [30].

In this paper, we propose the application of partial evaluation to bridge this semantic gap, specialising and translating the formal architecture semantics for each instruction to an encoding suitable for decompilation tools. In Section II, we detail an implementation of partial evaluation for a formal semantics of ARMv8 [25]. Following this, we describe two distinct use cases of the partial evaluator. First, in Section III, we demonstrate the feasibility of its direct use by integrating it into the CMU Binary Analysis Platform [5] to obtain a full binary analysis toolchain. Second, in Section IV, we compare the instruction semantics from two decompilation tools [29], [31] with those derived from the partial evaluator, leveraging existing translation validation techniques to automate the comp-
comparison [32]. Finally, we explore related work and conclude in Sections V and VI respectively.

II. Approach

The foundation of this work is the machine-readable architecture (MRA) published by ARM [33]. This is the formal specification of the ARM architecture, used internally for verification and validation of their hardware. The MRA specification is a comprehensive description of the architecture’s intricacies and behaviours, describing registers, memory behaviour (including faults and translation), interrupts, and the behaviour of exceptions. For our purposes, we are most interested in the opcode decoder and instruction semantics. These are expressed within the MRA using ARM’s architecture specification language (ASL).

ASL [34] is domain-specific imperative language for specification of instruction behaviours and architectural details. Some notable features are its arbitrary-precision integer and real types, dependently-sized bitvector types, pattern matching, and exception handling.

We make use of ASLi, an open-source library for interacting with ASL [35] which provides a lexer, parser, interpreter, and AST transformer. We extend ASLi with a static transformation process to extract instruction semantics and simplify them using partial evaluation.

In doing so, we produce the semantics of individual instructions in a proper subset of ASL called reduced ASL. Reduced ASL represents instruction semantics with restricted control flow statements and a minimal set of primitive operations based on SMT-LIB’s theory of bitvectors. This allows for easy integration with other tools and straightforward translation into other intermediate languages for binary analysis.

Our extension of ASLi with partial evaluation, which we call ASLp, is introduced in Section II-B.

A. Machine-readable architecture example

The MRA specification provides a comprehensive description of the hardware’s behaviours. To detail these behaviours concisely, the specification groups instructions into broad classes based on their function and addressing mode. Specifically, a single _encoding in the specification handles several mnemonics, disambiguating them by fields extracted from the opcode. As an example, the encoding in Listing 1 describes the semantics for add and sub with shifted operands. The pseudocode contains considerable complexity with branches and subroutines to handle flags, different data sizes, and various bitshift options. Even more details are contained within the function calls and overloaded array operations.

In the encoding, _field defines slices of the opcode, the _decode section extracts information from fields, and the _execute block gives the operational semantics of the instruction. When lifting a single opcode, the _decode block can be evaluated ahead of time and combined with the _execute statements to produce a simplified summary of the instruction’s behaviour. This is explained in the next section, Section II-B.

Listing 1: ASL encoding of integer add/subtract with a shifted register operand, from the arch_instrs.asl file.

To support a common specification across architecture versions and optional extensions, instruction behaviours are often guarded by feature flags denoting differences in their behaviours across possible hardware implementations. This is accomplished with stub functions, i.e. functions declared without implementations, that are later overridden to select the desired behaviour. Some examples of these are:

```plaintext
boolean HasArchVersion(ArchVersion version);
boolean HaveEL(bits(2) el); // exception levels
boolean HaveSVE(); // scalable vectors
boolean HaveBTIExt(); // branch target ident.
boolean HaveDITEExt(); // data indep. timing
```

The feature flags offer substantial control over the specification, permitting it to be tailored to the underlying hardware as necessary. We leverage this functionality to make our assumptions over the hardware precise and explicit, overriding these feature flags as a form of configuration to our partial evaluation process.

B. Partial evaluation implementation

The key to extracting useful semantics from the MRA specification is partial evaluation, a program transformation applicable in contexts where a subset of the program’s inputs are known in advance. These known inputs are propagated throughout the program body, permitting the early evaluation of computations and simplification of language structures.
Listing 2: Residual program for `add w1, w2, w3, LSL 4`

based on identified constraints. The residual program
produced by this transform consumes any remaining unknown
inputs to generate a result equivalent to that of the original
program [36].

For example, Listing 2 is the residual program of
`add w1, w2, w3, LSL 4`, from the partial evaluation of
Listing 1. Since this specifies various inputs ahead of time
(e.g. register usage, bitvector widths and operation mode),
the program can be significantly simplified. This process
extends to function calls, such as `AddWithCarry()`, which
are inline and simplified down to primitive operations (e.g.
`ZeroExtend()`, `<<` and `+`). The final residual program
succinctly represents the instruction’s effects in terms of unknown
inputs—here, values held in the register array `X`.

We implement our ASL partial evaluator (ASLP)\(^1\) by aug-
menting the existing ASLi [35] to perform online partial
evaluation [37]. This approach preserves the structure of
the existing interpreter but extends it to consider a symbolic state,
in which variables map to one of the following:

1) Known `v`: A known concrete value `v`
2) Expr `e`: The result of a simplified pure expression `e`
3) Unknown: An unknown value

`Known` encodes inputs and intermediary calculations that
are known ahead of time, with `Unknown` encoding the in-
verse. `Expr` encodes intermediary calculations over `Unknown`
variables and is used to identify simplifications.

Our partial evaluator `aslp(prog, sym)` produces a residual
program for the program `prog` given the symbolic state `sym`.
We define correctness of `aslp` in terms of the existing inter-
preter, `eval`, such that the residual program will produce an
equivalent final state as the original program given agreement
between `sym` and the initial concrete state, `st`:

\[
\forall \text{prog}, \text{st}, \text{sym} \cdot \\
(\forall x, e \cdot \text{sym}(x) = \text{Expr} e \implies \text{st}(x) = \text{eval}(e, \text{st})) \land \\
(\forall x, v \cdot \text{sym}(x) = \text{Known} v \implies \text{st}(x) = v) \implies \\
\text{eval}(\text{aslp}(\text{prog}, \text{sym}), \text{st}) = \text{eval}(\text{prog}, \text{st})
\]

where `eval(prog, st)` returns the final state for program `prog`
and `eval(e, st)` returns the value of expression `e`.

The partial evaluator maintains the symbolic state through
a forward traversal of the program, evaluating language struc-
tures where possible and building the residual program other-
wise. We list some of the applied partial evaluation techniques:

1) Expression Simplification: Rewrite rules are applied
during the construction of `Expr e` terms. These transforms are
critical to matching the simplicity of existing lifter outputs as,
without them, the abstract nature of ASL introduces redundant
operations. For instance, bitvector calculations may include
redundant slicing, concatenation and extension operations due
to the use of shared code paths. These are aggressively
rewritten, generally by distributing slicing operations over sub-
expressions to identify additional simplification opportunities.

2) Aggregate Values: ASL enables various aggregate val-
ues, such as tuples, records and arrays. We unpack these
structures into their individual components and transform
operations over them accordingly. As an example, consider
ASL’s syntax for a destructuring assignment to multiple fields
of a record in `PSTATE. [N, Z, C, V] = nzcv`. In this operation,
the 4 bits of the bitvector `nzcv` are extracted into the corre-
spending fields `(N, Z, C, V)` of the `PSTATE` record. The full
partial evaluation process lowers this operation into four assignments
to the individual fields of the appropriate slice of `nzcv`.

3) Function Inlining: ASL supports functions to implement
common functionality. We inline all calls to ensure we emit a single code sequence for an instruction, excluding those to a configurable set of primitive functions. Inlining
is implemented by introducing a fresh variable to represent
the function result and stitching the callee and caller bodies
together appropriately. This stitching process is complicated
by the limited control flow expressible in ASL, demanding
transforms detailed later in Item II-B5.

The primitive function set enables the abstraction of com-
plex processor features. For instance, memory accesses in
the MRA specification are complex, including details such as
virtual address translation. As these complexities are generally
ignored during binary analysis, the inlining process is config-
ured to treat various memory operations as primitives. These
function calls are later translated into corresponding primitives
in binary analysis tools, as detailed in Sections III and IV. A
similar technique is applied to model floating-point operations.

4) Iteration: Loops are widely used in instruction speci-
fications, notably to encode operations over vector elements.
The bounds on these loops are generally known during partial
evaluation, permitting their elimination via unrolling. While
this increases program size, it significantly simplifies subse-
quent analysis. When loop bounds are unknown, all iterating
language structures are lowered into `while` loops and emitted
into the residual program.

5) Branching Control Flow: ASL supports various branch-
ing control flow structures, such as `if` statements, ternary
operators and pattern matching. Often, branch conditions can
be resolved during partial evaluation, eliminating the branch.
If not, these structures are lowered into `if` statements and all
possible branches are explored, merging their symbolic states
when control flow eventually rejoins.

As the state merge process can cause loss of analysis
precision, we may defer the control flow join by duplicating
the statements appearing after an `if` statement into both
branches. Moreover, this transform is necessary when inlining
a function with a `return` statement within a branch, as a
means to represent the execution of the inlined function’s body
after the conditional `return`.

Note that this transform may result in an exponential
increase in code size, given a sequence of branches. Conse-
quently, it is not applied to branching structures derived
from an unrolled loop, as seen in various vector instructions

---

\(^1\)Available at: https://github.com/UQ-PAC/aslp
with conditional behaviours per vector element. It is applied in a majority of cases however, as residual programs for instructions generally contain at most a single branch.

C. Transforms

After partial evaluation, transformations are applied to the output to further simplify its representation. This includes dead code elimination and common sub-expression elimination to remove unnecessary and duplicated calculations introduced during partial evaluation.

Furthermore, the MRA specification makes extensive use of arbitrary-precision integers, a feature rarely considered in binary analysis frameworks. Consequently, we convert these operations into bounded equivalents to successfully integrate residual programs into these frameworks.

This is possible as the processor state is specified using types of a bounded size, e.g. a 64-bit register’s value is known to fit within 64 bits. Therefore, while instructions may be specified with arbitrary-precision operations, only some bounded component of their effects will ultimately interact with the processor state. We determine these bounds using a simple interval analysis over the residual program. Given these intervals, we transform all integer variables and operations into corresponding bitvector equivalents of the required size.

D. Testing

To validate the partial evaluator, we implement differential testing [38] between the original ASL specification and its reduced form (denoted by the “state comparison” dashed arrow in Figure 1). Although this is not a formal proof of correctness, it increases our confidence in the validity of our implementation.

We perform this testing on a subset of the ARMv8 instructions, chosen to be a representative sample of application-level opcodes with predictable behaviours. Specifically, we include:

- integer and arithmetic instructions,
- floating-point instructions,
- branch instructions,
- vector instructions,
- memory load/store instructions, and
- atomic instructions (sequential semantics only).

To implement differential testing, we leverage the existing ASL interpreter to evaluate both the original specification and the partial evaluator’s output for a particular instruction encoding. We then compare the final states for the two executions, with a mismatch indicating a potential bug in the partial evaluator. For each ARMv8 mnemonic, we test various combinations of register operands and flag values with a randomly initialised machine state for the interpreter.

The partial evaluator passes these tests for almost all instruction families, with errors limited to uncommon ASL features which we currently do not support. Notably, multiple bugs in the existing ASL interpreter were identified during this testing, which we detail in Appendix A.

III. Binary Analysis Toolchain

The CMU Binary Analysis Platform (BAP) is a toolkit and library supporting the analysis of binary programs. Given a binary file, it provides disassembly, control flow reconstruction, and instruction semantics in its BAP intermediate language (BIL). Moreover, it is built with a modular plugin system, enabling the development of additional analyses and lifters.

We develop a plugin to integrate our ARMv8 semantics into BAP by translating ASLp’s reduced ASL into BIL and interfacing with BAP’s knowledge base. With this, we are able to leverage the existing BAP machinery and combine it with our derived semantics, easily obtaining a full binary analysis toolchain.

To demonstrate the viability of the resulting lifter, we compare its output with that of an existing ARMv8 plugin2 across a series of programs, summarised in Table I. The ASLp variant of BAP successfully lifts a superset of instructions relative to those supported by the existing plugin, capturing additional memory and vector operations. Notably, the ASLp variant successfully lifts all instructions in the example binaries except for 2508 instructions implementing floating-point operations, for which the conversion to BAP’s semantics is unclear.

To evaluate the complexity of the produced programs, we compare the line counts of their outputs and average line length. The ASLp variant consistently produced a shorter representation with an average line length of 29.45 characters, comparable to the 29.47 characters of the existing implementation. A manual inspection of the results attributes these differences to alternative representations of flag calculations and branching conditions. Moreover, multiple semantic errors in the existing lifter were identified, such as incorrect operation

---

2We use the following, as it is the most comprehensive ARMv8 plugin to our knowledge: https://github.com/BinaryAnalysisPlatform/bap/pull/1546
TABLE I

<table>
<thead>
<tr>
<th>Program</th>
<th>Lifted Instructions</th>
<th>Time (s)</th>
<th>Size (lines)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BAP</td>
<td>ASLp</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bzip2</td>
<td>25234</td>
<td>8.55</td>
<td>10.60</td>
</tr>
<tr>
<td>cntfm</td>
<td>15909</td>
<td>7.59</td>
<td>8.64</td>
</tr>
<tr>
<td>gcc</td>
<td>153673</td>
<td>63.88</td>
<td>77.43</td>
</tr>
<tr>
<td>gzip</td>
<td>17501</td>
<td>6.82</td>
<td>8.00</td>
</tr>
<tr>
<td>oggenc</td>
<td>56227</td>
<td>18.70</td>
<td>24.67</td>
</tr>
</tbody>
</table>

widths and memory address calculations. We do not consider a detailed semantic comparison of the two outputs, instead focusing such efforts on other lifters in Section IV.

The ASLp variant introduces additional overhead, increasing lifting time by roughly 20%. This is unsurprising, due to the additional analysis required to reduce and translate the ASL specification into BAP’s representation. We believe this is an acceptable trade-off, as the ASL implementation provides greater coverage of the ARMv8 architecture with a stronger argument for correctness. Moreover, these benefits extend to any other architectures specified in ASL, avoiding the substantial effort needed to manually encode such semantics in BAP’s existing infrastructure.

IV. SEMANTIC COMPARISON OF LIFTERS

Ours is not the first project to provide semantics for the ARMv8 architecture. Although we have trustworthy semantics from the architecture model, there are many existing lifters in active use with their own instruction semantics. Instead of replacing these, we can validate their semantics by comparing them with the ASL lifter. In this way, we can gain a level of confidence in their instruction semantics over and above fuzz testing or hardware testing.

The semantic comparison is done using the translation validation tool from Alive2 [32] which verifies that a given LLVM IR program refines a source program—that is, the target program’s behaviours are a subset of the source program’s behaviours. The tool was developed to verify compiler and optimisation passes, but here it is used to test for equivalence of the semantics from different lifters. Alive2 supports this by performing its refinement checks bidirectionally.

To test the output of ASLp, which emits reduced ASL, we developed a translator\(^3\) from reduced ASL to LLVM IR and compare its result with other lifters that produce LLVM IR. We choose RetDec and Remill to demonstrate this process.

Although these lifters share a common output language, the representation of registers, memory, and other hardware-level state differs in each. To compare them, we translate the lifter outputs into a unified “dialect” of LLVM IR. This dialect needs to be simple to aid Alive2’s reasoning while capturing enough of the machine state to faithfully represent the semantics we wish to compare.

We design this unified state representation as follows. Registers are modelled as global integer variables of various sizes:

- 31 64-bit general purpose registers, \(x_0\) to \(x_{30}\),
- 32 128-bit vector registers, \(v_0\) to \(v_{31}\).

\(^3\)Available at: https://github.com/UQ-PAC/lvml-compactor

declare noundef i8 @load_8(i64 noundef) inaccessiblememonly nounwind willreturn readonly

declare noundef void @store_8(i64 noundef, i8) inaccessiblememonly nounwind willreturn

Listing 3: Memory load/store functions. 8, 16, 32, and 64-bit versions are defined.

- 4 1-bit flag registers, \(nf, zf, cf,\) and \(vf\),
- a 64-bit \(pc\) register, and a 64-bit \(sp\) register.

Representing memory requires more careful consideration, since many instructions can load/store memory at arbitrary addresses. In LLVM, this is conventionally done with a \texttt{inttoptr} (“integer to pointer”) cast, but Alive2 cannot reason about these operations. Instead, we approximate these by modelling memory as uninterpreted functions, as seen in Listing 3. In order for two programs to verify as equivalent, the source and target must have identical calls in the same order. This is an overapproximation of memory behaviours but is sufficient for verifying a single instruction’s semantics.

To reduce the overapproximation, LLVM attribute tags are used on each declaration to constrain the effects of these intrinsics on memory and global variables.

The \texttt{inaccessiblememonly} tag indicates the functions only read from or write to memory not visible to the caller. This is well-suited to representing the memory and its effects (virtual address translation, alignment, etc.) and indicates that the loads/stores are independent of register values but interacts with other loads and stores. Load functions are additionally tagged as \texttt{readonly}, indicating that the inaccessible memory is not modified.

The \texttt{willreturn} tag indicates that these functions will terminate (i.e. not loop forever). Combined with \texttt{nounwind}, it means the function will terminate without raising an exception (i.e. without jumping back up the call stack).

As a consequence of using Alive2 for validation, the semantic comparison in this work is done with respect to the formal semantics of LLVM IR [39]. However, LLVM IR is designed for use within optimising compilers as a compilation target of higher-level languages As such, it is intentionally underspecified; some details are left as undefined behaviour (UB) to allow for different implementations. Moreover, it introduces “undefined” and “poison” values into each type so compilers may exploit particular instances of undefined behaviour for optimisation. These features are useful in compilation but less suitable for our purposes.

Formal semantics of instruction-internal behaviours, including the ARMv8 model we consider, should be precise and not exhibit any undefined behaviour. Undefined and poison values do not occur naturally within the architecture specification language. To handle these, we annotate many LLVM operations as \texttt{noundef} and \texttt{nonnull} to assert values are never undefined/poison or null. These will invoke undefined behaviour when their assumption is violated, which is acceptable since two programs will verify as long as the UB occurs in the same way in both cases.
Fig. 2. Overview diagram of the lifter evaluation process. ASLp indicates the pipeline of Figure 1. Dashed lines indicate semantic comparison, and filled dots are the same type as their predecessor.

TABLE II
EVALUATION RESULTS

<table>
<thead>
<tr>
<th></th>
<th>Count</th>
<th>RetDec Equivalent</th>
<th>Mismatch</th>
<th>Timeout</th>
<th>Unsupported</th>
<th>Remill Equivalent</th>
<th>Mismatch</th>
<th>Timeout</th>
<th>Unsupported</th>
</tr>
</thead>
<tbody>
<tr>
<td>Branch</td>
<td>162</td>
<td>74</td>
<td>9</td>
<td>10</td>
<td>69</td>
<td>120</td>
<td>12058</td>
<td>15</td>
<td>1238</td>
</tr>
<tr>
<td>Integer</td>
<td>14442</td>
<td>10147</td>
<td>608</td>
<td>415</td>
<td>3272</td>
<td>12058</td>
<td>5057</td>
<td>88</td>
<td>0</td>
</tr>
<tr>
<td>Memory</td>
<td>6414</td>
<td>3864</td>
<td>618</td>
<td>0</td>
<td>1932</td>
<td>5057</td>
<td>2997</td>
<td>1238</td>
<td>1131</td>
</tr>
<tr>
<td>Vector binary</td>
<td>19170</td>
<td>264</td>
<td>426</td>
<td>0</td>
<td>18480</td>
<td>2997</td>
<td>333</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Vector unary</td>
<td>1098</td>
<td>9</td>
<td>153</td>
<td>0</td>
<td>936</td>
<td>333</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>41286</td>
<td>14358</td>
<td>1814</td>
<td>425</td>
<td>24689</td>
<td>20565</td>
<td>104</td>
<td>1275</td>
<td>19342</td>
</tr>
</tbody>
</table>

With the comparison framework set up as above, evaluation of the lifters was conducted for each opcode, as outlined in Figure 2. For each opcode of interest, we perform the following:

1) Separately disassemble the instruction with each lifter. The ASL lifter produces a reduced ASL program which is translated to LLVM IR by a pattern-matching translator.
2) The LLVM IR from each lifter is transformed into the unified state and memory representation described above.
3) The LLVM optimiser opt is run on each output to simplify the resulting structures and allow for easier comparisons.
4) For each lifter under test, alive-tv checks for equivalence between its output and ASLp’s LLVM IR.
5) If Alive2 can prove the equivalence, it reports the two outputs are equivalent. Otherwise it reports a mismatch or time out. A mismatch may be a difference in memory states or undefined behaviour. Where lifters do not match, Alive2 gives input values which cause the mismatch and we investigate the discrepancies by manually comparing the LLVM IR with the ARM ISA.

We used a subset of the integer, logical, branching and vector instructions tested in Section II-D to evaluate the three lifters. The results are summarised in Table II, organised by classes of instructions. Both RetDec and Remill were compared with the ASL lifter with a timeout of 20 seconds. The “Equivalent” column indicates both are semantically equivalent, and “Mismatch” indicates a difference in memory state or undefined behaviours. The “Unsupported” instructions are those supported by the ASL lifter but not the lifter under test.

A. RetDec

RetDec [31], developed by Avast Software, is a retargetable decompiler with plugins for IDA Pro and radare2. Here, we analyse its Capstone2LLVMIR component which provides its instruction semantics in LLVM IR. The produced IR is similar to our unified representation: registers are mutable global variables, memory operations used inttoptr instructions, and intrinsic functions handle program flow and branching. Since the goal of Capstone2LLVMIR is to lift to higher-level C/C++, it “does not aim to fully translate (give meaning/semantics to) all assembly instructions” [31].

Despite this, RetDec lifted a large fraction of the instructions tested. However, it had some inaccuracies in key implementation details and shortcomings with vector instructions. These are explained in more detail below.

Overflow flag computation: The overflow flag (vf) computation is incorrect for instructions which incorporate the carry flag (cf), e.g., addc, sbcs. In these cases, vf is set when adding the carry twice would result in an overflow, when it should only be considered once. For example, this occurs with addc xzr, x0, xzr (bytecode 1f001fba) when cf is set and x0 is 2^{63} - 2. This computation would not overflow, but RetDec’s semantics indicate vf would be set. This error affects approximately 240 integer opcodes tested.

lshl/lshr/ashr poison: The LLVM instructions shl, lshr and ashr for bitvector shifts are defined to return a poison value when the shift amount is equal to or greater than the register size. However, ARMv8 shift instructions, such as lsl, lsr, asr and ror, are well defined in such scenarios, shifting by the desired amount modulo the size. RetDec ignore this difference, naively converting between the two.

For example, RetDec lifts lsr x1, x1, x0 (2124c09a) to an LLVM snippet containing lshr i64, %x1, %x0. This
operation will return poison when %x0 exceeds 63, where the ARMv8 specification would return 0. These inaccuracies make up 72 mismatches of integer opcodes.

Moreover, RetDec generates invalid shifts in various other cases, such as extr mnemonics and instructions with register operand rotations. These cases contain shifts that will always return poison, e.g., shl 132 %3, 32. This affects 162 opcodes, such as and %x0, %x0, %x3r, ror %0 (0000df8a).

clz poison: clz counts the number of zero bits before the first one bit in a bitvector, starting at the most significant bit. RetDec uses LLVM’s @llvm.ctlz.* intrinsic functions to implement this behaviour. However, these calls are configured such that they will return poison when the bitvector is zero, instead of returning its width. For example, when %x0 is zero clz %x0, %x0 (0010c0da) should set %x0 to 64, but the RetDec result will produce poison.

sxtw/sxtw truncating to 32-bit: Various ARMv8 mnemonics accept register extension modes to specify how registers of different widths should be extended prior to applying an operation. For instance, uxtw specifies a zero-extension from 32-bit to 64-bit and sxtw specifies a signed-extension from 32-bit to 64-bit. Due to encoding quirks, it is possible to encode various modes that are effectively no-ops, such as uxtw for a zero-extension from 64-bit to 64-bit. However, RetDec lifts such cases incorrectly, truncating 64-bit registers down to 32-bit and then extending back to the original size. This error affects 220 opcodes, such as add %x0, %x1, %x0, uxtw (2060020b).

Shifted uxtw/sxtw truncation: ARMv8 allows for the specification of shifted 32-bit offsets in memory address calculations. For instance, str %w0, [%x0, %w0, uxtw $2] (005820b8), will perform a store to %x0 + (ZeroExtend(%w0, 64) << 2), where %w0 is a 32-bit register. However, RetDec lifts these address calculations such that the shift is applied before the appropriate sign- or zero-extension. This results in the loss of %w0’s upper two bits and, subsequently, an incorrect address calculation. This affects 360 opcodes with sxtw operands, and 126 with uxtw.

sxtw extension: When specifying a memory access with a 32-bit offset, ARMv8 permits the application of either a zero- or a sign-extension to pad the value to 64-bit. RetDec always produces a zero-extension however, leading to incorrect addresses for sxtw. For example, str %w0, [%x1, %w0, sxtw] (20c820b8) exhibits this behaviour. This error affects the same 360 sxtw opcodes as above.

udiv/sdiv by zero: LLVM’s udiv and sdiv integer division instructions trigger undefined behaviour when the denominator is zero, instead of a zero result as defined in the ARMv8 specification. RetDec fails to account for this mismatch, for example, lifting udiv %x0, %x0, %x0 (0000c09a) to an LLVM snippet that triggers undefined behaviour when %x0 is zero.

Pre-increment address: Load/store pair instructions load or store two words at adjacent locations in memory, given the address of the first word and an increment. With pre-increment addressing, the address register should be incremented by the given offset prior to the memory access. However, the increment is added to the address of the second word instead of the first, leading to incorrect values in the updated address register. For example, stp %x0, %x0, [%x0, #16]! (1f7c81a9) increments %x0 by 24 instead of 16. This affects 102 variants of stp. Other paired memory operations appear to lift correctly.

SIMD instructions: For the majority of vector instructions, RetDec returns incorrect semantics; it treats the operands as ordinary registers and does not vectorise operations. For example, add v0.8b, v1.8b, v1.8 (2084210e) produces:

%0 = load i128, i128+ @v1
%1 = load i128, i128+ @v1
%2 = add i128 %0, %1
store i128 %2, i128* @v0

whereas the correct operation would consider %v1 as 8 separate bytes, adding each byte elementwise. The same deficiency affects all vector instructions, leading to mismatches for all such opcodes. There are 579 such opcodes across the binary and unary vector instructions. The few ‘equivalent’ results for vector instructions occur when this discrepancy does not affect correctness, e.g. bitwise logical operations and subtraction of a register from itself.

B. Remill

Remill [29], developed by Trail of Bits, is a library providing LLVM IR instruction semantics for various architectures. As it “focuses on accurately lifting instructions” [29], it has seen wide adoption both individually and as part of the McSema binary decompiler [40]. Remill was found to have much fewer discrepancies than RetDec when compared with the ASL semantics.

sdiv overflow: When performing signed division over n-bit two’s complement integers, the calculation \((-2^{n-1})/(-1)\) will overflow, as \(2^{n-1}\) is not representable in n-bit two’s complement. Under ARMv8, this is defined as returning \(-2^{n-1}\), i.e. the truncation of \(2^{n-1}\). However, Remill lifts this operation to LLVM’s sdiv instruction, which treats an overflow as undefined behaviour. For example, this error manifests in sdiv %x1, %x0, %x0 (0100cc19a).

ldp/strb with writeback: ARMv8’s memory addressing modes support incrementing an address register before or after memory is accessed, in a process called writeback. When the data and address registers of these operations overlap, the implementation is permitted to select one of several acceptable behaviours. For instance, loads with overlapping registers may: skip the writeback operation, writeback an unknown value, treat the operation as a no-op or consider the instruction undefined. For stores with overlaps, it may: store the original value of the overlapping register (before writeback), store an unknown value, or act as a no-op or undefined opcode.

As an example, ldp %x1, %x0, [%x1], #8 (2180ffa8) accesses a pair of words at memory address %x1 then decrements %x1 by 8. However, this overlaps with the use of %x1 as a data register, holding the first loaded value. The ASL lifter is explicitly configured to skip the writeback, i.e., the decrement, keeping the loaded value. Remill does the opposite, overwritten the loaded value with the incremented
address. The correct outcome here is ultimately dependent on the hardware implementation, potentially leading to either interpretation being correct. However, the ASLp approach makes such configuration explicit, whereas the behaviour is silently assumed by Remill.

```c
strb w0, [x0], #1(00f41f38)
```

This is a more concerning example, featuring an overlapping post-indexed store. The ASL lifter stores the original value of \( w0 \) to the memory address \( x0 \), and then decrements \( x0 \) by 1. Remill, however, performs the store and skips the writeback operation. According to the specification, this is not an allowed behaviour, indicating an invalid lifting.

These inconsistencies affect overlapping \( ldp, ldpsw, strb, \) and \( strh \) opcodes. These make up the 88 mismatching memory instructions. Other variants, notably \( ldr \) and \( str \), did not have these discrepancies.

```
smaddl:  When lifting fused multiply-add instructions, Remill includes “no signed wrap” annotations on the corresponding LLVM operations, returning poison in the case of signed overflow. However, this is unnecessary, as these ARMv8 instructions are specified to implement standard truncation behaviour in such scenarios. This accounts for all 15 of Remill’s mismatched integer instructions.
```

```
br xzr:  The e0031fd6 opcode should disassemble to br xzr, semantically a jump to address 0. However, the semantics produced by Remill jump to the value held in \( sp \) instead. This is the only mismatch on branch instructions.
```

C. Bugs found

We reported the above inconsistencies to the relevant projects. Additionally, we identified bugs in Alive2:

- There was a soundness issue caused by an incorrect peephole optimisation in an integer comparison operation.
- Type punning in LLVM (loading from a pointer that stores a different type) is defined to return poison, but this was not implemented by Alive’s semantics due to an incorrect optimisation.

These Alive2 bugs were reported and fixed by its maintainers during the course of our work.

V. Related Work

The field of binary decompilation and analysis is vast and represents decades of ongoing research. Similar to this work, standalone hardware architecture models have been developed for use in decompilation tools. Notable examples of this include Remill and GHIDRA’s sleigh library [30]. While these libraries are immediately applicable to many decompilation tasks and support multiple ISAs, they lack a formal foundation.

For instance, the formal semantics of their output language is unclear [41], [42] and the derivation of their models is rarely documented.

Various approaches to decompilation have been proposed that build on trustworthy architecture models. For instance, *Decompilation into Logic* [27] leverages architecture encodings specified within the HOL4 theorem prover [43]. These specifications are simplified, using the theorem prover’s rewriting engines, to derive concise semantics for individual instructions. Similar techniques have been applied in other theorem provers [44], [45], [28], potentially leveraging symbolic execution to further improve the rewriting process [46]. The produced representations are suitable for reasoning within theorem provers, but cannot be easily integrated into decompilation tools, due to the use of abstract logic constructs in their results. An exception to this is HolBA [47], which successfully coverts these logic constructs into an imperative language, at the expense of significantly slower lifting times.

Existing work has explored the application of partial evaluation to decompilation. For instance, Gómez-Zamalloa et al. [48] develop a lifter from Java bytecode to Prolog via the partial evaluation of an interpreter for the former written in the latter. While their approach features similar implementation details to ours, such as careful inlining configuration, they consider a wholistic perspective, partially evaluating whole programs with the intention to directly validate the residual Prolog representation.

In recent years, attention has turned to the validation of decompilers. The concept of differential testing for lifted IRs was first explored by Kim et al. [13] with the MeanDiff tool. In this work, three unproven x86 lifters (PyVEX [49], BAP [5], and BINSEC [50]) were compared to each other using an equivalent approach to Section IV. While similar to our work, we benefit from a trustworthy ISA semantics for ARMv8, providing a higher level of assurance and greater instruction coverage.

Dasgupta et al. [26] apply a similar technique to validate instruction semantics derived from Remill with respect to their own model of x86-64, written in K [51]. The validated Remill instruction semantics are subsequently concatenated to decompile the entire program. It is unclear whether instruction semantics could be directly derived from their trusted model, as done in Section III.

VI. Conclusion

This work documents the wide-reaching benefits and applications of a canonical, accurate, and comprehensive ISA specification. With architecture specifications provided by ARM, we can provide a solid, trustworthy foundation for binary disassembly and lifting. Partial evaluation allows us to summarise these semantics into a minimal IR, for easy integration with other analysis tools, with our BAP ARMv8 plugin as an example. Moreover, we demonstrate that the produced representation is no more complex than that of existing, manually encoded lifters. We also show the effectiveness of formal semantics for validating the results of established binary lifters using existing LLVM analysis and reasoning tools. The amount of errors we found, in some cases central to whole families of opcodes, demonstrates the importance of a reference semantics that can be instrumented for automated checkers. Altogether, this leads to more trustworthy binary lifting with promising future applications, providing trustworthy in a field which demands high levels of assurance.
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APPENDIX

A. ASL Interpreter Bugs

We identified multiple bugs in the existing ASL interpreter in the process of testing our partial evaluator. Note that the ASL interpreter, as open-sourced by ARM, offered no guarantee of correctness. We fixed these issues in our partial evaluation fork.

- Simultaneous assignments to multiple record fields were evaluated in the wrong order. For example, \( \text{PSTATE}.[N,Z,C,V] = n z c v \) should assign bit 0 of \( n z c v \) to the \( V \) field, bit 1 to \( C \) and so on. Instead, the reverse order was used, e.g. bit 0 was incorrectly assigned to \( N \).

- ASL defines reference parameters which allow functions to modify their arguments directly. This was implemented in the parser but its semantics were not handled in the evaluation code, instead treating them as regular parameters.

- The interpreter’s evaluation function would become stuck after breaking from a ‘while’ loop, due to a parsing ambiguity.

---