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Kurzfassung

Durch die breite Anwendung von Künstlicher Intelligenz (KI) ziehen Beispiele, die
in Bezug auf Voreingenommenheit, Fairness und Diskriminierung schief gelaufen sind,
die öffentliche Aufmerksamkeit auf sich und werfen damit ein schlechtes Licht auf KI-
Systeme. Ein bekanntes Beispiel dafür ist COMPAS, welches die Wahrscheinlichkeit
der Rückfälligkeit von Straftätern vorhersagen sollte und dabei (unwissentlich) gegen
die Hautfarbe diskriminierte. Obwohl es in den USA angewandt wurde, ziehen ähnliche
Vorfälle in Europa die Aufmerksamkeit der EU-Gesetzgeber auf sich, die den Markt für
KI-Systeme regulieren und im April 2021 einen entsprechenden Vorschlag vorgelegt haben.
Die Regulierung zielt vor allem darauf ab, potenziellen Schaden an und gegen Menschen,
wie etwa Diskriminierung oder Bedrohungen gegen Leib und Leben zu verhindern und
steht damit in einem starken Zusammenhang mit Voreingenommenheit bzw. Bias. Bei der
Untersuchung bestehender Prozessmodelle wie Cross Industry Standard Process Model for
Data Mining (CRISP-DM) im Hinblick auf die Eignung für aufkommende Regulierungen
haben wir ein Mangel an Leitlinien und Handlungsanweisungen für die Aufdeckung und
Behandlung von Voreingenommenheit bzw. Bias während des Entwicklungsprozesses als
Lücke festgestellt.

In dieser Arbeit wird eine Vielzahl von Verzerrungsarten bzw. Bias-Typen in der Literatur
identifiziert, indem eine breite Literaturrecherche durchgeführt wird, klassifiziert nach
der Entstehungsursache bzw. wie sie aufgedeckt werden können. Diese identifizierten
Bias-Typen bilden die Grundlage für das Kernstück dieser Arbeit, die Erstellung eines
systematischen Mappings der identifizierten Bias-Typen entsprechend der zugehörigen
Aufgaben in CRISP-DM. Darüber hinaus wird dieses Mapping mit den obligatorischen
Anforderungen aus dem European Union Artificial Intelligence Act (AI-Act) verglichen
und mit dedizierten Schritten erweitert, um einen Ansatz zur Konformität mit der
Regulierung vorzuschlagen.
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Abstract

Through the broad utilization of Artificial Intelligence (AI), examples that have gone
wrong according to bias, fairness and discrimination, have attracted public attention
and shed a bad light on AI systems. One famous example is COMPAS, which aimed
to predict the probability of criminals reoffending and it turned out, that COMPAS
(unwittingly) discriminated against skin colour. Although it has been applied in the
U.S., similar incidents in Europe drew the attention of European Union (EU) legislators,
motivating them to regulate the market for AI systems and presented a proposal to do so
in April 2021. The regulation especially targets preventing harmful outcomes to humans,
such as discrimination, which is stated in a strong context to bias. Examining existing
process models such as the Cross Industry Standard Process Model for Data Mining
(CRISP-DM) according to fitness for emerging regulatory obligations unveiled a lack
of guidance for unveiling and treating bias during the development process which was
identified as a gap.

In this work, we identify a broad variety of bias types in the literature by performing a
mapping study providing explanations on different bias types, where they emerge and
how they can be unveiled. The identified bias types form the basis for the core of this
work, the provision of a mapping of the identified biases according to the associated
tasks in CRISP-DM. Moreover, the mapping is compared with requirements from the
European Union Artificial Intelligence Act (AI-Act) and enriched with dedicated steps to
propose an approach to reaching compliance with the regulation.
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CHAPTER 1
Introduction

When speaking about bias in Artificial Intelligence (AI) systems, several definitions of
bias (lit.1 prejudice, tendency, preference) can be observed, heavily depending on the
context, the (academic) background and viewpoint:

• „. . . systematic difference in treatment of certain objects, people, or groups in
comparison to others, where "treatment" is any kind of action, including perception,
observation, representation, prediction or decision“ [58]

• „. . . any basis for choosing one generalization over another, other than strict con-
sistency with the instances“ [49]

• „. . . one or a set of extraneous protected variables that distort the relationship
between the input (independent) and output (dependent) variables and hence lead to
erroneous conclusions“ [2]

• „. . . the difference in the underlying distribution of the model learning outcome with
respect to a certain group(s) influenced by their affiliation to the specific group. The
group could be gender, race, age or any other protected attribute“ [3]

• „. . . deviation from a standard“ [32]

Besides these different definitions of the term "bias" itself, it is also important to be aware
of different types of biases, their origin (overall and within the development process) and
steps to deal with certain types as well. Although the scientific community identifies
and points out different types of bias as Mehrabi et al. did in their survey paper [76] by
identifying 19 different types, there is little (systematic) guidance on how biases can be
unveiled, treated and observed. Bias in data has different facets and effects which can be

1https://www.dict.cc, accessed 25/04/23
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1. Introduction

one reason for unfairness in the resulting system [76]. Bias can be an indicator or lead
to unfair and in the worst case even discriminatory outputs. Although bias does not
automatically imply unfairness, it is a result of human behaviour reflected in the data [3].
Fairness generally means not favouring one item/individual/group/group member over
another, based on an attribute (-value) [76] which will be further described in Section 2.1.1.
Uncovering and identifying bias already is and will be an even more essential step in the
data mining and machine learning process since regulatory obligations like the European
Union Artificial Intelligence Act (AI-Act) explicitly require investigations for bias which,
if not treated properly, is penalized by a severe fine in case of violation.

1.1 Emerging Legal Regulations
In April 2021, the European Commission (EC) published a proposal aiming to regulate
placing on the market, putting into service and the use of artificial intelligence systems
[37, p.38, Article 1 (a)]. The term "artificial intelligence systems" (further noted as
AI systems) covers supervised-, unsupervised-, reinforcement- and deep-learning, logic-
and knowledge-based approaches as well as statistical approaches i.e. all systems that
interact with humans, provide information or recommendations and may influence a
human’s environment or decision [37, p.39, Article 3] and Annex I [36, p.1]). The Annex
is an appendix, which comprises definitions and taxonomics that enable updates in
practice posterior. The regulation differentiates between four main types of system
risks2: unacceptable-, high-, limited- and no-risk systems with different obligations. These
obligations comprise a variety of required assessments, processes and documents from
the early beginning, towards the operation and monitoring of AI systems. Although
"potential biases", "biased results", "bias monitoring" and "biased outputs" are literally
mentioned in the proposal, it lacks definitions, distinctions and courses of action dealing
with bias [37].

1.2 Technical and Development Shortcomings
When performing data mining projects to develop complex AI systems, specific process
models like KDD [40], CRISP-DM [27], SEMMA3 and ASUM-DM4 provide structure
through the whole development process; more general to schedule tasks and specify
methods to use [73]. Although there are scientific investigations and comparisons on
suitability, applicability, fitness for purpose, strengths and weaknesses according to
team-, project-, data- and information management [74], they are missing guidelines
for identifying/unveiling/avoiding bias(es). Since interest in bias and fairness in AI
systems within the scientific as well as in the non-scientific domain is still unabated, the
community is working on libraries and tools to mitigate certain biases but lacks generic
and systematic approaches.

2https://digital-strategy.ec.europa.eu, accessed 07/04/23
3https://tinyurl.com/ms3d4but, accessed 22/09/23
4https://public.dhe.ibm.com/software/data/sw-library/services/ASUM.pdf, accessed 22/09/23
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1.3. Problem Statement and Motivation

1.3 Problem Statement and Motivation
The broad adoption and commercialization of AI technologies are associated with examples
of how things can go wrong: COMPAS, as a system for assessing the risk of recidivism,
applied in American criminal justice, has shown fatal issues; the false-positive rate was
twice as high for black people and the false-negative rate was twice as high for white
people. Amazons AI hiring tool favoured men for technical jobs5. This led to an increased
interest in bias in AI systems and motivated researchers to perform investigations on
different types of biases [76, 77, 3], related ethical considerations [83, 82] as well as related
to fairness [79, 26, 25]. The ongoing plans and discussions to regulate the domain of AI
technologies by the AI-Act [37] (as well as in the U.S.6 and China7) force producers as
well as users of AI systems to compliant adoption.

Considering process models as a guideline when performing data mining projects, there
are some to choose from: KDD (Selection, Pre-Processing, Transformation, Data-Mining,
Interpretation/Evaluation) introduced by Fayyad, Piatetsky-Shapiro, and Smyth [40] in
1996 and SEMMA8 (Sample, Explore, Modify, Model, Assess) introduced by SAS Institute.
Both seem to be very similar, are interactive and iterative process models and prepare
the base for CRISP-DM (CRoss Industry Standard Process for Data Mining) [27], which
is considered as a practical "implementation" of KDD and SEMMA comprising Business
Understanding in the beginning and Deployment in the end (Business Understanding,
Data Understanding, Data Preparation, Modeling, Evaluation, Deployment) [8, 27].
Microsoft TDSP9, based on CRISP-DM, is considered to be a proprietary process model
serving Microsoft’s services and products. Considering the needs for remotely performed
data mining projects, RAMSYS10, based on CRISP-DM, was introduced to give a clearer
guideline according to roles and responsibilities [74]. According to a study from 2014,
43% still refer to CRISP-DM as methodology [74] and although it was developed for data
mining projects, it is also successful in the data science domain [43].

Considering bias detection, there are different approaches in research as well in the
commercial sector for different types of bias detection and mitigation. There are statistical
approaches [19, 33, 3, 112, 88] which propose to investigate correlations, distributions etc.
but mostly focus on one specific type of bias or issue. There are also tools and libraries
released such as Amazon Sage Maker11, IBM AIF 36012, Aequitas13 and Themis-ML14

to name the most prominent ones. The interest in this field is tremendous and therefore
the number of introduced tools and techniques in research and commercial areas is still

5https://www.theguardian.com/, accessed 11/04/23
6https://www.whitehouse.gov/, accessed 11/04/23
7https://digichina.stanford.edu/, accessed 11/04/23
8https://tinyurl.com/ms3d4but, accessed 22/09/23
9https://learn.microsoft.com, accessed 12/04/23

10https://www.researchgate.net/, accessed 12/04/23
11https://aws.amazon.com/, accessed 12/04/23
12https://github.com/Trusted-AI/AIF360, accessed 12/04/23
13https://dssg.github.io/aequitas/, accessed 12/04/23
14https://github.com, accessed 12/04/23
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1. Introduction

growing. Research and commercial interests are converging such as examples of Amazon
or IBM showed. We believe that this gap between approaches in academia (statistical
studies) and the commercial sector (introduction of tools to detect and mitigate bias that
relies on a different "black box") can be closed in the context of this research.

1.4 Research Questions
As bias, which leads to unfairness or discriminatory outputs, becomes more and more an
issue in the context of developing and applying AI systems, regulators (on behalf of the
EU Commission) were urged to create a legal framework, frame the problem, provide red
lines, and challenge AI systems. Actors creating or deploying AI systems need to perform
a detailed analysis of their system starting from the purpose of the system, assessing
risks, technical documentation, transparency- and human oversight measures through
to regular checks during operation. Unfortunately, established and widely used process
models lack the capabilities to utilize these requirements in a proper way which forces
stakeholders (such as organizations, analysts etc.) to rely on best practice methods in
their domain, develop new methods and techniques, hire dedicated experts or consult
external experts. Combining these aspects we introduce the overall research question
(RQ):

RQ: Which extensions in process models are necessary in order to help analysts uncover
bias?

RQ1: Which types of bias are described in the literature, where do they manifest and how
(according to the method) can bias be unveiled?

At first, we investigate the definition of bias according to its framed meaning (e.g.
mathematical, societal/cultural, ethical etc. [26, p. 18]) as well as different types. Then
we will have a look at where bias manifests itself (e.g. the different involved stakeholders
in the development process, societal factors, in the data etc.). Once we identified the
definition and manner of manifestation of the bias(es), we will gather advisory for
unveiling the specific types.

RQ2: At which steps in the process model can bias be identified and which steps are
necessary to do so?

Once we define the bias(es), their manifestation and potential ways to deal with it, we are
interested in turning this information into an applicable way by a systematic mapping
between bias and a corresponding phase and task in a process model. The selected
process model for this mapping should therefore be considered as a widely adopted,
widely known and easy to adapt for a broad range of developer- and project teams. This
would enable analysts from different domains to methodologically search for and discover
a broad range of different bias(-es) in the whole development process.

RQ3: To what extent can the additional process steps introduced satisfy and address the
requirements set forth in the articles of the EU AI-Act touching on bias-relevant aspects?

4



1.5. Research Method and Methodological Approach

As already stated within the problem statement, the EU AI-Act does not mention a
specific type of bias that has to be taken aware of, but since a bias has different facets,
sources and effects (society, data and learning [54]), it is necessary to assess the regulatory
aspects according to bias(es). Therefore, we will investigate the EU AI-Act according
to the proposed articles specifically to bias relevant aspects with the course of action
and perform a systematic mapping between requirements in the regulation and the
corresponding tasks in a process model (according to the requirements stated in RQ2).

1.5 Research Method and Methodological Approach

• RQ1: Tabular/clustered overview of bias types and definitions (according to
causative agent, domain or issue), its manifestation (mathematical or domain
knowledge) and ways to deal with bias.

• RQ2: Extension of a state-of-the-art process model with additional steps to ensure
bias detection (RQ1) as far as possible.

• RQ3: Systematic mapping between identified bias-relevant aspects in the EU AI-Act
and the extended process model ensuring bias detection (RQ2).

The combination of the three research questions aims to support analysts to (i) understand
the definition and distinction of bias; (ii) search for, uncover and handle bias(es) in
a systematic way in the development process of AI systems; (iii) provide guidance on
regulatory requirements as well as considerations and implications for the system’s
development along the EU AI-Act.

RQ1 will be conducted as a systematic mapping study (also known as a scoping study)[64]
to gather state-of-the-art research and picture the broad variety [84, 64, 6] of definitions
and types of biases in a qualitative way. Dedicated clustering properties will be conducted
according to the findings from the literature review; we are supposed to consider the
source, distinguishing marks, involved actors and methods of discovery. More specifically,
we will search for "bias", "AI", "data" and "data mining", focusing on survey papers and
their referred sources. The starting point will be research databases (Arxiv, ACM Digital
Library and IEEEexplore) as well as grey literature (such as respective domain-specific
sources and commercially published papers), in case of meaningful, thoughtful and of
course reliable contributions. Building upon this review, clustering and mapping based
on structural properties will be performed.

As we aim to extend an existing process model, bridging the gap to emerging legal
requirements, RQ2 will be conducted as constructive research (design science). The
evaluation will be performed in a descriptive way considering informed arguments to
demonstrate the artefact’s utility on the one hand and enrich them with detailed scenarios
according to Hevner et al. [55] for evaluation.

5
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1. Introduction

RQ3 will be conducted as a systematic mapping, investigating the fitness for purpose
according to legal requirements [84]. Therefore mapping studies are a suitable method
in different fields such as Informatics. As part of the method, we perform a mapping
of bias-relevant aspects and the fitness for purpose according to the utilization of our
extended process model considered in RQ2.

1.6 Reserach Contribution
This interdisciplinary work incorporates typical aspects from the business informatics
domain such as process modelling speaking in the context of CRISP-DM with a strong
focus on data science methodologies, techniques and tasks which, in our context, are
defined to be the aspect of bias discovery and handling in the AI development process.
Moreover, this work considers legal obligations and the incorporation of their requirements
into process models in a technical context as previously described.

In more detail, the focus is on (i) mapping emerging bias types according to related
sections in CRISP-DM, (ii) providing guidance on their emergence and discovery and
potential tools or techniques for dealing with them and considering (iii) bias-related
aspects of emerging regulatory requirements (AI-Act) in one single process model ensuring
compliance with the obligations.

The resulting artefact, which is an enriched version of CRISP-DM (RQ2), shall enable
analysts and practitioners within the AI development process to understand, interpret,
uncover and deal with arising biases (RQ1) as well as ensure compliance to the AI-Act
focussing on bias-related aspects (RQ3).

Naming the delimitations of this work, the enriched process model does provide a
guideline among several bias types, techniques and aspects but it is not a guarantee to
discover and handle all biases because of a myriad of relations and potential side effects
such as different data types, different modelling techniques or different use cases, domains
or contexts. Moreover, due to the technical context of this thesis, we cannot provide a
guarantee of full compliance with the requirements stated AI-Act in a legal manner, since
the articles stated in the regulation incorporate many dependencies to (product) liability
and to several national- and international legislations which would require profound legal
expertise.

1.7 Structure of the Thesis
The thesis is structured as follows:

Chapter 2 Related Work establishes a common understanding of bias, assessing
different notions and contexts. In the context of bias, protected attributes such as
personal identifiers and proxy variables, which are identifiers for protected attributes, are
introduced according to the defined understanding of bias. We describe relations and
delimitations to fairness resp. discrimination followed by a relation to ethics. We also

6



1.7. Structure of the Thesis

provide an introduction to fairness metrics and strategies for mitigating bias. Furthermore,
we introduce the European Union Artificial Intelligence Act (AI-Act) and provide its
general impact which will be analyzed in Chapter 4. At the end of this chapter, we state
process models focussing on CRISP-DM followed by ongoing international standardization
in AI process models.

Chapter 3 Assessing Bias in the Literature starts by defining two example use
cases which allow a considerate reflection of specific bias types according to human-
and non-human related data. Following the mapping study of its particularities and
definition of boundaries, we will exhaustively present discovered bias types assessing their
definition, explanations, examples as well as emergence within CRISP-DM. At the end of
this chapter, an overview of bias types according to the mapped phases in CRISP-DM is
presented, which is considered the first core part of this thesis.

Chapter 4 Legal Implications on CRISP-DM describes the AI-Act’s Articles 9-15
compulsory for high-risk systems, their mapping to the occurring phases in CRISP-
DM, as well as additional articles we believe, are very important in the context of
AI development and this thesis. We also highlight the article’s updates between the
initially proposed version of the European Commission and the amendments made by the
European Parliament. The aim of this chapter is to assess the readiness of CRISP-DM
according to the AI-Act’s requirements which represents the second core part of this
thesis.

Chapter 5 Empowering CRISP-DM unites findings from Chapter 3 and Chapter
4 via detailed assessment of the tasks defined in CRISP-DM and the finding gathered
in previous chapters. Therefore provided tasks in CRISP-DM are listed according to
the defined steps and enriched in the context of bias types in Chapter 3, their methods
of discovery and potential strategies for bias handling or mitigation. Additionally, we
provide a similar assessment in the context of the AI-Act by proposing additional tasks
to incorporate and if necessary align CRISP-DM’s outcomes to reach compliance with
the requirements stated in the AI-Act.

Chapter 6 Conclusion and Future Work summarizes the main parts of this work,
presenting findings and the contribution of the thesis according to the stated research
questions. Moreover, the limitations as well as potential future work will be outlined.
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CHAPTER 2
Related Work

In this chapter, we will provide a comprehensive overview of related work applied to this
thesis. As shown in the introduction, the (research) community has not agreed yet on a
common understanding of bias nor fairness or standardized ways to deal with related
issues because of different dependent factors such as domain, context, data type and
-quality or modelling technique. In case of diverging interpretations or definitions, we
argue and define the respective parts in the context of this thesis providing a stringent
and clear utilization which is stated accordingly.

2.1 Assessing Bias
As stated in the introduction, "bias" has different definitions, facets and dependencies
on the context as well as on the data which requires a separate and dedicated reflection
on the term itself. Since bias can lead to unfairness [77], the literature interchangeably
uses the terms "bias" and "unfairness" [29] which we agree with Alelyani [3] who claims
that algorithms are not intrinsically unfair but rather depend on historical issues in
the data. Therefore bias can also be desired (intentionally) for correct functionality
(e.g. alarm systems – where distinct classes should be sampled higher) or undesired
(unintentionally) which can negatively affect performance, be problematic and lead to
unfairness which is often related to protected attributes [54, 101] (described in Section 2.1)
e.g. favouring men over women in men-dominated professional positions [11]. Balayn
et al. [11] consider bias to be a "statistical statement on class distributions, and it relies
on the human judgment if a given bias is indeed problematic or not; some biases can
be non-problematic or irrelevant, while others would require intermediate intervention"
while we strongly support this definition, it is not satisfying in practice.

Since bias can emerge during data sampling from the real world, training data, loss
function, model architecture and evaluation [70], bias does not automatically imply
unfairness. We aim for a rather general but also precise definition of bias which is
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introduced by the International Organization for Standardization (ISO) which is defined
as:

". . . a systematic difference in treatment of certain objects, people, or groups
in comparison to others where "treatment" is any kind of action, including
perception, observation, representation, prediction or decision." [58]

This definition includes human- as well as non-human-related aspects, it covers potential
issues or different treatments incorporated into the data and it does not apriori imply to
unfairness. Another important aspect of why we further refer to this accurate definition is
to align with ongoing developments in standardizing AI systems by the ISO. Influencing
factors such as protected attributes (Section 2.1) and proxy variables (Section 2.1),
considerations to fairness and discriminatory effects (Section 2.1.1) as well as ethical
aspects (Section 2.1.3) to consider ways of defining a "fair outcome", is considered in the
following sections.

Protected Attributes

Implementing fairness includes the consideration of protected (or sensitive) attributes on
(un-)privileged groups or individuals whose classification outcome systematically differs
on the attribute value, which is mostly based on socio-cultural aspects such as gender,
age or race [26]. Protected attributes can causally affect the outcome [72]. To identify
protected attributes, the respective legal obligations in the context of anti-discrimination
law have to be assessed e.g. the European Union1 prohibits discrimination based on
sex, race, colour, ethnic or social origin, genetic features, language, religion
or belief, political or any other opinion, membership of a national minority,
property, birth, disability, age or sexual orientation.

Just removing protected attributes does not solve the fairness issue, because correlated
features within the data might be utilized for them which are known as "proxy variables"
[81].

Proxy Variables

A proxy variable identifies another variable’s value indirectly, which could be a single
attribute or even a set of attributes i.e. one or more variables that encode the protected
attribute with a substantial degree of accuracy. The same issue could arise with proxy
groups [26]. This means that removing a sensitive attribute does not solve the problem,
it is rather likely to be hidden. As shown in Figure 2.1, demographic information can
be a proxy for race since there might be differences in house rents, income etc. This is
important especially if the AI system affects certain groups or individuals to avoid just
predicting the outcome based on the proxy which can lead to proxy discrimination.

1https : //tinyurl.com/4xtbsk4u, accessed 23/09/23
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2.1. Assessing Bias

Figure 2.1: Demographic information (e.g. zip-code)
can be a proxy for race, wealth etc.

Source: https : //www.statssa.gov.za/?p = 7678, accessed 25/08/23

2.1.1 Fairness and Discrimination

In the domain of AI the awareness of unconscious bias which can lead to unfair outcomes
as well as discrimination, has risen due to the broad adoption of AI systems and the
associated prominent examples gone wrong as well. Determining "fair outcomes" requires
an understanding of which outcome is considered to be fair resp. unfair, which further
has to be transformed into a measurable representation, by applying an appropriate
fairness metric. Although over 20 different definitions of fairness have appeared in the
computer science literature [34, 81, 15, 106], there is hardly a clear and common agreement
on which definition to apply in each situation [106, 94]. In Section 2.1.1 (Fairness and
Discrimination) we give a short overview of the different notions and definitions of
fairness. In general, there are different levels of how fairness can be defined when it comes
to the subject: (i) individual fairness (same outcome for similar individuals); and (ii)
group/subgroup fairness (treating different groups equally) [26]. Depending on the use
case one has to decide whether to go for an approach where individuals or members of
the same (sub)group should be treated the same. This decision about defining the type of
fairness is the first important part and determines the next step of choosing an appropriate
metric which is introduced in Section 2.1.1 as well. Yet knowing the different levels of
fairness, a common definition of fairness is still missing. As stated in the introduction,
Mehrabi et al. interpret fairness as not favouring one item/individual/group/group
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member over another based on an attribute (-value). Using the definition of bias stated
by ISO [58], we invert the interpretation and understand unfairness in a way where the
definition of "treatment" is extended to the above-introduced detail i.e. unfairness is to
favour subjects based on an attribute(-value). This interpretation aligns with Dwork et al.
who state that "any two individuals who are similar with respect to a particular task
should be classified similarly" [34].

Discrimination

When speaking about fairness, also unfair cases have to be considered which can lead
to discrimination in the worst case. Therefore we refer to the distinction from Mehrabi
et al. [76] who differentiate between direct and indirect discrimination:

• Direct discrimination ". . . happens when protected attributes of individuals explicitly
result in non-favourable outcomes toward them" [113].

• Indirect discrimination happens if ". . . individuals appear to be treated based
on seemingly neutral and non-protected attributes" [76] e.g. proxy-variables or
socio-cultural aspects.

Moreover, the scientific literature distinguishes between (i) systemic/structural discrimi-
nation which refers to socio-cultural aspects that are incorporated into organizations and
therefore incline discrimination against certain (sub-)groups of the population; and (ii)
statistical discrimination where average group statistics are used to assess an individual
of a certain (sub-) group [76, 15].

Besides the literature and developments in computer science providers of AI systems
have to deal with legal obligations according to discrimination. According to respective
legal frame conditions, affected people do have the right to sue providers of AI systems
in case they are convinced to be discriminated against their protected attribute(s), which
could lead to tremendous damage to public image or financial loss. Therefore we claim
to carefully check the respective (inter-)nationally applicable legal frame conditions such
as discriminatory legislations, GDPR as well as the AI-Act which is examined in more
detail in Section 2.2.

When it comes to discrimination, one has to consider different aspects aside from sensitive
attributes since the boundaries can seem to be very close to business objectives such as
explained by Hassani: "if we consider that a customer with a lower revenue is riskier for
a bank than a customer with a higher revenue, then correcting the biases by ensuring
that social biases are not captured in the data could lead financial institutions to take
higher risks" [53].
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Fairness Metrics

In Section 2.1.1 (Fairness and Discrimination) we refer to two levels of fairness according
to the subject (individual-, group-, and sub-group fairness), which can be utilized in
several ways, which is heavily dependent on the use case, the aim and the context of the
applied system. However, a recommendation of suitable metrics is out of scope and has
to be challenged individually. Caton and Haas [26] provide a comprehensive overview
and explanation of different fairness metrics, which can be categorized as follows:

• Parity-based (group): considering predicted positive-/negative-rates across groups
(if labelled data is available, this can be performed right away) [33, 47, 15].

• Confusion-based (group): considering variants of the predictive positive rate
utilizing different ratios of True-Positive-Rate, True-Negative-Rate, False-Positive-
Rate and False-Negative-Rate [33, 47, 52].

• Calibration-based (group): equalizing the predicted probability (score) among
groups [26, 47, 15].

• Score-based (group): equalizing the expected predicted score for the positive
and negative class [26, 47, 15].

• Individual and Counterfactual fairness (individual): considering the output for
each individual [34].

Regardless of the applied metric, it has to be tested thoroughly to ensure "acceptable"
performance among the desired target group, since there is a trade-off between fairness
and accuracy [26] especially if there is a high correlation between the class labels and
the sensitive attributes, which can lead to unacceptable performance according to the
business objectives [112]. Although the combination of multiple protected groups for
multiple fairness criteria is shown to be very difficult [79, 26], there are approaches to
interpolate between individual- and group fairness metrics [63]. Moreover, it is unlikely
that one chosen fairness metric is sufficient across contexts [91]. It is important to
understand the notion, boundaries and effects of the chosen metric since we have to keep
in mind, that algorithmic systems might make decisions that affect people’s lives [76]
and therefore acting roles have to take responsibility. Moreover Wachter, Mittelstadt,
and Russell [108] claims that statistical methods within technical literature [106] can not
conceptualize European non-discrimination law since it does not provide clear defined
roles and thresholds, such as required for automated systems.

2.1.2 Bias Mitigation
If a certain bias type is discovered during data analysis, the urge for mitigation (debiasing)
arises especially when it comes to fairness criteria along Protected Attributes. Basically,
there are three categories of approaches to deal with and mitigate bias:
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1. Pre-processing techniques transform data upfront before the actual modelling
[76, 50, 61] i.e. to train a model on "repaired" data [26] which is a very flexible way
according to G. Harris [24]. Different pre-processing approaches are compared in
[44] according to performance and fairness in different datasets; which is the most
effective stage to address biases [45].

2. In-processing techniques focus on modifying the learning algorithms during the
training process [76] to find a balance between multiple model objectives [26];
according to G. Harris [45], this is the most efficient stage to handle biases.

3. Post-processing techniques aim to assess the model after training without con-
sidering any action before which can be assessed by a holdout set which was not
involved in the training [76]. Subsequently performing transformations to the model
output is seen as the most flexible approach and also suitable for black-box scenarios
if the model is not accessible [26]; this may be the ideal point in time to handle
biases according to G. Harris [45].

Caton and Haas [26] provide a comprehensive set of research literature resources on
different approaches among pre-, in- and post-processing methods in a well-described
manner including benefits and drawbacks. While the combination of different fairness
metrics seems to be very difficult as described in Section 2.1.1, there are approaches to
combine different approaches [71, 45]. In general, which approach to choose depends on
the notion of fairness and the context of the application [11, 26].

Speaking about bias mitigation, debiasing "depends, among other factors, on the ana-
lyst’s background knowledge, quality of reasoning skills and statistical sophistication"
[66]. Whether bias should be mitigated depends on different aspects which cannot be
generalized. As stated in Section 1.6, bias mitigation per se is not an objective of this
work, but we will refer to sources discovered during the mapping study in Chapter 3
within the respective task in CRISP-DM in Chapter 5.

2.1.3 Ethics by Design
Ethics as a philosophic discipline is "the study of what is morally right and wrong or a set
of beliefs about what is morally right or wrong" and dealing with questions like "What is
a good action?", "What is justice?" or "What is the good life?" [56]. As stated within the
definition of ethics, morale is often used in combination, whereas morale is "relating to
the standards of good or bad behaviour, fairness, honesty etc. that each person believes
in, rather than to laws" which basically focus on "concrete factual patterns of behaviour,
the customs, and conventions that can be found in specific cultures, groups, or individuals
at a certain time" [56].

Among different (academic) subfields of ethics, we focus on "applied ethics" which
considers real-life situations concerning particular and isolated situations challenging
what we are obliged, permitted or forbidden to do [56]. Thus "ethics by design" focuses on
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the integration of human values into the design and development of technological systems
which requires a rich and interdisciplinary set of stakeholders and experts [80]. Therefore
theoretical and methodological frameworks such as "value-sensitive-design2" or "quality
assessment" are supposed to leverage the process of pinning down abstract questions
to concrete guidelines. Such guidelines are an indispensable intermediate baseline for
further steps in CRISP-DM i.e. from business understanding, development and coding.
Therefore we need a comprehensive approach for AI ethics [20].

Ethics by design is not restricted to the development process, it is rather an integral
and continuously applied process of evaluation between the defined values, set of rules
and norms on the one hand and the way a system operates [80]. Since machine learning
and AI in general are based on discovering (statistical) patterns out of large datasets,
bias plays an important role in the overall development process. Therefore the most
prominent example is uncovering (hidden) biases in different developments.

2.2 The European Union Artificial Intelligence Act
As introduced within the introduction, the European Union laid down a proposal for
harmonized rules on AI systems in April 2021. Not least because of fast emerging
(generative) AI technologies and their overwhelming performance such as ChatGPT3 led
to raising attention to the powerful potential of (generative) AI systems in broad public.
Thus different stakeholders claimed for an even more rigorous legal regulation compared
to the proposed regulation published in 2021. Several changes were made to the proposal
and submitted to the European Parliament. On June 14th 2023 the European Parliament
voted for the adoption of the amendments to the AI-Act with a broad majority4. This
vote completes the internal processes which enable further negotiation with European
Member States5 about the implementation as well as the development of standards along
standardization organizations such as ISO which is planned to be applied in early 20256.
We refer to the adapted version of the AI-Act within this work where the amendments
are marked in blue.

The regulation focuses on four main types of systems: prohibited systems, high-risk
systems, limited-risk systems and minimal (or no-risk) systems:

(i) the prohibition of systems using techniques operating below the level of a person’s
conscious awareness or that use intentional methods of manipulation or deception
with the aim of significantly distorting the behaviour of a person or a group, causing
him or her to make a decision that he or she would not otherwise have made, in a
manner that causes or is likely to cause substantial harm to that person, another

2https://vsdesign.org, accessed 24/08/23
3https://chat.openai.com/auth/login, accessed 12/09/23
4https : //tinyurl.com/mry8v52h, accessed 30/08/2023
5https : //tinyurl.com/mreadmwd, accessed 30/08/2023
6https://artificialintelligenceact.eu/standard-setting/, accessed 12/09/23
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person or a group; exploiting person’s or group’s characteristics (personality, social-
or economic situation) except for approved therapeutical purposes based on informed
consent; biometric categorisation systems according to protected attributes (except
informed consent); real-time remote biometric identification systems in publicly
accessible spaces (consider exceptions included for law enforcement); Article 5
par. (1) [37, 38, p. 43]

(ii) the obligated application of rules and for defined high-risk systems in eight different
domains: biometric identification, critical infrastructure, education and vocational
training, employment and workers management, access to essential private and
public services, law enforcement, migration and administration of justice and
democratic processes – Article 6 [37, p. 45] and Annex III [36, p. 4] with a strong
focus is on related risks for health and safety.

(iii) limited risk systems which are covered by the information provision obligation on
interacting with natural persons as well emotion recognition systems and systems
that generate or manipulate image, audio or video content – Article 52 [37, p. 69].

(iv) minimal (or no risk) systems are not affected by the regulation but are suggested
to voluntarily submit to defined codes of conduct – Article 69 [37, p. 80].

These obligations comprise a variety of required assessments, processes and documents
from the early beginning towards the operation and monitoring of AI systems. Addition-
ally, the regulation proposes a voluntary submission to gain awareness of the regulation’s
impact on corporations. As commonly known from GDPR law, the AI-Act also provides
penalization provisions ensuring an appropriate application of defined rules. In case of
an infringement on prohibited systems, the proposal provides a fee of up to 40 million
Euro or 7% of the total worldwide annual turnover of the previous fiscal year (Article 71
par. (3)); non-conformity with Article 10 – Data and Data Governance and Article 13 –
Transparency and Provision of Information are penalized with fines up to 20 million Euro
or 4% of the annual turnover; supply of incorrect, incomplete or misleading information
are penalized with fines up to 5 million Euro or 1% of the annual turnover; [37, p. 82][38].
Misclassifications of prohibited or high-risk systems also lead to penalties according to
Article 71 [37][38].

To discuss and answer one of the first questions covered by the regulation: Is my system
affected by the regulation? – we have to step through the articles and therefore we provide
a condensed version of the proposal’s text and provide implications on CRISP-DM in more
detail in Chapter 4. We especially pay attention to Articles 1-15 of the AI-Act, which give
an introduction to the major upcoming topics covered by Title I (general provisions), Title
II (prohibited AI practices), Title III (high-risk AI systems) Chapter 1-2 (classification
and requirements for high-risk systems). The following excerpt is not exhaustive. It
does not substitute the definitions stated in the AI-Act and is used to get a common
understanding in order to comprehend the context of this thesis. Articles 1-8, covering
the classification of AI systems, are described within the following paragraph. Articles
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9-15, covering the requirements on high-risk AI systems, are described in Chapter 4
according to the mapping to the respective phase in CIRSP-DM.

Article 1 and 2 - Subject Matter and Scope: The proposal regulates the (1.a)
market placement, service and use of AI systems and shall be applied to providers that
place their systems into the market or service in the EU independent from their origin
as well as (1.b) deployers of AI systems that have their place of establishment or who
are located within the Union and (1.c) providers and deployers in third countries when
their output is intended to be used within the EU. The regulation points out certain
exceptions like (3) exclusive development or use for military purposes or (4) international
cooperation or agreements for law enforcement or judicial cooperation within the EU or
with one or more member states and (5a) research, testing and development activities as
well as (5e) components that are under free and open-source licence except for high-risk
systems or covered by Title II or IV [37, pp. 38–39][38].

Article 3 - Definitions: For clarification purposes, we point out the regulation’s most
important definitions to understand the context and scope of certain terms:

• artificial intelligence system (1) ". . . means a machine-based system that is
designed to operate with varying levels of autonomy and that can, for explicit
or implicit objectives, generate outputs such as predictions, recommendations, or
decisions, that influence physical or virtual environments;"[37, p. 39][38].

– risk (1a) ". . . the combination of the probability of an occurrence of harm and
the severity of that harm;" [38]

– siginificant risk (1a) "a risk that is significant as a result of the combination
of its severity, intensity, probability of occurrence, and duration of its effects,
and its ability to affect an individual, a plurality of persons or to affect a
particular group of persons;" [38]

• provider (2) ". . . means a natural or legal person, public authority, agency or other
body that develops an AI system or that has an AI system developed with a view to
placing it on the market or putting it into service under its own name or trademark,
whether for payment or free of charge;” [37, p. 39].

• deployer (4) ". . . means any natural or legal person, public authority, agency or
other body using an AI system under its authority, except where the AI system is
used in the course of a personal non-professional activity;" [37, p. 40][38]

• operator (8) ". . . the provider, the deployer, the authorised representative, the
importer and the distributor;" [37, p. 40][38]

– affected person (8a) ". . . any natural person or group of persons who are
subject to or otherwise affected by an AI system;" [38]
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Article 4 - Amendments: operators should do their best according to principles such
as ’human agency and oversight’, ’technical robustness and safety’, ’privacy and data
governance’, ’transparency’, ’diversity, non-discrimination and fairness’ and ’social and
environmental well-being’. [38].

Article 5 - Prohibited AI Practices: According to the proposal, the prohibited
systems are (1a) subliminal systems that purposefully manipulate a person’s or a group
of persons’ behaviour and (potentially) cause that person or a group of persons significant
harm; (1b) systems that exploit vulnerable groups or characteristics of persons against
age, mental or physical disability and (potentially) take influence on their behaviour
cause significant harm to others; (1b/a) biometric categorization systems according to
protected or sensitive attributes an the affection of them except given informed consent
or therapeutical purposes; (1c) systems (by public authorities) that take advantage of
social behaviour or personality characteristics (i.e. social scoring); (1d) systems that use
"real-time" remote biometric identification in public spaces; systems that (1d/a) assess
risk on criminal reoffenders; (1d/b) create or expand facial recognition databases in
relation to facial images from the internet or CCTV; (1d/c) infer emotions in certain
domains; [37, pp. 43–45][38].

Article 6 - High-Risk Systems: The classification of high-risk systems is mainly split
into two parts: (1) the AI system is part of a safety component of a product or the
system is the product itself, covered in Annex II (a comprehensive list with directives
respective safety components for e.g. toys or lifts); (2) the AI system is applied in a
domain, listed in Annex III which is also comprised in II-C [36, pp. 2–4] if they pose
significant risk of harm to health, safety or fundamental rights of natural persons. Both
types of AI systems require an overall application of all deliverables requested in the
proposal [37, p. 45].

Article 7 – Amendments to Annex III: This article allows the EC to subsequently
update and extend the list of high-risk systems (Annex III) according to certain conditions
and criteria [36, pp. 2–4]. In more detail, the EC is (according to Article 73 AI-Act [37,
pp. 83–84]) enabled to modify Annex I (list of comprised AI techniques and approaches)
and Annex III (list of high-risk AI systems) as well as Annex V (declaration of conformity),
Annex VI (internal conformity assessment) and Annex VII (conformity assessment of
quality assurance and assessment of the technical documentation) whereas V, VI and VII
are out of scope since we focus rather on the obligations respect the technical obligations
rather than assessing them [37, pp. 45–46][38].

Article 8 - Compliance with Requirements: This article ensures compliance of
high-risk systems to Articles 9-15 as well as an explicit note of the importance of the
risk-management system and the intended purpose of the high-risk system as well as the
adherence of state of the art techniques. [37, p. 46][38].

The accepted amendments on the proposal specify the notion of bias and its emerging
within the Recital 44 according to definitions of data quality, requiring training data
". . . should also have the appropriate statistical properties, including as regards the

18



2.3. Providing Structure – Process Models

persons or groups of persons in relation to whom the high-risk AI system is intended to
be used, with specific attention to the mitigation of possible biases in the datasets, that
might lead to risks to fundamental rights or discriminatory outcomes for the persons
affected by the high-risk AI system. Biases can for example be inherent in underlying
datasets, especially when historical data is being used, introduced by the developers
of the algorithms, or generated when the systems are implemented in real-world
settings. Results provided by AI systems are influenced by such inherent biases that are
inclined to gradually increase and thereby perpetuate and amplify existing discrimination,
in particular for persons belonging to certain vulnerable or ethnic groups, or racialised
communities." [38] which underlines requirements for bias monitoring among the whole
AI lifecycle. Since bias does not automatically imply unfairness [3], we appreciate the
introduction of "negative bias" within the amendments which is defined as bias that
". . . that create direct or indirect discriminatory effect against a natural person . . . " [38],
which underlines the important differentiation of non-harmful biases and bias that lead
to unfairness or discrimination [37][38].

2.3 Providing Structure – Process Models
As introduced in Section 1.3, there are several process models available (KDD, SEMMA,
CRISP-DM etc.) for projects and there are also comparative studies on the phases itself
or different aspects such as project management, data- and information management,
risk management etc. [8, 74] such as defined aspects which aspects a "good" process
model should incorporate [73].

Although CRISP-DM lacks project management processes, integral processes and organi-
zational processes [73] it is still a good process guide [75] i.e. a defacto standard in data
mining (DM) projects. It is vendor- and context-independent which allows the utilization
of additional tools and contexts [73]. Therefore CRISP-DM is selected to be the basis
process model in the context of this thesis.

2.3.1 Examining CRISP-DM
According to Chapman et al. [27] CRISP-DM can be split and described in four different
levels of abstractions according to specificity: phase, generic task, specialized task and
process instance. The first two levels are considered to be "stable" which means to cover all
process-related aspects according to all possible data mining applications and "complete"
according to validity for new modelling techniques; together they are named the "generic"
level. The "specialized task" level gives detailed and clear guidance on how certain
tasks should be performed and how they may differ in certain situations. The "process
instances" and fourth level prescribe the deliverables according to specialized tasks and
represent a record of actions and decisions. Levels 3 and 4 (specialized task and process
instances) are named "specialized" level [27]. The link between generic- and specialized
levels is mapped via the data mining context which consists of (i) the application domain,
(ii) the data mining problem type – types of objectives, (iii) the technical aspect – specific
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challenges and issues that may arise and (iv) tools and techniques – potential supporting
workarounds or domain-specific best practices. This mapping can be further considered as
(I) mapping for the present – which utilizes the generic as-is process model for one-time-
usage and the (II) mapping for the future – a systematical specialization of the generic
level according to a certain context and specific needs for repetitive usage according
an organization’s dedicated requirements which requires to remove, add, specialize and
rename generic contents as needed [27].

The approach and result of this thesis, providing an enriched version of CRISP-DM,
follows the "mapping for the future" approach [27, p.8] and modifies the specialized level
according to bias as well as fairness issues within a machine learning or an AI project.

As illustrated in Figure 2.2 CRISP-DM is structured in six phases: (1) Business
Understanding focussing on project objectives and requirements from a business point
of view translating identified criteria into a data mining problem definition; (2) Data
Understanding which comprises data collection, insights into the data, assessing data
quality/quantity and forming assumptions according to the business objectives; (3) Data
Preparation where the base on the raw data, the final dataset for further modelling is
prepared such as cleaning, sampling and deriviation of attributes; (4) Modelling which
comprises various techniques according to the problem as well as calibration to optimal
values; (5) Evaluation focus on target compliance according to the business objectives;
(6) Deployment which focus on gaining insights based on the model’s outcome as well
as the creation of reports or implementing a repeatable data mining process [27].

Figure 2.2: Overview of CRISP-DM and its six phases by Chapman et al. [27]
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Delimitation 1: In Section 2.4 we will introduce the life cycle model proposed in
ISO/IEC 22989 [58] which is different to the process model such as CRISP-DM since
process models denote what to do whereas life cycle models denote the order [73] i.e. the
stages the product steps through.

Delimitation 2: Nevertheless CRISP-DM was intended for data mining projects and
therefore it lacks guidance to machine learning-specific applications [100] focussing on the
operation. We will apply the approach of Studer et al. [100] and introduce Monitoring
and Maintenance (MM) as Phase 7 which is further described and justified in Chapter 5.

2.4 Emerging ISO Standardization
The International Organization for Standardization (ISO) is an independent and non-
governmental international organization subsuming 169 national standardization bodies7

providing several standards and norms among several domains for its members. ISO
recently published a number of documents introducing the standardization of AI systems.
In alignment with the AI-Act the published ISO norms provide clearance on definition
and distinction in nomenclature as well as guidance in the lifecycle and affecting aspects
such as measures in fairness, human oversight, risk management, performance metrics
and robustness in AI systems where the three most important ones in the context of this
thesis are briefly described:

• "ISO/IEC TR 24027:2021 – Information technology - Artificial intelligence (AI) -
Bias in AI systems and AI aided decision making"8 [59] addresses bias in relation
to AI systems which assesses sources of unwanted bias in AI systems, bias and
fairness in AI systems as well as treatment of unwanted biases throughout the AI
system lifecycle. Life Cycle Stage: 60.60 Published (05/09/23).

• "ISO/IEC 22989:2022 - Information technology - Artificial intelligence - Artificial
intelligence concepts and terminology"9 [58] aims to harmonize terms and definition,
technologies and techniques, trustworthiness (e.g. robustness and explainability),
stakeholders as well as a lifecycle for AI systems. Life Cycle Stage: 60.60 Published
(05/09/23).

• "ISO/IEC 23894:2023 Information technology - Artificial intelligence - Guidance
on risk management"10 extends the existing ISO standard of risk management "ISO
31000:2018" to AI systems its scope, risk assessment and -treatment. Life Cycle
Stage: 60.60 Published (05/09/23).

7https : //www.iso.org/about − us.html, accessed 28/08/23
8https : //www.iso.org/standard/77607.html, accessed 28/08/23
9https : //www.iso.org/standard/74296.html, accessed 28/08/23

10https : //www.iso.org/standard/77304.html, accessed 28/08/23
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• "ISO/IEC FDIS 5338 Information technology - Artificial intelligence - AI system
life cycle processes"11 focus on the standardizing the development process and the
lifecycle of AI systems according to ISO/IEC: 22989:2022. Life Cycle Stage: 50.00
Approval (05/09/23).

2.5 Summary of the Related Work
The different notions of bias depending on domain and context hamper (standardized)
methods to unveil bias. Especially when sensitive attributes and their proxies are utilized
within an AI system, unfairness, discrimination and ethical aspects are essential to be
considered during AI development. The increased and broad utilization of AI systems
led European lawmakers to regulatory actions, classifying AI systems such as prohibiting
certain systems and calling dedicated requirements for certain systems. The utilization
of these requirements in the context of bias requires structured consideration during the
development process which cannot be fulfilled by existing process models and it is up
to the experience of domain- and technical experts to implement dedicated steps to do
so. ISO provided an approach and laid down general naming conventions as well as an
AI lifecycle, providing a common base for the overall lifecycle of AI systems but lacking
concrete steps.

In Chapter 3 we consider a dedicated assessment of bias and different bias types, provide
examples in different contexts and provide a mapping according to respective phases in
CRISP-DM. This step is the basis for detailed assessment on task level which is shown
in Chapter 5.

11https : //www.iso.org/standard/81118.html, accessed 05/09/23

22

https://www.iso.org/standard/81118.html


CHAPTER 3
Assessing Bias in the Literature

3.1 Examples and Use Cases for Examination
A comprehensive understanding of bias types is crucial to take action with appropriate
steps. As will be seen in the next section, bias definitions are enriched with examples for
a better understanding. Bias per se does not imply unfairness [3] although undesired bias
can lead to unfairness and discrimination [11, 76] as introduced in Chapter 2 separately,
the identified bias types are further enriched with two defined examples to indicate that
being aware of bias affects the performance in general. Although discriminatory effects
and legal implications (described in Chapter 4) require regular checks on bias during the
whole lifecycle of AI systems. Awareness, identification and mitigation of bias can lead to
better-performing AI systems in general, independent from the use case. Therefore the
first use case/example deals with non-protected attributes (i) production line data within
factories whereas the second example does consider personal and protected attributes as
(ii) people’s data for a hiring system:

3.1.1 Use Case 1: Production Environment – without protected
attributes

In this fictional example, a worldwide operating corporation with different branches in
different countries produces packaging material and boxes for different categories of goods.
Different base materials (plastics, paper and safe-food synthetics) are used. Each requires
special techniques and machinery (injection mold, punching machine). Depending on the
bias type, described in Section 3.3, this use case comprises (i) the implementation of a
predictive maintenance algorithm to increase productivity and prevent costly outages of
production machinery and (ii) an optical image recognition system to detect and reject
erroneous products. Potential issues, which will be referred to at the respective bias type
in more detail, could be (I) externally: different environmental conditions among the

23



3. Assessing Bias in the Literature

different countries which affect the production lane; different qualities in the supplied
base material, delays in spare part delivery or troubleshooting in case the branch is
located in a bad accessible area etc. or (II) internally: arrangement of the production
machinery, non-standardized processes among the company or branch, bad management,
cultural differences which might affect the amount and output quality etc.

3.1.2 Use Case 2: Hiring Algorithm – including protected attributes
In this example, a company in the digital service sector is acting globally, considering
creating an algorithm for hiring new employees to overcome the increasing demand for
new employees and therefore to ease the workload and screening process for the HR
department. The company has been operating for 30 years and extended its core business
several times to fulfil the market’s needs. The basis for this algorithm is all the data from
previously screened people over the last three decades. Several problems may occur (I)
internally: imbalances in genders, inconsistencies in data excerpation and measurement,
temporary differences in required skills etc. (II) externally: structural imbalances in
applicants, situation on the job market e.g. different balances between demand and
supply of skillsets.

3.2 Bias in the Literature – Mapping Study and Analysis

3.2.1 Definition of Keywords and Process
The aim of the mapping study is to identify a broad variety of bias types that have been
scientifically investigated, defined and justified. The focus of this work, as well as the
strategy of this review, is based on receiving a diverse overview of investigated biases and
their context. Therefore, survey papers reflect this variety in a structured manner and
provide further literature resources. The considered search terms are "bias", "survey",
"bias-types", "data", "data-mining" and "AI". The most important terms are "bias" and
"survey" which should be present in the title, combined with the search terms "bias-types",
"data", "data-mining" and "AI" which should be in the abstract, resulting in four search
terms per research database as described in Section 3.2.2. The chosen research databases
and literature archives are as follows:

• Arxiv1 as a community-moderated and open-access database, provides non-peer-
reviewed articles across a broad variety of fields such as computer science, mathe-
matics and statistics which justifies the utilization according to the topic of this
thesis.

• ACM Digital Library 2 is a well-known research database for computer scientists
hosting all ACM (Association for Computer Machinery) publications such as journal

1https://info.arxiv.org, accessed 15/06/23
2https://dl.acm.org, accessed 15/06/23
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articles. This library was chosen because of the strong focus on computer science
e.g. especially the FAcct Conference (ACM Conference on Fairness, Accountability,
and Transparency) where bias in research plays a prominent role.

• ScienceDirect3 as an open-access database offers peer-reviewed research articles
among an interdisciplinary set of fields. The most important ones in the context of
this work are computer science and mathematics.

3.2.2 Conducting the search and selecting relevant studies

Formalizing the defined keywords to search within the databases results in the following
search query which ensures "bias" and "survey" in the title and either "bias types", "data",
"data-mining" or "AI" in the abstract:

1. [Title: "bias"] AND [Title: "survey"] AND [Abstract: "bias types"]
2. [Title: "bias"] AND [Title: "survey"] AND [Abstract: "data"]
3. [Title: "bias"] AND [Title: "survey"] AND [Abstract: "data-mining"]
4. [Title: "bias"] AND [Title: "survey"] AND [Abstract: "AI"]

In order to receive the context and origin of the topic, the search query was split into four
single queries. This ensured also a fine granular manipulation of the search query in case
the search term has not found any result which is described and documented accordingly.

Search Results: ArXiv

In ArXiv 30 papers were retrieved, although the 3rd query did not gather any results
and was adapted to exclude the "survey" attribute and consider the investigation on bias
in the context of data mining. The scope was limited to the fields of computer science,
mathematics and statistics. The papers’ abstracts have been skimmed and assessed,
which resulted in 22 relevant papers for the next step in the review. Excluding criteria
were defined as (i) no specific type of bias is mentioned or (ii) the context and field of
the work are not in the notion of computer science focusing on AI or data mining.

Search Results: ACM Digital Library

In the ACM digital library, 12 papers were retrieved and 8 resources were identified as
relevant. The remaining 4 resources were excluded because of criteria (i) and (ii) as
described above and (iii) the context of the survey does not consider bias in the context
of this work.

3https://www.sciencedirect.com, accessed 15/06/23
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Search Results: ScienceDirect

The ScienceDirect database differs in search granularity since advanced filtering for
specific keyword combinations such as differentiation between title, abstract and content
is not possible. Therefore search resulted in 231 resources, containing 3 relevant resources.
All other resources were not further considered according to defined exclusion criteria (i),
(ii) and (iii).

3.2.3 Analyze Primary Studies
According to defined exclusion criteria in Section 3.2.2, 34 out of 273 retrieved resources
were identified as relevant, which were read and assessed to extract and gather various
types of biases. Out of these sources, four studies were identified as primary studies,
considering different aspects and contexts of bias:

The first identified primary study was conducted by Mehrabi et al. [76, 77] where 23
types of bias were collected. They gathered and described the identified bias types in a
universal manner, independent from specific subdomains, technologies and data enriched
by demonstrative examples. Furthermore, discriminatory aspects, fairness metrics,
methods for fair machine learning and techniques for bias mitigation are described.
Balayn, Lofi, and Houben [11] conducted a survey on bias and unfairness focussing
on fairness metrics, fairness identification and mitigation methods in the context of a
software engineering approach, including tools and techniques.
Socio-technological causes of bias, how bias is manifested in data and legal aspects of
bias and its mitigation are described by Ntoutsi et al. [81] which is essential in terms
of General Data Protection Regulation (GDPR) and the European Union Artificial
Intelligence Act (AI-Act) set down by the European Parliament.
Kliegr, Bahník, and Fürnkranz [66] consider the socio-technological aspect in terms of
human interpretability in the context of cognitive science and how it affects the human
understanding of (interpretable) machine learning models which is subsumed as cognitive
bias. The twenty different subtypes of cognitive biases, as well as their implications and
mitigation strategies, are prescribed by Kliegr, Bahník, and Fürnkranz and all of these
specific bias types are purely related to human beings [105, 66].

3.2.4 Ex- and Inclusion Criteria
Utilizing the mapping study, 60 bias types have been collected. Emphasizing a broad
variety of bias types, the collected definitions of bias types range from universal to
very applied definitions according to subdomains in AI (Recommender Systems [114,
28], Natural Language Processing [70]), specific types of data (visual datasets [39],
survey data [65]) as well as cognitive biases [66]. This broad variety of identified biases,
their granularity, technologies and socio-technologic factors can hardly be compared
meaningfully upfront which requires further explanation and further refinements in scope.
The respective description and justification are covered within the following subsections
Section 3.2.4 and 3.2.4.
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Cognitive Bias

As stated by Kliegr, Bahník, and Fürnkranz [66] "cognitive bias" was introduced by Amos
Tversky and Daniel Kahneman in the 1970s [104] and according to the "Encylopedia of
Human Behaviour" [85] defined as "systematic error in judgment and decision-making
common to all human beings which can be due to cognitive limitations, motivational
factors, and/or adaptations to natural environments". Benson Buster4 published an
article, where more than 200 different subtypes of cognitive bias are listed and shown in
Figure 3.1. This underlines the multifaceted influence of human beings working on and
with data. Therefore, he distinguishes between four categories: (i) too much information
(e.g. confirming one’s beliefs), (ii) not enough meaning (e.g. simplifying meanings to
grasp the meaning), (iii) the need to act fast (e.g. favouring simple-looking options over
ambiguous options) and (iv) important steps to remember (e.g. specifics vs. generalities).

Figure 3.1: Identified cognitive biases from Buster Benson.

For example, stereotyping is considered a source of unfairness and can lead to dis-
crimination [76], this bias addresses the socio-technological aspect in a general manner,
which is essential, but hard to measure and requires general overthinking of socio-cultural
aspects. The fact that there are over 200 different types of cognitive bias, summarized by
Buster Benson4, considering socio-cultural as well as socio-technological aspects, which

4https://betterhumans.pub/cognitive-bias-cheat-sheet, accessed 10/08/23
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require profound knowledge in social sciences, would go beyond the scope of this work and
therefore this bias type including subtypes is defined as out of scope. Although defined as
out of scope within this work, cognitive biases are prone to influence stakeholders within
the AI development process. Kliegr, Bahník, and Fürnkranz [66] presented a subset of 20
types of cognitive biases including their mitigation strategies.

Specific Application- and Data-based Bias

Defining and detecting bias requires the incorporation of domain-specific knowledge
as well as an understanding of which features are considered sensitive/protected [99].
Moreover, it depends on the dataset, the specific model and the application [51] which
can be confirmed through the results of the performed mapping study: As mentioned
in the introduction, universal- as well as specific bias types were retrieved within the
review e.g. in the domain of recommender systems [114], NLP [111] or in specific data
such as in visual datasets [39] or survey data [65]. One issue is diverging definitions of
identically named bias types was observed e.g. "omitted variable bias" in a universal
context by Mehrabi et al. "when one or more important variables are left out of the
model" [76] whereas Ferrara [41] interprets it as "when the data collection excludes partly
or completely a certain group of people" [39]. Both definitions make sense but strongly
depend on the context since the definition of Fabbrizzi et al. would map and subsume
this type to "representation bias" defined by Mehrabi et al. ("happens from the way
we define and sample from a population") [76]. Another issue is the introduction of
additional and very specific bias types which should be considered as one single type of
bias: Fabbrizzi et al. [39] defines "chronological bias" for visual datasets as "distortion
due to temporal changes in the visual world the data is supposed to represent" which, to
our understanding, can be subsumed to "temporal bias" [77, 76] or also relate to time
series data.

This shows, that the strong dependency between context, application and data can lead
to a diverging and misleading interpretation that requires the exclusion of specific appli-
cations as well as bias types defined for specific data in different domains. Furthermore,
the aim of this work is to provide a broad overview of bias types in a universal manner
and therefore it is hardly feasible to collect all existing bias types among several domains,
applications and different types of data which requires relevant and specific expertise in
each topic as stated in Section 6.2. Therefore these specific bias types are considered as
out of scope within this work.

Summary Ex- and Inclusion Criteria

The introduced bias types and definitions are correlating to the domain (Section 3.2.4)
and the stakeholders within the development pipeline (Section 3.2.4). Some bias types
tend to be similar e.g. "human evaluation bias" (focus on the human individual during
evaluation) is similar to "evaluation bias" (focus on evaluation technique itself). This
domain-specific and categorical clustering is valid and is discussed in this section at the
dedicated bias type respectively. The importance of a stringent and universal definition
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of a specific bias type is indispensable which lays down the basis for metrics and its
identification. Since diverging definitions and interpretations were gathered within the
mapping study, related literature has been assessed to get a complementary insight
ensuring a valid and precise definition of identified bias types.

Figure 3.2: High-level overview: the identified number of bias types filtered by further
exclusion criteria

Considering the excluded types of bias described before, summarized and sketched in
Figure 3.2, 315 bias types are remaining which will be presented in the next step.

3.3 Bias in the Literature – Results

To observe structure, we will apply the categorization according to Mehrabi et al. [77]
where bias types are grouped into universal emergence and influence as User to Data,
Data to Algorithm and Algorithm to User. This categorization shall point out
the "Feedback Loop" phenomenon, where biased algorithmic outcomes might impact
user experience and further affect data, algorithm and users which can amplify existing
sources of bias [77] as shown in Figure 3.3.

5Remark: Originally, 32 different types were gathered; Age-, Gender-, and Racial Bias is subsumed
in "Attribute Bias" since the emergence does not depend on the semantics but on an attribute (value);
"Deployment Bias" was identified in complementary literature, which is essential to consider during the
development process. This results in 31 identified bias types covered within this mapping study.
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Figure 3.3: Visualized bias categorization according to the "Feedback Loop" defined by
Mehrabi et al. [77] bias types marked in bold were based on the same criteria to this

schema

The following list shows the key elements and the bias types that are assessed:

• Bias Type: Name of the defined bias type

• Definition: Definition of identified bias type according to literature. As stated,
complementary definitions from related studies were assessed case-by-case to exam-
ine the definition’s accuracy. In case of an additional definition, a justification of
the differences as well as the selected interpretation is marked accordingly.

• Explanation and Example: If available within the source, examples are stated
and/or enriched by defined examples from Section 3.1. The provision of two
different examples with different contexts should give awareness, that bias is not
automatically prone to discrimination but can lead to bad outcomes if remaining
unhandled.

• Emergence in CRISP-DM: According to the stated research questions in
Section 1.4 we gathered available information (from mapping study as well as
related literature) about how the bias type can be identified according to specific
emergence. Therefore a mapping to the respective phase in CRISP-DM is performed,
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justified by informed arguments. In Chapter 5 this mapping is refined on the task
level of CRISP-DM, providing a more detailed and actionable set of actions for the
analyst.

• Considerations and Notes: Since much additional information about the different
bias types was gathered, additional information such as relations, potential (side-)
effects and potential mitigation strategies are denoted here.

Category: User-to-Data | Data-to-Algorithm | Algorithm-to-User

1. Historical Bias

a) Historical Bias: ". . . arises even if data is perfectly measured and sampled
if the world as it is or led to a model that produces harmful outcomes." [101]

b) Explanation and Example: Utilizing systems, trained on historically biased
data can still harm a population, despite the data representing and reflecting
the world "as-is" precisely e.g. stereotyping a particular group. Historical bias
can be implicitly incorporated which is why stakeholders have to consider
whether the data should reflect the world "as-is" or in a "should-be" state
[115, 32]. This opens up three approaches: (i) reflecting the world "as-is"
and challenging the outcome afterwards (e.g. counterfactual fairness in post-
processing) and not manipulating the data upfront which reflects the reality
in an unmodified manner ("as is") or (ii) manipulating the data and correcting
identified issues (e.g. manipulating label, over- or under-sampling) which
transforms the world into "should-be" with unknown effects on performance
metrics or (iii) a combined approach. Since historical bias can be present
explicitly (e.g. by obviously favoured (protected) attribute values) and/or
implicitly (e.g. socio-cultural), the determination of the true baseline (ground
truth) is not available or very difficult to determine and more difficult to prove
[101]. Biased decisions reflected in the data can also be a reason leading to
historical bias [25].

• Use Case 1: Presumed the company is legally obligated to increase the
amount of recyclable materials in its products. This obligation could
impact the machines, their output and the product’s properties (shape or
colour). If an algorithm is developed to ensure quality criteria by visual
analysis, the incorporation of historical data could impact the performance
of such a system e.g. by visual differences when the product is captured
such as reflections or colour.

• Use Case 2: Mehrabi et al. [77] claims that socio-technical factors can
cause historical bias as well. Considering their example of women being
underrepresented in management positions, we extend this example by a
legal obligation to hire the same quote of women and men. If an algorithm
is trained on historical data where men are highly overrepresented, it
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would not be able to incorporate this legal obligation and be likely to
suggest men, if no appropriate measure is implemented.

c) Relevance in CRISP-DM: Imbalances in the data set due to historical
reasons can affect all types of data (nominal, ordinal, discrete and continuous)
as well as other types like images, audio, text etc.

• Phase 1: Although incorporated in the world, stakeholders have to
consider this right away during the definition of objectives and goals on
a conceptual level: Assess the use case according to typical stereotypes
or known pitfalls e.g. does the business objective consider an (implicit)
separation according to a (protected) attribute or (sub-)group? Ask why
one decision is favoured over another and ask why past decisions have
been made the way it was – challenge them according to ethical guidelines,
code of ethics, legal guidelines or codes of conduct as well as socio-cultural
aspects e.g. women in technical jobs, gender pay gap, leadership positions
or men in maternity leave.

• Phase 2: Besides the objectives and goals, the second and more detailed
level has to be considered during data exploration, -understanding and
-gathering either to prove, reject or adapt assumptions made in Phase 1:
Check explicitly on typical stereotypic (protected) attribute values, their
labels as well as combinations and check whether there is a significant
or systematic difference in labels. Use this basis for further experiments
according to protected and unprotected (sub-)groups. Check on deviations
and basic statistic differences among (protected) groups and subgroups i.e.
is one group or instance more likely to be labelled as positive? (e.g. when
catholic people and protestant people have different outcomes? Do (and
why do) young male cohorts behave differently than old male cohorts?)
Identify potential proxy variable(s) e.g. is one group or instance with a
specific attribute value more likely to be labelled as positive? (e.g. when
the residence is a proxy for discrimination: (why) are certain districts
favoured over others?)

• Phase 3: Considering findings from Phase 2 described above, appropriate
steps have to be applied. Potential solutions can be over- or undersampling
or gathering more data if data should be modified during pre-processing.

d) Considerations and Notes:
• Historical bias can lead to Representation bias [94]
• "The problem is that blind application of equalized odds locks in these

historical biases without providing a justification for relying on the metric,
and thus the historic biases, going forward." [107]
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2. Population Bias

• Population Bias: "Systematic distortions in demographics or other user
characteristics between a population of users represented in a dataset or on a
platform and some target population." [83]

• Explanation and Example: Population bias results in non-representational
data [77] which leads to bad system performance i.e. when source- and target
population is different. In contrast to Aggregation bias, where bias emerges
due to bad aggregation choices of (sub) groups, population bias incorporates
systematic distortions within the world "as-is" independent from the way the
data is selected or sampled.

– Use Case 1: Extending the example described in Historical bias, assum-
ing that the production factories are situated among different climates
whereas hot climates with high humidity (tropical climate) require far
more maintenance which affects the total output of those factory branches
because of shutting down the production lane more often. Applying
predictive maintenance algorithms globally without considering this issue,
will result in bad performance overall.

– Use Case 2: Branches located in cities with a broad supply of highly
educated people e.g. due to a broad range of (specialized) universities,
these branches can get more attention because of more supply of potential
applicants.

• Emergence in CRISP-DM:
– Phase 2: Although systematically incorporated in the data, population

bias can be observed during data understanding, when objectives, goals
and domain knowledge are required to analyze the data. It is important to
consult domain expertise and consider as well as challenge dependencies,
(causal) relations and insights.

3. Behavioural Bias

• Definition: ". . . arises from different user behaviour across platforms, con-
texts, or different datasets" [76]

• Explanation and Example: Since behavioural bias depends on human
interactions, it can be subsumed into cognitive biases, although it can affect the
data during the data generation process because of concealed user behaviour.

– Use Case 1: The company decides to gather new data to develop a
predictive maintenance algorithm for a particular machinery. In case
the employee who operates this machinery behaves differently during the
data generation process e.g. due to stress and therefore doing special
treatments or services to keep the machinery running, this would falsify
the data in the end.
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– Use Case 2: Within the hiring example, behavioural bias can arise if
there are differences in behaviour during the application process compared
to the actual performance when they got hired.

• Emergence in CRISP-DM:
– Phase 2: Behavioural bias can be observed during data understanding

in Phase 2 when objectives, goals and domain knowledge are required to
analyze the data. It is important to consult domain expertise and consider
as well as challenge dependencies, (causal) relations and insights.

4. Content Production Bias

• Definition: ". . . arises from structural, lexical, semantic, and syntactic differ-
ences in the contents generated by users" [76]

• Explanation and Example: User-generated data can be prone to contain
different uses of language between people of different populations, ages or
genders [76].

– Use Case 1: If workers’ data (descriptions or notes made during main-
tenance) are collected for designing a predictive maintenance algorithm,
they can be biased according to different uses of language among the
different branches.

– Use Case 2: As stated in the explanation, different usage of language
such as within a letter of application can be prone to be biased. Underlying
factors can be different cultural habits and also the context of how people
apply and write letters for application.

• Emergence in CRISP-DM:
– Phase 2: Content production bias should be checked during data un-

derstanding in Phase 2 based on statistical measures (such as significant
differences between groups and outliers) as well as cross-checking with a
domain expert, trying to justify those assumptions.

5. Temporal Bias

• Definition: ". . . arises from differences in populations and behaviours over
time" [76]

• Explanation and Example:
– Use Case 1 and Use Case 2: Imagine the COVID-19 crisis, temporal

bias would emerge if single branches have to be shut down, governmental
restrictions would affect the output (use case 1) or the number of ap-
plicants would decrease drastically because of uncertainty and resulting
unwillingness to switch- or apply for new jobs (use case 2).
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• Emergence in CRISP-DM:
– Phase 2: Temporal bias as a data-related bias should be considered

during the data understanding task in Phase 2 which requires checking
for inconsistencies over time. This requires background checks on external
factors accompanied by domain experts to get critical consideration during
data gathering.

– Operation: In the case of online learning systems or regular retraining
of the algorithm, newly gathered data has to be checked against KPIs
from the original dataset to discover inconsistencies or deviations.

• Considerations and Notes: Considering the definition, temporal bias should
be also seen in relation to Longitunidal Data Fallacy (temporal changes would
influence the understanding of groups and their behaviour) and Behavioural
bias (according to different characteristics and behaviour among groups or
platforms).

6. Social Bias

• Definition: ". . . occur when we unknowingly or deliberately make a judgment
about certain individuals, groups, races, opinions, and so on, due to precon-
ceived notions about the group. These can either be positive or negative beliefs
and are often instilled in us based on our own culture and environment." [53]

• Explanation and Example: Although social bias can be considered as
cognitive bias described in Figure 3.1 its broad definition in context to dis-
criminatory effects in AI yields to include social bias in this analysis. Social
biases are naturally and mechanically reflected in the data and incorporated
into the algorithm [53]. Potential actions and mitigation has to be consid-
ered case by case, but the important part is to discover and unveil social
biases. In contrast to Historical bias where data is systematically affected or
distorted (by socio-cultural issues) or to Population bias, where the distortions
focus on particular groups in a demographic or cultural way, social bias is
(in the definition within this work) purely considered to be on the analysts’
and stakeholders’ side. Therefore social bias can be the trigger for further
biases such as Exclusion bias, Selection bias, Aggregation bias, Label bias or
Representation bias but purely based on cognitively biased decisions during
phase 2, phase 3 and operation. It requires objective and fact-based decisions
during data understanding, data preparation and operation such as guidelines
and handbooks on how and why decisions within data pre-processing have
been made.

– Use Case 1: Within the production lane example, Social bias can arise
when favouring particular branches e.g. favouring a particular region by
implicitly assuming better productivity among workers.

– Use Case 2: Social bias within the hiring algorithm example can occur
when analysts would favour a certain nationality e.g. Chinese people over
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European people, just by their own beliefs or consideration that one group
would be "better" than another.

• Emergence in CRISP-DM:

– Phase 2: Documented favours should be aligned to findings in data
understanding and vice versa e.g. potential irregularities should be checked
according to business objectives and goals.

– Phase 3: Gained knowledge should also be reflected in data preparation
during sampling, deriving attributes and aggregation as well as ensure
proper evaluation against harmful (sub-)groups in train-, evaluate- and
test-set.

– Phase 5: When evaluating the model, a special focus should be put on
previously identified social biases or stereotypes to prevent exposure to
harmful (sub-)groups

– Operation: In case of Emergent bias or data shift in online learning
systems or retraining, distributions between populations must be checked
and aligned with identified or potential issues in previous steps.

• Considerations and Notes: Based on the context, there are diverging
definitions of social bias such as in web- or platform-generated data [10], which
do have their eligibility, but in a different and specialized context.

7. Selection Bias

• Definition: ". . . is introduced by the selection of individuals, groups, or data
for analysis in such a way that the samples are not representative of the
population intended to be analyzed." [99]

• Explanation and Example: Selection bias happens due to defining unre-
flected and uncautious criteria during the data gathering process including
neglecting side effects e.g. gathering traffic data only on public holidays will
not represent the populations’ traffic behaviour.
Selection bias is interchangeably named and compared as Sampling bias in the
literature and therefore different definitions can be found such as Hellström,
Dignum, and Bensch [54] equalizes sampling-, selection- and population bias,
but we argue for a strict distinction since selection bias arises from the way
how to choose from a population, whereas sampling bias defines how the data
is split for training purposes, Population bias is systematic distortions in user
characteristics and therefore have very distinct causes. Representation bias
focus solely on the correct representation of (sub-)groups.

– Use Case 1: Selection bias in the predictive maintenance algorithm ex-
ample can arise when data is only gathered on Mondays (higher likelihood
of errors due to running up machines again) which would result in poor
algorithm performance.
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– Use Case 2: Within the hiring data example, selection bias can occur
when data is gathered just in certain periods of the year or during a
period of a hiring stop and therefore not reflect the actual population of
applicants.

• Emergence in CRISP-DM:
– Phase 2: Selection bias is dependent on data gathering and occurs during

data understanding in phase 2. Proper planning of how data is gathered
must be aligned with insights into the population (domain experts) as
well as business objectives and insights from phase 1.

7.A Negative Set Bias
• Definition: ". . . a consequence of not having enough samples representa-

tive of ’the rest of the world’." [99]
• Explanation and Example: This bias can arise due to the lack of

positive or negative examples which would result in bad performance.
Therefore this has to be considered during data selection within data
gathering.

– Use Case 1: Within the production lane example, introducing a
visual quality management algorithm, negative set bias can arise due
to the lack of examples gone wrong (or good) during the data-gathering
process.

– Use Case 2: In contrast, within the hiring example, negative set
bias could arise if a few people with very specific skills had not been
rejected so far, which would lack data in this case.

• Emergence in CRISP-DM: Arises during data collection in phase 2,
modelling in phase 4 and operation.

7.B Self-Selection Bias
• Definition: ". . . is a subtype of the selection or sampling bias in which

subjects of the research select themselves" [77]
• Explanation and Example: According to different definitions of selection-

and sampling bias mentioned in Selection bias, we claim that self-selection
bias can affect both of them. Since self-selection bias requires actionable
subjects, it requires human interactions which neglects an example for
use case 1. Since it is related to the selection process in this example, we
subsume it to selection bias.

– Use Case 1: –
– Use Case 2: Self-Selection bias can occur, if applicants, who would

suit perfectly for this job, do not apply because they think they will
not get the job upfront.
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• Emergence in CRISP-DM:
– Phase 2: Considered during data gathering, self-selection bias re-

quires domain expert knowledge to investigate dependencies between
population and data selection as well as data sampling.

8. Framing-Effect Bias

• Definition: "Based on how the problem is formulated and how information is
presented, the results obtained can be different and perhaps biased" [99]

• Explanation and Example: A verifiable, achievable and clear problem defi-
nition lays down the basis for a successful project which requires clear language
and statements. (Cognitively) biased statements and onesided vocabulary are
prone to direct the results in this (biased) direction.

– Use Case 1: Framing-Effect bias in production environment example,
considering a predictive maintenance algorithm can arise when narrow
assumptions among certain countries are made without considering needs
and different situations among the rest (assumed that there are no stan-
dardized processes established).

– Use Case 2: Within the hiring algorithm example, framing bias can
occur, when the focus is purely on hiring full-time equivalents without
considering an alternative combination of part-time equivalents or other
aspects, such as challenging reasons such as why this is the goal and why
this has to be fulfilled by full-time equivalents.

• Emergence in CRISP-DM:
– Phase 1: Understanding the problem to its roots is essential to formalize

an accurate and precise business objective which is performed in phase 1.
– Phase 2: Precisely defined objectives support proper data understanding

in phase 2 to decide which data to gather and how to do so.
– Phase 5: Well-defined objectives and goals are necessary for evaluation

to measure the performance that is performed in phase 5.

Category: User-to-Data | Data-to-Algorithm | Algorithm-to-User

9. Representation Bias

• Definition: ". . . occurs when the development sample under-represents some
part of the population, and subsequently fails to generalize well for a subset of
the use population." [101, 94]

• Explanation and Example: Additionally to the above definition, represen-
tation bias can originate "from how (and from where) the data was originally
collected or be caused by the biases introduced after collection, either his-
torically, cognitively, or statistically. Representation bias can happen due to
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selection bias, i.e. when the sampling method only reaches a portion of the
population or the population of interest has changed or is distinct from the pop-
ulation used during model training." [94] which distinct this bias clearly from
Selection bias (how and when to gather data) and Sampling bias which focuses
on the appropriate sampling when the model is trained. Therefore, repre-
sentation bias in this context focuses on the training data used in development.

– Use Case 1: When European machinery data is used for training a
predictive maintenance algorithm and the system is subsequently applied
worldwide.

– Use Case 2: Accordingly, applying European applicants’ data for training
a hiring algorithm, will not perform well worldwide, since distributions of
(protected) groups can change.

• Emergence in CRISP-DM:
– Phase 3: ". . . if it does not reflect the use population" [94] as described

in the use cases. ". . . if contains under-represented groups" [94] e.g. con-
sidering an age range within the algorithm, it can perform badly for
under-represented groups. ". . . if the sampling method is limited or un-
even" [94] e.g. considering only applicants after the first interview circle
(getting a pre-selected sample compared to the target population). There-
fore, it has to be precisely aligned with defined business objectives and
insights from the data understanding phase.

10. Measurement Bias

• Definition: ". . . happens from the way we choose, utilize and measure a
particular feature" [77] i.e. ". . . when choosing and measuring features and
labels to use; these are often proxies for the desired quantities. The chosen set
of features and labels may leave out important factors or introduce group or
input-dependent noise that leads to differential performance" [102]

• Explanation and Example: To prevent measurement bias, specific domain
knowledge is required to understand how certain attributes are captured and
measured to have meaningful data.

– Use Case 1: Within the predictive maintenance example, measurement
bias could arise if wrong granularity, units or scales are used to capture
machinery data which can result in bad performance e.g. deciding to
measure output time in seconds whereas hundredths would be required to
capture the accurate granularity.

– Use Case 2: In case, women’s maternity leaves are reflected in the
data e.g. observed by less professional experience compared to others,
the algorithm might learn this pattern and neglect people within this
attribute combination.
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• Emergence in CRISP-DM:
– Phase 2: Measurement bias can be observed during data understanding

in phase 2, especially in data gathering. Therefore domain knowledge and
experts have to be consulted to measure the features properly.

10.A Device Bias
• Definition: Included distortions from the device used to capture the

data [99].
– Use Case 1: When different cameras or camera types (resolution,

sensors) are used to capture images for developing a visual quality
assurance system. Non-visible differences between images captured
from those devices can impact performance.

– Use Case 2: When different OCR (optical character recognition)
software is used to digitize printed letters of application, OCR system’s
errors can be incorporated into the data.

• Emergence in CRISP-DM: As described within Measurement bias.
10.B Capture Bias

• Definition: ". . . arise from the way a picture or video is captured (e.g.,
objects always in the centre, exposure, etc.)." [99]

• Explanation and Example: Besides the errors occurring when different
devices are used (Device bias), non-standardized methods of measuring
the feature can incorporate bias e.g. different lighting, reflections, colours
etc.

– Use Case 1: According to the example described in Device bias,
capture bias can arise due to different (non-standardized) lightning
setups for capturing images.

– Use Case 2: During the digitizing process of printed letters of appli-
cation, capture bias can arise due to messy scanning e.g. the scanner
tends to twist images which can result in systematic distortions.

• Emergence in CRISP-DM: As described within Measurement bias.

11. Aggregation Bias

• Definition: ". . . during model construction, when distinct populations are
inappropriately combined. In many applications, the population of interest is
heterogeneous and a single model is unlikely to suit all subgroups." [102]

• Explanation and Example: Mehrabi et al. [77] summarized the article
of [32] very precisely in relation to design choices "such as use of certain
optimization functions, regularizations, choices in applying regression models
on the data as a whole or considering subgroups, and the general use of
statistically biased estimators in algorithms [32], which can all contribute
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to biased algorithmic decisions and therefore may bias the outcome of the
algorithms" [77]

– Use Case 1: Extending the example described in Historical bias, assuming
that the production factories are situated in different climates where
hot climate-zones with high humidity (equatorial area) require more
maintenance which results in more frequent maintenance and therefore
affects the total output of those factory branches. Assuming, factories in
the colder north (northern hemisphere) have the same lower output, but
based on a different cause (e.g. inefficiency), aggregation just based on
their output would lead to wrong assumptions.

– Use Case 2: When applicants of different branches are aggregated based
on their group size, although the industries and projects of those branches
differ drastically.

• Emergence in CRISP-DM:
– Phase 3: According to CRISP-DM this can happen during data aggrega-

tion in the data preparation for further modelling. Therefore aggregations
have to be challenged according to the goals and objectives as well as
insights from data understanding from phase 1 and 2.

11.A Modifiable Areal Unit Problem: According to Mehrabi et al. [77] this is a
subtype of aggregation bias with a focus on geospatial data "which arises when
modelling data at different levels of spatial aggregation. This bias results in
different trends learned when data is aggregated at different spatial scales"
[77].

11.B Simpson’s Paradoxon According to Mehrabi et al. [77] Simpson’s Paradoxon
occurs when "a trend, association, or characteristic observed in underlying
subgroups may be quite different from association or characteristic observed
when these subgroups are aggregated" [77] which is an effect out of Aggregation
bias.

12. Longitudinal Data Fallacy Bias

• Definition: "Researchers analyzing temporal data must use longitudinal
analysis to track cohorts over time to learn their behaviour. Instead, temporal
data is often modelled using cross-sectional analysis, which combines diverse
cohorts at a single time point. The heterogeneous cohorts can bias cross-
sectional analysis, leading to different conclusions than longitudinal analysis."
[77] ". . . which may create biases due to Simpson’s paradox" [76] from [14]

• Explanation and Example: To understand and gather correct insights on
the data, an isolated consideration of cohorts and groups has to be performed.
Delimitations to Population bias where structural/demographic challenges are
reflected in the population, Behavioural bias, where data is affected among
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different user behaviour between platforms, longitudinal data fallacy considers
changes within a cohort over time in context to others.

– Use Case 1: Applied to the predictive maintenance example, production
machinery data from the different production lanes has to be considered,
understanding the data in an isolated way over a longer time to avoid
misinterpretations e.g. if the machines were adapted or modified which
would affect their productivity and therefore falsify conclusions.

– Use Case 2: This bias can arise if the style of writing or amount of
information changes in cohorts of younger age groups whereas stays the
same among the cohorts of elderly age groups. Combining different cohorts
can create a longitudinal data fallacy.

• Emergence in CRISP-DM:
– Phase 2: Besides insights from the business understanding phase and its

objectives, potential effects in changes of behaviour must be considered
during data understanding and gathering which should be challenged by
domain experts.

13. Sampling Bias

• Definition: ". . . arises due to non-random sampling of subgroups" [76]
• Explanation and Example: Although it is similar to Representation bias

[77] (where the focus is on the presence of representative distributions among
the population overall), sampling bias focus on the analyst when data is
prepared for training purpose in this definition. Furthermore, a "consequence
of sampling bias, the trends estimated for one population may not generalize
to data collected from a new population" [77].

– Use Case 1 and Use Case 2: If train-, evaluate- and test set are not
randomly sampled among a group e.g. manufacturing year/type within
the predictive maintenance (use case 1) or departments and its differences
in application type (use case 2). Due to sampling bias, both examples can
face a decreased performance whereas use case 2 can lead to discriminatory
issues. Consider appropriate sampling techniques according to the type of
data e.g. random sampling in time-series data can lead to over-estimation
in performance.

• Emergence in CRISP-DM:
– Phase 3: As stated, sampling bias should be checked during data prepa-

ration in phase 3.
– Phase 4: During modelling sampling bias can occur along the generation

of test design.
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14. Exclusion Bias (Omitted Variable Bias)

• Definition: ". . . occurs when one or more important variables are left out of
the model" [77]

• Explanation and Example: This can happen during data understanding
and data preparation if variables are wrongly considered unimportant and
therefore skipped for training.

– Use Case 1: In the case of the predictive maintenance example, exclu-
sion bias could arise due to excluding e.g. the temperature within the
production hall which could be an indicator for harmful errors during
production which would further lead to earlier maintenance intervals in
case the temperature exceeds a certain temperature threshold.

– Use Case 2: For the hiring algorithm example, exclusion bias could arise
e.g. if the applicant’s age is excluded, which can lead to increased weights
on proxy variables; exclusion of certain (sub-)groups can further lead to
Representation bias.

• Emergence in CRISP-DM:

– Phase 2, 3, 4: Arises due to the exclusion of potential valuable variables
which can occur upfront during data collection in phase 2, wrong exclusion
criteria in phase 3 or even during modelling in phase 4 if the model
considers proxy variables for the prediction in place of the excluded
attribute.

15. Attribute Bias (Gender-/Racial-/Age Bias)

• Definition: Within the literature age bias [12], racial bias [3, 95] and gender
bias [11] are mentioned, which are biases towards a certain attribute (-value)
or group. Therefore we subsume these biases as "Attribute bias" since the
effect is indifferent e.g. against a certain age group, a certain gender, religion,
language or any other different attribute. Often related to a sensitive attribute
(gender, race etc.) as an effect of Historical bias in a socio-cultural context,
"Attribute bias" is not limited to protected attributes.

• Explanation and Example:

– Use Case 1: In the predictive maintenance example, two types of
machines are considered: very new machines with low-quality spare parts
that allow for small measurement tolerances, and rather old machines
with high-quality spare parts that allow for larger measurement tolerances.
With the same output, the algorithm could learn that older machines need
to be serviced earlier, even though they would run much longer due to
better quality and higher material tolerances. This would have an overall
impact on performance.
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– Use Case 2: If women have a lower probability of being predicted for
a job compared to a man just because of their gender. This can be an
effect of Historical bias (e.g. when only men are hired for certain positions
which is reflected in the data), Representation bias (e.g. when appropriate
training data is available, but women are underrepresented) or Selection
bias (e.g. considering only men during data collection).

• Emergence in CRISP-DM:

– Phase 1: When business objectives and goals are determined, protected
attributes should be identified. Assess known issues on objectives among
socio-cultural aspects (e.g. class imbalances or minorities) to identify
Historical bias that can lead to Attribute bias.

– Phase 2: During data gathering, appropriate selection of the population
should be considered, assumptions from Phase 1 evaluated and proxy
variables identified. Groups (and their outcomes according to the defined
objectives) have to be opposed and analyzed to understand the reasons
why groups with a specific attribute are favoured or disadvantaged. Reflect
them according to the data collection process in relation to Selection bias
that can lead to Attribute bias.

– Phase 3: In data preparation consider excluding sensitive attributes and
define a correlation threshold for proxy variables that may be excluded
as well. Exclusion and threshold depend on the use case and have to
be defined individually. Consider Representation bias that can lead to
Attribute bias.

– Phase 4: During model evaluation Attribute bias can be tested e.g. by
counterfactual fairness, assessing the outcome while changing the value of
sensitive (or proxy) attributes.

– Operation: Perform regular or automated tests e.g. counterfactual
fairness.

16. Label Bias

• Definition: ". . . available labels for particular subpopulations are systemati-
cally incorrect" [31]

• Explanation and Example: Label bias can arise due to inconsistent or
missing guidelines on how data has to be labelled, due to different cognitive
biases of the labellers and due to damaged sensors/equipment/setup when
labelling is automated.

– Use Case 1: As mentioned before, an optical quality management system
within the production example could be affected by label bias if images are
wrongly labelled systematically e.g. due to bad lighting in the production
lane. In this case, label bias may arise due to Measurement bias.
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– Use Case 2: Within the hiring example, label bias is related to the human
resource department, depending on the employee who assesses applicants.
Depending on individual (cognitive) biases, this can be incorporated into
data and be manifested as label bias which can also come along together
with Attribute bias and therefore lead to discriminatory effects.

• Emergence in CRISP-DM:
– Phase 2: During data understanding differences in labels have to be

assessed carefully together with domain experts to unveil potential distor-
tions in labels.

– Phase 3: In case label bias is present, appropriate steps have to be
considered during data preparation to ensure proper training.

17. Cause-Effect Bias

• Definition: ". . . can happen as a result of the fallacy that correlation implies
causation" [76] i.e. "Correlation Fallacy" [98]
This bias type was not categorized by Mehrabi et al. [77] but since Cause-
Effect-bias is strongly dependent on the analyst during data understanding
and preparation, we categorize this bias type within the Data-to-Algorithm
group.

• Explanation and Example:
– Use Case 1: If the output speed from production machinery has to

be decreased because of a special and more valuable material-product
combination compared to the standard products, an unaware analyst could
assume that speed correlates with output, although the material-product
combination would not allow a faster production and would further result
in bad quality.

– Use Case 2: A typical example within the hiring use case would be the
assumption, that more women tend to work part-time because of private
caretaking. Therefore one could assume that all women only seeking
part-time jobs.

• Emergence in CRISP-DM:
– Phase 2: Correlation-causation dependencies have to be assessed during

data understanding in context with domain experts as well as in relation
to sensitive attributes and proxy variable(s).

– Phase 3: During data preparation an appropriate sampling must be
considered for training.

– Phase 4: Avoid misleading interpretation during model assessment.
– Phase 5: Identified dependencies from phase 2 (as well as objectives

from phase 1) have to be considered during evaluation to ensure that the
model predicts based on eligible attributes.
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17.A Confounding Bias: ". . . occurs when an analyst tries to determine the effect
of an exposure on an outcome but unintentionally measures the effect of another
factor(s)" [110]

• Explanation and Example: Compared to Cause-Effect bias, where
causation is falsely implied by correlation, Confounding bias is the effect of
investigating effects between one variable and another but unfortunately
measures the effect of (an-)other factor(s). Since not classified by Mehrabi
et al. [76], we subsume this bias as a subtype of Cause-Effect bias due to
the same approach but a different effect.

– Use Case 1: In case a certain machine produces more faulty output
during hot periods, one could assume weaknesses within the machine
(e.g. different textures of lubricants), although even the raw material
can be affected by the high temperature, utilizing wrong machinery
parameter can lead to more faulty products.

– Use Case 2: Investigating the reasons for application for women,
could be biased toward confounding bias if the business domain is
falsely considered as a driving factor, although the true reason for
application can be e.g. the internal kindergarten.

• Emergence in CRISP-DM: Due to the relation to Cause-Effect bias
we refer to the same phases for this type.

Category: User-to-Data | Data-to-Algorithm | Algorithm-to-User

18. Algorithmic Bias

• Definition: ". . . is when the bias is not present in the input data and is added
purely by the algorithm" [77]

• Explanation and Example: Algorithmic bias can arise due to inappropriate
modelling techniques and related parameter settings. In the domain of music
recommendation Flexer and Schnitzer [42] showed, that different algorithms
produce different degrees of hubness which is performed by measuring distances
in high dimensional spaces. Depending on the algorithm selection, this can
lead to algorithmic bias.

• Emergence in CRISP-DM:
– Phase 4: Algorithmic bias arises due to an inappropriate selection of

algorithms or due to side effects in optimization e.g. changing weights
to improve performance or mitigate different bias types. Integrate audit
methods [7] for in-depth model assessment, apply explainability and in-
terpretability methods, consider situation testing (create scenarios and
constellations of attributes to determine and define the decision bound-
aries) and counterfactual testing (explicitly change protected attributes
to different values e.g. male to female and observe, whether the output
changes).
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– Operation: Algorithmic bias can emerge during retraining which requires
consideration of steps done in phase 4. Consider logs from CRISP-DM
7.1 to identify edge cases as well as compliance with legal requirements
e.g. updates in GDPR or the AI-Act.

19. User Interaction Bias

• Definition: is emerging from "the user interface (e.g. via Presentation bias)
and the user’s own self-selected, biased interaction" [10].

• Explanation and Example: User-Interaction bias can be affected by differ-
ent bias types such as Presentation bias or Ranking bias (especially arising in
the recommender systems domain) [10].

– Use Case 1: User-Interaction bias in the optical image recognition system
can occur if the worker has to spend different efforts to confirm positive
and negative outcomes e.g. when negative examples require inconvenient
or more actions in the user interface (by navigating through different
tabs), so the user could tend to mark faulty products as good and vice
versa.

– Use Case 2: If the user interface only shows the top five selected
applicants while the rest would require scrolling, the HR assessor might
tend to focus only on the five presented.

• Emergence in CRISP-DM:
– Phase 2: Consider the source of data gathered via user interfaces during

data understanding and assess their background (e.g. ground truth if
available, domain experts or users).

– Operation: Although sufficient testing (of user interfaces) is required
as well, potential changes in forms and further data-gathering strategies
have to be assessed regularly.

19.A Presentation Bias
• Definition: ". . . is a result of how information is presented" [77]
• Explanation and Example: Presentation bias can have various facets

due to the type of information/data presented (e.g. diagrams, pictograms
or images) to the user. It is related to User-Interaction bias.

– Use Case 1: In the case of a visual quality management system,
presentation bias can arise if the results presented on the worker’s
computer do provide ambiguous information about why or where e.g.
the particular workpiece is considered as a defect.

– Use Case 2: If the graphical interface of the hiring algorithm high-
lights the (algorithmic) predicted choice without any explanation or
justification, this could lead to presentation bias which can further
result in discriminatory effects. Even worse, if the user observes a
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pre-ranked list or selection from the algorithm without being commu-
nicated or indicated.

• Emergence in CRISP-DM:
– Phase 1: Consider how the results will be presented to the end

user, determine the need for interaction and assess their particular
needs with domain experts and end users. Consider the need for
explainability methods as well as usability in case of user-interaction
is required.

– Phase 2: Define suitable presentation methods (according to the
type e.g. categorical data, time series etc.) along requirements defined
in phase 1.

– Phase 4: Assess implementation along defined requirements in Phase
1 and 2 with users and domain experts.

– Operation: In the case of online learning systems, evaluate those
techniques and objectives on a regular basis.

19.B Emergent Bias
• Definition: ". . . happens as a result of use and interaction with real users.

This bias arises as a result of a change in population, cultural values, or
societal knowledge usually sometime after the completion of design" [76]

• Explanation and Example: Although Mehrabi et al. [76, 77] list this
as a dedicated bias, we subsume this bias type to User-Interaction bias
since this bias arises due to user-interaction and is also mostly observed
in user interfaces. Changes in the population are therefore covered within
Population bias, as well as cultural values, are reflected in Historical bias.
In contrast to user interaction as a superior bias type, emergent bias arises
after development during the operation.

• Emergence in CRISP-DM:
– Operation: As stated within the definition, this is clearly situated

within the operation. Therefore statistical measures have to be as-
sessed on a regular basis to react in case of data drift i.e. different
user behaviour.

20. Evaluation Bias

• Definition: ". . . happens during model evaluation . . . the use of inappropriate
and disproportionate benchmarks for evaluation of applications. . . " [76, 77].

• Explanation and Example: In this case an example within the use cases
would be invalid since this is highly related to the objectives and goals, type
of data as well as context. Therefore a set of actions, described below, can
help to unveil Evaluation bias.
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• Emergence in CRISP-DM:
– Phase 4: Evaluation bias occurs at evaluating the model’s performance.

Ensure the evaluation data matches the target population, perform quan-
titative comparisons of the models and investigate aggregated groups and
measures to avoid hidden subgroup underperformance.

21. Deployment Bias

• Definition: ". . . arises when there is a mismatch between the problem a model
is intended to solve and the way in which it is actually used." [101]

• Explanation and Example: Although deployment bias was not gathered
during the mapping study, it was collected within assessing further literature.
Errornous deployment can clearly affect the algorithm’s performance, which is
why it is considered in this work and therefore subsumed in the category of
Algorithm-to-User.

– Use Case 1: In case a predictive maintenance algorithm is developed
based on European machinery data, it might lead to bad performance in
case this algorithm is deployed to machines in the southern hemisphere
e.g. wrong predictions due to different humidities.
According to the optical image recognition system example, deployment
bias can occur if the system is supposed to give suggestions to the quality
assurance worker (who decides on rejecting a product), but then applied
without a supervising actor i.e. applying suggestions as decisions.

– Use Case 2: As stated in use case 1, different utilization of the hiring
algorithm in different tasks can run into deployment bias e.g. if different
countries or areas focus on different industries, they would require different
skills.

• Emergence in CRISP-DM:
– Phase 6: Deployment bias requires eligibility checks on the system and

the context in which the algorithm will be utilized. Provide descriptions
and delimitations of the data and algorithm according to the intended
target system.

22. Automation Bias

• Definition: ". . . the degree of agreement with erroneous advice provided by an
Intelligent Agent . . . " [105]

• Explanation and Example: Automation bias is not covered within the
groups of Mehrabi et al. [77], but from a technical point of view, it is situated
within the Algorithm-to-User group since users (and further the data) can be
affected from this bias.

– Use Case 1: Within the visual quality management algorithm marking
bad pieces, algorithmic bias could occur if the system is supervised by
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a worker who has to confirm the rejection i.e. if the worker trusts the
algorithm and confirms also erroneous rejections from the algorithm.

– Use Case 2: Algorithmic bias can also arise within the hiring algorithm,
e.g. when recruiters rely on the system and hire the algorithmically
suggested candidate without considering equivalent participants (who
would also be eligible or even better suited), i.e. when they blindly agree
to the algorithmic suggestions.

• Emergence in CRISP-DM:
– Operation: Provide regular tests to the utilising users by e.g. showing

simulated (false) predictions and examples to assess the user’s attention
and ability to evaluate the outcome.

A condensed summary of the mapping into the phases of CRISP-DM can be found in
Table 3.2, which forms the basis for the enrichment of the individual tasks in CRISP-DM.
As shown, most of the identified biases occur during Phase 2 and Phase 3, i.e. during
data understanding and data collection as well as data preparation. This again underlines
the necessity and importance of a clear understanding of how to identify and deal with
bias during development.
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No. Bias Type P1 P2 P3 P4 P5 P6 P7
1 Historical Bias 1 ✓ ✓ ✓
2 Population Bias 2 ✓
3 Behavioural Bias 3 ✓
4 Content Production Bias 4 ✓
5 Temporal Bias 5 ✓ ✓
6 Social Bias 6 ✓ ✓ ✓ ✓
7 Selection Bias 7 ✓
7.A Negative Set Bias 7.A ✓ ✓ ✓
7.B Self-Selection Bias 7.B ✓
8 Framing-Effect Bias 8 ✓ ✓ ✓
9 Representation Bias 9 ✓
10 Measurement Bias 10 ✓
10.A Device Bias 10.A ✓
10.B Capture Bias 10.B ✓
11 Aggregation Bias 11 ✓
11.A Modifiable Areal Unit Probelm Bias 11.A ✓
11.B Simpson’s Paradoxon 11.B ✓
12 Longitudinal Data Fallacy 12 ✓
13 Sampling Bias 13 ✓ ✓
14 Exclusion Bias 14 ✓ ✓ ✓
15 Attribute Bias 15 ✓ ✓ ✓ ✓ ✓
16 Label Bias 16 ✓ ✓
17 Cause-Effect Bias 17 ✓ ✓ ✓ ✓
17.A Confounding Bias 17.A ✓ ✓ ✓ ✓
18 Algorithmic Bias 18 ✓ ✓
19 User-Interaction Bias 19 ✓ ✓
19.A Presentation Bias 19.A ✓ ✓ ✓
19.B Emergent Bias 19.B ✓
20 Evaluation Bias 20 ✓
21 Deployment Bias 21 ✓
22 Automation Bias 22 ✓

Table 3.2: Overview of discovered bias types mapped according to the respective phase
in CRISP-DM, including the introduced Monitoring and Maintenance (MM) phase

(Phase 7), where they are likely to occur and where they have to be taken into account
clustered into categories according to Mehrabi et al. [77]: User-to-Data (1-8),

Data-to-Algorithm (9-17.A) and Algorithm-to-User (18-22)
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CHAPTER 4
Legal Implications on CRISP-DM

Within this chapter, an assessment of the obligated requirements stated in Article 9-15
[37, pp. 46–52] including the amendments [38] is performed, focusing on "bias" and
the identified bias types identified in Chapter 3. Therefore the legal requirements in
the AI-Act are described (in the relevant context of this work), followed by relations
to CRISP-DM, where a mapping is performed on to the respective phase. Because
the AI-Act also covers several technical aspects besides bias, such as human oversight
measures, security granting aspects or persistence strategies, we focus on bias and fairness
affecting provisions.

4.1 Requirements: Articles 9-15
Since this work incorporates the amendments decided by the European Parliament on
June 14th 2023, the respective updates are marked in blue to highlight the differences for
further analysis and lookup. Numbers in parentheses refer to the paragraphs within the
respective article.

4.1.1 Article 9 – Risk Management System
Legal Claim: A risk management system (RMS) for high-risk systems should (1) be
established "throughout the entire lifecycle dots be integrated or even a part of already
existing systems" unless it fulfils the requirements of Article 9; (2) consider a "continuous
iterative process running throughout the entire lifecycle" requiring regular review and
updates to ensure its effectiveness, documentation and significant decisions; (2a) identify,
estimate and evaluate known and foreseeable risks that can harm the health or safety
of natural persons, fundamental rights, equal access to opportunities or democracy if
reasonably foreseeable; (2c) evaluate other significant risks identified in (2a) according
to the post-market-monitoring system in Article 61; (3) "mitigate risks effectively while
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ensuring appropriate implementation of requirements"; (4) reasonably judge residual risks
being acceptable obligating communication to the deployer; (4a) prevent and eliminate
identified risks according to technical feasibility involving domain experts; (4b) mitigate
and implement control measures addressing significant risks that cannot be excluded; (4c)
provide respective information according to Article 13; (7) consider predefined metrics
and probabilistic thresholds that align with the intended system’s purpose; (8) consider
whether the (high-risk) system "is likely to adversely impact vulnerable groups of people
or children" [37, pp. 46–48] [38].
To get suitable and sustainable risk management done, we propose to apply a defined
standard process to structure these AI-related considerations, ensuring a clear overview of
risks and appropriate action items in parallel along the whole lifecycle, if none is already
implemented in the organization. Starting with the task "Risks and Contingencies"
(CRISP-DM 1.2.3), regular updates and assessments among every single task throughout
the Monitoring and Maintenance phase are necessary. Therefore we introduce two options:

An option to achieve a suitable risk management system (RMS) is to utilize
frameworks e.g. according to Smart [96] which comprises seven phases:

i Establish the scope of RMS (e.g. according to CRISP-DM: business, data,
model, deploy, monitoring)

ii Identify risks among defined topics (e.g. what to do in case of data imbalance
and resulting effects?)

iii Quantitative analysis of individual risks (e.g. impact on defined metrics like
accuracy? Potential occurrence of bias etc.)

iv Quantitative aggregation of individual risks (e.g. considering internal and
external risks according to statistical uncertainty in cost and schedule)

v Risk allocation (e.g. defining responsibilities according to scope and topics)
vi Establish reserve strategy and mitigate risks (e.g. what can be done if risks

are occurring?)
vii Monitor and review (e.g. monitoring via previously defined key performance

indicators, periodic review and assessment)

Another option belongs to the family of ISO standards: The established ISO 31000
for standardized risk management is complemented in ISO 23894 "Guidance on
Risk Management" described in Section 2.4 and prescribes implications for the
development and use of AI systems. Beginning from data collection, processing and
operations, human oversight measures, regulatory as well as legal issues towards
fairness criteria are considered in this norm. Although a broad range of aspects
is covered, it leaves enough space for individual corporate adaptions according to
internal processes and tools, which is why we recommend utilizing this norm.
Lee and Singh [68] created a risk identification questionnaire for detecting un-
intended biases in the machine learning development lifecycle to leverage risk
identification for practitioners.
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Emergence in CRISP-DM: We argue for comprehensive risk management over
all phases in CRISP-DM including Monitoring and Maintenance, depending on
the specifications and implications of the identified bias type. Examples according to the
phases are:

Phase 1: Define actions to be taken when predictions based on business objectives lead to
unforeseen or harmful outcomes for individuals or do not meet business success criteria
(e.g. when Historical bias reflected in the data lead to discriminatory predictions) and
define accountabilities. Gather and challenge known edge cases and prepare an operating
plan, defining clear steps for each scenario to prevent ethical dilemmas. Consider legal
risks such as non-compliance to GDPR or the AI-Act. Phase 2: Investigate identified risks
from phase 1 according to the gathered data and assess their validity. Phase 3: Consider
risks according to privacy violations, data security or -leakage in phase 4. Phase 4:
Define actions to be taken when selected approach (pre-, in- or post-processing) does not
provide the expected results? Phase 5: Identification and documentation of extinguished
and residual risks: What to do if they occur? Definition and explanation of residual
risk and their impact: Why can a certain risk not be eliminated? Phase 6: Consider
risks according to Deployment bias, define limitations in case the system is deployed in a
different context or a different use (case). Phase 7: Consider security vulnerabilities and
define actions to be taken (e.g. adversarial attacks, data poisoning etc.).

When identifying risks, bias (in a societal and interpersonal context) plays an important
role and can have a negative impact on the effectiveness of a risk plan [22]. Within this
work, we focus on the bias aspect of risks which should be further incorporated in the
chosen RMS.

4.1.2 Article 10 – Data and Data Governance
Legal Claim: (1) Training, test and validation data sets (test and verification for
unsupervised- and reinforcement learning) shall (as far as technically feasible) be (2)
"subject to suitable data governance" and "appropriate for the context of use as well as
the intended purpose" particularly comprising (a) design choices; (a/a) "transparency as
regards the original purpose of the data collection"; (b) "data collection processes"; (c)
"data preparation and processing (annotation, labelling, cleaning, updating, enrichment
and aggregation);" (d) formulation of assumptions according to the data; (e) "assessment
of availability, quantity and suitability of data"; (f) "examination of possible biases
. . . likely affect health and safety, harm fundamental rights or lead to discrimination",
especially avoiding ’feedback loops’ as well as "appropriate measures to detect, prevent
and mitigate possible biases;" (g) "identification of relevant data gaps or shortcomings
that prevent compliance" In (3) requires that "training datasets and where they are
used, validation and testing datasets, including the labels, shall be relevant, sufficiently
representative, appropriately vetted for errors and be as complete as possible in view of
the intended purpose" . . . "appropriate statistical properties, including, where applicable,
as regards the persons" or groups of persons "in relation to whom the high-risk AI system
is intended to be used".
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According to (5) it is allowed to process special categories of personal data ensuring
negative bias monitoring, detection and mitigation for high AI systems (see paragraph 5
a-g); (6a) the deployer is held accountable in case the provider infringes compliance to
Article 10 e.g. by missing rights on the data [37, p. 48][38].

Emergence in CRISP-DM: Lacking data- and information management and missing
(management) governance are reasons for failures [17, p. 2321] especially dealing with
privacy and security [74, p. 4].

Use documentation from the data dictionary, data collection-, description-, exploration-
and quality reports from Phase 2 to check compliance on paragraph (2a-g). Additionally
consider the implementation of data provenance strategies such as:

• PROV-O1

• Datasheets for Datasets [48]

• Dataset Nutrition Label [57]

Use documentation from the data dictionary, dataset description from Phase 3, test
design from Phase 4 and from assessment of data mining goals- and success criteria from
Phase 5 to check compliance on paragraph (3-6). Define and include legal aspects (e.g.
rights on data etc.) that can lead to violating compliance with the AI-Act. Therefore
legal aspects on this article should be part of CRISP-DM 1.2.2 Assess Situation to ensure
compliance on paragraph (6a). The establishment of a data governance plan is crucial to
be compliant with the AI-Act which we recommend performing in CRISP-DM 2.1 Select
Data, if not utilized already.

4.1.3 Article 11 – Technical Documentation
Legal Claim: The technical documentation shall be updated regularly and comprise,
at minimum, the requirements2 stated in Annex IV of the AI-Act comprising: (Annex
IV/1) a general description including (a) purpose, developer, date, version; (b) interfaces
to interacting hard-/software; (c) versions of soft-/firmware(-update); (d) forms in which
AI is intended to be placed on the market; (e) description of hardware which runs the
AI; (f) marking of internal layout, where the AI system is a component of products;
(g) instructions for use and installation instructions. Facilities are granted in the case
of SMEs and start-ups, any equivalent documentation meeting the same objectives,
subject to approval of the competent national authority.Annex IV/2 require a detailed
description of elements and process for its development comprising architecture, design
specifications, requirements on data, assessment and testing and validation process as
well as a description of human oversight measures (Article 14) considering transparency
obligations in (Article 13); Annex IV/3 comprises monitoring and limitatating aspects

1https://www.w3.org/TR/prov-o/, accessed 05/09/23
2Credit institutions additionally have to align with Article 74, which is not covered within this work.
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such as human oversight measures following the RMS as well as operation (Article 14);
Annex IV/4 require a detailed description of the RMS: according to (Article 9); Annex
IV/5 require a log of development: document every change made in the system. Annex
IV/8 require a detailed description of the post-market evaluation system: post-market
monitoring system to evaluate the performance to ensure permanent compliance of
the system concerning Title III/Chapter 2 which means compliance to "obligations for
high-risk systems" (Article 8-15) [37, pp. 74–75].

Emergence in CRISP-DM: According to the requirements listed in paragraph (1)
referring to Annex IV [36], required information can be gathered out of the documentation
created in CRISP-DM as shown in Table 4.1:

P1 P2 P3 P4 P5 P6 P7
(1) a,b,d,f - - - - (1) c,e,g,f
(2) b,c,e (2) d (2) d (2) a,b,g (2) e,g

(3) - - - - (3) (3)
(4)

- - - - - - (5)
- - - - - (6) -
- - - - - (7) -

(8) - - - - (8) (8)

Table 4.1: Mapping of the requirements listed in
Article 13 – Transparency and Provision of Information [Annex IV (1-8) of the AI-Act]

according to suitable phases in CRISP-DM

Since several articles extend each other and extend over more than one phase in CRISP-
DM (e.g. Article 13 – Transparency and Provision of Information, Article 14 – Human
Oversight and Article 9 – Risk Management System) related documentation has to be
extracted from the respective article’s requirements gathered in the specific task. We
annotated that within the respected tasks in CRISP-DM to preserve readability since
relevant sources to gather information can be observed in Table 4.1.

4.1.4 Article 12 – Record Keeping

Legal Claim: High-risk systems are obligated to comprise (1) state of the art automatic
logging capabilities during operation (2) throughout its lifecycle, including monitoring of
operations (Article 29(4)) and post-market monitoring (Article 61) and (2(a)) presenting
risks "in the meaning of (Article 65(1))" and (2(b)) "lead to substantial modification
of the system". (2a) requires high-risk systems to log energy consumption of energy
and environmental impact. Moreover, the logging should contain at minimum: (4a) a
"recording of the period of each use (start-, end-, and use date)"; (4b) "reference database
against which input data has been checked by the system"; (4c) "input data for which the
search has led to a match"; (4d) "identification of natural persons involved" [37, p. 49][38].
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Emergence in CRISP-DM: In this context, we refer to GDPR Article 15, which
grants users the right of information provision (Data Subject Access Request – DSAR)
and enables them to request underlying data/information which led to particular compu-
tation/prediction. Logging is aimed at storing the state of the system and significant
occurrences in a system at a certain point in time to monitor the system and ease
anomaly detection and defect management [21]. We propose to start focusing on logging
in the CRISP-DM 4.1 Select Modelling Technique until the operation, covered via the
CRISP-DM 7.1 Monitor to align design decisions along potential logging capabilities.

4.1.5 Article 13 – Transparency and Provision of Information

Legal Claim: Ensure that (1) the system’s operation is "sufficiently transparent to
enable users to interpret the system’s output, system’s functioning" (how it works, its
processes and what data it processes) according to the intended purpose and use it
appropriately . . . "allowing the user to explain the decisions taken by the AI system to the
affected person"; (2) ". . . include concise,correct, clear and to the extent possiblecomplete
information thathelps to operate and maintaining the AI system as well as supporting
informed decision-making by users and is reasonably relevant";

(3b) "characteristics, capabilities and limitations of performance including" (3b/i) intended
purpose; (3b/ii) level of accuracy, robustness and cybersecurity (Article 15 – Accuracy,
Robustness and Cybersecurity) and "any circumstance that may have an effect on
them"; (3b/iii) "effects and foreseeable risks on "its intended purpose under conditions of
reasonably foreseeable misuse which lead to risks to the health and safety or fundamental
rights or environment;" (3b/iiia) "the degree to which the AI system can provide an
explanation for decisions it takes;" (3b/iv) performance on intended persons or groups;
(3b/v) specifications of used input data which affects the intended purpose of AI system
and "user actions that may influence system performance" (type or quality of data);
(3d) human oversight measures (Article 14 – Human Oversight); (3e) expected lifetime,
necessary maintenance, care measures to ensure proper functioning, software updates;
(3ea) "a description of the mechanisms included within the AI system that allows users
to properly collect, store and interpret the logs in accordance with Article 12 – Record
Keeping(1)" [37][38].

Emergence in CRISP-DM: According to the requirements, appropriate methods
of interpretability and explainability should be concerned in CRISP-DM 1.3.1 to meet
paragraph (1) and (2). Incorporating documentation about the model and its performance
created in CRISP-DM 4.3 Build Model, CRISP-DM 4.4 Assess Model, CRISP-DM 5.1
Evaluate Results, data dictionary to meet (3).

Delimitations: Some remaining points require additional documentation from related
articles such as documentation of implemented security and robustness measures required
(3b/ii) in Article 15 – Accuracy, Robustness and Cybersecurity, documentation of
implemented human oversights measures (3d) required in Article 14 – Human Oversight,
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the risk management system (3b/iii) from Article 9 – Risk Management System and the
logging capabilities (3ea) Article 12 – Record Keeping.

4.1.6 Article 14 – Human Oversight
Legal Claim: Human oversight shall (1) include human-interface tools to enable
oversight by natural persons "as proportionate to the risk associated with those systems";
(2) "prevent or minimizing the risk to health, safety or fundamental rights or environment
" and "where decisions based solely on automated processing by AI systems produce
legal or otherwise significant effects on the persons or groups of persons on which the
system is to be used." (3) be ensured either (3a) by the provider; or (3b) by the user (4a)
"fullycunderstand the capacities and limitations of the high-risk AI system . . . monitor
its operation, so that signs of anomalies, dysfunctions and unexpected performance can
be detected and addressed as soon as possible;" (4b) be aware of Automation bias to
"provide information or recommendations for decisions to be taken by natural persons";
(4c) "correctly interpret the system’s output"; (4d) "be able to decide, in any particular
situation, not to use the high-risk AI system . . . override or reverse the output"; (4e)
"interrupting the system through a "stop-button" or similar technique" ensuring a safe
shutdown; "except if the human interference increases the risks or would negatively
impact the performance in consideration of generally acknowledged state-of-the-art" (5)
apply the "four-eye principle" in point 1(a) Annex III ("systems . . . used for the real-time
and post remote biometric identification of natural persons")[37][38].

Emergence in CRISP-DM: Requirements are not considered by default whithin
the CRISP-DM process.

Delimitations: With respect to (1), (2), (3), (4) and (5) this is within the responsibility
of the provider and the user, depending on the context and domain of the system, why we
suggest to formulate and include these requirements within CRISP-DM 1.1.2 Determine
Business Objectives to consider further steps along the CRISP-DM process. In contrast
to human oversight, where a human has the privilege to interrupt the system, validate
the system’s output before the decision becomes effective or reject outcomes [67], related
to CRISP-DM 4.1 Select Modelling Technique and CRISP-DM 7.1 Monitor, human in
the loop is used during development e.g. when not much data is available, costs for errors
are too high or the required data is rare or not available [109].

4.1.7 Article 15 – Accuracy, Robustness and Cybersecurity
Legal Claim: High risks systems shall (1) implement the security by design principle by
default and "archive an appropriate level of accuracy, robustness, safety and cybersecurity
to perform consistently" through its lifecycle (according to state-of-the-art measures
. . . ); (2) levels of accuracy and metrics should be defined in instructions of use in a
clear language; (3) be "resilient as possible regarding errors, faults or inconsistencies"
within the system and its environment, but especially with natural persons and other
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systems; . . . be robust "through technical redundancy solutions", backups and fail-safe
plans; . . . address mitigation measures against feedback loops and malicious manipulation
of inputs in learning during operation for online-learning systems; (4) be "resilient
as regards attempts by unauthorised third parties altering use, behaviour, outputs
or performance;" . . . ensure cybersecurity "appropriate to the risk and circumstances"
. . . address vulnerabilities, measures to "prevent, detect, respond to, resolve and control
for attacks" to training dataset "(’data poisoning’), or pre-trained components used in
training (’model poisoning’)", or causing the model to fail "(’adversarial examples’ or
’model evasion’), confidentially attacks or model flaws, which lead to harmful decision-
making[37][38].

Emergence in CRISP-DM: Required documentation (2) and (3) can be utilized
from CRISP-DM 4.3 Model Descriptions, from CRISP-DM 6.2 Plan Monitoring and
Maintenance as well as from CRISP-DM 7.1 Monitor concerning the operation. Require-
ments regarding security stated in (1) and (4) should be addressed in CRISP-DM 1.2.2
Requirements, Assumptions and Constraints regarding requirements to "security" as well
as in CRISP-DM 4.1 Select Modeling Technique considering e.g. membership inference
attacks, model/attribute inversion attacks, adversarial attack or model stealing.

4.2 Additional Articles
In this section, we refer to relevant aspects with respect to the obligations for high-risk
systems stated in Section 4.1 which grant exceptions or required additional information
about how a certain article has to be implemented.

4.2.1 Article 52: Transparency obligations for certain AI systems
Refers to a specific group of systems which are not classified as high-risk but obligated
to transparency obligations. Providers must guarantee that AI systems meant to engage
with individuals are created in a manner ensuring that the person interacting with the AI
system is promptly, clearly and understandably informed that they are indeed interacting
with an AI system unless this fact is evident from the circumstances and the context
of the interaction (e.g. which functions are AI-enabled, human oversight, responsibility
within the decision-making process, legal situation or allow natural persons to object
against the application . . . including their right to seek an explanation) [37][38].

Special obligations for (2) emotion recognition systems or (3) generative AI
systems (text, audio and video) are stated in this article.

4.2.2 Article 53: AI regulatory sandboxes
As measures in support of innovation member states shall "establish a controlled envi-
ronment to test innovative technologies for a limited time on the basis of a testing plan
agreed with the competent authorities" [37].
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4.2.3 Article 61: Post-market monitoring system
Providers shall (1) establish and document a post-market monitoring system in a manner
that is proportionate to the nature of the artificial intelligence technologies and the risks
of the high-risk AI system; (2) actively and systematically collect, document and analyse
relevant data provided by deployers or collected through other sources on the performance
of high-risk AI systems throughout their lifetime, and allow the provider to evaluate
the continuous compliance of AI systems with the requirements in Title III, Chapter 2
AI-Act and "include an analysis of the interaction with other AI systems environment,
including other devices and software taking into account the rules applicable from areas
such as data protection, intellectual property rights and competition law"; (3) be part of
the technical documentation Article 10 [37][38].

4.2.4 Article 69: Codes of Conduct
Fostering the voluntary application of obligations for high-risk systems shall strengthen
the trustworthiness of AI systems according to the defined aspects in paragraph (2) lit.
a-g [38].

4.3 Concluding Remarks on Legal Provisions
Table 4.3 shows a mapping between the AI-Act’s requirements and the corresponding
phases in CRISP-DM. To ensure compliance with the requirements, regular checks have
to be performed e.g. risk assessment (Article 9, which calls for the need for a "monitoring
and maintenance" phase, introducing a continuous process ensuring compliance with
the requirements during operation which will be introduced in Chapter 5. Despite this
mapping and guidance, we suggest consulting additional legal expertise to check on
compliance, especially in edge cases [37].

Article P1 P2 P3 P4 P5 P6 P7
Article 9 – Risk Management System ✓ ✓ ✓ ✓ ✓ ✓ ✓
Article 10 – Data and Data Governance ✓ ✓ ✓ ✓ ✓
Article 11 – Technical Documentation ✓ ✓ ✓ ✓ ✓ ✓ ✓
Article 12 – Record Keeping ✓ ✓ ✓ ✓
Article 13 – Transparency and Provision of Information ✓ ✓ ✓
Article 14 – Human Oversight ✓ ✓ ✓
Article 15 – Accuracy, Robustness and Cybersecurity ✓ ✓ ✓ ✓ ✓
Table 4.3: Overview of mapped articles form the AI-Act [37, 38] according to the
affected phase in CRISP-DM including the introduced Monitoring and Maintenance

(MM) (Phase 7)
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CHAPTER 5
Empowering CRISP-DM

After ascertaining the risk classification and obligations for high-risk systems, we provide
guidance on when to take which steps to detect bias(es), potential mitigation strategies
as well as guidance on considering bias-relevant aspects in high-risk systems in relation
to the AI-Act mapped to CRISP-DM.

5.1 Extending CRISP-DM: Monitoring and Maintenance
As shown in Chapter 3, some bias types are likely to just emerge during operation
(Automation bias) or are likely to persist throughout the development process (Emergent
bias) which can affect the performance during operation. The AI-Act considerately
addressed this issue and requires a post-market monitoring system for high-risk systems
according to Article 61 during operation [37, 38].

This led to considerate steps in standardization (Section 2.4), which put a strong focus
on operation and monitoring, continuous validation, re-evaluation and retirement [58].
This prompted us to introduce an additional phase to CRISP-DM to meet emerging
requirements and standards. Therefore we introduced the already mentioned "monitoring
and maintenance" phase introduced by Studer et al. [100] as Phase 7 and enriched it
according to the context of the research questions to leverage proper monitoring and
observation during operation.

5.2 Incorporating Findings into CRISP-DM
In this section, we extend the existing phases and respective tasks in CRISP-DM whereas
black text is the original CRISP-DM specification [27] with green and blue text denoting
extension to address bias issues, and compliance with the AI-Act, respectively which
looks as follows:
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phase.section.task Title of the task: Deliverable output

Original CRISP-DM specification [27].
Adoptions accoring to findings regarding bias from Chapter 3 including informed arguments according to
[55].
Adoptions according to findings regarding the AI-Act focussing on bias relevant aspects from Chapter 4
including informed arguments according to [55].

Justification and explanations to the additional steps according to the mapping
within the respective position in CRISP-DM following the evaluation within the
design science approach based on informed arguments from Hevner et al. [55].
Footnotes within the CRISP-DM task relate to the correlating tasks presented.

5.2.1 Phase 1 – Business Understanding
Phase 1 – Business Understanding: Determine Business Objectives

1.1.1 Determine business objectives: Background

• Organization

– Develop organizational charts identifying divisions, departments, and project groups.
– The chart should also identify managers’ names and responsibilities
– Identify key persons in the business and their roles
– Identify an internal sponsor (financial sponsor and primary user/domain expert)
– Indicate if there is a steering committee and list members
– Identify the business units that are affected by the data mining project (e.g., Marketing, Sales,

Finance or legal department)
– Identify ethical advisors and ideally form an ethical committee e.g. an Artificial Intelligence -

Risk Board (AI-RB) including ethical-, legal-, business-, domain- and technical experts as well
as decision-makers1

• Problem area

– Identify the problem area (e.g., marketing, customer care, business development, etc.)
– Describe the problem in general terms
– Check the current status of the project (e.g., Check if it is already clear within the business unit

that a data mining project is to be performed, or whether data mining needs to be promoted as
a key technology in the business)

– Clarify prerequisites of the project (e.g., What is the motivation of the project? Does the business
already use data mining?)

– If necessary, prepare presentations and present data mining to the business
– Identify target groups for the project result (e.g., Are we expected to deliver a report for top

management or an operational system to be used by naive end users?)
– Identify the users’ needs and expectations
– Identify known issues regarding bias, fairness or discrimination internally (within the organization)

and externally (known within the domain) within the defined problem area2

– Identify legal frame conditions (e.g. known internal or external issues, regulations or dependencies)
known within the problem area, identify legal obligations such as GDPR or AI-Act providing
indication whether and how the domain is affected3
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• Current Solution

– Describe any solution currently used to address the problem
– Describe the advantages and disadvantages of the current solution and the level to which it is

accepted by the users
– Describe the current solution’s properties and attributes highlighting specifically ethical issues e.g.

are people involved/affected in the problem/current solution or use case? Are there disadvantaged
groups or minorities identified? Are there irregularities according to fairness? Are there any
potential issues or known hazards according to discrimination whether direct or indirect? Are
there any known edge cases to avoid in the future?2

– Describe the current solution’s properties and attributes according to legal issues or conflicts
(GDPR, discrimination act or lawsuits) in relation to identified aspects in the "problem area"
above3 and document

1 According to Blackman [20], organizations seriously dealing with ethical risks
are required to have an ethics committee or an Artificial Intelligence - Risk
Board (AI-RB) which should have the responsibility to recommend against de-
veloping the solution, confirm that the solution does not pose ethical risks and
propose feature changes. We argue for including stakeholders from different
domains to ensure a broad assessment of the developed project, which is done
during the very early stage of a project such as in CRISP-DM 1.1.1.
2 Background assessment is important to uncover Historical bias understanding
the domain, the context and problems (in the current situation as well as the
domain). Results have to be documented thoroughly and be the basis for a data
dictionary.
3 In alignment with the argumentation in [2], identified legal issues (e.g. in align-
ment with legal experts) have to be documented according to the utilized RMS
in Section 4.1.1 to track and trace risks over the lifecycle (Article 9).

1.1.2 Determine business objectives: Business objectives

• Informally describe the problem to be solved

• Specify all business questions as precisely as possible

• Specify any other business requirements (e.g., the business does not want to lose any customers)

• Specify expected benefits in business terms

• Identify whether the specified requirements above (problem area and current) align with legal compliance
such as GDPR, discrimination act, AI-Act) and redefine otherwise1.

– Define requirements according to human oversight measures required in Article 14 – Human
Oversight

• If individuals are involved, define protected attribute(s) and identify protected class(es)2

• Identify whether/why and how the specified requirements above (problem, . . . ) involve unbalanced-,
minority-, or protected groups as well as social stereotypes (races, gender . . . ), protected attribute(s)
prone to be a basis for discrimination, potential biases. Do the requirements consider different treatment
of entities which might be ethically questionable or not fair?3
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• Consider potential alternatives or redefinitions and annotate/extend business requirements with use
cases or user stories (best/average/worst case scenarios), red lines (e.g. what must not happen) –
define the desired outcomes considering business interests and fair outcome and describe the differences
according to the objectives4

• Identify the risk classification according to the proposed AI-Act [37] identifying the feasibility (prohibited-
, high- and low-risk systems) and obligated steps (according to classification); if classified as high-risk,
then Articles 9-15 are obligated5

• Beware of setting unattainable goals - make them as realistic as possible.

1 Extend and update assessment as stated in CRISP-DM 1.1.1 [2].
2 When business objectives are specified, the domain and subjects are defined
which allows a determination of whether individuals or groups of individuals are
affected.
3,4 Refinement and extension of considerations made in CRISP-DM 1.1.1 accord-
ing to [2] check whether the objectives identified might give rise to ethical issues
(disadvantaged groups, ...) and legal aspects [3]. The introduction of use cases
along with potential outcomes can ease the identification of risks, potential issues,
refinement on individuals/groups and consideration of bias- and fairness aspects.
5 The most reasonable point for detecting the regulation’s applicability is after
assessing the business objectives in CRISP-DM 1.1.2 since the problem, objec-
tives and target group are defined.

Am I affected by the regulation? – A structured and timely detection of the obligated scope during the
development process is crucial to save resources, minimise costs and set up a project plan. Precisely
defined business objectives, concrete definitions should provide suitable information on whether the system
is in scope or prohibited and whether it is a high-risk system, required to apply transparency obligations
(Article 52) or even considered as a low- or no-risk system. Consider our assessment guideline in Figure 5.1
for structured decision-making and classification:

1. Creation of facts and objectives: CRISP-DM 1.1.1-2 as well as the required information for
technical documentation of Annex IV (1.) [36, pp. 6–7], especially lit. a, b, d, f.

2. Scope-Check: Check whether the desired system is in the scope of Article 2 (e.g. an AI system
that improves the productivity of a production system – would be in the scope of the regulation);
if this is not the case, exceptions of Article 2 have to be checked.

3. Prohibition-Check: Check if the system is prohibited according to Article 5. If it is prohibited
per definition, it is forbidden to be put on the European market. Therefore one should reconsider
the system according to defined business goals.

4. High-Risk Check: Check whether the system is classified as high-risk according to Article 6 [37,
p. 45] and Annex III [36, p. 4]; if the system is considered as high-risk, Articles 8-15 have to be
applied – illustrated by the red box in Figure 5.1.

5. Transparency-Check: If the system is neither prohibited nor classified as high-risk, the environ-
ment of the AI system has to be assessed whether an interaction with natural persons, emotion
recognition or manipulation of images, audio or video is planned as stated in Article 52 [37, p. 69] as
well as systems obligated to transparency provisions – illustrated by the orange box in Figure 5.1.
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6. Codes-of-Conduct-Check: In case the planned system is in the scope of the regulation according
to Article 2 as well as Annex I [36], these can voluntarily submit to the same rules as for high-risk
systems as a code-of-conduct recommendation. According to the proposed regulation, this may have
further, wide-ranging reasons like environmental sustainability, accessibility to stakeholders, building
trust etc. which could be utilized internally (operative or strategic) or externally (competitive) –
illustrated by the green box in Figure 5.1.

Figure 5.1: Scope- and risk classification according to the AI-Act in Phase 1 –
Business Understanding
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1.1.3 Determine business objectives: Business success criteria

• Specify business success criteria (e.g., Improve response rate in a mailing campaign by 10 percent and
sign-up rate by 20 percent)

• Redefine and extend defined use cases and user stories in order to challenge the objectives with respect
to operation in order to prevent Framing-Effect bias1 and challenge underlying information (numbers,
charts etc.) to challenge Presentation bias2

• Explicitly discuss the implementation of fairness (e.g. does and how would the organization benefit
from a fair algorithm?)3

• identify who assesses the success criteria

1 Framing-Effect bias can be prevented by having a clearly defined problem
statement and objectives e.g. challenged by the AI-RB.
2 Presentation bias can be prevented by challenging the presented information
from different aspects and challenging the way how and why the information is
presented in the way it is, preventing Framing-Effect bias stated in [1].
3 Based on CRISP-DM 1.1.2 [2] discussion about potential biases leading to
unfairness and discrimination should be started together with the AI-RB.

Phase 1 – Business Understanding: Assess Situation

"This task involves more detailed fact-finding about all of the resources, constraints,
assumptions, and other factors that should be considered in determining the data analysis
goal and project plan." [27]

1.2.1 Assess Situation: Inventory of resources

• Hardware resources

– Identify the base hardware
– Establish the availability of the base hardware for the data mining project
– Check if the hardware maintenance schedule conflicts with the availability of the hardware for

the data mining project
– Identify the hardware available for the data mining tool to be used (if the tool is known at this

stage)

• Sources of data and knowledge

– Identify data sources
– Identify type of data sources (online sources, experts, written documentation, etc.)
– Identify knowledge sources
– Identify type of knowledge sources (online sources, experts, written documentation such as a

data dictionary or data governance documentation etc.)
– Check available tools and techniques
– Describe the relevant background knowledge (informally or formally)
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• Personnel sources

– Identify project sponsor (if different from internal sponsor as in Section 1.1.1)
– Identify system administrator, database administrator, and technical support staff for further

questions
– Identify market analysts, data mining experts, and statisticians, and check their availability
– Check availability of domain experts for later phases

The CRISP-DM basis provides sufficient guidance such as documents on the data
or the identification of domain experts which is crucial for further bias assessment
and does not require further adaptions.

1.2.2 Assess Situation: Requirements; assumptions; and constraints

• Requirements

– Specify target group profile
– Capture all requirements on scheduling
– Capture requirements on comprehensibility, accuracy, deploy ability, maintainability, and re-

peatability of the data mining project and the resulting model(s)
– Capture requirements on security, legal restrictions, privacy, reporting, and project schedule;

consider security aspects as required for Article 15 – Accuracy, Robustness and Cybersecurity
(par. 1, 4); consider legal aspects on data and its usage for Article 10 – Data and Data Governance
1

• Assumptions

– Clarify all assumptions (including implicit ones) and make them explicit (e.g., to address the
business question, a minimum number of customers with age above 50 is necessary)

– List assumptions on data quality (e.g., accuracy, availability)
– List assumptions on external factors (e.g., economic issues, competitive products, technical

advances)
– Clarify assumptions that lead to any of the estimates (e.g., the price of a specific tool is assumed

to be lower than $1,000)
– List all assumptions regarding whether it is necessary to understand and describe or explain the

model (e.g., how should the model and results be presented to senior management/sponsor)

• Constraints

– Check general constraints (e.g., legal issues, budget, timescales, and resources)
– Check access rights to data sources (e.g., access restrictions, password required)
– Check technical accessibility of data (operating systems, data management system, file or

database format)
– Check whether relevant knowledge is accessible
– Check budget constraints (fixed costs, implementation costs, etc.)

1 CRISP-DM considers security aspects per default, why we recommend stating
security-related aspects here.
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1.2.3 Assess Situation: Risk and Contingencies

• Identify risks

– Identify business risks (e.g., competitor comes up with better results first)
– Identify organizational risks (e.g., department requesting project doesn’t have funding for the

project)
– Identify legal risks (e.g. wrong classification of the system, not fulfilling an obligation, being

not compliant, facing a lawsuit from a regulatory instance or private instance); if classified as
high-risk: obligation to Article 9 – Risk Management System; identify risks potentially occurring
during operation preventing reasonably foreseeable misuse (Article 9) AI-Act1

– Identify financial risks (e.g., further funding depends on initial data mining results) and estimate
costs for violating legal obligations, erroneous/false predictions according to biased or unethical
outcomes (e.g. customer complaints, potential relating lawsuits or regulatory penalties)2.

– Identify technical risks
– Identify risks that depend on data and data sources (e.g., poor quality and coverage)
– Identify risks according to bias (and unfairness) along business objectives (e.g. the effects of an

unfair or discriminatory outcome on different stakeholders, business departments, customers and
subjects) along the project (Phase 1-6) as well as operation (Phase 7)3

– Establish a risk management/governance system (e.g. ISO 31000, ISO 23894 or any other risk
management system (RMS) or framework applied in the organization) and re-evaluate the risks
after each CRISP-DM phase as well in production and if required, establishing compliance to
Article 9 4

• Developing contingency plans

– Determine conditions under which each risk may occur
– Develop contingency plans

1 Depending on the risk classification done in CRISP-DM 1.1.2, respective legal
risks have to be assessed according to Article 9.
2 In alignment with [1], resulting financial penalties violating the regulation as
well as correlating laws (GDPR or non-discrimination laws) have to be considered.
3 Working with data based on individuals may lead to Attribute bias resulting in
risks affecting them during operation which should be further along the lifecycle.
4 As stated in Article 9 requires the implementation of an appropriate risk
management system (RMS) tracing the risks among the whole lifecycle.

Risk management considering bias and fairness: Since bias is an issue that can
negatively impact the effectiveness of a risk plan [22] one has to consider and think
through the consequences of not being prepared for worst-case scenarios like human
tragedies, financial shortages or even the organizations’ assets [20] which per se
requires holistic consideration of the overall lifecycle closely attached to each phase
of CRISP-DM. Considering a RMS from a (software) project management view,
several frameworks exist as described in Section 4.1.1.
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1.2.4 Assess Situation: Terminology

• Check prior availability of glossaries; otherwise begin to draft glossaries and incorporate prior findings
such as bias(es), protected attributes and protected classes as well as initial considered notions of
fairness and use cases from CRISP-DM 1.1.1-21

• Talk to domain experts to understand their terminology

• Become familiar with the business terminology

1 In order to gain a common understanding of terminology a well-hosted glos-
sary is crucially required for Article 10 – Data and Data Governance, Article
11 – Technical Documentation and Article 13 – Transparency and Provision of
Information.

1.2.5 Assess Situation: Costs and Benefits
• Estimate costs for data collection

• Estimate costs of developing and implementing a solution

• Identify benefits (e.g., improved customer satisfaction, ROI, and increase in revenue)

• Estimate operating costs

CRISP-DM documentation is sufficient.

Phase 1 – Business Understanding: Determine Data Mining Goals

1.3.1 Determine Data Mining Goals: Data mining goals

• Translate the business questions to data mining goals (e.g., a marketing campaign requires segmentation
of customers in order to decide whom to approach in this campaign; the level/size of the segments
should be specified).

• Specify data mining problem type (e.g., classification, description, prediction, and clustering). For
more details about data mining problem types

• Specify criteria for fairness respective business objectives in alignment with the AI-RB1:

– Specify the use case(s) according to minority groups (small number of data instances), advantaged
or disadvantaged groups and outcome (according to favoured group(s))

– Specify ethical and fairness criteria according to objectives, goals and user stories and outcomes
for best-/average- and worst cases: What should the system predict including the boundaries
(values, classes etc.)?

– Check whether the task or use case is permissible or an ethically sensitive task
– Define boundaries and dedicated non-goals e.g. where (geographically, users or providers) is the

system prohibited (according to other attribute values or -ranges and socio-cultural differences)?

– Specify criteria for explainability and interpretability (listed in CRISP-DM 4.3)

• Specify legal obligations and requirements2:
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– Recheck the data mining goals according to risk classification and its obligations according to
Article 5 and Article 6 assessed in CRISP-DM 1.1.2

– Consider transparency and provision of information required in Article 13 – Transparency and
Provision of Information par. (1, 2)

1 Although the selection of fairness metrics also depends on the data (Phase 2)
and the model (Phase 4), (Phase 1) defines the problem area and objectives
which is sufficient to provide a common (verbal) understanding, how fairness
should be implemented. In CRISP-DM 1.3.2 appropriate success criteria have to
be described and in Section 5.2.2 and Section 5.2.4 further steps are determined.
Clearly define success metrics including AI-RB according to the defined problem
in CRISP-DM 1.1.3.
2 In order to avoid financial sanctions under Article 71 [37], early clarification of
obligations has to be determined which is why we suggest to check again the
data mining goals along the AI-Act’s scope.

1.3.2 Determine Data Mining Goals: Data Mining Success Criteria

• Specify criteria for model assessment (e.g., model accuracy, performance and complexity).

• Define benchmarks for evaluation criteria as well as for fairness criteria (high-level)1

• Specify criteria that address subjective assessment criteria (e.g., model explainability and data and
marketing insight provided by the model);

• Specify criteria for fairness respective its model assessment in alignment with the AI-RB1:

– Define clear and measurable success criteria preventing Framing-Effect bias; assess, identify and
document socio-technical issues to uncover Historical bias as well as toward potential Attribute
bias upfront which should be challenged in CRISP-DM 2.1

– Check whether success criteria (accuracy, performance, benchmarks etc.) are permissible from
an ethical point of view (e.g. comparison of individuals based on a certain attribute)

• Specify legal obligations and requirements2:

– Specify success criteria for ensuring the possibility for safe intervention: human oversight measures
(Which measures are required? When and how does a human observe the process and how does
a human interact/intervene in the process?) required in Article 14 – Human Oversight

1 As stated within the business objectives in CRISP-DM 1.3.1, data mining suc-
cess criteria have to be considered in this step.
2 In order to avoid financial sanctions under Article 71 [37], appropriate required
intervention techniques according to (Articles 14) have to be considered within
the success criteria.
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Phase 1 – Business Understanding: Produce Project Plan

1.4.1 Produce Project Plan: Project Plan

• Define the initial process plan and discuss the feasibility with all involved personnel

• Combine all identified goals and selected techniques in a coherent procedure that solves the business
questions and meets the business success criteria

• Schedule a dedicated task of assessing implemented fairness metrics ensuring appropriate performance
along the identified individual-, group- or subgroup metrics.1

• Plan time and resources for appropriate documentation and legal assessment of the AI system by
regulators2

• Setup technical documentation Article 11 – Technical Documentation

• Estimate the effort and resources needed to achieve and deploy the solution. (It is useful to consider
other people’s experience when estimating timescales for data mining projects. For example, it is often
postulated that 50-70 percent of the time and effort in a data mining project is used in the Data
Preparation Phase and 20-30 percent in the Data Understanding Phase, while only 10-20 percent is
spent in each of the Modeling, Evaluation, and Business Understanding Phases and 5-10 percent in the
Deployment Phase.)

• Identify critical steps

• Mark decision points

• Mark review points

• Identify major iterations

1 A thorough testing of fairness measures is necessary to ensure non-
discrimination, gathering corresponding benchmarks and information for docu-
mentation, as well as being compliant with the regulation’s requirements stated
in [2].
2 Article 9 – Risk Management System require to provide appropriate documen-
tation on the implemented system and the utilized data. Therefore information
gathered in [1] has to be implemented in Article 10 – Data and Data Gover-
nance, Article 11 – Technical Documentation and Article 12 – Record Keeping,
Article 13 – Transparency and Provision of Information which should be done
in a dedicated task.
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1.4.2 Produce Project Plan: Initial assessment of tools and techniques

• Create a list of selection criteria for tools and techniques (or use an existing one if available)

• Choose potential tools and techniques

• Evaluate the appropriateness of techniques

• Review and prioritize applicable techniques according to the evaluation of alternative solutions

• Consider security aspects as required for Article 15 – Accuracy, Robustness and Cybersecurity

5.2.2 Phase 2 – Data Understanding

2.1 Collect initial data: Initial data collection report

• Data requirements planning

– Plan which information is needed (e.g., only for given attributes, or specific additional
information)

– Check if all the information needed (solve the data mining goals) is actually available
– Create a data dictionary including meta data (-information) and context from a domain

expert, incorporating findings from Phase 1 (protected attributes, considered notions of
fairness, potential discrimination etc.) and use this as the basis for considering ethical- or
fairness challenges needed for data gathering1

– Apply a data governance system and strategy to ensure compliance with Article 10 – Data
and Data Governance

• Selection criteria

– Specify selection criteria (e.g., Which attributes are necessary for the specified data mining
goals? Which attributes have been identified as being irrelevant? How many attributes can
we handle with the chosen techniques?) and check if the permission for using the information
is given (informed consent on GDPR) and whether needed information is allowed to be
computed2

– Select tables/files of interest
– Select data within a table/file
– Think about how long a history one should use (e.g., even if 18 months of data are available,

only 12 months may be needed for the exercise)
– Consider arising biases:

∗ Historical bias: If indicated in business objectives/goals or existing solutions consider
gathering more data among underrepresented groups or individuals with a particular
attribute 3

∗ Population bias: Consider if the population to be sampled from differs in characteristics
from others and challenge if this could lead to an issue; document this in the data
dictionary4

∗ Behavioural bias: Consider differences in user behaviour: on the web across platforms;
different data sources; different user characteristics and user environment during data
gathering. Challenge potential causal relationships that can lead to Population bias:
as well as background information for aggregation that can lead to Aggregation bias.
Document observed differences within the data dictionary5
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∗ Content production bias: In relation to Behavioural bias ensure uniform naming con-
ventions, clear statements, guidelines and definitions ensuring common understanding.
Denote observed differences in the data dictionary to prevent Aggregation bias in
Phase 36

∗ Temporal bias: Identify external factors that influence data generation and document
potential side effects on the data within the data dictionary7

∗ Social bias: Define clear data-gathering guidelines that meet the business objectives,
formulate them as inclusive as possible and address potential prejudices against pro-
tected attributes or other known aspects against minorities. This should be considered
in a broad way including the AI-RB ensure different contexts, social- and cultural
aspects8

∗ Selection bias: Define the data (-subjects) according to the business objectives in
alignment with the data collection and sampling process’ properties (e.g. time(-span),
date, duration, place, season, point of extraction/measurement) to collect data across
all defined target group ensuring inclusion of defined (protected) groups. Be as precise
as possible but as inclusive as necessary to gather a correct and representative data
sample of the population. Ensure objective data collection to prevent Self-Selection
bias 9

∗ Framing-Effect bias: Based on poorly defined problems and business objectives in
Phase 1, Framing-Effect bias can progress during data collection which requires a
thorough consideration of the business objectives and the required data to challenge
which data(-attribute) is well suited to solve the problem10

∗ Measurement bias: Use standardized units and preserve high fidelity (e.g. raw data
without loss), prevent derivations or aggregations of attributes to be measured, utilize
calibrated or standardized (measurement-)equipment to prevent Device bias, define
clear guidance about how a particular feature or situation has to be captured to prevent
Capture bias and provide documentation on how features are measured in a detailed
way

∗ User interaction bias: In case of online gathered data the corresponding form has to
be set in accordance with the AI-RB to avoid subjective data or biased data according
to the structure and context

1 Creation of a data dictionary is crucial to have all relevant (meta) informa-
tion of the data in a dedicated place, understanding relations, context and
background information which is further required to be used for Article 10 –
Data and Data Governance, Article 11 – Technical Documentation, Article 12 –
Record Keeping and Article 13 – Transparency and Provision of Information.
Consider human-related data (employees in different environments, demo-
graphics, countries etc.) and non-human data (different categories of certain
subjects e.g. spare parts of machines) which also are prone to bias. Identify
and document, protected attributes, their values and ranges. This can be done
within a living document/wiki along customary ways, already done within the
organization. Identify causal relations and potential correlations (expectations
and assumptions which should be checked in CRISP-DM 2.1.2).
2 Consider legal permissions to gather data as well as the necessity to process
certain personal attributes/data according to the desired purpose (personal
data must be anonymized/pseudonymized which can lead to problems such as
verifiability of successful anonymization or decrease of system performance).
3 Refers to the pre-processing mitigation strategy from [115] getting from
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the world "as-is" to "should-be" by systematically oversampling of data; if a
"groud-truth" is available, comparisons should be checked.
4 Carefully think about the target population, the sampled population and
define differences according to meet business objectives [83].
5, 6 Most likely to be observed during data gathering and -generation in CRISP-
DM 2.2.
7 External factors might influence the data generation process over time which
affects the data’s representativeness during this period. In case data is already
available, this has to be checked in CRISP-DM 2.2.
8 Clear and well-defined guidelines during data collection are essential to have
inclusive data which requires holistic consideration of the target group (includ-
ing protected attributes, -groups and -individuals). This is necessary for further
steps in CRISP-DM 2.2 and Phase 3, assessment of bias and fairness as well as
obligations according to Article 13 – Transparency and Provision of Information.
9 We localize Selection bias within the data collection process. It is crucial to
thoroughly consider, define and document this process to prevent downstream
Representation bias in CRISP-DM 2.2. Avoid restricting data analysis to
truncated portions of dataset which can lead to unwanted selection bias [99].
10 Emerging in CRISP-DM 1.1.3 this bias would persist without thoughtful
challenging defined problems, objectives and required data.

Consider aspects on data quality (fitness for purpose) and quantity (number of
instances and distribution of labels across protected groups) as well as missing
values and their impact e.g. which level of missing data is acceptable? Do missing
values have an impact on fairness metrics?

Based on critical/risky decisions depending on protected groups, edge cases, ethical-
and fairness guidelines, define quantities and qualities e.g. identify and define
certain ratios among attributes i.e. data should reflect the environment the system
is deployed in. Identify and define certain attributes/values for fairness metrics
i.e. which attribute (combinations) do we consider in challenging what is fair or not?

Further options for creating a data dictionary:

• "Datasheets for Datasets"[48]: documenting composition, collection pro-
cess etc. ensuring better communication between dataset creators and user
providing transparency and ensuring accountability.

• "Dataset Nutrition Label"[57]: standardize data analysis and harmonizing
insights, facts and properties of a dataset such as strengths and weaknesses
on data/model/API and potential biases,

• "Semantic data dictionary"[86]: provides a machine-readable variant for
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exploration and further processing as well as enabling standardization and
harmonization across diverse datasets.

2.2 Describe Data: Data Description Report

• Volumetric analysis of data

– Identify data and method of capture
– Access data sources
– Use statistical analyses if appropriate
– Report tables and their relations
– Check data volume, number of multiples, complexity
– Note if the data contains free text entries
– Assess group- and subgroup sizes ensuring appropriate representation of the population to

be represented to prevent Representation bias (correct properties and distributions of the
target population) and Attribute bias (having enough samples containing a certain attribute
value to have appropriate balance in the data)1,2

– Check the necessity for synthetic data2

• Attribute types and values

– Check accessibility and availability of attributes
– Check attribute types (numeric, symbolic, taxonomy, etc.)
– Identify protected attributes, minority-, advantaged- and disadvantaged (sub-)groups accord-

ing to findings from Phase 1 and CRISP-DM 2.1 and document it within the data dictionary;
highlight especially human-related data which is subject in CRISP-DM 2.33

– Check attribute value ranges
– Analyze attribute correlations; check for correlations with protected attributes; check distri-

butions and correlations within and between (minority) groups and subgroups, check for
causality and proxy variables unveiling protected attributes or affiliation to (dis-)advantaged
groups (e.g. isolated consideration of (sub-)groups applying correlation matrices and formu-
lating assumptions which should be checked in Phase 4)4

∗ Cause-Effect bias: challenge and carefully differ between causal relations and correla-
tions and document findings within the data dictionary

– Understand the meaning of each attribute and attribute value in business terms; consult
domain experts for context- and domain knowledge, challenge identified correlations and
assumed causal relations and document findings in data dictionary

– For each attribute, compute basic statistics (e.g., compute distribution, average, max, min,
standard deviation, variance, mode, skewness, etc.)

– Analyze basic statistics and relate the results to their meaning in business terms
– Decide if the attribute is relevant for the specific data mining goal; prevent Exclusion bias

by not excluding attributes in a very early stage; highlight protected attributes that are
prohibited to use for computation or can lead to unfair bias to prevent Attribute bias5

1 In case a certain (sub-)group or (protected) attribute value is systematically
undersampled or missing, establishing appropriate balance in data is proposed
by [23]. Therefore it depends on the use case and whether to ensure a cor-
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rect representation of the population or to oversample a certain (sub-)group
which refers to a pre-processing mitigation approach from [115] to transform
the world’s properties from an "as-is" state to "should-be" referring to [2] which
should be done in CRISP-DM 3.3.
2 Synthetic data allows to generation of artificial data according to predefined
properties or to replicate a given dataset as well as anonymize data according
to GDPR or even leveraging companies’ barriers to release their data for exter-
nals. In case of unbalanced or a lack of data, this technique enables analysts to
generate it artificially. Potential tools would be Data Synthesizesa, Synthetic
Data Vaultb, Synthpopc or Gretel Syntheticsd.
3 When attributes are assessed, previously defined assumptions and findings
should be finally incorporated into the data dictionary.
4 Identification of dependent features associated with the target is crucial [99] as
well as proxy attribute detection, is required to identify dependent attributes
which exemplarily is prescribed in [26] since features that are associated with
both input and output can lead to biased estimates [99]. Utilising FairTeste can
provide insights into correlations and the effects on the label.
5 If not legally prohibited, exclusion of variables should be done reasonably de-
pending on the value added for computation.

ahttps : //github.com/DataResponsibly/DataSynthesizer, accessed 31/08/23
bhttps : //sdv.dev, accessed 31/08/23
chttps : //github.com/hazy/synthpop, accessed 31/08/23
dhttps : //synthetics.docs.gretel.ai/en/stable, accessed 31/08/23
ehttps://github.com/columbia/fairtest, accessed 12/09/23

2.3 Explore Data: Data Exploration Report

• Data exploration

– Analyze properties of interesting attributes in detail (e.g., basic statistics, interesting sub-
populations)

– Identify characteristics of sub-populations considering specifically minority groups and
define desired-/undesired outcomes across groups or among individuals and derive relevant
attributes considered to be included within a fairness metric (individual or (sub-)group)

– Extend and challenge defined use cases (objectives) according to best-, average- and worst
case CRISP-DM 1.1.2

– Consider arising biases1:
∗ Modifiable Areal Unit Problem: If data is already aggregated, related attributes and

-values of aggregated groups have to be assessed and challenged to be reasonable as
well as ensure appropriate preservation of granularity

∗ Simpson’s Paradoxon: In relation to identified correlations in CRISP-DM 2.2 differing
user characteristics in sub-groups have to be assessed as well as the effect of other
(protected) attributes which needs to be challenged within the AI-RB to unveil context
and identify potential vulnerabilities of (sub-)groups
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∗ Longitudinal Data Fallacy: Avoiding misleading interpretations based on aggregated
views on data (cross-sectional vs. longitudinal) background assessment has to be
performed: if timestamps are available, data (users) should be assessed to understand
the context (and change) of cohorts over time whereas snapshots may provide limited
insights in the data (users) [14]

∗ Attribute Bias: Define decision boundaries and red lines (examples) for what is
considered as (un-)fair and which attribute value combinations can cause an unfair
outcome based on objectives defined in CRISP-DM 1.3.1. The defined examples shall
be considered during the model assessment to avoid such explicit outcomes

∗ Label bias: Check systematical distortions between subgroups and attribute-label
combinations and compare/challenge the statistics e.g. do the differences in labels
depend on a sensitive attribute? Is there another correlating or corresponding attribute
combination that could explain the distortion in labels? (distinguish between potential
discriminatory effects and business objectives based on economic reasons e.g. granting
someone a loan should depend on the salary but not on the gender – which is related
to Attribute Bias but reflected in the labels) [60]2

∗ Confounding bias: Analysts have to beware of subjective assumptions and to provide,
replicable analysis and reasonable sensemaking about their conclusions according to
data semantics which should be documented carefully and in the best case peer-reviewed

• Form suppositions for future analysis

– Consider and evaluate information and findings in the data description report
– Form a hypothesis and identify actions
– Transform the hypothesis into a data mining goal, if possible
– Clarify data mining goals or make them more precise. A "blind" search is not necessarily

useless, but a more directed search toward business objectives is preferable.
– Perform basic analysis to verify the hypothesis

1 According to findings in Section 2.1, bias types and their emergence, we argue
for investigation during "Data Exploration" in Phase 2.
2 Jiang and Nachum [60] provides an approach to uncover and correct label bias
by re-weighting without changing the labels.

2.4 Verify Data Quality: Data Quality Report

• Review keys, attributes

– Check coverage (e.g., whether all possible values are represented) according to considerations
made in CRISP-DM 2.2

– Check keys
– Verify that the meanings of attributes and contained values fit together
– Identify missing attributes and blank fields
– Establish the meaning of missing data
– Check for attributes with different values that have similar meanings (e.g., low fat, diet)

and consult domain experts if important semantic differences are among identified attribute
values

– Check spelling and format of values (e.g., same value but sometimes beginning with a
lower-case letter, sometimes with an upper-case letter)
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– Check for deviations, and decide whether a deviation is "noise" or may indicate an interesting
phenomenon

– Check for plausibility of values, (e.g., all fields having the same or nearly the same values)
– Evaluate identified risks from Phase 1 and update them according to gained knowledge from

the data exploration and integrate them within the introduced RMS
– Check data quality criteria in AI-Act according to Article 10 – Data and Data Governance

5.2.3 Phase 3 – Data Preparation

3.1 Select data: Rationale for inclusion/exclusion

• Collect appropriate additional data (from different sources—in-house as well as externally)

• Perform significance and correlation tests to decide if fields should be included

• Reconsider Data Selection Criteria (see CRISP-DM 2.1) in light of experiences of data quality and
data exploration (i.e., may wish include/exclude other sets of data)

• Reconsider Data Selection Criteria (see CRISP-DM 2.1) in light of experience of modelling (i.e.,
model assessment may show that other datasets are needed)

• Select different data subsets (e.g., different attributes, only data which meet certain conditions)

• Consider the use of sampling techniques (e.g., A quick solution may involve splitting test and
training datasets or reducing the size of the test dataset if the tool cannot handle the full dataset.
It may also be useful to have weighted samples to give different importance to different attributes
or different values of the same attribute.)

• Document the rationale for inclusion/exclusion but be aware of Exclusion bias, consider utilization
of multiple datasets whether potentially excluded attributes contribute positively to the results;
assess the impact of attributes in evaluation Phase 4

• Check available techniques for sampling data and prevent Sampling bias by random sampling of
(sub-)groups and consider further steps in CRISP-DM 4.2

• Good Idea: Based on Data Selection Criteria, decide if one or more attributes are more important
than others and weight the attributes accordingly. Decide, based on the context (i.e., application,
tool, etc.), how to handle the weighting.

3.2 Clean data: Data cleaning report

• Reconsider how to deal with any observed type of noise

• Correct, remove, or ignore noise such as Label bias which can be an issue in imbalanced datasets
[23] and caused by e.g. Temporal bias or Behavioural bias [90]

• Decide how to deal with special values and their meaning. The area of special values can give rise
to many strange results and should be carefully examined. Examples of special values could arise
through taking the results of a survey where some questions were not asked or not answered. This
might result in a value of 99 for unknown data. For example, 99 for marital status or political
affiliation. Special values could also arise when data is truncated—e.g., 00 for 100-year-old people
or all cars with 100,000 km on the odometer.
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• Reconsider Data Selection Criteria (see CRISP-DM 2.1) in light of experiences of data cleaning
(i.e., you may wish to include/exclude other sets of data).

• Good Idea: Remember that some fields may be irrelevant to the data mining goals and, therefore,
noise in those fields has no significance. However, if noise is ignored for these reasons, it should be
fully documented as the circumstances may change later.

3.3 Construct data: Derived attributes | Generated records

• Implement fairness 1

– Translate gathered fairness aspects from Phase 1 and Phase 2 into technical resp. mathe-
matical metrics based on the objectives and defined scenarios

– Decide which metric (Section 2.1.1) to use in accordance with the potential modelling
technique defined in (CRISP-DM 4.1), document, why this metric is used and define
thresholds and success criteria for successful utilization of the metric. State this also in the
data dictionary

– Based on the selected fairness approach (pre-, in- or post-processing), apply pre-processing
approaches during this step (in-processing approaches in modelling (CRISP-DM 4.3) and
post-processing approaches in model assessment (CRISP-DM 4.4))

• Construct data

– Check available construction mechanisms with the list of tools suggested for the project
– Decide whether it is best to perform the construction inside the tool or outside (i.e., which

is more efficient, exact and repeatable)
– Reconsider Data Selection Criteria (see CRISP-DM 2.1) in light of experiences of data

construction (i.e., you may wish to include/exclude other sets of data)
– Decide the necessity to balance the data according to considerations made in CRISP-DM

2.2 [1] (consider the modelling techniques to be used as well as utilized fairness metrics
in CRISP-DM 4.1) preventing Representation bias i.e. if the data does not represent the
population, balancing the data can be a solution; in case in-processing techniques are applied
(weighting underrepresented instances) balancing may be not applied in this step2

• Derived Attributes

– Decide if any attribute should be normalized (e.g., when using a clustering algorithm with
age and income, in certain currencies, the income will dominate)

– Consider adding new information on the relevant importance of attributes by adding new
attributes (for example, attribute weights, weighted normalization)

– How can missing attributes be constructed or imputed? [Decide type of construction (e.g.,
aggregate, average, induction).]

– Add new attributes to the accessed data
– Good Idea: Before adding Derived Attributes, try to determine if and how they ease the

model process or facilitate the modeling algorithm. Perhaps "income per person" is a
better/easier attribute to use than "income per household." Do not derive attributes simply
to reduce the number of input attributes.

– Good Idea: Another type of derived attribute is the single-attribute transformation, usually
performed to fit the needs of the modeling tools.

– Challenge derived attributes’ contribution to increasing the level of information to prevent
Cause-Effect bias e.g. by introducing an explicit proxy
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• Single-attribute transformations

– Specify necessary transformation steps in terms of available transformation facilities (for
example, change a binning of a numeric attribute)

– Perform transformation steps
– Good Idea: Transformations may be necessary to change ranges to symbolic fields (e.g.,

ages to age ranges) or symbolic fields ("definitely yes," "yes," "don’t know," "no") to numeric
values. Modeling tools or algorithms often require them.

• Generated Records

– Check for available techniques if needed (e.g., mechanisms to construct prototypes for each
segment of segmented data).

• Dealing with potential biases:

– Historical Bias: If indicated in business objectives/goals, in existing solutions or in CRISP-
DM 2.1, randomization techniques can be applied to avoid historically biased data shown in
[89]

– Social bias: Apply objective and reasonable decision-making during the data preparation
process and document every decision and transformation of the data to keep the process
transparent and traceable for further adaptions or refinements

1 The determination and selection of an appropriate fairness metric should be
accomplished within the AI-RB to discuss all potential influencing factors ac-
cording to [20] including responsible data analysts providing insights along the
created data dictionary. According to the high number of fairness metrics, not
every metric does the intended job for a given purpose, is compatible with an-
other one, is applied at the same stage and has different trade-offs when it comes
to the overall performance of the system [20, 62].
2 Imbalances in classes can negatively impact the performance in classification
tasks, especially if minority classes do not represent certain (minority) groups:
Example 1: When detecting brain tumours, we do not want to reflect the ra-
tio of positive/negative examples in reality, preventing the algorithm to learn
this ratio. Additionally, this is a very crucial domain which requires very high
accuracy and lowest FNR.
Example 2: When predicting customer behaviour, where the data popula-
tion does not reflect the real population (Representation Bias) further steps
are required: investigating the ground truth, distributions and ratios; over- or
undersampling; a collection of additional data; creation of synthetic data [23].
What to choose depends on the objective, the level of imbalance and the model
where Brownlee [23] provided answers such as the utilization of particular per-
formance metrics, resampling methods, the utilization of Microsoft Azure AI
SMOTEa (Synthetic Minority Over-sampling TEchnique), different utilization
of algorithms or penalized models.

ahttps : //azure.microsoft.com/de − de/solutions/ai, accessed 31/08/23
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3.4 Integrate Data: Merged data

• Check if integration facilities are able to integrate the input sources as required

• Integrate sources and store results

• Prevent Aggregation bias by combining only comparable (sub-)groups

• Reconsider Data Selection Criteria (see CRISP-DM 2.1) in light of experiences of data integration
(i.e., you may wish to include/exclude other sets of data)

3.5 Format Data: Reformatted data
• Rearranging attributes

• Reordering records

• Reformatted within-value

– These are purely syntactic changes made to satisfy the requirements of the specific modelling
tool

– Reconsider Data Selection Criteria (see CRISP-DM 2.1) in light of experiences of data
cleaning (i.e., you may wish to include/exclude other sets of data)

CRISP-DM documentation is sufficient.

5.2.4 Phase 4 – Modelling

4.1 Select modeling technique: Modeling technique | Modeling assumptions

• Select modeling technique

– Consider if the technique is compatible with the chosen fairness metric and the overall
fairness goal defined in CRISP-DM 3.31

– Consider obligations to the AI-Act:
∗ Consider security aspects as required for Article 15 – Accuracy, Robustness and

Cybersecurity par. (1, 4)
∗ Consider human oversight aspects as required for Article 14 – Human Oversight and

assess the compatibility with the selected modelling technique
∗ Consider potential logging-techniques required in Article 12 – Record Keeping and the

compatibility with the selected modelling technique2

∗ Consider transparency obligations according to Article 13 – Transparency and Provision
of Information methods of explainability and interpretability along considerations made
in CRISP-DM 1.3.2 and align to suitable modelling techniques with respect to defined
steps in Article 12, 13 and 15

– Apply in-processing fairness approaches

• Modeling assumptions

– Define any built-in assumptions made by the technique about the data (e.g., quality, format,
distribution)

– Compare these assumptions with those in the Data Description Report
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– Make sure that these assumptions hold and go back to the Data Preparation Phase, if
necessary

1 As described in Section 2.1.2 the utilization of fairness metrics depend on the
modelling techniques which should be aligned right at the beginning of Phase
4. Mehrabi et al. [76, pp. 13–15] provided a list of literature resources, dealing
with bias according to different domains of AI algorithms.
2 Therefore we provide additional questions: Does the logging meet privacy obli-
gations? Does the logging have notable risks or side effects? Is the log entry
meaningful? Which logging technique is suitable? Does the model/modelling
technique have an impact on logging capabilities? Are there specific circum-
stances e.g. encryption and how can logging be achieved then? How can it be
traced accordingly?

4.2 Generate test design: Test design

• Check existing test designs for each data mining goal separately

• Decide on necessary steps (number of iterations, number of folds, etc.)

– In case of imbalanced data, consider an appropriate split technique (e.g. stratified k-fold
cross-validation) [23] and the impact on the performance metric (e.g. accuracy can become
unreliable if the class distribution is fierce [23]) to prevent Sampling bias

– Assess the number of positive- and negative samples among protected attributes or (sub-
)groups to ensure appropriate balance between labelled outcomes to prevent Negative Set
bias

• Prepare data required for test

4.3 Build model: Parameter settings | Models | Model description

• Parameter settings

– Set initial parameters1

– Document reasons for choosing those values

• Models

– Run the selected technique on the input dataset to produce the model
– Post-process data mining results (e.g., edit rules, display trees)

• Model description

– Describe any characteristics of the current model that may be useful for the future
– Record parameter settings used to produce the model
– Give a detailed description of the model and any special features
– For rule-based models, list the rules produced, plus any assessment of per-rule or overall model

accuracy and coverage as required for Article 15 – Accuracy, Robustness and Cybersecurity
par. (2, 3)
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– For opaque models, list any technical information about the model (such as neural network
topology) and any behavioural descriptions produced by the modeling process (such as
accuracy or sensitivity)

– Describe the model’s behaviour and interpretation; Consider to implement explainability
methods (SHAP, Lime etc.)2 and provide insights on interpretability with dedicated plots
(PDP-Plot, ICE-Plot, ALE-Plots)3 on the impact of certain attributes to prevent Attribute
Bias3; as required for information provision in Article 13 – Transparency and Provision of
Information par. (4)

– State conclusions regarding patterns in the data (if any); sometimes the model reveals
important facts about the data without a separate assessment process (e.g., that the output
or conclusion is duplicated in one of the inputs)

1 Streamline the desired experiments utilizing Weights and Biasesa toolkit.
2 Understanding the model’s output respective to the output’s composition can
be a crucial part when it comes to bias, fairness and resulting discrimination
since we claim traceability. Explainability can be one step to assess the model’s
output according to causal relations, reasonability and finally ensuring cred-
itability i.e. why the prediction was computed as is. This may help to prevent
the model from considering protected attributes and unveil proxy variables as
well. We distinguish between local- and global explainability methods [78]:
SHAPb (SHapley Additive exPlanations) as a game theory based explainability
method for any machine learning model can be used to describe a model’s
output locally (impact of variables on a decision: waterfall and force graph)
and globally (describes the general impact (ratio) of considered variables).
Further options are TreeSHAP (for tree-based ML models) and DeepShap (a
combination of SHAP and DeepLift for deep learning models);
Limec (Local Interpretable Model-Agnostic Explanations) generates explana-
tions for the different machine learning model’s behaviour. Lime supports
explanations for text and table-based data or images.

3 Interpretability methods leverage the understanding of machine learning
models unveiling how a prediction was computed: This can be realized by
PDP-Plots (showing the effect one or two features have on the predicted
outcome), ICE-Plot (PDP-Plot but for individual data points), ALE-Plot
(how features influence the prediction on average) [78]

4 A classifier’s output decision should be the same across sensitive characteris-
tics, given what the correct decision should be and therefore a "classifier, fΘ(x),
is biased if its decision changes after being exposed to additional sensitive fea-
ture inputs. In other words, a classifier is fair with respect to a set of latent
features(z), if: fΘ(x) = fΘ(x, z)." [4]

ahttps://wandb.ai/site, accessed 12/09/23
bhttps://shap.readthedocs.io/en/latest/generated/shap.Explainer.html, accessed 05/09/23
chttps://github.com/marcotcr/lime, accessed 05/09/23
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4.4 Assess model: Model assessment | Revised parameter settings

• Model assessment

– Prevent Evaluation bias: Ensure benchmark data represents the use population; instead
of using aggregated measures only, evaluate subgroup performance and compare potential
trade-offs between performance metrics; apply multiple metrics and confidence intervals or
utilize targeted data augmentation [101]

– Prevent Presentation bias: Ensure data type and chosen visualization is compatible to avoid
wrong conclusions based on skewed or unsuited type of visualization

– Check Algorithmic Bias: Which is purely added by the algorithm but often interchangeably
used with attribute bias in the literature such as negative impact towards a certain attribute
1

– Evaluate results with respect to evaluation criteria
– Test result according to a test strategy (e.g.: Train and Test, Cross-validation, bootstrapping,

etc.)
– Compare evaluation results and interpretation
– Create ranking of results with respect to success and evaluation criteria
– Select best models
– Apply post-processing fairness approaches 2

– Evaluating fairness criteria according to success criteria defined in CRISP-DM 3.3 along
global (data mining and business) success criteria in Phase 1 and Phase 2. Assess performance
among defined (sub-)groups, among defined (protected) attributes according to global model
performance. Apply intersectional evaluation (performence resp. subgroup intersection) or
disaggregated evaluation (performance resp. different subgroups) [4]

– Interpret results in business terms (as far as possible at this stage)
– Get comments on models by domain or data experts to prevent Confounding bias and

Cause-Effect bias
– Check plausibility of model
– Check effect on data mining goal
– Check model against given knowledge base to see if the discovered information is novel and

useful
– Check reliability of result
– Analyze potential for deployment of each result
– If there is a verbal description of the generated model (e.g., via rules), assess the rules: Are

they logical, are they feasible, are there too many or too few, do they offend common sense?
– Assess results; provide information to meet Article 13 – Transparency and Provision of

Information par. (3)
– Get insights into why a certain modeling technique and certain parameter settings lead to

good/bad results
– Good Idea: "Lift Tables" and "Gain Tables" can be constructed to determine how well the

model is predicting.

• Revised parameter settings

– Adjust parameters to produce better models.

86



5.2. Incorporating Findings into CRISP-DM

1 According to Danks and London [32], algorithmic bias strongly depends on sev-
eral frame conditions which results in a lack of guidance to mitigate algorithmic
bias. We propose to test on Attribute bias e.g. contractual fairness approach.
2 Once the model is created, post-processing metrics can be applied to the model
to assess bias and fairness.

5.2.5 Phase 5 – Evaluation
5.1 Evaluate results: Assessment of data mining results with respect to business
success criteria | Approved models

• Assessment of data mining results with respect to business success criteria

– Understand the data mining results
– Interpret the results in terms of the application
– Check effect on for data mining goal
– Check the data mining result against the given knowledge base to see if the discovered

information is novel and useful
– Evaluate and assess results with respect to business success criteria (i.e., has the project

achieved the original Business Objectives); Consider a neutral and objective assessment of
the results and validate (sub-)groups as well as individuals equally to avoid Social Bias and
Framing-Effect bias. Consider causal and correlating aspects to prevent Cause-Effect bias
and challenge results according to the initial questions for reasonable sensemaking to prevent
Confounding bias

– Compare evaluation results and interpretation
– Rank results with respect to business success criteria
– Check effect of result on initial application goal
– Determine if there are new business objectives to be addressed later in the project, or in

new projects
– State recommendations for future data mining projects
– Gather information about transparency and provision of information required in Article 13 –

Transparency and Provision of Information (par. 3)

• Approved models

– After accessing models with respect to business success criteria, select and approve the
generated models that meet the selected criteria.

5.2 Review process: Review of process

• Review of process

– Provide an overview of the data mining process used
– Analyze the data mining process. For each stage of the process ask:
– Was it necessary?
– Was it executed optimally?
– In what ways could it be improved?
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– Identify failures
– Identify misleading steps
– Identify possible alternative actions and/or unexpected paths in the process
– Review data mining results with respect to business success criteria
– Check on compliance with defined fairness criteria according to applied metrics and thresholds

defined in business objectives
– Identify residual risks and document them in the RMS ensuring compliance to Article 9 –

Risk Management System

5.3 Determine next steps: List of possible actions | Decision

• List of possible actions

– Analyze the potential for deployment of each result
– Estimate potential for improvement of current process
– Check remaining resources to determine if they allow additional process iterations (or whether

additional resources can be made available)
– Recommend alternative continuations
– Refine process plan

• Decision

– Rank the possible actions
– Select one of the possible actions
– Document reasons for the choice also in the context of bias and fairness metrics1

1 Ensure knowledge gain out of utilized fairness metrics and prepare documenta-
tion for monitoring and updates in Phase 7 – Monitoring and Maintenance.

5.2.6 Phase 6 – Deployment

6.1 Plan deployment: Deployment plan

• Deployment plan

– Summarize deployable results
– Develop and evaluate alternative plans for deployment
– Decide for each distinct knowledge or information result
– Determine how knowledge or information will be propagated to users
– Decide how the use of the result will be monitored and its benefits measured (where

applicable); according to considerations made in Phase 7
– Decide for each deployable model or software result
– Establish how the model or software result will be deployed within the organization’s systems;

ensure (as far as possible) the system (model) deployed is utilized according to its purpose
along defined business objectives to avoid Deployment bias
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– Determine how its use will be monitored and its benefits measured (where applicable) and
how the system can be interrupted (in case of harmful outcomes) by human instances to
fulfil obligations in Article 14 – Human Oversight

– Identify possible problems during deployment (pitfalls to be avoided)

6.2 Plan monitoring and maintenance: Monitoring and maintenance plan

• Monitoring and maintenance plan

– Check for dynamic aspects (i.e., what things could change in the environment?)
– Decide how accuracy will be monitored
– Determine when the data mining result or model should not be used any more. Identify

criteria (validity, threshold of accuracy, new data, change in the application domain, etc.),
and what should happen if the model or result could no longer be used. (update model, set
up new data mining project, etc.) as required in Article 15 – Accuracy, Robustness and
Cybersecurity par. (2, 3)

– Will the business objectives of the use of the model change over time? Fully document the
initial problem the model was attempting to solve.

– Develop monitoring and maintenance plan.

6.3 Produce final report: Final report | Final presentation

• Final report

– Identify what reports are needed (slide presentation, management summary, detailed findings,
explanation of models, etc.)

– Analyze how well initial data mining goals have been met
– Identify target groups for report
– Outline structure and contents of report(s)
– Select findings to be included in the reports
– Write a report specifically including the process of considering fairness 1

– provide "instructions of use" according to Article 15 – Accuracy, Robustness and Cybersecurity
par. (2)

• Final presentation

– Decide on target group for the final presentation and determine if they will already have
received the final report

– Select which items from the final report should be included in final presentation

1 Include all relevant information according to made decisions, constraints/condi-
tions and further justify why they have been made; why certain fairness metrics
were chosen (e.g. advantages and disadvantages from other metrics, impor-
tance of error-types); which edge cases are crucial; which trade-offs have been
decided and which arguments were discussed; which departments/single-point-
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of-contacts have to be considered when adaptions are made; why and which
thresholds are considered as sufficient; which use cases are forbidden and why?

6.4 Review project: Experience documentation

• Experience documentation

– Interview all significant people involved in the project and ask them about their experience
during the project

– If end users in the business work with the data mining result(s), interview them: Are they
satisfied? What could have been done better? Do they need additional support?

– Summarize feedback and write the experience documentation
– Analyze the process (things that worked well, mistakes made, lessons learned, etc.)
– Document the specific data mining process (How can the results and the experience of

applying the model be fed back into the process?)
– Internalization of outcomes or learned lessons with respect to bias and fairness. Which

ethical/fairness/data insights are crucial to incorporate outside the project? 1

– Generalize from the details to make the experience useful for future projects

1 Which insights/definitions/outcomes can be used as a guideline for strategic/-
operative business development as well as further projects or IT department
(data management etc.)? Which adaptions according to the process model
should be incorporated for future projects?

5.2.7 Phase 7 – Monitoring and Maintenance

The illustration of the introduced Monitoring and Maintenance (MM) phase is highlighted
in red since tasks, output and activities are not part of the original CRISP-DM by
Chapman et al. [27]. Therefore green text refers to considerations according to bias
relevant aspects whereas blue textmarks requirements along the AI-Act.

7.1 Monitor: Metrics; Risks and Compliance Check

• Continuous input assessment1

– Monitor (operational) input data and compare statistics (distributions, correlations,
labels etc.) from training data; consider assumptions and actions considered in CRISP-DM
6.2 [100]

– Define boundaries and thresholds that are considered leading to erroneous output and
trigger appropriate (update-)notifications if they are exceeded (automatically or manually)
[100]; consider reasons (why) and effects (what) leading to data-drift to identify temporary
Emergent bias; in case online data is gathered, the interface could lead to bias such as
User-Interaction bias; in case humans are interacting with the system and add or manipulate
data manually which is incorporated in the data collection (during operation) potential
emerging Social bias

– Evaluate related risks and estimate costs of updates along the defined boundaries

90



5.2. Incorporating Findings into CRISP-DM

– Utilize libraries or tools to leverage (automated) assessment e.g. automated data validation
tools e.g. Deequ[92] to analyse and compare datasets or Microsoft Azure ML DataDriftDe-
tector Class

• Continuous model, bias, fairness and output assessment

– Monitor the model’s performance metrics (precision, recall, specificity/sensitivity, F-Score,
(balanced) accuracy etc.) from training [26, 9]; consider assumptions and actions in CRISP-
DM 6.2

– Define boundaries and thresholds of performance metrics (precision, recall, specificity/sensi-
tivity, F-Score, (balanced) accuracy etc.) that are considered to be unacceptable (e.g. defined
success criteria in CRISP-DM 5.1) leading to updates and trigger appropriate notifications
if they are exceeded (automatically or manually) and document them according to Article
12 – Record Keeping respective Article 61: Post-market monitoring system

– Monitor fairness metrics’ performance along defined boundaries and thresholds (CRISP-DM
1.3.2, CRISP-DM 2.3 and CRISP-DM 4.4) e.g. implement (automated) assessment of fairness
performance (e.g. counterfactual fairness

– Monitor output

• Continuous risk assessment according to Article 9 – Risk Management System

– Update validity of risks e.g. model- and data drift/shift, data quality, performance- and
fairness metrics

– Update validity of legal risks e.g. updated obligations or requirements, ongoing lawsuits or
issues within the domain/community

– Update risks of organizational risks e.g. change of personnel, departments, leadership,
organizational goals – strategic or operative

• Continuous compliance assessment

– Check requirements along Article 10 – Data and Data Governance
– Check requirements along Article 11 – Technical Documentation in case of updates
– Check requirements along Article 12 – Record Keeping
– Check requirements along Article 13 – Transparency and Provision of Information
– Check requirements along Article 14 – Human Oversight
– Check requirements along Article 15 – Accuracy, Robustness and Cybersecurity(2)(3)

1 As suggested by Studer et al. [100] input has to be monitored according to
meet statistics discovered in training triggering a notification if those change.
This process can be automated by applying dedicated libraries [92].
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7.2 Maintenance: Model and Documentation

• Consider hard- and software updates on the productive systems, different versions of utilized tools
and libraries or other internal and external side-effects that influence the performance

• Update and re-train

– Update and collect new data (consider labelling process) [100]; consider appropriate amount
of positive- and negative labeled data to prevent Negative Set bias

– Re-train the model (according to changed data distribution) by fine-tuning the existing
model to the new data [100]; be aware of Algorithmic bias leading to potential Attribute
bias

– Re-evaluate the re-trained model and ensure a better performance [100]
– Consider positive- or negative feedback-loops e.g. when computations are left out the model

and therefore not part of the dataset used for re-training [100] to prevent Automation bias

• Deployment

– Consider a fallback scenario minimizing the risk of erroneous models [100]
– Consider automation such as continuous training and -deployment, including automated

validation ensuring quality gates [16]

• Compliance and Documentation

– Update and document findings in the data dictionary

5.3 Bias- and Fairness Toolkits
In Table 5.2 we introduce tools and libraries dealing with bias. Developed by commercial
organizations as well as the research community, they aim to leverage to uncover bias in
the data and the model by providing several pre-, -in and post-processing techniques,
applicable to a broad range of use cases. Nevertheless, the utilization of the tools is
no guarantee for bias-free data or algorithms but shall ease the way of unveiling and
assessing potential biases.
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Tool Name [rel.Lit.] Description and Focus
AIF3601 [1, 18] Comprehensive open-source toolkit including metrics to test for biases,

explain those metrics and mitigate bias in data and models utilizing pre-,
in- and post-processing techniques [26].

Aequitas4 Open source bias audit toolkit incorporating parity- and confusion-based
metrics assessing (sub-)groups of a protected attribute. It leverages the
identification of suitable metrics for a particular situation [26, 77, 18].

Amazon SageMaker Clarify [51] Detecting bias in data (group balance and label distribution) and models
utilizing explainability and reports as well as pre- and post-processing
techniques2.

Fairlearn3 Open source Python framework producing fair model focussing on group
fairness by focussing on parity-based measures. Fairlearna3 contains post-
processing (transformation) and reduction (re-weighting) algorithms and
comprises a dashboard and a set of algorithms in binary classification and
regression [26].

FairPut13 Provides an approach to implement fair outputs at the individual and group
level and provides pre- and post-processing methods. the aim is to enhance
interpretability, robustness and fairness while ensuring a reasonable level of
accuracy [97].

FairTest5 Python toolkit identifying unwarranted associations between an algorithm’s
outcomes and (sensitive) user attributes [26, 103, 87, 44].

FairnessMeasures6 Quantifies definitions of discrimination in classification by testing the model
on different data Caton and Haas, Friedler et al.

auditAI7 Open Source Python tool for bias testing according to comparisons to other
known populations i.e. testing with respect to a "ground-truth".

ML-fairness-gym8 Based on Open AI’s "gym" framework, fairness-gym9 simulates the long-
term outcomes of fairness measures in a model.

REPAIR12[69] Mititages Representation bias by reweighting the underlying dataset and
penalizing the classifier.

themis11 [5, 13] Open source bias toolbox for measuring potential discrimination focussing
on causality in discriminatory behaviour and group-based fairness within
binary classification. The approach is based on pre- and post-processing
techniques [46, 5, 87, 18, 44].

What-If Tool10 Provides a dashboard for analyzing black-box classification and regression
models by assessing the model’s behaviour and output via various inputs.
It includes interactive features (editing data points, searching for nearest
counterfactuals) and techniques for assessing fairness and performance
among different subgroups. Data types are suited to categorical and image
classification applied as post-processing techniques.

Table 5.2: Identified tools to detect and mitigate bias or/and ensure fairness
1 https://github.com/Trusted-AI/AIF360, accessed 05/09/23
2 https://aws.amazon.com/de/sagemaker/clarify, accessed 12/09/23
3 www.fairlearn.org, accessed 12/09/23 3a https://tinyurl.com/8jcx93ev, accessed 12/09/23
4 https://dssg.github.io/aequitas/, accessed 12/09/23
5 https://github.com/columbia/fairtest, accessed 12/09/23
6 https://fairnessmeasures.github.io, accessed 12/09/23
7 https://github.com/pymetrics/audit-ai, accessed 12/09/23
8 https://github.com/google/ml-fairness-gym, accessed 12/09/23
9 https://tinyurl.com/49jubps5, accessed 12/09/23
10 https://pair-code.github.io/what-if-tool, accessed 19/09/23
11 https://github.com/LASER-UMASS/Themis, accessed 19/09/23
12 https://github.com/JerryYLi/Dataset-REPAIR, accessed 19/09/23
13 https://github.com/firmai/ml-fairness-framework, accessed 19/09/23
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CHAPTER 6
Conclusion and Future Work

6.1 Conclusion
In this section, we summarize our findings and conclusions related to the research
questions stated in Section 1.4 followed by identified gaps leading to future work in
Section 6.2.

RQ1: Which types of bias are described in the literature, where do they
manifest and how (according to the method) can bias be unveiled?

As shown in Chapter 3 we identified 60 different bias types within the mapping study
performed in Section 2.1. Considering further investigations along the context of this
thesis including cognitive biases, more than 260 different bias types were gathered. The
types refer to subjects such as participating actors and stakeholders which can be biased
in a cognitive manner and objects such as different types of data, algorithms, domains,
contexts and use cases. Therefore, they manifest in (i) the real world per se such as
Historical bias reflecting cultural socio-economic and socio-technical peculiarities (ii) the
involved actors processing the data (iii) the data, domain and the way it is collected,
manipulated, interpreted and processed (iv) the algorithm and the way of recognizing
patterns and calculating predictions and (v) the interaction during operation and how
predictions are utilized and incorporated.

We noticed, that different (sub)domains utilize derived definitions of similar bias types
according to their specific requirements in their domain and therefore establish fine
granular definitions of additional bias types according to their field, context or data.
Based on identified key papers, multiple definitions of bias types with the same name
are defined differently not because of a diverging domain, but the different focus and
viewpoint of the studies e.g. Selection Bias and Sampling Bias. This mismatch between
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the definitions hampers a clear and streamlined method of bias detection and potential
mitigation strategies.

The methods to unveil bias comprise (i) human capabilities such as sensemaking by
identifying causal relationships and socio-economic resp. socio-technical reasoning (ii)
mathematical and statistical reasoning by investigating correlations and distributions
and (iii) technical capabilities by implementing explainability, and interpretability as
well as profound knowledge in peculiarities of modelling techniques and how to adapt
them according to the required use.

RQ2: At which steps in the process model can bias be identified and which
steps are necessary to do so?

As mentioned in RQ1, the emergence of bias stems from the reflection of bias within
the society incorporated in the development process, affecting throughout the use and
application of the system. Therefore bias can be identified at every single step within
CRISP-DM throughout to the operation. Since different bias types have different causes,
they differ in methods and tools to identify, deal with and mitigate which is shown in
Chapter 5. As mentioned in RQ1 the necessary steps to identify bias comprise human-
related aspects, mathematical and statistical capabilities as well as technical finesse.
Moreover, the research community and big (commercial) tech players created tools,
libraries and platforms to assess data according to bias considering different approaches.

RQ3: To what extent can the additional process steps introduced satisfy and
address the requirements set forth in the articles of the EU AI-Act touching
on bias-relevant aspects?

By incorporating findings from Chapter 4 in Chapter 5 we showed, that the basic CRISP-
DM per default covers a broad aspect of the AI-Act, but on a general level: CRISP-DM
do consider assessing legal dependencies as a task, but specific guidelines and action
items are missing. This is reasonable with respect to the intended aim of data mining
more than twenty years ago without considering emerging legal requirements such as
GDPR. This argument is valid for technical developments in the field of AI and its
vulnerability in terms of security and robustness, dealing with attacks such as data-
poisoning or model-stealing which became important due to the broad utilization of AI
systems in the economy. Missing aspects are proper data governance strategies, logging
capabilities to assess provided decisions and human oversight measures all required within
the AI-Act. Therefore we proposed mapped steps in CRISP-DM to consider appropriate
steps to implement these missing aspects. CRISP-DM as a data mining process does
hardly consider state-of-the-art AI techniques that incorporate integrative pipelines such
as automated continuous development and integration which led us to introduce the
Monitoring and Maintenance (MM) phase as "Phase 7" attached to CRISP-DM to ensure
proper operation and compliance to the AI-Act’s obligations on monitoring the system
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during operation. In Chapter 7 we provide a final overview of the detailed mapping
between identified bias types, the tasks in CRISP-DM and available tools and literature
available in the context of this thesis.

Concluding Remarks In Chapter 3 we argued that bias1 does not necessarily lead to
unfairness or discrimination (Section 2.1.1) by assessing a specific bias type (Section 3.3)
according to exemplary use cases (Section 3.1) and whether the result is discriminatory
or not, depends on the attribute’s semantics. This aligns with findings by Alelyani who
claims that bias does not imply unfairness because it depends on the underlying data
(characteristics) affected by humans, which is reflected by the model that is used to learn
patterns and relations from the data since data is biased by nature due to cognitive bias
of human brains [3].

Which level of bias is acceptable? As described in Chapter 5 we argue for comprehensive
testing on different types of bias to uncover and understand potential issues in the data
as well as the model’s outputs to increase overall performance and prevent harmful
effects. Therefore the goal of total fairness and unbiasedness "may be an impossibly high
computational and statistical hurdle for any algorithm" [30] especially "if we want to
mimic human intelligence, we need to accept bias" [3]. This underlines findings from
Wachter, Mittelstadt, and Russell who claims that no system can be perfectly calibrated
and future-proof since AI systems using real-world data incorporate a small amount of
bias [108]. Therefore we argue, that removing bias completely is beyond reach, but to
prevent worst-case scenarios, a considerate contemplation of use cases, domains, contexts
and risks along with profound bias testing along our process can help to avoid worst-case
scenarios and increase performance. Moreover, a considerate definition of the problem
has to be stated, assessing the effect and outcome of defined business objectives weighting
the balance between business objectives and fairness [99].

6.2 Future Work

Including domain-specific requirements: In-depth analysis and mapping of different
domain-specific needs such as identification of bias types in recommender systems or
natural language processing, as different data-specific needs such as image processing
or survey data would complement this work. A starting point could be the work from
Chen et al. [28], who describes a broad overview of bias specific to recommender systems
including mitigation strategies and related literature. Therefore one big picture could be
to create "layers" (e.g. the "recommender systems layer" as described previously) that
focus on the described aspects to create a modular version of CRISP-DM, that can be
enriched by adding specific guidelines according to the organization’s needs and focus.

1In the notion defined in Section 2.1 as a "systematic difference of treatment . . . " (objects, people
or groups) ". . . in comparison to others where treatment is any kind of action" (perception, observation,
representation, prediction or decision) [58].
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Unveil potential gaps in regulatory obligations: The U.S. as well as China
proposed some guidelines and regulations of AI in their countries e.g. China unveiled
regulation on recommendation algorithms in 20212 and the U.S. created an AI Bill
of Rights3. Therefore a comparison of international regulatory requirements in the AI
domain could obtain information about similarities or potential pitfalls during utilization,
development and production. Besides the different cultural values among these players,
the identified differences could further be mapped to CRISP-DM which would leverage
the compliant development for global acting organizations.

Emphasis on dedicated AI-Act Articles: Since the focus of this work is limited
to bias-related aspects, we consider a gap between the dedicated articles and specific
guidelines to ensure compliance beside bias-related aspects e.g. we would appreciate
for providing dedicated guidelines, solutions and tools for record-keeping and logging
(Section 4.1.4) or human oversight measures (Section 4.1.6).

Taxonomy and clustering of bias types: As shown in Section 2.1, specific bias
definitions depend on the context and domain in which they are considered, which leads
to the inheritance of sub-bias-types justified just by semantic difference. We suggest
investigating similarities in techniques uncovering bias and whether a dedicated technique
is able to unveil more than one specific bias type at once e.g. by applying dedicated
statistical methods. This would allow analysts and practitioners to detect different types
of bias by a few dedicated tests.

Bridging the gap between CRISP-DM and ISO: As mentioned in Section 2.4,
the ISO aims to standardize terms and processes among the AI lifecycle. Therefore
an assessment of emerging standardization and its effect on established development
processes could unveil the fitness of an organization’s utilized processes and process
models for ISO standardization.

Effectiveness of mitigation strategies according to specific bias types: Yet,
some bias types are defined and described without providing answers or actions to
unveil or mitigate those. A mathematical investigation of dedicated bias types could be
performed to deliver metrics and techniques to do so.

Mapping between bias types and stakeholders: As shown, different bias types
are dependent on different factors such as data bias (e.g. reflected in the real world),
cognitive bias (e.g. different treatment according to human beliefs) or bias related to
the analyst (e.g. Sampling bias). An investigation resp. mapping of identified bias types
according to stakeholders within the development process could be established to increase
the awareness among factors of influence in the context of bias and increase focus on bias
mitigation by design.

2https://tinyurl.com/33ur6ur3, accessed 11/09/23
3https://www.whitehouse.gov/ostp/ai-bill-of-rights, accessed 11/09/23
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Tools and Techniques
Historical Bias 1 ✓ ✓ ✓ ✓
Population Bias 2 ✓
Behavioural Bias 3 ✓ ✓
Content Production Bias 4 ✓
Temporal Bias 5 ✓ ✓
Social Bias 6 ✓ ✓ ✓ ✓
Selection Bias 7 ✓
Negative Set Bias 7.A ✓ ✓
Framing-Effect Bias 8 ✓ ✓ ✓ ✓
Representation Bias 9 ✓ REPAIR
Measurement Bias 10 ✓
Device Bias 10.A
Capture Bias 10.B
Aggregation Bias 11 ✓
Modifiable Areal Unit Probelm Bias 11.A ✓
Simpson’s Paradoxon 11.B ✓
Longitudinal Data Fallacy 12 ✓
Sampling Bias 13 ✓ ✓
Exclusion Bias 14 ✓ ✓
Attribute Bias 15 ✓ ✓ ✓ ✓ ✓ see Section 5.3
Label Bias 16 ✓ ✓ [60]
Cause-Effect Bias 17 ✓ ✓ ✓ ✓
Confounding Bias 17.A ✓ ✓ ✓
Algorithmic Bias 18 ✓ ✓ AIF360 [93, 4]
User-Interaction Bias 19 ✓ ✓
Presentation Bias 19.A ✓ ✓ ✓
Emergent Bias 19.B ✓
Evaluation Bias 20 ✓
Deployment Bias 21 ✓
Automation Bias 22 ✓

Table 7.1: Detailed overview of mapped bias types from Chapter 3 to CRISP-DM [27].
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Glossary

data dictionary is a "collection of names, definitions, and attributes about data ele-
ments that are being used or captured in a database, information system, or part
of a research project. It describes the meanings and purposes of data elements
within the context of a project and provides guidance on interpretation, accepted
meanings and representation. A data dictionary also provides metadata about data
elements. The metadata included in a data dictionary can assist in defining the
scope and characteristics of data elements, as well the rules for their usage and
application" 1. 56, 58, 65, 68, 74, 75, 77, 82, 92

explainability concentrates on providing justifications for individual predictions made
by a model i.e. why does the model compute this output for the particular input.
46, 48, 58, 71, 83, 85, 96

human in the loop (HITL) refers to a mode of human-computer interaction where
humans are actively and directly involved in a computational process or decision-
making loop alongside an AI system. In HITL systems, the human and AI col-
laborate in real-time, with the human providing input, guidance, validation, or
oversight as part of the overall workflow. 59

human oversight is the practice of having humans actively monitor and supervise the
actions and decisions made by artificial intelligence systems. It is an important
element in the development and deployment of AI technologies, especially in
situations where AI systems can have significant consequences, ethical implications,
or safety concerns. 59

interpretability concerns the overall behaviour within the model’s decision-making
process to make it transparent and understandable i.e. how does the model work
in general. 46, 58, 71, 83, 85, 96

protected attribute refers to characteristics or features of individuals that are consid-
ered sensitive or potentially discriminatory. These attributes are typically protected
by laws and regulations to prevent unfair or biased treatment as described in
Section 2.1. 65

1https://library.ucmerced.edu/data-dictionaries, accessed 27/09/23
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protected class is a group of individuals who share a common characteristic that is
legally protected from discrimination by laws, regulations, and ethical guidelines and
usually related to protected attribute(s). In the context of AI systems, especially
marginalized groups should be considered. 65

proxy variable a variable that is used as a substitute or stand-in for a different variable
of interest. Proxy variables are often used when the original variable might be
difficult to measure directly or might not be available in the dataset, but the proxy
variable is often correlated with or indicative of the original variable and therefore
has the capability to identify the original variable as described in Section 2.1. 10,
32, 45

risk management system (RMS) is a "structured, organized, and documented sys-
tem for dealing with risks" [35]. 53, 54, 70

significant risk a "risk that is significant as a result of the combination of its severity,
intensity, probability of occurrence, and duration of its effects, and its the ability
to affect an individual, a plurality of persons or to affect a particular group of
persons;" [38]. 53, 54
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