
DISSERTATION

Anomalous temperature effects in

superlattices and novel material systems

for quantum cascade detectors

ausgeführt zum Zwecke der Erlangung des akademischen Grades eines

Doktors der technischen Wissenschaften

unter der Leitung von

Assoc.-Prof. Aaron Maxwell Andrews, PhD

Institut für Festkörperelektronik

eingereicht an der

Technischen Universität Wien

Fakultät für Elektrotechnik und Informationstechnik

von

Dipl.-Ing. Miriam Giparakis, BSc

Mat.Nr. 01227015

Wien, im September 2023



Betreuer: Assoc.-Prof. Aaron Maxwell Andrews, PhD

Zweitbetreuer: Prof. Dr. Gottfried Strasser

1. Gutachter: Prof. Dr. Alexander Bergmann

2. Gutachter: Prof. Jean-Michel Chauveau, PhD

Tag der mündlichen Prüfung: 25. Oktober 2023



””Since we cannot change reality, let us change the eyes which see reality,” says

one of my favorite Byzantine mystics. I did this when a child; I do it now as well in

the most creative moments of my life.” — Nikos Kazantzakis, Report to Greco





Abstract

Molecular beam epitaxy (MBE) is a versatile tool that allows both fundamental

research at universities and the production of devices by industry. In the present

thesis, zinc-blende III-V semiconductors are grown with MBE, where the emphasis

lies in mid-infrared (MIR) to THz optoelectronics, centered on the growth related to

THz quantum cascade lasers (QCLs) and short- to mid-infrared quantum cascade

detectors (QCDs). Devices in this spectral region find applications in spectroscopy,

telecommunication, and imaging.

This thesis encompasses the design, growth, analysis, fabrication, and optical

characterization of QCDs expanded to the promising InAs/Al(As)Sb material system

grown on InAs or GaSb substrates. This material system offers beneficial intrinsic

properties like one of the lowest effective electron masses, which increases the

optical absorption strength, and one of the highest conduction band offsets (CBOs),

allowing for transition energies up to wavelengths in the near-infrared. To grow

InAs/Al(As)Sb, growth parameters, like group-V fluxes, oxide removal, or growth

temperatures are optimized. To minimize unwanted group-V intermixing or As-for-Sb

exchange, shutter sequences are implemented that result in sharp interfaces. QCDs

with absorption wavelengths ranging from 2.7–5.5 µm are designed, grown, fabricated,

and characterized. Thus, demonstrating the material systems’ wide wavelength

range and, in this process, increasing the maturity of InAs/Al(As)Sb QCDs. In

particular, a top-side illuminated (surface normal) InAs/AlAs0.16Sb0.84 QCD, grown

lattice matched to InAs, is produced and realized with a diffraction grating. The

absorption wavelength of 2.7µm lies in the center of a CO2 absorption line and

corresponds to energies above the bandgap energy of InAs. On GaSb substrates,

InAs/AlSb QCDs are grown strain-balanced with an InAs:AlSb ratio three times

higher than the ratio required for strain-compensated growth. This is achieved by

including sub-monolayer InSb layers and is a necessary measure for regaining the

freedom lattice-matched materials have in optimizing the design.

Due to the type-II band alignment of the InAs/Al(As)Sb material system, the

effective bandgap for interband transitions reduces to the near-infrared region result-

ing in the observation of strong broadband interband signals from 1.2–3 µm, which lie

directly next to the QCD signal. Preliminary measurements resulted in an interesting

bias dependency of the interband signal.

MBE also enables research on material and structural properties. In particular, an

anomalous temperature behavior of the threshold current of some THz QCLs is inves-

tigated — the threshold current first decreases before it increases with temperature.

For the study, a comprehensive series of superlattice structures, which are easier to



interpret, are grown with similar characteristics to low-doped THz QCLs: low-doped

active regions, and comparable contact layers. The temperature-dependent current-

voltage (IV) characteristics show, in some cases, the same anomalous temperature

effect. Based on experimental and simulation results the origin and the temperature

dependence of the effect is explained.



Kurzfassung

Molekularstrahlepitaxie (MBE) ist ein vielseitiges Werkzeug das sowohl Grundla-

genforschung an Universitäten als auch die Produktion von Bauelementen in der

Industrie erlaubt. In der vorliegenden Arbeit wurden Zinkblende III-V Halbleiter

mit MBE gewachsen, wobei der Schwerpunkt bei der mittleren-Infrarot (MIR) bis

THz Optoelektronik liegt. Genauer gesagt, beim Wachstum in Beziehung zu THz

Quantenkaskadenlasern (QCLs) und kurz- bis mittel- Infrarot Quantenkaskadende-

tektoren (QCDs). Bauelemente in diesem Spektralbereich finden Anwendung in der

Spektroskopie, der Telekommunikation, und der Bildgebung.

Die Doktorarbeit umfasst das Design, das Wachstum, die Analyse, die Herstel-

lung, und die optische Charakterisierung von QCDs, die auf das vielversprechende

InAs/Al(As)Sb Materialsystem erweitert wurden und auf InAs oder GaSb Sub-

straten gewachsen wurden. Dieses Materialsystem bietet vorteilhafte intrinsische

Eigenschaften wie eine der niedrigsten effektiven Elektronenmassen, welche die opti-

sche Absorptionsstärke erhöht, als auch einen der höchsten Leitungsband-Versätze

(CBO), der Übergangsenergien bis zu Wellenlängen im nahen Infrarot erlaubt. Um

InAs/Al(As)Sb zu wachsen wurden Wachstumsparameter, wie Gruppe-V Flüsse,

Oxid-Entfernungstemperaturen, sowie Wachstumstemperaturen optimiert. Um unge-

wollte Gruppe-V Durchmischung oder As-für-Sb Austausch zu minimieren, wurden

Shutter-Sequenzen implementiert, die in scharfen Grenzflächenübergängen resul-

tieren. Es wurden QCDs mit Absorptionswellenlängen, die von 2.7—5.5µm rei-

chen designt, gewachsen, hergestellt, und charakterisiert und somit die weite Wel-

lenlängenbandbreite dieses Materialsystems demonstriert, und, in diesem Prozess,

die Reife von InAs/Al(As)Sb QCDs verbessert.

Im Besonderen wurde ein Oberseiten-beleuchteter (normal auf die Oberfläche)

InAs/AlAs0.16Sb0.84 QCD gitterangepasst auf InAs gewachsen, produziert und mit ei-

nem Beugungsgitter verwirklicht. Die Absorptionswellenlänge von 2.7 µm liegt im Zen-

trum einer CO2 Absorptionslinie und entspricht Energien über der Bandlückenenergie

von InAs.

Auf GaSb Substraten wurden InAs/AlSb QCDs spannungsausgeglichen gewachsen

mit einem InAs:AlSb Verhältnis drei Mal größer als das Verhältnis, das man benötigen

würde um spannungsausgeglichen zu wachsen. Das wurde mit inkludierten sub-

Monolagen InSb Lagen erreicht und ist notwendig, um die Freiheit zurückzugewinnen,

die man mit gitterangepassten Materialien hat, das Design zu optimieren.

Wegen der Typ-II Bandausrichtung des InAs/Al(As)Sb Materialsystems ist die

effektive Bandlücke für Interbandübergänge in den nahen Infrarotbereich reduziert.

Das resultiert in der Beobachtung von starken breitbandigen Interbandsignalen von



1.2–3 µm, die direkt neben dem QCD Signal liegen.

MBE erlaubt es auch an material- und strukturellen Eigenschaften zu forschen.

Im Speziellen wurde ein anormales Temperaturverhalten im Schwellenstrom von

THz QCLs untersucht – wobei der Schwellenstrom zuerst mit der Temperatur nied-

riger wird bevor er sich erhöht. Für diese Studie wurde eine umfassende Serie von

Übergitter-Strukturen, die einfacher zu interpretieren sind, mit ähnlichen Charakteris-

tiken zu niedrig gedopten aktiven Zonen von THz QCLs gewachsen, die auch vergleich-

bare Kontaktlagen aufweisen. Die temperaturabhängigen Strom-Spannungskennlinien

weisen in manchen Fällen, den gleichen anomalen Temperatureffekt auf. Basierend

auf experimentellen Resultaten und Resultaten von Simulationen, wird der Ursprung

der Temperaturabhängigkeit dieses Effektes erklärt.
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CHAPTER 1

Introduction

1.1 Motivation

Semiconductor technology includes some of the most important inventions of our time,

tremendously impacting our everyday lives. Among its countless application fields is

photonics, which involves the generation, detection, and transmission of light, with

applications in information technology, life sciences, and consumer entertainment,

mainly utilizing the near-infrared (NIR) and visible (VIS) light spectral range.

Most recently, the field of mid-infrared (MIR) photonics emerged. In this region,

many important molecules have characteristic absorption lines, therefore this re-

gion was named the ”molecular fingerprint region”, see Fig. 1.1. This allows for

applications in spectroscopy for environmental purposes [1, 2], where for example

greenhouse gases can be monitored [3, 4], medical purposes [5], like performing

breath analysis [6], in security [7], but also in imaging [8]. Furthermore, atmospheric

windows of low absorption are found, which enable applications in free space optical

telecommunication [9, 10].

With these unique properties, MIR photonics positions itself as an important

complementary technology next to NIR and VIS photonics.

Many modern MIR devices are produced from III-V materials. The evolution of

MIR photonics is therefore closely tied to the development of III-V semiconductor

technology. With this knowledge of material parameters and the effects occurring in

quantum-mechanical III-V heterostructures, scientists and engineers design, grow,

and fabricate complex MIR devices that find applications in research and industry.

1



1 Introduction

Figure 1.1: Absorption lines in the mid-infrared region of several important
molecules. (Reprinted with permission from [11].)

III-V semiconductors lasers and detectors are often composed out of heterostruc-

tures, utilizing a quantum-mechanical working principle. Those devices work from

the NIR over the MIR, the far-infrared (FIR) to the THz region, and are reduced

in size to the microchip level. Recent developments have enabled monolithically

integrated (single-chip) solutions for MIR lasers and detectors, allowing spectroscopy

on a chip level [12]. This was achieved with quantum cascade lasers (QCLs), which

are one of the most important compact, powerful, coherent, light sources in the MIR

and THz regimes [13, 14]. Quantum cascade detectors (QCDs) are their detector

counterpart with a broadly designable absorption range [15, 16].

Over the years, a multitude of other classes of MIR lasers and detectors were

developed. To those belong interband cascade lasers (ICLs), quantum well-infrared

photodetectors (QWIP), and interband detectors, including type-II or superlattice

detectors, like P-i-N double heterostructures [17], p-B-p barrier detectors [18], or

cascade infrared detectors [19], just to name a few. Not belonging to the III-V

semiconductors, but mentioned due to their significance in the MIR regime are II-VI

detectors, like HgCdTe (MCTs) [20]. Many of these lasers and detectors have been

made commercially available [21–23].

This thesis concentrated on THz QCLs and MIR QCDs. The latter set themselves

apart from the magnitude of photodetectors invented over the years by a narrow

absorption spectrum, low noise at room temperature, due to photovoltaic operation,

and high-speed intersubband detection [15, 16].

Due to the development of III-V semiconductor technology, materials like GaAs/Al-

2



1.2 Thesis outline

GaAs or InGaAs/InAlAs have reached high maturity and are grown industrially.

This thesis attempts to widen the selection and increase the maturity of the materials

utilized for QCDs and also expand the QCDs to shorter wavelengths. Especially,

the InAs/Al(As)Sb material system is promising for QCDs, because of its beneficial

intrinsic properties. It offers one of the lowest effective electron masses, increasing

the optical absorption strength, resulting in higher responsivities. This material

system additionally provides one of the broadest designable absorption-wavelength

ranges, due to its large conduction band offset (CBO) of 2.1 eV (1.2 eV indirect),

meaning that detection regimes can be expanded to the NIR. By doing this, the

application range of QCDs can be extended.

With MBE, not just new material systems can be developed, but also for mature

materials like GaAs/AlGaAs MBE has proven itself as a valuable tool in research over

the years, not just to create devices, but also to investigate the underlying physics.

In the quest for high-temperature THz QCLs, much effort is put into optimizing the

heterostructure. Superlattice structures, which are arguably easier to analyze can

help with this task because of their simplicity and similarity to device components

and the vast literature knowledge of device physics.

1.2 Thesis outline

This thesis consists of six chapters. It is organized in a way that first, theoretical and

basic knowledge that is needed is introduced, before the achievements and results

of this thesis are presented: The fundamentals for the understanding of the physics

of intersubband zinc-blende III-V devices, models, carrier scattering mechanisms,

and devices are discussed in Chapter 2. In particular, the functioning principles of

QCDs are explained, as well as the figures or merit. The state-of-the-art for QCD is

presented, and a comparison to competing detectors is made.

Chapter 3 introduces crystals, the building blocks of heterostructures, and the

doping of materials before the basics of epitaxy and MBE technology are discussed.

After introducing growth mechanisms and surface effects, the growth optimization

of the InAs/Al(As)Sb material system for QCDs grown either on InAs or GaSb

substrates is discussed. Then, an overview of non-invasive and powerful analysis

methods is given.

Chapter 4 presents the results of the grown InAs/Al(As)Sb QCDs lattice-matched

to InAs and strain-balanced on GaSb substrates. A deep dive into the bandstructure

design is done before the growth quality is analyzed. The fabrications for top-

illumination and the 45° side-faced double-pass are illustrated. Finally, the results of

3



1 Introduction

the optical characterization are presented.

In Chapter 5, an anomalous temperature effect occurring in the threshold current

of some THz QCLs is investigated with a series of grown superlattice structures, and,

with the help of multi-scattering Büttiker (MSB) simulations, it is attempted to give

an explanation to the source of the behavior.

Finally, in Chapter 6, the thesis conclusions and outlook are presented.

4



CHAPTER 2

Fundamentals of intersubband devices

In this chapter, mathematical models [24–27] for the description of III-V heterostruc-

tures are introduced. Carrier transport mechanisms, like interband, intersubband,

and optical transitions as well as scattering processes are discussed. Band alignments

of heterostructures are explained.

Vertical transport in superlattices, and transport effects occurring in superlattice

structures in electric fields are discussed. The working principle of quantum cascade

lasers (QCLs) is introduced.

A closer look is taken at quantum cascade detectors (QCDs). Their functioning

principle, the figures of merit, optical coupling approaches, and the characteriza-

tion are discussed. The state-of-the-art is reviewed and competing detectors are

introduced.

2.1 Band structure of zinc-blende III-V

heterostructures

The bandstructure, or the structure of electronic states, of III-V semiconductors is

strongly determined by their crystal structure, which is either zinc-blende for P-,

As-, and Sb- compounds, or wurtzite for III-Nitride semiconductors, as discussed

in section 3.1 [25]. Depending on the individual atoms, the distance between single

atoms can vary for the same crystal system, changing the lattice parameters.

The electrons, that contribute to chemical bonds and to transport or optical

properties within a crystal are the outer electrons, of which there are eight for III-V

5



2 Fundamentals of intersubband devices

Figure 2.1: Illustration of the formation of bands depending on the interatomic
distance of atoms in a crystal. With decreasing interatomic distance the orbitals
hybridize and form bands. With increasingly smaller distances initially conduction-
and valence band overlap, materials in this region are metallic. Further decrease
leads again to a separation, materials are first semiconductors before they become
insulators. ([28] Reproduced with permission from Springer Nature.)

binary compounds [24]. The atoms in face-centered cubic or hexagonal closest packed

crystal lattices (see section 3.1) hybridize with an orbital of a neighboring atom while

bonding- and anti-bonding states are formed with the s- and p- orbitals. These

states form bands due to the high number of unit cells in a crystal. The bonding s

and p bands are completely filled, while the anti-bonding bands are empty, where

the lowest lying one forms the conduction band edge. This band is separated by an

energy gap from the lower bands. A connection between the lattice parameters and

the band gap exists, see Fig. 2.1. The smaller the lattice parameters, the larger the

band gap. Or in other words, denser packed materials exhibit a larger band gap.

In section 3.1 it is discussed that zinc-blende and wurtzite crystal structures, which

are formed from face-centered cubic and hexagonal closest packed crystal lattices

with a basis of two different atoms exhibit the highest achievable packing density

of 0.74. III-Nitride semiconductors have smaller lattice constants, see Fig.3.4, and

hence larger band gaps and stronger covalent bonds.

Fig. 2.2 shows the calculated band structures of bulk GaAs and bulk InAs. The

structures look quite complicated, it is visible that more than one valence band

band or conduction band band exists. Because we are focused on semiconductors,

the conduction band is almost empty and the valence band is almost full. In the

conduction band, electrons would accumulate at the minima, and in the valence band

holes at the maxima. For the considerations of III-V semiconductor mid-infrared

devices, the bandstructure close to the Γ-point is of importance, because the relevant

states are there.
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2.1 Band structure of zinc-blende III-V heterostructures

Figure 2.2: Calculated band structures for GaAs and InAs. (Reprinted with
permission from [29]. Copyright 1976, American Physical Society (APS).)

2.1.1 Modelling of band structures

In the following, mathematical models used for the description of III-V semiconductors

are introduced.

Bloch’s theorem

As discussed in section 3.1, III-V semiconductor crystals are periodic structures, where

translation symmetry holds. Due to this, the potential in such a crystal is periodic,

with V (r+T) = V (r), where r is the coordinate vector, T = n1a1 + n2a2 + n3a3 is

the translation vector, with ni being integers and ai the lattice vectors. The motion

of electrons in such a potential is described by the following wave function [26]:

ψk(r) = uk(r)e
ikr. (2.1)

These are the Bloch waves, which are plain waves modulated by the lattice periodic

factor uk(r+T) = uk(r), called the Bloch function, the Bloch waves are therefore

also periodic.

The k ·p approximation

The k · p theory gives a model for the computation of the band structure and wave

functions close to the Γ-point, near the Fermi energy, in bulk semiconductors. For

most applications, the relevant states are found there.

Following [24, 26], in a crystal, the Schrödinger equation can be written as

7



2 Fundamentals of intersubband devices

�
p2

2m0

+ V (r))ψ(r) = Eψ(r)

�
(2.2)

where p is the momentum, m0 is the free electron mass, V (r) the crystal potential,

E the energy and ψ(r) the wavefunction at the coordinate vector r. In this equation,

terms stemming from spin-orbit coupling, the mass-velocity, and Darwin terms (only

important for heavy atoms), are neglected.

Using the wave function in the Bloch form from above, see eq. 2.1 and p = −iℏ∇
the Schrödinger equation is�

p2

2m0

+
ℏ
m0

k ·p+
ℏ2k2

2m0

+ V (r)

�
un,k(r) = En,kun,k(r) (2.3)

where k is the wavevector, ℏ the reduced Planck constant, and the index n denotes the

band. With this, one can split the Hamiltonian into a k-dependent and independent

term H = H0 +W (k), and use the perturbation theory, with

H0 =
p2

2m0

+ V (r), (2.4)

and

W (k) =
ℏ2k2

2m0

+
ℏ
m0

k ·p. (2.5)

The solutions of the energies of the band structure are then calculated using only

the unperturbed part of the Hamiltonian:

H0un,0(r) = En,0un,0(r), (2.6)

The energy is then expanded to the vicinity of the Γ-point using second-order

corrections stemming from the perturbed part of the Hamiltonian, with the Bloch

functions as a basis.

Materials with a low effective electron mass m∗
e (see section 2.1.2) have larger

kinetic energy, and a higher order perturbation is necessary. The Kane model (refer

to [24]) then results in a non-parabolicity coefficient, more accurately describing the

bands of these materials.

To increase accuracy, models that are used in practice include four bands, one

conduction band, and three valence bands, which stem from the spin-orbit coupling

term in the Schrödinger equation, or eight bands if their degeneracy is accounted for.

Fig. 2.3 depicts the band model. The conduction band (CB) is formed from an s-like

orbital. The three valence bands (VB), the heavy hole (HH), the light hole (LH),

and the split-off (SO) band are formed from p-like orbitals. ∆ is the split-off energy.
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2.1 Band structure of zinc-blende III-V heterostructures

p-antibonding

s-antibonding
CB edge

VB edge
p-bonding

s-bonding

E(k)

Egk

CB

HH

LH

SO

(a)

Eg

Δ

(b)

Figure 2.3: a) Formation of the conduction band (CB) and valence band (VB)
from s-like and p-like states, respectively. The valence band splits into the heavy hole
(HH), light hole (LH), and split-off (SO) bands if spin-orbit coupling is considered.
(Reprinted with permission from [30].)

The envelope function approximation

With the envelope function approximation, it is stepped away from crystalline bulk

materials and heterostructures are now considered [24, 26]. For these structures, at

least two different semiconductors are alternated, see subsection 2.1.2 for the band

alignment. The thicknesses of the single layers are on the order of magnitude where

quantum confinement occurs for the electrons, and quantum wells form. Therefore,

the solution now needs to be spatially defined.

Now the Bloch functions, which are assumed to be the same for the different

materials, are multiplied by a slowly changing spatially dependent function. One

now obtains the following wavefunctions [26]:

Ψ(r) =
�
l

fA,B
l ul,0(r) (2.7)

where the envelope function fA,B
l ul,0, for materials A and B, can be written, due to

the in-plane translational invariance as
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2 Fundamentals of intersubband devices

fl(r||, z) =
1√
S
exp(i(kxx+ kyy))χn(z) (2.8)

where r|| is the in-plane coordinate vector, S is the in-plane surface area, and χn(z) the

wavefunction. Fig. 2.4 shows a sketch of the envelope function for a heterostructure

of material A and material B. It is visible that the difference in crystal potentials

leads to the formation of a quantum well. Most of the probability of the envelope

function is in material B, because the electron is confined there.

Figure 2.4: The envelope function and the single electron wave function are sketched
for one quantum well. (Reprinted with permission from [31].)

2.1.2 Bands of heterostructures

In the following, important parameters for the full description of real devices are

discussed.

The effective electron mass - semiclassical model:

Electrons have a parabolic energy dispersion in the first approximation, of E = ℏ2k2
2m

.
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2.1 Band structure of zinc-blende III-V heterostructures

In the bands discussed, electrons do not behave like free electrons. In the following,

the movement of electrons in bands is covered in a semiclassical approach [32].

Band electrons experience a force F that during a time interval dt performs the

work dE = Fvdt, whereas v is the velocity of electrons in the band, and dE = ∇kEdk.

dk is the change of the wave vector with time. With this, one can write for the group

velocity

ℏ
dk

dt
= F (2.9)

With the above relations, the change in velocity is

dv

dt
=

1

ℏ
d2E

dk2

dk

dt
(2.10)

and thus

ℏ2
d2E
dk2

dv

dt
= F = m∗

e

dv

dt
(2.11)

where m∗
e is the effective electron mass describing the movement of electrons in bands

m∗
e =

ℏ2

d2E/dk2
(2.12)

Now the mass of the electrons is given by the trend of E(k) and is thus energy-

dependent. It describes how the periodic potential of the crystal lattice modifies

their movement.

From the k ·p theory, the following equation for the effective mass is obtained [26]:

(m∗
e)

−1 = (m0)
−1(1 +

Ep

Eg

), (2.13)

where Ep is the Kane energy parameter, a material constant, Eg is the band gap,

and Ep >> Eg. Therefore, the effective mass is approx. proportional to Eg. This

means that materials with a small effective mass also have a small band gap.

Band alignment of heterostructures:

For heterostructures, the knowledge of the alignment of the conduction and valence

band for the different materials involved is important. Fig. 2.5 shows the band

alignment for important III-V binary semiconductors at the Γ-point. It is visible that

discontinuities between the semiconductors exist. The conduction band offset (CBO)

is the difference in alignment of two semiconductors.

The alignment of semiconductors to each other has been categorized into different
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2 Fundamentals of intersubband devices
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GaAs AlAs AlSb GaSb InAs InSb

Band alignment of III-V binaries

Figure 2.5: The alignment at the Γ-point of the valence band maximum and the
conduction band minimum at 300K is sketched. Data from [25].

type-I type-II type-II
broken gapCB

VB

Figure 2.6: Sketch of the different types of band alignment in III-V heterostructures.
For type-I structures the bandgaps overlap, for type-II structures, the bandgap of
one material is below the valence band edge of the other material, and for type-II
broken gap the conduction band edge of one material is below the valence band of
the other material.

categories [33]. Type-I heterostructures align in a way that the bandgaps overlap, see

Fig. 2.6. This happens, for example, for GaAs/AlGaAs heterostructures. For type-II

heterostructures, the bandgap of one material is aligned below the valence band edge

of the second material, which is the case for the InAs/AlSb material system. For

type-II broken gap heterostructures, the bandgap and the conduction band edge

fall below the valence band of the other material. This happens for example for

InAs/GaSb and is utilized in interband cascade lasers (ICL), where it is referred to

as a semimetallic interface.
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2.1 Band structure of zinc-blende III-V heterostructures

Band bending:

Band bending is the deformation of the band structure as a result of its electronic

properties. Heterostructures often experience band bending at the material interface

region due to differences in doping. A difference in doping can also occur in two

layers of the same material, for example, grown contacts, that then cause band

bending through the introduction of space charge effects [27, 34].

The band alignment of two semiconductors can be constructed in a simplified

approach by the Anderson rule, which assumes that the two semiconductors, when

brought together, behave as they would in a vacuum. The Anderson rule states

that when two semiconductors are brought together, their vacuum levels given by

the magnitude of the electron affinity χ (defined as the energy needed to release

an electron from a simply charged anion to form a neutral atom) must line up.

Additionally, when brought together in equilibrium conditions, the Fermi levels EF

must align, because charge neutrality exists, see Fig. 2.7, where EC denotes the

conduction band edge, and EV the valence band edge.

Fig. 2.7 a) depicts the case of the same material with different doping, as it is

often the case when a contact layer is grown. The electron affinities are the same

magnitude and the band bending resembles the case of a p-n junction, with the

difference that the materials brought together are both n-type.

In Fig. 2.7 b) a case of two different semiconductors brought together is depicted.

When the electron affinities are aligned and the semiconductors are brought together

a discontinuity of the band edges forms. This band alignment is the special case of a

two-dimensional electron gas (2DEG). Due to the larger energy gap of material 1

electrons are depleted into material 2, which leads to the conduction band of material

1 to bend up and of material 2 to bend down [27]. At the discontinuity where Ec2

bends down below the Fermi level, electrons accumulate, which then form the 2DEG,

see the red region in Fig. 2.7 b). 2DEGs are useful devices with applications in

industry, where they function as magnetic sensors utilizing the Hall effect. Also

for molecular beam epitaxy (MBE) growth, 2DEGs are helpful tools to evaluate

the system purity and growth performance, due to the dependency of the electron

concentration and mobility on impurities.

The Anderson model describing the band alignment is limited because, in reality,

the situation is more complicated [35]. Even at perfect lattice-matched interfaces,

electronic interface states exist, where wavefunctions of one semiconductor penetrate

into the other, which are called interface-induced gap states, additionally, chemical

bonding is neglected [34, 35]. A high density of interface states can also pin the

Fermi level at a certain location. All of these effects can completely change the band
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n+ n-
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EV2

EV2

ΔEc

ΔEV

Figure 2.7: a) Two semiconductors of identical material, but different n-type
doping concentrations are brought together. In equilibrium conditions, in addition,
to the vacuum levels, which are given by the electron affinities χ, the Fermi levels
EF must align and a space charge region results in band bending. EC denotes the
conduction band edge, and EV the valence band edge. b) Band structure lineup
of two different semiconductors. The alignment of the vacuum level and the Fermi
level in equilibrium causes a discontinuity to form, where electrons accumulate. This
special structure is called a two-dimensional electron gas (2DEG).

structure lineup. In addition, the bonds between two semiconductors are mostly

covalent but also partly ionic, because, due to two different atoms forming one base

in zinc-blende structures, some electrons are closer to one ion than the other, which

induces interface dipoles. All of this is usually neglected in models. For a detailed

discussion please refer to [34, 35].

Contacts to semiconductors: Schottky contacts:

A Schottky contact can form at a metal-semiconductor interface. The behavior

is similar to the band bending at a semiconductor-semiconductor interface. The

difference is that the Fermi level lies in the conduction band of the metal and the

electron affinity of the semiconductor now must align with the metal work function

(defined as the minimum energy needed to remove an electron from a solid). This

is called the Schottky-Mott rule, which has the same limitations as the Anderson

rule. For n-type semiconductors, in equilibrium, the Fermi levels EF align. If the
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2.2 Transitions in III-V semiconductors

vacuum electron affinity χ of the semiconductor is smaller than the metal work

function ΦM , the conduction band and valence band will bend up to align χS with

ΦM and a depletion region will form. If χ is larger, the conduction and valence

band bend down and an accumulation region forms, see Fig.2.8 a) and b), with

ΦMS = ΦM − ΦS − (EC − EF ) [27], where ΦMS is the metal-semiconductor work

function, ΦS the semiconductor work function, EC is the conduction band edge, and

EV the valence band edge. This results in a rectifying behavior [34, 35].

EF
EF

Ec

EV

EF

vacuum level vacuum level

ΦM

ΦMS

EF

ΦMΦS χ

EFEc

EV

ΦS χ

a) b)

EF
Ec

EV

EF EF
Ec

EV

Figure 2.8: Metal- n-type semiconductor band alignment, with ΦM the metal work
function, ΦMS is the metal-semiconductor work function, ΦS the semiconductor work
function, χ the vacuum electron affinity of the semiconductor, EF the Fermi level,
EC is the conduction band edge, and EV the valence band edge. a) Sketch of the
case of a metal with a high work function. The semiconductor conduction band
bends upwards at the discontinuity creating a Schottky barrier. b) Sketch of the
case of a metal with a low work function, the semiconductor bands downwards, and
a charge accumulation region forms.

Au forms a Schottky barrier with GaAs, whereas an ohmic contact would form

with a Ge/Au alloy. InAs and Au form an ohmic contact.

2.2 Transitions in III-V semiconductors

In III-V heterostructures radiative and non-radiative interband and intersubband

transitions are possible, as well as various scattering mechanisms, which will be

discussed in the following.
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2.2.1 Interband vs intersubband transition
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Figure 2.9: a) Sketch of interband transitions and b) intersubband transitions.
Note the different energy dispersions of valence and conduction band for interband
transitions, which leads to a different gain profile than for intersubband transitions.
(Reprinted with permission from [11].)

Fig.2.9 shows a) an interband and b) an intersubband transition (with type-I

alignment). While for a) the transition takes place between two bands, for b) it

takes place between two subbands in the same band. For an interband transition,

the transition energy minimum is limited by the bandgap, while no such limit for

intersubband transitions exists. Another difference is the shape of the in-plane

dispersion. While the dispersion is the opposite for interband absorption it is the

same for intersubband absorption. As a consequence, there is no energy gap for

the latter and if the necessary momentum exchange is provided by either elastic or

inelastic processes, the electron will change subband. The absorption coefficient for

intersubband devices is around 103 cm−1, around one order of magnitude lower than

for interband devices, for which radiative transitions dominate.

The density of states also differ, see Fig. 2.9. For intersubband transitions, it is

delta-like, because just single levels are involved, like in an atomic system, although
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2.2 Transitions in III-V semiconductors

the absorption line is broadened due to scattering. The density of states looks

different for interband transitions. There is a cut-on in energy but due to the

dispersion shapes no clear cut-off.

Intersubband transitions follow the intersubband selection rule, which will be

derived in the next subsection.

2.2.2 Optical transitions

Following [24, 26], the interaction between the optical field with the electrical

structure can be described with the perturbation theory. For this, the Hamiltonian

is written as a sum of the stationary unperturbed Hamiltonian H0, plus a time-

dependent perturbation term Hint(t) arising from the interaction between the optical

and electrical field.

H = H0 +Hint(t) (2.14)

The electron momentum p in an optical field is influenced by the vector potential A

and replaced by p− qA, where q is the carrier charge. With q = −e, the electron

charge, H can be written as

H =
(p+ eA)2

2m
=

p2 + eA ·p+ ep ·A+ e2A2

2m
(2.15)

using the gauge ∇A = 0 , m is the effective electron mass m = m∗
e in the one-

band model. In a multi-band model, it would be the rest electron mass m = m0.

For low field intensity, one can neglect the term A2, further employing the dipole

approximation where spatial dependence of A is neglected, A and p commute and

one writes

H =
p2

2m
+

eA ·p
m

= H0 +Hint (2.16)

With the Fermi Golden rule, the transition probability of an electron making a

transition from the initial state |ψi⟩ to the final state |ψf⟩, with the energies Ef > Ei

can be written as

Pif =
2π

ℏ
e2E2

0

4m2ω2
| ⟨ψi| e ·p |ψf⟩ |2δ(Ef − Ei − ℏω) (2.17)

where e is the polarization, stemming from the vector field A, and E0 the amplitude

of the electric field perpendicular to the propagation direction. This equation does

not consider the occupancy of the levels, for this please refer to [24].

The electron state wave functions |ψi,f⟩ can be expressed by the envelope function
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2 Fundamentals of intersubband devices

approximation

ψi,f = fi,f (r)uν,ν′(r) (2.18)

with the bands ν and ν ′ where

fi(r) =
1√
S
exp(ik⊥ · r⊥)χi(z) (2.19)

where k⊥ = (kx, ky), and r⊥ = (x, y). With the expression of the wave functions one

can write

⟨ψi| e ·p |ψf⟩ ≈ e · ⟨uν |p |uν′⟩ ⟨fi|ff⟩+ δν,ν′e · ⟨fi|p |ff⟩ (2.20)

The second part of this equation is just non-zero if the transition occurs in the

same band (intersubband transition). The first part of the equation corresponds to

interband transitions. Plugging in the relation for fi,j one can write [24]

⟨fi| e ·p |ff⟩ = (exℏkx + eyℏky)δν,ν′δk′
⊥,k⊥ + ezδk′

⊥,k⊥ ×
�

dzχ∗
ν(z)pzχν′(z) (2.21)

From this equation, it is visible that ex and ey just allow transition within the same

subband (intraband transitions). Only ez allows transitions to different subbands.

This means that an intersubband detector is just sensitive to electric field components

in the growth direction. This is referred to as the intersubband selection rule.

One can define the oscillator strength fif as [26]

fif =
2m0

ℏ2
| ⟨i| z |f⟩ |2(Ef − Ei) (2.22)

where ⟨i| z |f⟩ = 1
im∗

eωif
⟨i| pz |f⟩ in the one-band model. Then the sum rule for the

oscillator strength is in the one-band model:

�
i

fif =
m0

m∗
e

(2.23)

This equation reveals an important relation of the oscillator strength with the effective

electron mass. This equation means that the transition strength is larger for materials

with smaller effective electron mass.

The absorption strength of a 2-D system in the one-band model, taking into

account scattering due to phonons and interface roughness, which broadens the

linewidth [26], is

18



2.2 Transitions in III-V semiconductors

α(ω) =
e2ωzijni

ϵ0nc

γ

(Ef − Ei − ℏω)2 + γ2

sin2θ

cosθ
(2.24)

where zij is the dipole matrix element, ni the population of the initial state, ϵ0 the

vacuum permittivity, n the refractive index, and the Lorentzian linewidth is given as

γ/π

(Ef − Ei − ℏω)2 + γ2
(2.25)

where γ is the half-width. Note, that the employed one-band model assumes parabolic

bands and is therefore only valid for small energies.

2.2.3 Intersubband scattering mechanisms

The transport of electrons is influenced by various scattering mechanisms [26, 33, 36].

These processes can be elastic, such as electron-electron scattering, impurity, alloy,

or interface roughness scattering. Inelastic processes are acoustic- or optical phonon

scattering. In III-V intersubband devices, longitudinal optical (LO) phonon scattering

is the most efficient process if the energy separation between the subbands is larger

than the phonon energy of the material or at elevated temperatures. Only if the

energy separation is lower, or at low temperatures, the situation changes and interface

roughness scattering and electron-electron scattering are more efficient. Scattering

processes are described by Fermi’s golden rule.

The electron mobility µ is definded as

µ =
eτ

m∗
e

(2.26)

where τ is the relaxation time, e the electron charge, and m∗
e the effective electron

mass. Fig. 2.10 depicts the temperature dependence of the mobility due to the various

scattering mechanisms, which will be described in the following.

Spontaneous emission:

For intersubband devices, the lifetime for spontaneous emission varies from tenths of

ns to hundreds of µs depending on the square of the photon energy, in other words,

the well width [26]. Compared to the ps lifetime of phonon scattering, the efficiency

is low. This is in contrast to interband devices where radiative emission is dominant.
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2 Fundamentals of intersubband devices

Figure 2.10: Low-field temperature-dependent electron mobility in bulk GaAs.
(Reproduced with permission of Cambridge University Press through PLSclear [33].)

Optical phonon scattering:

Phonons are quantized lattice vibrations and scattering can be described by the

Fröhlich Hamiltonian because phonons have little dispersion, see Fig 2.11. Energy-

independent values are given for the material systems, in table 4.1.

Figure 2.11: Optical and acoustic phonon dispersion. It is visible that in contrast to
acoustic phonons, optical phonons have low dispersion. (Reprinted with permission
from [11].)

As mentioned above, the optical phonon scattering process can occur if the energy
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2.2 Transitions in III-V semiconductors

separation between intersubband levels is greater than the optical phonon energy

or the electrons have sufficient kinetic energy. At temperatures above 60K phonon

scattering by thermal activation is dominant [26]. Optical phonon scattering is most

efficient if the separation is resonant [37]. The optical phonon lifetime is in the

sub-picoseconds to picoseconds range. If the electrons have increased in-plane kinetic

energy, the optical phonon lifetime increases.

Phonons have longitudinal and transversal modes. For optical phonons, the atoms

move 180° out of phase with each other, and, due to the polarity of III-V materials,

the longitudinal optical phonon mode is the dominant mechanism.

Acoustic phonon scattering:

Acoustic phonons are quantized acoustic waves, where the atoms move in the same

direction. Acoustic phonon scattering only plays a role in clean systems due to the

dominance of LO phonon scattering. The lifetime of such a process is in the tenths

of ps to hundreds of ps [26]. Their dispersion is visible in Fig. 2.11.

Impurity scattering

Impurity scattering is an elastic scattering mechanism and can occur on neutral

and ionized impurities, whereas the latter dominates. Dopant atoms are impurities

purposefully introduced into the crystal structure, which are ionized. Therefore,

impurity scattering is largely dependent on the doping level and becomes significantly

large for doping concentrations around 1017 1/cm3 [26, 36]. In the vicinity of the

optical transition, dopant atoms can cause a reduction in operating temperature due

to impurity scattering [38]. On the other hand, the intersubband electroluminescence

linewidth in coupled-quantum well heterostructures could be narrowed if the doping

was moved away from the optical transition [39]. Therefore, this is taken into account

in the design of devices.

Alloy scattering

Ternary or quaternary III-V semiconductors consist of two or more group-III or

group-V elements, which can occupy the same lattice points, and an alloy forms,

for which the translation symmetry is limited. Therefore, the mobility inside these

materials, even at low temperatures is limited [26, 40]. The wave function resides

mostly in the well and only a small fraction is in the barrier. Therefore, materials like

GaAs/AlxGa1−xAs or InAs/AlAs0.16Sb0.84, which were grown for this thesis, exhibit

weak alloy scattering. Nevertheless, alloy scattering has a
√
E energy-dependency,
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2 Fundamentals of intersubband devices

and therefore increases for short wavelength devices.

Interface roughness scattering

Interface roughness is due to growth imperfections at interfaces. They can be material-

dependent or growth-related, due to the surface step heights and correlation length.

These parameters can be controlled, for example, by the growth temperature [41].

This scattering mechanism is largely responsible for the broadening of intersubband

transitions and becomes more important for higher transition energies. The interface

roughness scattering depends largely on the in-plane kinetic energy and therefore

shows temperature dependence.

Electron-electron scattering

This scattering mechanism only plays a role for clean samples at low temperatures.

It is an elastic scattering process that can move electrons to different subbands.

2.3 Superlattices

Superlattices are probably the simplest form of heterostructures, consisting of two

alternating layers of two materials. The repeating layer sequence is called one period.

They were first demonstrated in 1970 by Esaki and Tsu in the GaAs/AlGaAs material

system [42]. Many effects that more complex devices build on were first observed in

superlattices, like Bloch-oscillations [43], Warnier-Stark ladders [44], or the formation

of electric field domains [45, 46].

Despite the apparently structural simplicity of superlattices, a magnitude of

different effects occurs, which can be quite complicated. In the following, just a few

relevant effects for this thesis will be introduced [47].

2.3.1 Vertical transport

Superlattices are categorized into two main groups based on the coupling of the

wavefunctions in the single wells to each other. For thick barriers weakly coupled

superlattices form, for which the wavefunctions extend just to the neighboring wells.

The transport can be assumed to be sequential resonant tunneling [47]. The quantum

wells can be viewed as insulated. For thin barriers strongly coupled superlattices

form and the wavefunctions extend over many adjacent periods and the transport

mechanism is miniband transport [48]. The states that form in the latter need to be

described in the form of extended states, for example, Bloch functions.
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2.3 Superlattices

Figure 2.12: Vertical transport regimes for different transport models of superlat-
tices, plotted in dependence of the miniband width (four times the interwell width
T1) and the electric field eFd. Γ/ℏ is the scattering rate. (Reprinted with permission
from [49]. Copyright 1997, American Physical Society (APS).)

In reality, the form of transport also depends on other parameters like miniband

width, scattering rate Γ/ℏ, and the applied electric field eFd. Above, two transport

mechanisms were already mentioned, but a third exists as well, namely Wannier-Stark

hopping [50]. Fig. 2.12 depicts the regimes for the different mechanisms, valid for

low electron densities and temperatures [49].

2.3.2 Superlattices in electric fields

When applying an electric field to a heterostructure it is assumed for simplicity that

the electric field is homogeneous over the entire structure, but this is often not the

case, and electric field domains (EFD) will form.

Complicated devices like THz QCLs or QCDs are described with the same transport

mechanism of sequential resonant tunneling of weakly coupled superlattices. In weakly

coupled superlattices interesting nonlinear phenomena were observed [47]:

As the name already suggests, in EFDs, electric fields are separated by a domain

wall, consisting of a charge monopole or charge accumulation layer. This domain

wall may move with the electron flow or in the opposite direction [51]. It can also be

pinned [51].

In subsection 5.3.1 the observation of negative differential resistance (NDR) seg-

ments in current-voltage (I-V) characteristics of superlattices is explained by the
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2 Fundamentals of intersubband devices

formation of a low- and high electric field domain separated by a charge accumulation

layer. I-Vs of superlattices also show multistabilities in the current depending on

the voltage starting point [52].

2.4 Quantum cascade lasers (QCLs)

QCLs are mid-infrared (MIR) to THz lasers that are electrically driven, utilizing

unipolar intersubband transitions in the conduction band [13]. Due to their func-

tioning principle, one electron cascading through the structure can be responsible for

the emission of multiple photons, which results in high output powers [53]. QCLs in

the MIR to far-infrared work at room temperature, whereas this achievement is still

pending for THz QCLs, although an effort is dedicated towards it. One reason is the

narrow energy separation of the laser levels (< 30meV), making the suppression of

unwanted leakage channels critical. Additionally, free-carrier absorption is prominent

in the THz regime, which results in high optical losses. For this reason, THz QCLs

are doped considerably low about 3×1010 cm-2.

2.4.1 Functioning principle

Over the years multiple approaches have developed to the design of the active

region, including miniband, bound-to-continuum, two-well, three-well, and four-well

designs [55]. These designs are all variations of the classic three-level system for

gain. The emission wavelength of QCLs can be tailored by changing the well and

barrier widths in the active region. Fig. 2.13 depicts the working principle. Electrons

injected into the upper laser level |2⟩ emit a photon by relaxing to the lower laser

level |1⟩. The primary condition for lasing is the existence of a population inversion.

Therefore a fast extraction of the electrons of the lower laser level is necessary.

This is accomplished by depopulation either resonantly utilizing the longitudinal

optical (LO)-phonon energy of the material or by miniband extraction.

2.5 Quantum cascade detectors (QCDs)

QCDs are unipolar intersubband MIR detectors, which offer a narrow band (≤0.08 eV)

tuneable absorption wavelength [15, 16, 56]. QCDs stand out because of their high-

speed detection [57], owed by sub-picosecond unipolar transitions. Additionally,

due to their photovoltaic nature, they offer a low-noise working principle at room

temperature.
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2.5 Quantum cascade detectors (QCDs)

Figure 2.13: Sketch of the working principle of a QCL. Electrons are injected to
the upper laser state |2⟩, relax to the lower laser state |1⟩ by emitting a photon, and
are extracted fast. (Reprinted with permission from [54].)

2.5.1 Functioning principle

The absorption energy can be adapted within the CBO of the material system by

the well width. The narrower the well, the further apart the levels and the higher

the transition energy. The QCD is a unipolar design based solely on the conduction

(or valence) band. The asymmetry of the band structure design allows for operation

without an applied bias.

Fig. 2.14 depicts a typical QCD band structure with the squared probability

densities. The red arrows mark the optical transition, which occurs from the ground

state to the first excited state that either is in the same well (vertical transition)

or in the next well to the right (diagonal transition). From there, the electrons are

extracted with scattering rates in the sub-picosecond to the ground state of the next

cascade (there are typically 15–30 cascades), where they have to absorb another

photon to continue through the active region, and finally reach the contacts and

contribute as current flow. A probability always exists that electrons relax or are

backscattered and thus then do not contribute to the current flow. In the following

figures of merit characterizing QCDs are given.
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2 Fundamentals of intersubband devices

Figure 2.14: Typical InAs/Al(As)Sb QCD bandstructure. The conduction band
is outlined in grey and the valence band in blue. The bandgap is filled in grey.
The intersubband absorption is marked with red arrows. After the absorption, the
electron follows an extraction ladder to the ground state of the next optical well.

2.5.2 Figures of merit

The performance of QCDs and photodetectors in general, is characterized by the

responsivity, the specific detectivity, and the noise equivalent power (NEP), the input

power that generates current equal to the noise [16, 25, 58].

Responsivity:

The responsivity is defined as the generated photocurrent under illumination Ip

divided by the incident light intensity Pω in units of (W), in other words, the input

signal power.

Rp =
Ip
Pω

(2.27)

For QCDs the responsivity is usually given in terms of absorption efficiency ηabs,

which is defined by the fraction of photons absorbed by the desired optical transition.

It is related to η, the quantum efficiency given by the fraction of generated electrons

per incident photons, by

η = ηabsηint (2.28)

where ηint is the internal quantum efficiency, the fraction of generated electrons per

absorbed photon [15]. It can be written as:
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2.5 Quantum cascade detectors (QCDs)

ηint =
pe
Np

(2.29)

where pe is the extraction efficiency defined as the probability that an electron that

absorbed a photon by the desired optical transition contributes to the photocurrent,

and Np is the number of periods in the active region. For QCDs the responsivity

can be written as [16]:

Rp =
eληabspe
hcNp

(2.30)

Noise equivalent power (NEP):

QCDs are photovoltaic devices operated at zero bias, therefore, out of the several

noise sources that exist for detectors, like 1/f noise, Johnson noise, dark current

noise, and photon noise, their noise is dominated below the background limited

performance temperature TBLIP by photon noise and above by Johnson noise or

thermal noise. This is given as [16, 58]:

in =

�
4kBT∆f

R0

(2.31)

where R0 is the differential resistance, T the temperature, and ∆f is the measurement

bandwidth. From this, the noise equivalent power can be written as:

NEP =
in
Rp

(2.32)

Specific Detectivity:

With this, the specific detectivity is the reciprocal of NEP and is defined as:

D∗ =
√
A∆f

NEP
(2.33)

with A the optical area of the detector. In the Johnson noise limit the specific

detectivity becomes [16]:

D∗
j = Rp

�
AR0

4kBT
(2.34)

Below TBLIP , noise is generated due to the background blackbody radiation and the

detectivity reads [16]:
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2 Fundamentals of intersubband devices

D∗
BLIP = (

Rp

2e2gp
�
gppeηabs

dΦBG(f)
df

df
) (2.35)

where dΦBG(f)
df

is the spectral background photon flux density, and gp is the photode-

tector gain, which is defined for QCDs as

gp =
pe

Nppc
(2.36)

where pc is the capture probability into the optical well ground state. D∗
BLIP is the

maximum achievable detectivity value.

2.5.3 Optical coupling

As discussed in subsection 2.2.2 QCDs are only sensitive to light polarized in the

growth direction. This has to be considered when attempting to couple light into a

device.

45° facet double-pass configuration:

Substrate

Ti/Au top contact

Ti/Au bottom contact

Mesa

Figure 2.15: Sketch of the double-pass configuration with a 45° polished facet for
light coupling. The light passes through the substrate and is reflected at the top
Ti/Au contact of the mesa and passes through the mesa again with the opposite
polarization.

A standard structure in literature for characterization of QCDs is the double-pass

mesa with a 45° facet because it is relatively easy to process and thus robust and

easy to reproduce [16], see Fig. 2.15. A facet under an angle of 45° degrees is polished
onto the substrate. The facet is then oriented normally to the light source. The

light is coupled through the substrate and is reflected at the mesa top-contact (thus

double-pass). This geometry creates the requirement that the substrate has to be

transparent in the desired characterization range. For a 30-period active region, the
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2.5 Quantum cascade detectors (QCDs)

total absorption of this structure is around 25% and is therefore used for material

and design characterization purposes, but is also a useful structure for comparisons

to devices in literature.

With this method, only 50% of the incoming light is polarized in the growth

direction. The effective interaction length is 2
√
2d, where d is the thickness of the

active region.

Diffraction grating:

If it is necessary to top-illuminate a QCD, for example, if the substrate is opaque

in the desired wavelength range, or if it is required by the device geometry, one of

multiple possibilities is to fabricate a diffraction grating.

Λ dα

dβnβ

nα α

βm

t

Figure 2.16: Sketch of a diffraction grating. Λ is the grating period, the duty
cycle is dα/dβ

, t is the grating depth. nα and nβ are the refractive indices of the two
materials. α is the angle to the surface normal of the incoming plane wave and βm is
the diffracted angle of diffraction order m.

Such a grating is a variation in the refractive index, on the length scale of the

wavelength, induced by a fabricated array of trenches onto the device. In Fig. 2.16,

the grating period Λ, the grating depth t, and the duty cycle are sketched. An

incoming planar wave under the angle α is diffracted to the angle β. A valid diffracted

angle must follow the relation [59]:

nβsin(βm)− nαsin(α) = m
λ0

Λ
(2.37)

where nβ, and nα are the refractive indices of the two materials, m the diffraction

order, and λ0 the wavelength.

For diffraction order zero m = 0, it is described by Snell’s Law

sin(β0) =
nα

nβ

sin(α) (2.38)

The sin() function in eq. 2.37 can only vary between -1 and 1 and therefore requires

that

−(nα + nβ) <
mλ0

Λ
< (nα + nβ) (2.39)
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which has to be fulfilled for higher diffraction orders. With the Bragg condition for

gratings, a condition for λB can be found

λB =
2Λneff

mg

(2.40)

where mg is the grating order and neff the effective refractive index defined as

neff =
nαdα + nβdβ

Λ
(2.41)

where dα and dβ are the ridges and trenches, respectively.

2.5.4 State-of-the-art QCDs

Over the years since the first demonstration in 2002 [60, 61], QCDs were realized

with absorption spectra from the near-infrared [62] (1.7 µm) to the longer far-infrared

(19 µm) [63] and even THz regime (2THz, 150 µm) [64]. These were implemented in

various material systems from mature GaAs/AlGaAs [65] and InGaAs/InAlAs [66]

with CBOs of 0.2–0.5 eV, to nitride-based materials like GaN/AlN with a CBO

of 1.8 eV [25] and II-VI semiconductors [67]. Most reports on QCDs were grown

in the InGaAs/InAlAs material system lattice matched to InP. In this material

system, more complex fabrications were realized, like pixel array configurations [68],

photonic crystal slabs [69], QCDs enhanced by surface-plasmons [70], and single-

period devices [71].

The wide spectral operation range of QCDs also allows for applications in chemical

sensing [72], image sensing [73], and free-space optical communication [74]. QCDs

are also implemented as high speed detectors [57], reaching a 3-dB cutoff at 20GHz

with an operation beyond 50GHz. These detectors are virtually insaturable, even

with Watts of input power [15, 75]. High-speed, paired with a widely tailorable

spectral response, will allow for operation in demanding applications like real-time

spectroscopy of chemical reactions [76]. Further, high speed QCDs are employed in

frequency comb research [77].

Due to the close relationship of QCDs with QCLs, bi-functional devices working

as QCL and QCD have been realized [12, 78]. For this approach, the functionality

of the laser and detector was monolithically implemented into one active region

emitting and detecting at the same energy.

Due to the intersubband optical transitions, QCDs have a lower peak responsivity

compared to competing detectors, see subsection 2.5.5. Devices based on InGaAs/Al-

GaAs, processed in the standard 45° facet configuration reach a room temperature

responsivity of around 10mA/W [68]. On the other hand QCDs excel in detectivities
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on the order of 1010 Jones at room temperature [79].

With the availability of affordable, high-quality InAs and GaSb substrates, the

advantageous intrinsic material properties, like a low effective electron mass of the

well material or a high CBO of the InAs/Al(As)Sb material system can now also

be used for QCDs [80] to improve the responsivity and establish efficient short

wavelength infrared QCDs [81].

2.5.5 Competing detectors to QCDs

QCDs are closely related to the more established quantum well infrared photode-

tectors (QWIPs) [58], the competing intersubband technology, employing bound-to-

continuum state transitions. QWIPs have been fabricated in a wide spectral range

and reach high-speed operation, up to 110GHz has been reported [82]. QWIPs

typically require cooling and an applied bias, which increases the dark noise and

therefore lowers the detectivity, especially at elevated temperatures. These detectors

have reached responsivities and detectivities on the order of multiple 100mA/W and

106 Jones, respectively [83, 84].

On the other hand, QCDs are fundamentally different than other classes III-V

heterostructure photo-detectors like interband devices, where optical absorption

occurs between the valence and conduction band [85]. These include type-II and

other superlattice detectors. As discussed above in subsection 2.2.1, the density of

states of such transitions has a cut-on but no strict cut-off. Therefore, these detectors

offer broad-band absorption (exceeding 2 eV - compare to the 0.08 eV bandwidth of

QCDs [15]) with high responsivities (> 100mA/W [86]). They excel mostly in the

wavelength range between the visible and mid-infrared. Furthermore, these devices

often require cooling [85], although recent devices work at room temperature at zero

bias up to 5µm [87]. In contrast to the self-passivated behavior of intersubband

devices, interband devices are sensitive to surface effects [15], complicating fabrication.

Type-II superlattice detectors have reached a 3-dB bandwidth of up to 7.04 GHz [87].

2.6 Optical characterization

The QCDs presented in this thesis were characterized with an Fourier-transform

infrared spectrometer (FTIR) using a Globar broadband MIR source. An FTIR

is often based on a Michelson-interferometer. The beam coming from an often

broadband source is split by a beam splitter, where one part is reflected by a fixed

mirror and the other part by a moveable mirror. The two beams are brought together

again where they interfere, based on their difference in optical path length, and the
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2 Fundamentals of intersubband devices

signal is measured with a detector. This way, per moveable mirror position, some

wavelengths contained in the beams will positively interfere while others negatively

interfere. With this method, an interferogram is obtained, which is then calculated

back to a spectrum.
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Figure 2.17: The Globar spectrum is plotted with a focusing ZnSe lens before the
Ophir detector. For one measurement additionally, a long pass filter was in the beam
path with a specified cut-on wavelength of 2.4 µm, 4166 cm−1.

Fig. 2.17 shows the spectral response of the Globar, with the highest signal around

4.3 µm and a decline towards higher and lower energies.

In the following, it is discussed how the different figures of merit of QCDs were

measured.

2.6.1 Spectral response

For this thesis, a Bruker Vertex 70v FTIR was used together with a transimpedance

amplifier. The FTIR can operate in two modes. In the free-running mode, the

moving mirror continuously changes position. This mode can be employed if the

detector and the used electronics have a suitable response time, external modulation

times must be large compared to the mirror moving time. For QCDs the response

time is not an issue. Usually, in the free-running mode is it averaged over a lot

of recorded spectra to reduce the noise. If the detector signal is too low, a lock-in

amplifier can be utilized to further reduce the noise, and employing the step-scan

mode of the FTIR, where the moving mirror is moved to fixed locations before a

measurement is taken. This mode of operation takes considerably longer than the

free-running mode.
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2.6.2 Responsivity

As already defined in subsection 2.5.2, the responsivity is given as the generated

photocurrent by the detector under illumination divided by the incident light intensity,

see eq. 2.27. The photocurrent was obtained by measuring the electrical output current

of a QCD under aligned illuminated conditions, as well as under dark conditions.

The dark current was then subtracted from the current under illuminated conditions

to account for dark noise. The current was measured with a Keithley SourceMeter

source measure unit.

The incoming light intensity was measured for the exact same setup the QCD was

measured in, with an Ophir detector, and is typically around 5mW for the entire

beam spot, where the aperture of the Ophir detector is large enough to capture the

entire beam spot. To obtain the fraction of the power that was impinging on the

mesa of a QCD, which is typically around 100×100 µm in size the intensity profile of

the beam spot of the setup was measured. This was done by xy-measurements of a

50×50 µm mesa, see Fig. 2.18.
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Figure 2.18: Globar beam spot measured with the same setup as for QCDs. This
is created from an xy-scan with a 50×50 µm QCD.

To obtain the beam profile and intensity on the mesa, it was assumed that the

detector was aligned to the maximum intensity of the beam spot. Now, the power

impinging on the mesa is obtained by integrating the beam spot intensity profile

over the area of the mesa at the location of the maximum intensity of the beam

spot profile. The integral of the Globar spectral density function over all frequencies

is then the illumination power on the mesa. The unpolarized light of the Globar

is taken into account by a factor of two in the calculations, due to the fact that

QCDs are only sensitive to one polarization. The total current of the QCD under
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illumination minus the dark current is the integral over the detector spectral response.

Finally, the responsivity of the QCD is obtained with eq. 2.27. If the mesas were

measured inside a cryostat the shadowing of the cryostat and the transmission of

the cryostat window has to be taken into account with a correction factor.

The measured QCDs during this thesis had comparably high resistance due to the

large CBO and their high-energy optical transitions. If the QCD resistance is on the

order of the input resistance of the transimpedance amplifier, additional measures

need to be taken, see [88].

2.6.3 Detectivity

The detectivity of a QCD is obtained with eq. 2.34 after the measurement of the

responsivity. The differential resistance is obtained by I-V measurements around

0V.
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CHAPTER 3

Growth and analysis

3.1 Crystal structures

Solids exist in different phenotypes, such as amorphous (e.g. glass), polycrystalline,

or single crystalline. For high-performance devices, semiconductor technology is

dependent on high-quality single crystalline materials.

The definition of a perfect crystal is an infinitely repeating structure built from

identical structural elements. It consists of a basis (of one or more atoms) plus

a crystal lattice. In the 3-D room, there are 14 possible crystal lattices with

translation symmetry, which were defined by Bravais. These Bravais-lattices follow

the relation [27]:

R = n1a1 + n2a2 + n3a3 (3.1)

where a1, a2, and a3 are vectors (in the x-, y-, and z- direction but not necessarily

orthogonal) and n1, n2, and n3 are integral numbers. Except for translation symmetry,

crystal lattices can also exhibit rotational-, mirror-, and inversion symmetry, as well

as compounds of these symmetries. Given the existence of additional symmetries,

crystal lattices are categorized into seven crystal systems, each containing one or

more of the 14 Bravais lattices. A good introduction to crystals and solid state

physics can be found in [27], a book more specialized to semiconductors is [33].

III-V semiconductors crystallize, like many elements, in one of the following two

Bravais lattices, which belong to the most important crystal lattices, therefore they

will be briefly introduced:
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Face centered cubic (FCC):

a) b)

Figure 3.1: a) Face centered cubic crystal structure. b) Zinc Blende crystal
structure composed out of an fcc structure with two different atoms in the basis.
(Reproduced with permission of Cambridge University Press through PLSclear [33].)

Fig. 3.1 a) depicts an FCC lattice. The unit cell consists of four atoms found

at (0,0,0), (0, 1/2, 1/2), (1/2,0,1/2), and (1/2,1/2,0). A prominent example with

two (equal) basis atoms is the diamond structure, in which C but also Si or Ge

crystallize. If the two basis atoms are not the same kind, the crystal lattice is called

Zinc Blende, see Fig. 3.1 b). This is one of the most important crystal structures in

III-V semiconductors, as As-, P-, and Sb-based III-V semiconductors crystallize in

this crystal lattice. It exhibits the highest possible packing fraction in 3-D crystal

lattices of Ffcc =
π

3
√
2
≈ 0.740.

Hexagonal close packed (HCP):

Figure 3.2: Hexagonal close packed crystal structure. The unit cell is emphasized.

Fig. 3.2 depicts an HCP crystal lattice. One unit cell is emphasized by red spheres.

It can be constructed from the hexagonal Bravais lattice with a basis of two (or

more) identical atoms. In the Wurtzite structure, in which important III-nitride

semiconductors like GaN or AlN, but also ZnO crystallize, the two basis atoms each

form an hcp lattice, respectively. The HCP lattice also exhibits the highest possible

packing fraction for 3-D crystal lattices of Fhcp =
π

3
√
2
≈ 0.740.
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3.1 Crystal structures

3.1.1 Miller indices

A crystal plane can be defined by its intersection with the three crystal lattice vectors

in units of the lattice constants a1n1, a2n2, and a3n3 [27]:

h =
p

n1

, k =
p

n2

, l =
p

n3

(3.2)

p is the smallest integer number that makes h, k, and l prime numbers. With this

definition all parallel planes in a crystal are defined by the same triple of indices.

The triple (hkl) is called Miller indices.

Indices u,v, and w of directions in crystals are then given in square brackets. They

are defined as the smallest numbers with the same ratio as the components of the

vector R = ua1 + va2 + wa3 that points in the same direction, given in units of the

lattice constants [27]. For example, the normal vector to the crystal plane (hkl) is

given by [hkl].

3.1.2 Reciprocal lattice

The reciprocal lattice is built up from the reciprocal lattice vectors g1, g2, and g3,

which are defined in the following way:

g1 = 2π
a2 × a3

a1(a2 × a3)
,g2 = 2π

a3 × a1

a1(a2 × a3)
,g3 = 2π

a1 × a2

a1(a2 × a3)
(3.3)

The reciprocal lattice is the Fourier transform of the real space lattice. This

concept is important for the analysis of crystals, as some analysis methods rely on

diffractions of the crystal planes, which then yield a pattern in the reciprocal space.

3.1.3 Defects in single crystals

d) e)a) b) c)

Figure 3.3: Sketch of defects and dislocations in a crystal. a) vacancy, b) interstitial
atom, c) interstitial foreign atom, d) substitutional atom, e) edge dislocation.
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Defects are differentiated by their dimensionality. In Fig.3.3 some defects and

dislocations which are discussed below are sketched.

Point defects:

Point defects can be intrinsic or extrinsic, for extrinsic defects foreign atoms are

involved. They can be vacancies, interstitial, or substitutional atoms. For example,

doping semiconductors with Si atoms extrinsically produces point defects.

Line defects:

Line defects are edge dislocations or screw dislocations. Dislocations always form a

loop or end at a surface. They are characterized by the Burgers vector b which gives

the magnitude and direction of the dislocation. Threading dislocations and misfit

dislocations, two common dislocations in III-V heterostructure growth, always have

an edge- and a screw dislocation component. Only the edge component of a misfit

dislocation releaves strain.

3.2 Epitaxy

Epitaxy is the growth of single crystalline thin layers on single crystal substrates,

where the orientation of the grown layer is well-defined. Additionally, a critical misfit

value of the lattice parameters of substrate and layer in the growth plane is not

surpassed [89]. In the simplest case, this criterion is achieved by growing material A

on a substrate of material A, which is then called homoepitaxy. If material B, which

fulfills the criteria is grown on material A it is called heteroepitaxy. Fig. 3.4 shows

the bandgap of important III-V semiconductors plotted over the lattice parameters.

During this Ph.D., heterostructures of the following material systems were grown

and studied:

GaAs/AlxGa1−xAs on GaAs substrates:

This material system offers a minimal lattice mismatch between GaAs and AlAs of

0.145%. The height of the barriers can be adapted by increasing the Al content and

because sufficient lattice matching is automatically fulfilled, the growth rates can be

determined precisely. This material system is used for the growth of THz quantum

cascade lasers (QCLs) due to its maturity and ease of growth. Depending on the

Al content in the AlGaAs barriers the conduction band offset (CBO) ranges from

148–357 (15–45% Al), and the effective electron mass of GaAs is 0.0675m0 [25].
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Figure 3.4: Band gap vs. lattice constant for zinc-blende III-V semiconductors.
Purple colored are direct band gaps and turquoise indirect band gaps. Ternary alloys
are indicated by the lines connecting the binary alloys.

InGaAs/InAlAs on InP substrates:

This system is grown lattice-matched to InP substrates. It is one of the main material

systems that is used for quantum cascade detectors (QCDs) and QCLs, due to its

higher CBO of 0.5292 eV in the lattice-matched case. The effective electron mass of

InGaAs is 0.043m0 [25].

InAs/AlAs0.16Sb0.84 on InAs substrates:

This material system is grown lattice-matched to InAs substrates. Its material

properties, such as a high CBO of 2.28 eV and a low effective electron mass of

0.026m0 benefit QCD optimization [25]. The mixed group-V barrier makes this

growth more challenging.

InAs/AlSb on GaSb substrates:

This system is grown strain balanced to GaSb substrates. It offers the same benefits

as the InAs-based material system and additionally, it offers transparency of the

GaSb substrate up to 0.812 eV (1.52 µm)[25].

3.2.1 Strain in thin films

In heteroepitaxy, two different materials are brought together to form a heterostruc-

ture single crystal. If the materials are not exactly lattice-matched (which is almost

never the case, even when lattice-matching is possible), the mismatch in lattice
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parameters will cause elastic strain, because the atoms of the grown film are forced to

align with the substrate atoms. Additionally, a thermal expansion mismatch exists.

Strain can cause the band structure to change and induces defects. Following [90],

mathematically strain and stress can be expressed by Hooke’s law, which simplifies

for cubic lattices to:

σ = Cϵ (3.4)

where the full relation is���������

σxx

σyy

σzz

σyz

σzx

σxy

									
=

���������
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ϵxx

ϵyy

ϵzz

ϵyz

ϵzx

ϵxy

									
(3.5)

where σ is the stress tensor, ϵ the strain tensor, and C the stiffness matrix. One can

assume that the stress in the growth direction is zero, for growth in the z-direction

equal strain in the growth plane xy is present:

σxx = σyy = σ|| (3.6)

This form of stress is called biaxial stress. Now the grown cubic crystal becomes

tetragonal. This is therefore called tetragonal distortion:

ϵ|| = ϵxx = ϵyy =
a− a0
a0

, ϵ⊥ =
c− a0
a0

. (3.7)

where a is the strained in-plane lattice constant, a0 the relaxed lattice constant of

the thin film, and c the out-of-plane lattice constant.

The ϵ|| and ϵ⊥ strains are related by

ϵ⊥ = −2C12

C11

ϵ|| (3.8)

A layer under biaxial stress is called pseudomorphic. One can relate the strain to

the stress in the following way:

σ|| = (C11 + C12 − 2C2
13

C33

)ϵ|| (3.9)

A lattice mismatch can cause either compressive or tensile strain, depending if the

lattice constant of the grown layer is larger or smaller than that of the substrate, see
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Fig.3.5.

compressive

tensile

Figure 3.5: Sketch of a crystal lattice with compressive and tensile stress.

This distortion introduces strain energy into the layer, and therefore the layer is

expected to relax at some critical energy value. The critical layer thickness is the

thickness where the strain energy gets larger than the energy that is necessary to

relax the layer. At this point, a misfit dislocation is generated, and thus relaxing the

layer becomes energetically favorable.

A conservative estimate of critical layer thickness can be calculated with the

formula by Matthews and Blakeslee [91]:

x =
b

2π ∗m ∗ (1 + ν)
ln(

x

b
+ 1) (3.10)

where b is the Burgers vector of the grown layer, m the misfit to the substrate, and

ν the Poisson ratio, given by

ν =
C12

C11 − C12

(3.11)

In Fig. 3.6 the critical layer thickness for a few material systems are calculated.

As mentioned, epitaxial films can be grown lattice-matched or strain balanced to

the substrate. Strain balancing can be achieved by growing sub-critical-thickness

layers of two materials whose strain energy balances each other on the substrate

lattice parameter. This is done, for example, with InAs/AlSb grown on GaSb. These

two materials have almost opposite mismatches to GaSb of 0.62063% for InAs and

-0.64542% for AlSb.

3.3 Doping in III-V semiconductors

Doping is defined as altering the electrical properties of a crystal. It is done by

deliberately adding impurities, which, in the ideal case, then occupy substitutional
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Figure 3.6: Calculation of critical layer thicknesses for important III-V semicon-
ductor materials for THz QCLs and mid-infrared QCDs. The calculation was done
with a refined version of eq. 3.10, see [92]. (Reprinted with permission from [93].)

lattice sites, and provide free carriers for electrical conductance. The Bohr radius

of such dopants can exceed 100 Å. Such impurities are ideally ionized at room

temperature due to low activation energy and are then called shallow impurities or

dopants [94]. They can donate electrons, which makes the matrix material n-type

(donors), or holes, which makes it p-type (acceptors). For III-V semiconductors,

dopants can be selected from groups II, IV, or VI. Group-II dopants such as Be

would occupy group-III sites and act as acceptors and group-VI dopants would

occupy group-V sites and act as donors. The most prominent dopant for III-V

semiconductors is Si. Due to its position in group-IV, it can occupy either a group-III

site and act as a donor or the group-V site and act as an acceptor. This behavior

is called amphoteric. A result of the amphoteric behavior of group-IV elements is

that depending on the growth conditions they self-compensate. This means that

dopants occupying the group-V sites and therefore acting as acceptors partially

compensate the donors from the group-III sites. Si is a popular donor because it

mostly occupies group-III sites and has an ionization energy of 4–6meV whereas the

Si acceptor ionization energy is 35meV in GaAs [94]. The Si doping concentration

exhibits a saturation at about 5×1018 1/cm3, because starting from this threshold

Si acceptors at group V sites drastically increase. The saturation depends on the

growth conditions, specifically on the growth temperature, the group-III/group-V

flux ratio, and whether As2 or As4 is used.

Above critical doping concentrations (1×1019 1/cm3) effects such as the Mott-

transition, the Burstein-Moss Shift, impurity bands, band gap narrowing and more
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occur, which are described in [94].

Another dopant used during this thesis is Te, which is evaporated from GaTe, due

to its high vapor pressure. This makes its incorporation also highly temperature

dependent. Te has an ionization energy of 30meV in GaAs, which is rather high

compared to Si [94]. It is used as a dopant in Sb-compounds where Si exhibits a

strong amphoteric behavior.

3.3.1 Diffusion of Dopants

At sufficiently high temperatures, dopant atoms can diffuse from their original

(desired) location. The diffusion length LD can be calculated from the equation:

σDiff =
√
2LD =

√
2Dt (3.12)

where σDiff is the standard deviation of the Gaussian distribution, D the diffusion

constant, and t the time. The full width at half maximum (FWHM) is given at

FWHM ≈ 2.355 σ = 2.355
√
2Dt [94].

Luckily, Si has a rather low diffusion constant compared to other dopants, with

D= 1×10−18 cm2/s at 600°C in GaAs and doping in the 1×1018 1/cm3 range [95].

This results after 48 h at growth temperature in a diffusion of approx. 9 nm. Still,

the Si diffusion is considered for in molecular beam epitaxy (MBE) device growth

and counteracted by shifting the doping inside the well away from the barriers [38].

3.3.2 Donor-complex (DX)-centers

Donor complex (DX)-centers are deep traps generated from Si, Te, etc. atoms

in AlxGa1−xAs layers with 0.2 ≥ x ≥ 0.4 [94, 96]. Studies [97, 98] suggest that

DX-centers are frozen out below 150K and are not fully ionized even at 300K,

with a thermal activation energy of 135meV. Studies also found that the DX-center

concentration increases with Al-fraction in the barriers, while the shallow donor

concentration decreases[94]. As a result, it is attempted not to dope AlGaAs barriers.

3.4 Molecular beam epitaxy of III-V semiconductors

MBE is one of the two main techniques that yield the utmost control of growth

conditions, high material quality, and purity to achieve growth accuracy and repro-

ducibility. The possible single crystal film morphologies range from quantum dots to

nano-wires to surfaces with low surface roughness [99].
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In the following, aspects that distinguish MBE technology from other growth

techniques, the growth mechanisms, and kinetics are introduced.

3.4.1 Molecular beam epitaxy (MBE) technology

a)

b)

c)

d)e)

f)

g)

k)

l)

m)

j)

o)

i)

n)

Figure 3.7: Sketch of a Riber C21 MBE chamber. The single elements are described
in the text. (Reprinted with permission from [93].)

Fig. 3.7 shows an illustration of a cut through the center of a round MBE. a)

The vacuum chamber is operated in ultra high vacuum (UHV) conditions, which

is achieved by several pumps: b) a closed-cycle helium cryo pump, an ion getter
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pump, and a titanium getter pump. c) Additionally, the chamber is equipped with

a hollow shroud that runs along the inner chamber side walls, which is filled with

liquid nitrogen. With the help of these pumps, the system reaches a background

pressure of 10−10Torr. d) The substrate is in the center of the chamber and faces

downwards. It is held by a platen with cut-outs either for full, half, quarter wavers,

or square pieces. It is also possible to mount any desired shape with In-bonding

on holders with no cut-outs. f) The substrate is heated to the desired growth

temperature by the substrate heater, which is on the backside of the substrate. A

floating thermocouple controls the heater temperature. g) The substrate is rotated to

guarantee homogeneous heat distribution but more importantly homogeneous growth.

h) The substrate temperature itself is monitored by pyrometers through a chamber

window. i) The flux to the substrate is controlled with shutters. j) These are in front

of effusion cells. These cells must have precise control loops for stable temperatures,

especially during operation, when shutters open and close, see section 3.7, which

are usually measured at the base and tip of crucibles, which, depending on the

material, are usually out of pBN. k) Cracking cells are used for sublimating group-V

materials like As or Sb. They have a cracking zone where the As4 or Sb4 molecules,

which sublimate as tetramers can be cracked into dimers or monomers. l) The beam

equivalent pressures of the cells can be measured with an ion gauge, which can be

moved in front of the cells. m) The substrate is also protected by a main shutter.

In-situ measurements of the growth quality are possible with a reflection high energy

electron diffraction (RHEED) set up in the chamber, see section 3.5.1. n) An electron

gun emits electrons under a grazing angle to the substrate where they are diffracted

off the surface onto o) a phosphorescent screen where they display a diffraction

pattern.

Vacuum requirements:

UHV conditions are needed for epitaxy for multiple reasons [99, 100]. First, to keep

the purity of the source material in the cells. Impurities or oxidation alters the device

properties and in the worst case can lead to highly insulating or unintentionally

doped layers, making devices unusable. A characteristic for MBE is the growth rate

of around 1µm/h, or one monolayer per second, making the growth vulnerable to

impurity incorporation. The MBE chamber needs to keep a background doping that

should be much lower than the intentional doping, which starts at 5×1015 1/cm3.

For this purpose, the grower needs to be able to control the composition and doping

of the grown layer precisely, see below. A general equation taking into account the

sticking coefficient si at growth temperature, the impingement rate wi, the growth
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rate rg, and the concentration of impurities in the flux ni, where i is the material

species, can be written as [100]:

n =
�
i

siwi

rg
(3.13)

and wi is given as:

wi = pi

�
NA

2πkBMiT
(3.14)

where NA is the Avogadro constant, T is the temperature, and Mi is the molecular

weight of the gas species. The condition for sufficiently clean layers is:

t1(b) = 10−8t1(v) (3.15)

where t1(b) and t1(v) are the monolayer deposition times of the beam and residual

gas vapor.

The second important parameter is the mean free path length of the system, the

distance a particle can travel between collisions. A characteristic of MBE is the

operation in the molecular flow regime, which is defined as the mean free path being

much longer than the diameter of the chamber. This requirement is necessary to

guarantee no interactions between the growth species itself or the residual gas during

its travel to the substrate. The mean free path L of the gas molecules can be written

depending on the temperature T , the pressure p, and the molecular diameter d,

as [100]:

L =
kBT√
2πpd2

≈ 3.11× 10−24 T

pd2
(3.16)

Evaporation sources:

Above, the importance of pure materials was discussed, another equally important

factor for film quality is the uniformity over the wafer and the layer-to-layer re-

producibility, which depends on the long-term flux stability, as well as the flux

variations from shutter operations, see section 3.4.2. As mentioned above, two types

of evaporation sources are usually utilized in MBE systems for group-III cells, which

are evaporated, and for group-V cells, which are sublimated.

For evaporation from a large isothermal enclosure with an equilibrium pressure peq,

with a small orifice, and infinitely thin-walled to eliminate scattering, the number

Ne of molecules evaporating from an orifice area Ae during the time t is given by the

Knudsen equation [100]:
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Γe =
dNe

dt
= Ae(peq − pv)

�
NA

2πMkBT
(
molecules

s
) (3.17)

where pv is the vacuum pressure. This type of cell is called Knudsen cell. Real

effusion cells in MBE systems do not fulfill the condition of a small orifice and an

isothermal enclosure with equilibrium pressure since the cells are either cylindrical

or conical. Therefore, this equation can just be considered as an approximation.

Nevertheless, the above equation gives the correct dependency on the pressure peq and

temperature T . The beam equivalent pressures plotted over the inverse temperature

are shown for group III and group V materials in Fig. 3.8.
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Figure 3.8: Vapor pressures for group III and group V elements used. Data
from [101].

The uniformity of the deposited film also depends on the position of the cell

relative to the substrate [100]:

dΓθ =
Γe

π
cosθdω (3.18)

which is the so-called cosine law of emission, with the differential angular effusion

rate dΓθ. With this one can calculate the flux IA at a central point A where θ = 0

and ϕ is the tilt of the source against the surface normal:

IA =
Γe

πr2A
cosϕ (3.19)

where rA is the distance to point A. The flux at at the edge point B is given by:

IB =
Γe

πr2B
cosθcos(θ + ϕ) (3.20)

Fig. 3.9 a) shows the deposition profile along the circumference of a 3-inch wafer.
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It is obvious that this is not uniform enough. In practice, the substrate is rotated

during growth at 60 rpm for improved uniformity, see Fig. 3.9 b). Additionally, real

cells yield good uniformity at the expense of reduced efficiency.

Figure 3.9: Calculated error in growth rate for a) without rotation over the wafer
circumference, and b) with substrate rotation. (Reproduced with permission from
A.M. Andrews, T. Roch, unpublished.)

For group-V elements cracking cells are employed. The reason is that group-V

elements sublimate as tetramers. A cracking zone that is heated produces dimers or

monomers, which can be more beneficial for specific growth conditions, because they

are more reactive. A cracking cell has a reservoir that is loaded with material and is

kept at a fixed temperature. The reservoir is closed with a valve. When the valve is

opened material passes through a tube through the cracking zone into the chamber.

Challenges of measuring the substrate temperature:

Acquiring the correct substrate surface temperature during growth is crucial in MBE

growth. There is a thermocouple located between the substrate and the heater.

Because the substrate is rotating at 60 rpm during the growth and the heater is

fixed, the thermocouple cannot touch the substrate. This results in the floating

thermocouple measuring the heater temperature and not the substrate temperature.

Another issue is that the temperature of the growth surface differs from the backside

facing the heater. This is due to thermal absorption, conductivity, and additional

radiation from the hot cells.

To measure the substrate growth temperature without contact or interference with

the growth, either infrared pyrometers [99] or solid-state spectrometers measuring

the temperature-dependent bandgap [102] are utilized. Optical pyrometers detect

the radiance, see Fig. 3.10. The vertical lines give the detection wavelength of
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employed pyrometers. For GaAs- and InP-based materials, a Si-detector at 0.97 µm
is commonly employed, which has its lower detection limit at a radiance of about

10 µW/(m2sr). This limits the lowest measurable temperature to around 450 °C [99].

By changing to a longer wavelength pyrometer, one can measure lower temperatures

as long as the wavelength does not fall within the bandgap.

Figure 3.10: Radiance of a black body. The vertical lines at 0.97µm and 1.6µm
are absorption wavelengths of commonly used detectors. (Reprinted with permission
from the lecture notes of the course at TU Wien: 362.145 ”Heterostructures for
Nanoelectronics and Photonics”)

The spectral emittance ϵλ is given as:

ϵλ =
ϵmaterial

ϵblackbody
(3.21)

where the emittance of the material to be measured ϵmaterial needs to be known, but

also the transmissivity of the viewport. For bandgap measurements, the absorption

edge of the substrate is measured using either diffuse reflected radiation or the

substrate heater behind the sample as the broadband light source. For bandgap

measurements, the limit for the lowest measurable temperature is the integration

time, often the limit is set to the lowest temperature of 250 °C.

3.4.2 Growth mechanisms and kinetics

When a molecular flow of atoms impinges on the surface of a substrate, the atoms

can either adsorb, desorb, migrate, aggregate with other adatoms, or incorporate, see

Fig. 3.11. Sample surfaces are not perfectly flat, even GaAs (0 0 1) surfaces always

have a slight miscut to them, which introduces surface steps or kinks, on which it is

energetically easier for adatoms to incorporate. The preferred growth mode for III-V
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Figure 3.11: Sketch of processes occurring on the sample surface during MBE
growth. The black arrows indicate the impinging molecular flow of atoms. The green
arrow indicates surface migration and the red arrow desorption.

heterostructures in MBE is step-flow growth.

When growing material A on a substrate of material B, the nucleation of ma-

terial A on material B is needed. This requires the careful adjustment of growth

parameters, to achieve the wanted properties of the epitaxial layers, like low defect

densities and a good layer morphology. Of course, during the growth process, physics,

thermodynamics and chemistry play an important role.

Growth with As4 vs. As2

For the growth of As-based III-V heterostructures with MBE, either As4 or As2

molecules can be used, for which the interactions with the growing layer differ [89].

As2 is first adsorbed into a weakly bound state, which would desorb again in less

than 10−5 s unless group-III, e.g. Ga is available. The sticking probability of As2

on GaAs is controlled by the Ga flux and is almost unity if enough Ga is available,

otherwise, it is effectively zero. This maintains stochiometry.

The growth process is more complex for As4 molecules. Again the As4 is first

adsorbed into a weakly bound state, with a desorption time shorter than 10−5 s. For

As4 the sticking probability is never greater than 0.5, even if there is enough Ga

available. In a second-order reaction from two As4 molecules, four As atoms are

incorporated into the film while the other four As atoms desorb again as an As4

molecule.

As mentioned above these two different growth mechanisms can influence the

doping of the structure.
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MBE growth modes:

Based on the growth conditions, like the temperature, surface saturation, and strain,

different modes of growth can be energetically favorable. Macroscopically, the

occurrence of a growth mode can be described by the surface free energies of the

substrate γS, the epitaxial layer γL, and the interface between the substrate and the

layer γI . Complete wetting of the substrate by the layer material occurs when the

relation (γL + γI) ≤ γS is fulfilled, and the layer atoms are bound more strongly to

the substrate than to each other. Otherwise, the energy of the system would have to

increase, and therefore only partial wetting occurs.

Traditionally, three growth modes have been described for MBE growth [89, 90],

see Fig. 3.12:

Figure 3.12: The three classical growth modes are sketched. a) Frank-van der
Merwe growth where the film grows layer by layer, b) the Stranski-Krastanov growth
where islands grow and no complete wetting of the surface occurs, and c) Volmer-
Weber growth where after the completion of one layer islands grow.

Frank-van der Merwe growth is a 2-D layer-by-layer growth mode Fig. 3.12 a).

For the purposes of MBE heterostructure growth, the Frank-van der Merwe growth

mode is preferred for smooth surfaces and sharp interfaces between the sometimes

even sub-nanometer thick layers. This mode fulfills the condition (γL + γI) < γS. In

Fig. 3.12 b) the Stranski-Krastanov growth mode is illustrated. It is a growth mode

that is first 2-D, but after a certain critical layer thickness is surpassed becomes 3-D,

and (γL + γI) ≥ γS is barely satisfied. In Fig. 3.12 c) the Volmer-Weber growth is

depicted. It is a 3-D growth mode where islands prefer to form, which then grow

and coalesce, but the resulting surface has a high root mean square (RMS) surface

roughness. For this growth mode (γL + γI) > γS holds.

Growth of thin layers

The growth of thin layers with MBE becomes especially important for QCDs designed

for high absorption energies, because the wells need to be significantly thinner (around

1 nm or less) to create the necessary energy levels. The ability to grow reproducible

uniform thin layers depends on the following parameters: the growth rate, the

substrate rotation, the shutter transients, the shutter timing, and the shutter opening
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and closing time.

Previously, the evaporation uniformity due to the cell’s geometry and the rotation

of the substrate was discussed. Fig. 3.9 b) shows the error in film thickness at the

wafer edge vs. the rotations per layer. Layers need to be deposited either during an

integer number of rotations or with four or more rotations to be homogeneous. If

the first condition is fulfilled, then exactly one rotation is sufficient. For this, the

growth rate of the thin layer needs to be adapted.
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Figure 3.13: The growth error due to shutter effects is plotted for a) AlGaAs
growth and b) InAs growth. It was measured by growing multiple superlattice
structures and analysis by HR-XRD. It is visible that the Al- and In-cell show exactly
the opposite behavior, due to the operating conditions of each cell.

Effects that can be neglected with sufficiently thick layers, like shutter opening and

closing times or shutter transients, need to be taken into account. Shutter operation

times are usually around 100ms. For the cell to stabilize again after it was brought

out of equilibrium when the shutter opens or closes, takes time. This depends on cell

design, temperature, and the PID-control loop, which controls the supplied power

to keep the cell temperature stable. As mentioned above, group-III cells have two

heaters, each having their own thermocouple and control loop, one for the base

and one for the tip. Often, the base and tip are kept at different temperatures to

optimize cell performance. If the PID settings are not optimal, the supplied power

and therefore temperature can start to oscillate due to interference. A deviation

in cell temperature of more than 0.2 °C is too much to maintain the growth rates.

Another parameter is, how fast the control loop reacts to changes. Once the shutter

opens, the cell is not in equilibrium anymore and the supplied power needs to be

adapted until the cell reaches equilibrium. The time this process needs is critical for
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growth rate deviations due to shutter transients. In Fig. 3.13, the error in growth

rate is plotted over the layer thickness for a) AlGaAs and b) InAs layers. During

the growth of thin layers, the error due to shutter transients has to be taken into

account.

3.4.3 Surface reconstruction

Surfaces are abrupt terminations of the bulk crystal. The terminating atoms have

broken bonds, so-called dangling bonds. All systems drive to minimize their energy,

therefore the surface atoms rearrange. This happens either by surface relaxations,

aka a change of position of the surface atoms, where neither the symmetry nor the

periodicity is altered or by surface reconstructions, which alter both the symmetry

and periodicity.

The saturation of broken bonds is usually accompanied by local deformations

which introduces strain. Stable recombinations result when the energy reduction

is greater than the induced strain energy. Surface reconstructions (a dimerization

of surface atoms) can belong to one of five types: square, rectangular, centered

rectangular, hexagonal, and oblique [35, 90]. It is important to note that surface

reconstructions are not limited to just the topmost monolayer, but incorporate in

two or more layers.

In an ideal case, III-V semiconductor (1 0 0) surfaces can be either terminated by

group-III or group-V atoms, where different reconstructions form for both cases. The

termination can be controlled during MBE by changing the group-III to group-V

ratio, growth temperature, and adsorbates.

Wood’s notation:

Surface reconstruction naming follows Wood’s notation [27]. Here, aS is the surface

mesh and aB the bulk mesh, then they have the unit translations a1S, and a2S and

a1B, and a2B, respectively. The surface reconstruction is then noted as (a1S/a1B ×
a2S/a2B)R. Where R indicates any rotations of the surface mesh, and if the rotation

is 0°, it is omitted. A c in front of the expression is used to indicate centered meshes.

GaAs (1 0 0) and InAs (1 0 0) reconstructions:

MBE grown GaAs (1 0 0) typically exhibits a (2×4) reconstruction, which is the

result of an As-stabilized surface at a temperature of 600 °C. A Ga-stabilized surface

would yield a (4×2) reconstruction. The same reconstructions are also observed for

InAs (1 0 0) surfaces at lower temperatures. Fig. 3.14 depicts a (2×4) reconstruction
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on a GaAs (1 0 0) surface. The black spheres corresponding to As atoms form dimers

due to the dangling bonds of the surface atoms.

Figure 3.14: Surface reconstruction formation of a GaAs (100) surface, where
a (2×4) reconstruction forms, as indicated by the rectangle marking the unit cell.
(Reprinted with permission from [103]. Copyright 1987, American Vacuum Society.)

3.4.4 Growth of InAs/AlAs0.16Sb0.84 on InAs substrates

InAs/AlAs0.16Sb0.84 is grown lattice-matched to InAs. The thermal oxide removal

(ox-off) was performed at 510 °C under an As flux of 1.1×10−5Torr. To find the

optimal ox-off temperature, the surface was monitored with RHEED, and the surface

roughness and defect concentration were analyzed with an optical microscope for

different oxide removal temperatures.

To obtain lattice-matching, a certain As-to-Sb ratio has to be kept in the AlAsSb

barriers. A known phenomenon is the As-for-Sb exchange, which occurs because of the

higher binding energy of As, compared to Sb. The dependencies on the growth rates,

the growth temperature, and the flux ratios were studied in a previous work [31, 93]

and in literature [104, 105]. This exchange means that As can irreversibly claim a

lattice site previously occupied by an Sb atom up to three monolayers in depth. Due

to these factors, achieving the correct ratio can turn out to be challenging. Different

steps are necessary:
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Finding the lowest As-stabilized growth flux:

Usually, III-V compounds are grown in a group-V over-pressure for smooth films,

and then the growth is limited by the availability of the group-III element due to

its high sticking coefficient, see section 3.4.2. For the growth of AlAs0.16Sb0.84 the

correct As:Sb ratio is necessary. The exact amount of supplied group-V flux depends

on the group-III growth rate and the growth temperature, while also the growth

rate shows a dependency on the growth temperature due to the competing group-V

atoms. A higher growth rate needs a higher supply of group-V flux, but a higher

growth temperature will facilitate the As-for-Sb exchange. Different As fluxes are

necessary to grow InAs and AlAs0.16Sb0.84. While InAs can be grown in an As

over-pressure, no excess As in the chamber is desired for the subsequent barrier

growth. If too little As is supplied, In droplets will form on the surface, therefore,

the lowest As-flux for high-quality InAs growth was determined. To find the lowest

As-pressure, InAs layers were grown on InAs substrates while monitoring the surface

reconstruction with RHEED. During InAs growth in an As-rich environment, a (2×4)

reconstruction will form. As soon as the growth changes to an In-rich environment

the reconstruction will change to (4×2), see Fig. 3.23. The lowest As pressure for

As-stabilized environments was then recorded for different temperatures, see Fig. 3.15,

revealing a linear behavior over the temperature range. Finally, the optimized flux

values for InAs/AlAs0.16Sb0.84 growth was an As flux of 3.0×10−6Torr during the

InAs growth with a growth rate of 0.62 µm/h and an As flux of 9.0×10−7Torr during

the AlAs0.16Sb0.84 growth with a growth rate of 0.48µm/h. This quick change of

flux for these alternating layers was achieved by opening and closing the As shutter,

while keeping the valve open, while the As valve position was optimized to lattice

match the AlAs0.16Sb0.84 layers.

Lattice-matching:

As a first step, bulk AlAsSb was grown on InAs to find the correct lattice-matching

parameters. These calibrations were analyzed with high-resolution X-ray diffraction

(HR-XRD). In the second step, superlattices with InAs were grown. As mentioned

above, during the growth of the InAs and the AlAsSb layers, the As shutter was

closed and opened. While for group-III materials or Sb, a closed shutter hinders

the material flux to the substrate completely, this is not true for As. The closed As

shutter decreased the As flux to approx. 1/3 of the open-shutter flux. In the case of

growing AlAsSb, As shutter operations were preferred, due to their short duration,

over As valve operations, typically 100ms. Additionally, it was observed that the As

flux does not need as long to stabilize again as is the case after case after As valve
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Figure 3.15: The minimum As flux for a stabilized InAs growth with an InAs
growth rate of 0.6422 µm/h is plotted over the growth temperature.

operations.

The final lattice-matching conditions for the AlAs0.16Sb0.84 barriers were chosen

as follows for the grown QCDs: At an growth rate of 0.48µm/h, the As flux was

9.0×10−7Torr, and the Sb flux was 2.8×10−6Torr.

Optimizing the growth temperature:

MBE growth takes place in non-equilibrium conditions, where the growth temperature

is chosen to be ≤ 2/3 of the melting temperature of the substrate. If the temperature

is chosen too low, the migration length of adsorbed atoms is not long enough to find

an optimal incorporation spot, preferably at a kink or step edge, the growing film

will get rough, and in the worst case, islands will start to grow. With the optimal

growth temperature, the interface roughness and interdiffusion of the layers can be

minimized. The optimal growth conditions for InAs and Al(As)Sb are different, due

to their different binding energies and mobilities on the substrate surface. Literature

suggests a growth temperature higher than 500 °C for AlSb layers [106] and a growth

temperature of around 430 °C for InAs layers [107]. To investigate this, InAs/AlSb

(2.5/2.4 nm and 2.5/1.5 nm) double-superlattice (SL)s at the growth temperatures

of 450 °C and 420 °C were grown. It was observed that at 420 °C the FWHM of SL

peaks in HR-XRD-scans decreased by about 15% from 155.77 arcsec to 135.57 arcsec,

see Fig. 3.16 a) and b).

For the grown devices, the lower growth temperature had two additional benefits:

The temperature-activated As-for-Sb exchange could be better controlled, and the

diffusion and intermixing of the grown layers decreases, which promotes sharp
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Figure 3.16: InAs/AlSb (2.5/2.4 nm, and 2.5/1.5 nm) double superlattices grown
on GaSb. The growth temperature was a) 450 °C, and b) 420 °C. The FWHM of the
SL peaks are 155.77 arcsec and 135.57 arcsec, respectively.

interfaces.

Optimizing shutter sequences:

To achieve low interface roughness and prevent interdiffusion of the layers (in addition

to the growth temperature) shutter sequences and waiting times influence growing

layers, including the thin layers employed (around 1-3 nm) [108–110]. The sequences

were developed by analyzing the FWHM of satellite peaks in HR-XRD scans. While

waiting times between the layers prolong the growth and therefore yield higher

material and energy consumption, it was found that without the waiting times after

the InAs layer excess As incorporated in the AlAsSb layers. The best results were

from a 2 s waiting time after each layer.

Published results also come to the conclusion that InSb interfaces, rather than AlAs

between the InAs/Al(As)Sb layers, yield higher material quality and are beneficial

for carrier mobility [108, 111]. Therefore, these interfaces were facilitated by the

implemented shutter sequences.

3.4.5 Growth of InAs/AlSb on GaSb substrates

The growth on GaSb substrates was first established in this group during this Ph.D.

work. Therefore, additional steps were taken to characterize the heterostructures.

The thermal oxide removal from GaSb substrates was conducted in an Sb-stabilized

atmosphere. The first calibrations were the oxide removal from the GaSb substrate

and a GaSb buffer layer grown at 485 °C. The samples showed cross hatching and an
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RMS surface roughness of 0.349 nm, see Fig.3.17 a), which shows a 10×10 µm atomic

force microscopy (AFM)-scan of the sample surface with the emerging crosshatch

pattern.

Figure 3.17: AFM-scans of an area of 10×10µm of GaSb grown on on a GaSb
substrate after the thermal oxide removal. In a) cross-hatching is visible, which
occurred due to As contamination in the chamber. The RMS surface roughness is
0.349 nm. b) The RMS surface roughness is 0.218 nm.

In the HR-XRD, a peak to the right of the substrate peak is observed. This

is the result of As incorporation into the film by the residual As-background of

approx. 1×10−8Torr from previous As-stabilized growths. The As-background was

two orders of magnitude lower than the Sb-flux. This result points out the potency

of the As-for-Sb exchange.

A smooth surface after the thermal oxide removal is important because the

crystalline quality of the substrate has a significant influence on the layer quality

grown on top. Optimal parameters for the thermal oxide removal were found to be

a temperature of 570 °C at a stabilizing Sb flux of 1.0×10−6Torr and a subsequent

smoothing GaSb buffer layer of 100 nm grown at a temperature of 485 °C. Fig.3.17 b)

shows an AFM-scan of a 10×10 µm area with an RMS surface roughness of 0.218 nm,

where a 300 nm GaSb buffer layer had been grown.

In the following, the unique growth challenges of this material system are discussed:

Optimizing shutter sequences:

Contrary to the growth of InAs/AlAs0.16Sb0.84, no As at all is wanted in the AlSb

layers. The result is more severe measures to counteract As incorporation in AlSb.

Waiting times and retarded As valve opening and closing times were developed

through analysis of InAs/AlSb HR-XRD-scans. The optimized growth opens the As

valve 1 s before the InAs layer is grown and closes it up to two monolayers (depending

on InAs layer thickness) before it is finished to deplete the As in the chamber before

all the shutters are closed. A waiting time of 3.5 s lets the system stabilize before
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3.4 Molecular beam epitaxy of III-V semiconductors

the Sb shutter is opened 1 s before the AlSb growth starts. The result is nominally

strain balanced InAs/AlSb (2.4/2.5 nm and 2.4/1.5 nm) SL, see Fig. 3.18, where the

zero-th-order SL peak of the first strain balanced SL overlaps with the substrate

peak and thus suggests ideal strain-balancing.

28.0 28.5 29.0 29.5 30.0 30.5 31.0

Theta (degrees)

100

101

102

103

104

105

In
te

n
si

ty
 (

cp
s)

Figure 3.18: HR-XRD of an InAs/AlSb double-SL (2.4/2.5 nm and 2.4/1.5 nm)
grown on GaSb. Note that the second superlattice, grown to determine the growth
rates, is not strain balanced and its zero-th-order SL peak is to the right of the
substrate peak in the center.

Doping of GaSb:

For the growth of InAs/AlSb structures on GaSb, Te was utilized as a dopant instead

of Si, although the InAs wells are also n-type doped with Si. This is due to the

following reasons:

After the thermal oxide removal, a GaSb buffer layer has to be grown to smoothen

the surface again before the SL growth is started. Undoped GaSb grown by MBE is

p-type due to a native acceptor background related, among others, to Sb- and Ga-

deficiencies [112] with a concentration of 1–3×1015 1/cm3, for a 5–7 µm thick GaSb

layer measured with Hall [113] and therefore has to be doped. Si acts more as a

p-type dopant for Sb compounds due to its amphoteric behavior. For this reason, Te

in the form of a GaTe compound was used as an n-type dopant. The second reason

is that the unwanted diffusion of Si atoms from the InAs wells into the AlSb barriers

could cause p-type doping, see section 3.3.

Literature suggests a doping minimum for n-type doping of GaSb with Te at

77K of 1.3×1016 1/cm3 [114] of 5–7 µm thick GaSb grown with MBE on GaAs and

measured with Hall [113], where electrical photoluminescence spectra in this study

suggest that below a doping of 1×1017 1/cm3 a band related to acceptor states is

still dominant although donor bands emerged [114].
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3.5 Analysis of III-V heterostructures

There are several non-destructive in-situ and ex-situ analysis techniques that were

used to characterize the grown structures, which are explained in the following:

3.5.1 Reflection high-energy electron diffraction (RHEED)

RHEED is an in-situ surface analysis technique that is available in most MBE-

systems due to the UHV growth conditions [90, 115]. Electrons are accelerated from

an electron gun to several keV (8–30 keV) towards the sample surface under a low

angle of 1.1–1.5°. The diffracted beam then hits an aluminum-coated fluorescent

phosphors screen and forms a diffraction pattern that can be recorded with a camera.

Due to the glancing incident angle and the low interaction between incident elec-

trons and atoms, RHEED is a surface-sensitive technique of the surface reconstruction

morphology, and crystal lattice.

Diffraction conditions:

When electrons are scattered by two atoms in a 1-D chain constructive interference

takes place when the path difference between the two scattered waves is a multiple

of the wavelength, see Fig. 3.19.

θ
a

Figure 3.19: Sketch of the electron diffraction on a 1-D chain with lattice-constant
a.

Following [90, 115] and using k = 2π
λ

for the wave vector the condition is:

kcosθi − kcosθf =
2πn

a
(3.22)

where θi and θf are the incident and final scattered glancing angles.

Fig. 3.20 illustrates the allowed wave vectors for diffraction conditions. In 2-D this

condition becomes:

kf,t − ki,t = m1a
∗
1 +m2a

∗
2 (3.23)

where ki,t and kf,t are the initial and final 2-D wave vectors, m1 and m2 are integers

and a∗1 and a∗2 reciprocal space lattice vectors. For a 2-D grid, the periodicity in the
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Figure 3.20: Sketch of the allowed diffracted wave vectors kf1 and its higher
diffraction orders kf,2, and kf,3.

third direction is missing, the reciprocal lattice becomes a family of rods.

The Ewald sphere:

Points along the Ewald sphere conserve energy and momentum [90, 115]. For energy

conservation |ki,t|= |kf,t| must hold. Momentum conversation means that kf,t−ki,t =

Gm must hold, where Gm is a 3-D reciprocal lattice vector. The intersection of the

Ewald sphere with the reciprocal lattice rods, which fulfill constructive interference,

determines the allowed diffraction points, which lie on a circle called Laue zone,

see Fig.3.21. In this case, the Bragg condition is fulfilled. The separation of the

reciprocal lattice rods is the reciprocal lattice vector Bm. For a square lattice, the

spacing between the rods is given by 2π/a.

Kikuchi lines:

Kikuchi lines are formed by inelastic electron scattering processes during electron

diffraction, see Fig. 3.22. When electrons inelastically scatter, some scatter along

lattice planes due to having the correct Bragg angle. These electrons then form the

Kikuchi lines and can be attributed to crystal directions. The intensity of those lines

depends strongly on the surface morphology. The observation of Kikuchi lines on the

RHEED screen is a sign of flat surfaces, as scattering from steps or surface roughness

broadens Kikuchi lines [115].
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Bm
Figure 3.21: Sketch of the Ewald sphere. Where it intersects the 2-D reciprocal
space of lattice rods determines the allowed diffraction points. Bm the reciprocal
lattice vector corresponds to the separation between the single rods.

Figure 3.22: Kikuchi lines forming on an InAs RHEED pattern (some are marked
with red arrows). A Laue zone is visible as well.

Applications:

RHEED is used as an in-situ tool to determine the surface quality of a growing

sample in real-time [116]. Electrons diffracted from an infinitely and atomically flat

surface will have reciprocal lattice rods that will be infinitely narrow. The rods

will appear as points on the RHEED screen. In reality, even on an atomically flat

surface, there are lattice vibrations that lead to a finite width of the reciprocal rods.

Moreover, the Ewald sphere surface has a finite thickness, because the electron beam
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is not entirely monochromatic. Depending on the growth mode, the surface will

not be perfectly flat but steps or islands are constantly present, which broadens

the reciprocal rods. All of these factors make the reciprocal rods appear more like

ellipses on the screen. If the surface becomes rough, in other words, 3-D, the third

dimension is well defined and the reciprocal rods turn into points on the RHEED

screen.

Amorphous surfaces, such as an oxide layer on the sample, will not show a RHEED

pattern at all. RHEED is therefore used to monitor the thermal oxide removal

procedure. With RHEED surface reconstructions (see subsection 3.4.3), which help

to determine growth conditions can be monitored, see Fig. 3.23 of an As-rich a) and

In-rich b) surface reconstruction of InAs.

a) b)

Figure 3.23: RHEED pattern of an InAs surface, under a) As-rich conditions form-
ing a (2×4) reconstruction, and b) In-rich conditions, forming a (4×2) reconstruction.
Kikuchi lines and the zero-th-order Laue zone are visible as well.

With RHEED, the growth rate can be determined, due to the dependency of

the RHEED spot intensity on the surface, see Fig. 3.24 for an illustration. If the

surface is flat, the RHEED intensity is at its maximum. When a monolayer grows,

depending on the growth mode, first, 2-D islands will form, and the spot intensity

will fall due to deconstructive interference. As soon as the islands connect again to a

flat monolayer the intensity will rise again.

3.5.2 High-resolution X-ray diffraction (HR-XRD)

HR-XRD is a powerful tool for nondestructive ex-situ characterization of epitaxial

layers. It yields information about composition, uniformity, thickness, strain, relax-

ation, and crystallinity. For heterostructures, it further obtains information about

interfaces. An excellent book on the analysis of epitaxial layers is [32]. In the further

course, an overview of the basic principles for III-V semiconductor heterostructure

characterization is given.
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a)

b)

c)

RHEED Intensity

atomically flat

50% monolayer coverage

90% monolayer coverage

Figure 3.24: Illustration of the intensity variation of RHEED spots, due to the
surface morphology. In layer-by-layer growth, the growth rate can be determined by
intensity oscillations.

ω-2θ-scan:

ω is the angle between the sample surface and the incoming X-ray beam [32]. If the

sample surface is not parallel to the lattice planes an angle ϕ exists. θ is the angle

between the incident beam and the lattice planes. If ϕ = 0 then θ = ω. A reflection

is called symmetric for planes where θ = ω, like (0 0 1), (0 0 2), etc.. In that case, θ

is rotated twice as fast as ω in an ω-2θ-scan. For asymmetric reflections ω = θ ± ϕ,

high incidence (+ϕ), and low incidence (−ϕ) reflections exist, for example, the (1 1 5)

and (1 1 5) planes. Whenever diffraction on a crystal is involved, Bragg’s law comes

into play:

2dhklsinθB = nλ (3.24)

where dhkl is the spacing of the lattice planes and hkl the Miller indices of the plane.

θB is the Bragg angle, λ the wavelength and n an integer number.

d θ

d sinθ

Figure 3.25: Sketch of Bragg’s law for constructive interference.

Fig. 3.25 shows a sketch of the diffraction on lattice planes. Constructive interfer-

ence between X-ray scattering on the upper lattice plane and X-ray scattering on
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the lower occurs when their path difference 2δ is a multiple of λ.

Under the assumption of elastic scattering the incident (ki) and diffracted (ks)

wavevector fulfill following relation:

Ghkl = ks − ki (3.25)

where Ghkl is the reciprocal lattice vector. Ghkl points to the surface of the Ewald

sphere in reciprocal space.

Figure 3.26: Sketch of the reciprocal space map, showing accessible and inaccessible
areas for Bragg diffraction. (Reprinted with permission from [32]. Copyright 1996,
Springer.)

Fig. 3.26 shows the reciprocal space map, showing accessible and inaccessible areas

for Bragg diffraction. For (0 0 1) oriented substrates with heterostructures the most

common scans are performed on the (0 0 4) and (0 0 2) planes. Based on the atomic

structure factors, the intensity of the satellite peaks compared to the substrate peak

is higher for the (0 0 2) scan, as seen in Fig. 3.27.

For an ω-2θ-scan, ω between ki and the sample surface changes [32]. This yields

a straight, radial movement of ks in reciprocal space from the origin (0 0 0) along

Ghkl, see Fig. 3.28 a). An ω-scan with fixed 2θ would yield a transverse movement

in reciprocal space, Fig. 3.28 b). Such scans yield so-called rocking curves.
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Figure 3.27: . HR-XRD-scans of a GaAs/AlGaAs multi-quantum well structure.
While in the (0 0 4)-scan the substrate and 0th-order SL peaks are better resolved, in
the (0 0 2) scan the higher order SL peaks have higher intensity.

Figure 3.28: Sketch of the Ewald spheres for a) an ω-2θ-scan resulting in a radial
movement of ks in reciprocal space and b) an ω-scan with a fixed 2θ resulting in
transverse movement in reciprocal space. D denotes the detector. (Reprinted with
permission from [32]. Copyright 1996, Springer.)

Triple-axis spectrometer:

For single-crystal heterostructures either a double-axis or triple-axis spectrometer

were used, where the latter is an extension of the double-axis system with an analyzer

crystal between the sample and the detector [32]. For a sketch of the setup view

Fig. 3.29.

For HR-XRD one sacrifices intensity and measurement speed to gain accuracy in

the angular resolution and thus narrow diffraction satellites can be observed. This is
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Figure 3.29: . Sketch of a triple-axis configuration for HR-XRD. a) is the X-ray
tube, b) Bartel’s monochromator, c) the sample, d) the analyzer, and e) the detector.
For this setup, the X-ray tube is fixed and the sample, analyzer, and detector rotate.

done with monochromators in front of the X-ray source. In our case, a CuK-alpha

X-ray source together with a Bartels 4-bounce-monochromator and collimator with

channel cut (2 2 0) Ge was utilized. The analyzer is also a channel-cut crystal that

additionally narrows the diffracted beam before the detector, to sample a smaller

slice of reciprocal space.

Measurement of strain:

If (partial) strain relaxation occurs, due to the introduction of misfit dislocations,

all the grown layer is not pseudomorphic anymore [32]. This means the in-plane

lattice vector does not correspond to the one of the substrate anymore. To determine

this, it is necessary to perform asymmetric scans of planes in the [1 1 0] and [1 1 0]

directions. While symmetric scans of the planes in the [0 0 1] direction measure the

lattice constant in the z-direction.

(000)

(002)

(004)

(006)

(000)

(002)

(004)

(006)

a) b)

Figure 3.30: Sketch of the reciprocal space of a substrate crystal (grey points) and
the grown layers (orange points). a) shows the case of a fully strained grown layer,
while in b) it is completely relaxed.

Fig. 3.30 shows the crystallographic directions in the reciprocal lattice for the

substrate (gray) and a) a fully strained layer, and b) a fully relaxed layer. Since

in the fully strained case the in-plane lattice constant of layer and substrate are

identical, their in-plane positions in the reciprocal lattice overlap. Once the layer
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fully relaxes it becomes cubic again (rectangular in reciprocal space), hence the

asymmetric lattice points do not overlap with the substrate anymore.

Fig. 3.31 shows the (1 1 5) and (1 1 5) scan of a not lattice-matched AlAsSb layer

grown on InAs.

Figure 3.31: HR-XRD-scans of a not lattice-matched bulk AlAsSb layer grown on
InAs.

Superlattices:

Fig. 3.32 shows a HR-XRD of an InAs/AlSb QCD. The substrate is usually the

highest intensity peak in these structures, followed by the zero-th-order superlattice

peak, also higher-order SL-peaks of the active region (AR) are observed, where the

first three SL peaks in both the positive and negative directions are labeled. For

this structure, a contact-SL with a different periodicity was additionally grown. The

peaks are broader, because the contact-SL are thinner, additionally, they are further

apart because the SL period is smaller. The higher order contact-SL peaks are also

labeled. On the right side, a broad modulation of intensity is visible. The envelope

function corresponds to a 20 nm thick InAs layer that was grown as a top contact.

On this modulation so-called thickness fringes are visible.

The period of a superlattice, D, namely the thickness of the repeating structure,

which is composed of multiple layers is given as [32]:

D =
(Li − Lj)λ

2(sinθi − sinθj)
(3.26)

where Li and Lj are satellite peaks, and θi and θj are the corresponding Bragg

angles. From this equation, growth rate deviations can be determined. To find out

the deviations of each layer within one period, more conditions are necessary. In the
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Substrate, 
0th-order SL peak AR
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Figure 3.32: . HR-XRD-scan of an InAs/AlSb QCD. The substrate, the 0th-order
SL peaks, a few higher-order SL peaks, and an intensity variation due to a top
contact are labeled.

GaAs/AlxGa1−xAs material system, one additional condition is the total Al-fraction

in the structure, given by the distance of the zero-th-order diffraction peak to the

substrate. For the InAs/AlSb material system, double-superlattices have to be grown,

where the thickness of one material stays constant in both superlattices.

The satellite peak FWHM and the intensity, and position provide information on

thickness and composition variations, as well as interface roughness and interdiffusion.

Reciprocal space map (RSM) scans:

As discussed above, ω-2θ-scans yield a radial movement in reciprocal space, while a

ω-scan with fixed 2θ yields a transverse movement. By scanning slices of ω-2θ-scans

for different ω offsets a space map of reciprocal space can be obtained, see Fig.3.33.

From such an reciprocal space map (RSM) a number of conclusions can be

drawn [32]: RSMs in asymmetric crystal directions yield conclusions about strain

and relaxation in a layer, see section 3.5.2. Depending on the shape of the now

3-D peak, conclusions about mosaic spread (crystallites that are a bit misoriented),

interface roughness, and growth rate fluctuations can be made. If mosaic spread

occurs, the peaks will be horizontally broadened and tilted. If interface roughness

occurs, the peaks are horizontally broadened, and with higher SL peak order become

broader. Finally, if fluctuations in the growth rate occur, the peaks will be elongated

vertically, which also increases with increasing SL peak order. For both interface

roughness and growth rate fluctuations the zero-th-order SL peak are unaffected.
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Figure 3.33: Reciprocal space map of the (2 2 4) plane of an InAs/AlSb QCD. It
shows a perfectly strain-balanced device. The SL peaks show no sign of a mosaic
spread, interface roughness, or growth rate fluctuations.

3.5.3 Atomic force microscopy (AFM)

AFM produces high-resolution images of surface topographies [117] that can resolve

sub-monolayer roughness. This is done by detecting the mechanical force that the

surface imposes on the tip of a cantilever, where the displacement of the cantilever

is usually optically detected, see Fig. 3.34. Non-conducting samples can be mea-

sured. AFM can be operated in ambient conditions as well as in UHV, or cryogenic

conditions.

There are different operating modes for AFM:
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Four Quadrant Photo Diode

Laser
Cantiliever with Tip

Sample

Figure 3.34: Sketch of the working principle of an AFM. The oscillations of a
cantilever are measured in this setup with a laser and a four-quadrant photodiode.
(Reprinted with permission from [93].)

Contact mode:

In this mode, the AFM tip is moved across the sample surface and maintains constant

height. The force on the cantilever stems from the repulsive interaction due to the

Pauli exclusion principle and the attractive van-der-Waals interaction if the tip is

too far away. In the contact mode the wave functions of the tip (which has a single

atom sitting on the top in the ideal case) and the surface overlap and repel each

other. This produces high powers in the order of magnitude of 10−10N, which can

cause damage to the sample.

Intermittent-contact mode or tapping mode:

In this mode, the cantilever oscillates with a constant amplitude close to its resonance

frequency, which is dampened when the tip touches the surface.
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CHAPTER 4

InAs/Al(As)Sb quantum cascade detectors

This chapter covers the design, growth analysis, fabrication, and optical characteri-

zation of quantum cascade detectors (QCDs) based on the InAs/Al(Sb)As material

system, which can be grown either lattice-matched to InAs substrates or strain-

balanced to GaSb substrates.

4.1 Motivation

Performance metrics of QCDs are primarily the responsivity and detectivity, which

were discussed in section 2.5. Both parameters can be optimized with the QCD

band structure design. While design trade-offs impose limits between maximum

responsivity and detectivity, such as the number of periods, other optimization limits

are material-intrinsic. For example, both the responsivity and the detectivity can be

increased by a lower effective electron mass m∗
e of the well material. The responsivity

increases because the optical transition strength improves, see equation 2.23. The

detectivity improves because the scattering rates are decreased, leading to lower

noise and higher resistance, see equation 2.33.

Important parameters of different material systems used for QCDs designs are

given in table 4.1. While the first intersubband (ISB) transitions were observed for the

material system GaAs/AlxGa1−xAs [118, 119], the most widely used system for QCDs

is the InP-based lattice-matched In0.53Ga0.47As/In0.52Al0.48As material system [16, 68],

where the conduction band offset (CBO) of 0.52 eV that can be extended up to

around 0.61 eV in the strained case and to 0.68 eV when using InAs [120] limits
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Material system Well m∗
e (m0) CBO (eV) E(LO-phonon) (meV) Substrate Eg (eV)

In0.53Ga0.47As/In0.52Al0.48As 0.043 0.529–0.61 34 InP 1.42
In0.53Ga0.47As/AlAs0.56Sb0.44 0.043 1.48 34 InP 1.42

GaAs/AlxGa1−xAs 0.0675 148–357 (15–45% Al) 36 GaAs 1.519
InAs/AlSb 0.026 2.14 30 GaSb 0.812

InAs/AlAs0.16Sb0.84 0.026 2.28 30 InAs 0.417
GaN/AlxGa1−xN 0.2 1.8x 91 GaN 3.51
ZnO/Mg0.3Zn0.7O 0.24 0.414 72 ZnO 3.37

Zn0.51Cd0.49Se/Zn0.29Cd0.26Mg0.45Se 0.13 1.1 35 InP 1.42

Table 4.1: Summary of important parameters for material systems used for QCD
designs. Given are the effective electron masses m∗

e in the well and the longitudinal
optical (LO)-phonon energies of the well material. The CBO is given at the Γ-point,
and the bandgap of the substrate is Eg. On InP InAlAs/InGaAs can be either grown
lattice-matched or strained, like this the CBO can be extended [120, 127]. The
parameters are from [25, 79].

this system to detectable wavelengths of ≥ 4µm. As discussed in section 2.5.5,

the advantage of QCDs, over other photodetectors is the desingable, high-speed,

narrow-band detection. To explore shorter wavelengths, one has to use material

systems with a higher CBO, which is also beneficial for longer wavelength QCDs

because the noise is reduced due to lower leakage current / increased resistance

of the high barriers. GaN- and ZnO-based systems, belonging to the III-nitrite

and II-VI semiconductors, offer high CBOs and no leakage into satellite valleys

due to direct and large band gaps. The latter is important for high-temperature

operations [121]. For GaN-based QCDs, the shortest QCD wavelengths have been

demonstrated [122, 123], see section 2.5.4. Only since recently native GaN substrates

exist with high quality, before that, growth was challenging due to a high threading

dislocation density in the substrates [124]. On [0 0 0 1] grown films, internal fields

exist in GaN due to its polar growth direction, complicating designs.

Coming back to As- and Sb-based semiconductors, barrier alloys with AlSb yield

high CBOs. The In0.53Ga0.47As/AlAs0.56Sb0.44 material system grown lattice matched

to InP obtained absorption wavelengths of 2.14 µm [125]. Material systems that rely

on InAs as a well material are promising because InAs offers one of the lowest m∗
e,

half of that of InP and one-tenth of that of ZnO [126]. The InAs/Al(As)Sb material

system additionally offers a high CBO, 2.28 eV at the Γ-point and 1.35 eV to the

L-valley [25]. Due to the low effective electron mass of InAs, the levels inside the

quantum well move further apart at the same well thickness compared to materials

with higher m∗
e, meaning that InAs wells designed for a specific absorption wavelength

are thicker compared to materials with higher m∗
e. This gives an advantage in growth

due to higher growth tolerances for short wavelength QCDs (where wells need to be

thinner) but also for MIR QCDs.
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4.2 InAs versus GaSb substrates for QCDs

Both InAs and GaSb substrates have advantages and disadvantages for the growth

of InAs/Al(As)Sb based QCDs. On InAs substrates, InAs/AlAs0.16Sb0.84 can be

grown lattice-matched, which reduces the probability of generating defects because

layers can be grown strain free. Furthermore, there is no limit due to a critical

layer thickness, giving an additional degree of freedom in the design of the structure,

because well and barrier materials do not need to be strain balanced to each other.

On the other hand, due to the small InAs bandgap of 0.417 eV, the substrate becomes

absorbent with wavelengths below 2.97 µm. To utilize the enormous CBO of 2.28 eV

at the Γ-Point and 1.35 eV to the L-valley of the InAs/AlAs0.16Sb0.84 material system,

one would need to either remove the substrate or use top-side illumination. In

section 2.5 it was discussed that QCDs are only sensitive to an electric field polarized

in the growth direction (TM), which limits the surface normal illumination design to

some sort of diffraction design and this complicates the fabrication. An advantage of

GaSb substrates is the larger bandgap of 0.812 eV, being transparent for wavelengths

down to 1.52µm. GaSb-based QCDs can therefore be fabricated in the standard

double-pass 45° facet method, where the illumination occurs through the substrate.

On GaSb, InAs/AlSb can be grown strain balanced, where InAs has a tensile

mismatch of 0.62063%, and a critical layer thickness of 36 nm and AlSb has a

compressive mismatch of -0.64542% with a critical layer thickness of 35 nm, calculated

with the formula of Matthews and Blakeslee’s [91]. Therefore the InAs/AlSb ratio

for a strain-compensated growth is 0.9615:1. Meaning that to strain-compensate

the QCD the AlSb barriers would be needed to be grown almost as thick as the

InAs wells. This limits the design possibilities enormously, making it impossible to

optimize the QCD design, especially because the AlSb barriers need to be grown

thinner than for InP based designed due to the high CBO. One trick lies in the

utilization of sub-monolayer thick InSb interfaces (mismatch of -5.9187% to GaSb),

which is discussed in more detail in section 4.4.4. Still, the growth is more challenging

because of the two different group-V materials in the two layers. The As-for-Sb

exchange (see section 3.4.4), and inter-diffusion of the layers have to be completely

prevented to stay strain-balanced and ensure a defect-free growth that corresponds

to the calculated design, see section 3.4.4.
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4.3 InAs/AlAs0.16Sb0.84 QCD on InAs working at

2.7 µm

As the growth itself of this material system is discussed in section 3.4.4, here the

discussion will focus on the design, growth analysis, fabrication, and characterization

of the QCD. The results presented in this section are partly based on the publication

by M. Giparakis, et al.; ”2.7 µm quantum cascade detector: Above band gap energy

intersubband detection”. Appl. Phys. Lett. 120 (7): 071104. (2022) [81].

4.3.1 Band structure design

The band structure was simulated using an in-house simulation tool, capable of

performing simulations in the 8-band k · p-formalism. The tool includes scatter-

ing mechanisms such as LO- and acoustic-phonon scattering, interface roughness

scattering, and alloy scattering.

Figure 4.1: Band structure of the QCD detecting at 2.7 µm. The layer thicknesses
are in nm as follows: 1.50, 1.38, 2.00, 1.43, 2.00, 1.55, 2.00, 1.65, 2.00, 1.75, 2.00,
1.85, 2.00, 2.00, 2.00, 2.15, 2.00, 2.30, 2.00, 2.50, 2.00, 2.70, 1.50, and 3.85. The
boldly printed layers represent the AlAs0.16Sb0.84 barriers. The underlined well is
doped 3×1018 cm−3. This QCD is published in [81]. Figure adapted from [81].

Fig. 4.1 shows the band structure with the carrier probability densities of the QCD

working at 2.7 µm. The conduction band is plotted in dark grey, the valence band in

blue, and the band gap in light grey. The optical transition takes place in the widest

well from the ground state to the first excited state. For this design, the LO-phonon

energy is employed in the extraction region, ensuring sub-picosecond scattering times.

In the design, a vertical optical transition is implemented. This takes advantage of the
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4.3 InAs/AlAs0.16Sb0.84 QCD on InAs working at 2.7 µm

high optical transition energy of 0.459 eV of the QCD detecting at 2.7 µm, for which

absorption efficiencies are reduced, but extraction efficiencies are increased. To ensure

reduced back-filling, the lowest extractor state has an energy separation of more than

120meV to the ground state, which also increases the lifetime in the ground level and

benefits the absorption efficiency. Notice the thin barriers (1.5–2.0 nm), compared to

conventional InP-based QCD designs, typically ranging from 3.0–6.5 nm [68]. Due

to the high CBO, these thin barriers are needed for the InAs/Al(As)Sb material

system to keep the extraction efficiency high. Thinner barriers also result in increased

splitting of the energy levels, which have to be considered during the design. Due to

the high absorption energy of 0.459 eV, the wells also become remarkably thinner,

making the growth tolerances more demanding.

InAs/AlAs0.16Sb0.84 has a type-II band alignment of approximately 0.14 eV, see

Fig. 4.1. If states are available in the barrier material valence band, strong interband

absorptions in the near-infrared range (around 2 µm) are expected. The narrow wells

needed for absorption at 2.7 µm lift the ground state of the optical transition up and

effectively increase the bandgap, due to quantum confinement.

4.3.2 Growth analysis

In the following the growth of the QCD working at 2.7 µm is analyzed. The growth

itself was discussed in section 3.4.4.

InAs substrate
SL0

higher order 
SL peaks

Figure 4.2: High-resolution X-ray diffraction (HR-XRD) of the grown QCD at
2.7µm in the (0 0 4) ω-2θ scan. The InAs substrate and the superlattice peaks are
marked, SL0 marks the 0th-order superlattice (SL) peak. Figure adapted from [81].

Fig. 4.2 shows the high-resolution X-ray diffraction (HR-XRD) of the grown QCD

at 2.7 µm in the (0 0 4) ω-2θ scan, for an introduction into HR-XRD please refer to
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4 InAs/Al(As)Sb quantum cascade detectors

Figure 4.3: (2 2 4) reciprocal space map of the grown QCD at 2.7 µm. No growth
rate fluctuations, interface roughness, or mosaic spread is apparent from this scan.
The contour pattern is influenced by image processing. The intensity contours are in
one straight vertical line indicating that no relaxation occurred.

section 3.5.2. The position of the zero-th-order SL peak indicates lattice matching

between the grown structure and the InAs substrate. From the distance to the

substrate peak, a lattice mismatch of 0.173% can be calculated. The higher order

SL peaks have a mean full width at half maximum (FWHM) of 20.268 arcsec, while

the simulation gives a mean FWHM of 15.696 arcsec. The growth results need to

be in comparison to the material quality of the substrate, where a (0 0 4) HR-XRD

measurement of an InAs substrate gave a FWHM of 14.4 arcsec of the substrate peak.

The results indicate sharp interfaces, and therefore low interface roughness or layer

inter-diffusion. The growth thickness of the active region is 1.443µm (30 periods),

over which no growth rate deviations are expected nor observed from the HR-XRD,

which would show up as broadening or splitting of higher order superlattice peaks.

Fig. 4.3 shows the (2 2 4) reciprocal space map (RSM) of the QCD, which gave no

indication of growth rate fluctuations, interface roughness, or mosaic spread. The
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4.3 InAs/AlAs0.16Sb0.84 QCD on InAs working at 2.7 µm

contour pattern observed is related to image processing, due to the reciprocal space

not being a perfect grid. Furthermore, the vertical line of the intensity contours

indicates that no relaxation of the film occurred, see section 3.5.2 for a discussion on

conclusions that can be drawn from RSM scans.

0.6

0.4

0.2

0.0

0.2

0.4

0.6(nm)

Figure 4.4: 10×10 µm AFM scan of the InAs/AlAs0.16Sb0.84 QCD. The measured
root mean square (RMS) surface roughness is 0.228 nm.

Fig. 4.4 shows the 10×10µm atomic force microscopy (AFM) scan of the QCD,

from which step flow growth can be observed. An RMS surface roughness of 0.228 nm

was measured, which is not significantly rougher than a commercially available InAs

substrate with an RMS surface roughness of approximately 0.2 nm. This indicates

low growth roughness.

4.3.3 COMSOL simulations: designing a diffraction grating

QCDs are usually characterized using the double-pass 45°-facet method, illuminating

the QCD through the substrate, see section 2.5.3. This is not possible in this case,

because the bandgap energy of the InAs substrate lies below the designed absorption

energy of the QCD, which would cause absorption of the designed absorption wave-

length by the substrate. Therefore top-illumination is required, but as discussed in

section 2.2.2, QCDs follow the intersubband transition selection rule, allowing only

light polarized in the growth direction to be detected. This is the reason why a

diffraction grating is employed, see section 2.5.3 for an introduction. It had to be

determined if the designed absorption wavelength of the QCD corresponds to the

absorption wavelength of the real grown device. For this, cleaved side facets were

fabricated in a quick wet-etching process according to the instruction of [128] and

characterized with a Fourier-transform infrared spectrometer (FTIR) according to

section 2.6. Once the peak responsivity was confirmed to match the design, 2-D
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COMSOL simulations with ”electromagnetic waves frequency-domain” physics and a

”frequency-domain” study were employed. The active region of the QCD was probed

for its absorbed power coming from an input port in the air above the grating. Initial

simulations showed that it is beneficial if the grating is etched directly into the active

region of the QCD, see inset of Fig. 4.5 of the transverse scheme of the top-illuminated

QCD with a diffraction grating. The red arrows indicate the illumination direction.

The black layers are the grown top and bottom contact layers. The cyan layer is the

passivation and the yellow layers the fabricated top and bottom contacts.

AR

Figure 4.5: COMSOL simulation of the absorption of incident light with a wave-
length of 2.7 µm in the active region plotted over the grating period sweep. The inset
is reprinted from [81] and shows a sketch of the transverse device scheme. The black
layers above the substrate and above the active region (AR) are the doped contact
layers. The cyan layer is the Si3N4 passivation and the yellow layers are the top and
bottom Ti/Au contacts. The red arrows indicate the illumination direction.

Fig. 4.5 shows a sweep over the grating period vs. the absorbed power in the active

region. From the parametric grating sweep, three grating periods were chosen for

fabrication, which are marked with arrows: 0.97µm, 1.24µm, and 1.98µm. The

grating period of 1.24 µm was chosen because it shows a broader absorption, making

it more tolerant to deviations in fabrication, while other grating periods would show

higher absorption.

Parametric sweeps for each chosen grating period over the grating depth were

performed, see Fig. 4.6. The simulations show that the absorption is dependent on

the etch depth and it is apparent, that a small window in the etch depth of about

50 nm exists to hit optimal parameters. The black vertical line in Fig. 4.6 indicates

the real etch depth in the final fabricated devices.

A sweep over the duty cycle yielded the best results for a duty cycle around 0.5

for all three grating periods.
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real 
etch depth

Figure 4.6: COMSOL simulation of the absorption in the active region plotted
over a sweep of the etch depth. Note the small etch depth window for best results.
The vertical black line indicates the real etch depth of the processed devices.

4.3.4 Fabrication of a top-side illuminated QCD

In the following the fabrication of the top-side illuminated InAs/AlAs0.16Sb0.84 QCD

is discussed. Fig. 4.7 depicts a schematic of the entire process.

As a first step a) the 10 × 10mm sample is cleaned first in acetone and then in

isopropyl alcohol to remove cleaving dust and surface contamination. If necessary,

this is done in an ultrasonic bath. In the next step b), Si3N4 is deposited as a

hardmask with plasma enhanced chemical vapor deposition (PECVD). Next c), the

hardmask is defined using optical lithography. The hardmask is dry-etched in an

inductively-coupled plasma (ICP)-reactive ion etching (RIE) chamber using CHF3

and O2, d). This is an anisotropic process and leads to straight sidewalls. The

photoresist is then removed using an O2 plasma and subsequently with acetone and

isopropyl alcohol, e). Now the mesas can be defined in the ICP-RIE with a Cl/Ar-

process, f), etching down until the bottom contact, yielding vertical smooth, slightly

positive sloped sidewalls. This process needs multiple steps, as the etch rate has

to be monitored with a stylus profiler to stop the etch within the bottom contact.

Subsequently, the Si3N4 hardmask is removed in the RIE with an SF6 process, g).

In the next step, the lithography for the grating on the mesas is performed. For this,

a Si3N4 hardmask is deposited again, h). Afterwards, the lithography for the grating

is performed, i). The three different grating periods were defined with electron beam

lithography (EBL). The hardmask is dry-etched in an ICP-RIE chamber using CHF3

and O2, j). The photoresist is removed, k). The sample is etched again with the

same Cl/Ar-process for which the mesas were defined, l). In section 4.3.3 COMSOL

simulations showed that the grating etch depth needs to be accurate for optimal
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a) cleaning b)hardmask deposit c)optical lithography d) etch hardmask

e) rem. photoresistf) etch mesasg)remove hardmaskh)hardmask deposit

i) e-beam litho. j) etch hardmask k) rem. photoresist l) etch grating

m)remove hardmaskn)hardmask deposito)optical lithographyp) etch hardmask

q) rem. photoresist r)optical lithography s) sputter Ti/Au t) lift-off

Figure 4.7: Sketches of the transverse device scheme that depict conducted fab-
rication steps. The gray layer is the substrate. The blue layer is the active region.
The Si3N4 hardmask/passivation is drawn in green. The photoresist is depicted in
dark red and the Ti/Au contacts in yellow.

performance. Due to the small dimensions of the trenches, the etch rate is different

from before and can not be checked during the etch process with a stylus profiler.

Therefore, the etch rate was determined beforehand by performing the same process

on a test sample and cutting through the grating with a focussed ion beam (FIB),

see inset of Fig. 4.8. The etch depth was optimized for the grating with a period of

0.97 µm and was measured to be 980 nm deep. This is close to the desired etch depth

of 960 nm and means that the grating was etched through the 60 nm top contact and

through 20 periods of the active region, leaving ten periods untouched. Then the

hardmask is removed again, m), with a combination of CHF3 and O2 and SF6 to

efficiently remove the Si3N4 from the trenches. Again Si3N4 is deposited, this time,

it acts as electrical passivation, n). Optical lithography is performed to open the

passivation at the top and bottom contacts, o). In the next step, the passivation

is dry-etched using CHF3 and O2, p), and the photoresist is removed, g). Again

optical lithography is performed to define the mask for the top and bottom contacts,

r). Then Ti/Au contacts are sputtered, s), and a lift-off in acetone is performed, t).

Fig. 4.8 shows an optical image of the finished device. The grating is etched directly

into the active region, see inset, and is surrounded by the top contact, which is
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Figure 4.8: Optical picture of the finished fabrication of a mesa with a 200×200 µm
surface grating, which is framed by the top contact that is extended to the left. The
bottom contact frames the mesa on three sides. The grating, which is etched directly
into the active region is magnified in a scanning electron microscope (SEM) image
at the right bottom of the image.

extended on top of the Si3N4 passivation. The mesa is surrounded on three sides by

the bottom contact.

For the finished device of the QCD detecting at 2.7µm , the gratings are etched

over an area of 50×50 nm, 100×100 nm, 150×150 nm, and 200×200 nm. The process

includes three different grating periods: 0.97 µm, 1.24 µm, and 1.98 µm. The framing

top contact is additionally 20 nm in width, making the mesa 40 nm longer per side

than the surface grating.

4.3.5 Optical characterization

The QCD was optically characterized with an FTIR and a Globar source, as described

in section 2.6 to measure the responsivity and detectivity. A long-pass filter with a

specified cut-on wavelength of 2.4µm, 4166 1/cm (or cut-off at 2.5µm, 4000 1/cm)

was used for some measurements to block nearby higher energy interband transitions

that will be discussed in section 4.4.4.

For each of the three different grating periods, 3–5 200×200µm devices were

measured, and for the 0.97 µm grating period 3–5 devices of the different mesa sizes

were measured. These measurements were conducted at ambient conditions. For

a device with a grating period of 0.97µm, a surface grating area of 200×200µm,

and at ambient conditions, a responsivity of 5.63mA/W at 2.73µm (3650 1/cm)
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Figure 4.9: a) Temperature-dependent responsivity measurement of a 200×200 µm
surface grating mesa. The black vertical line depicts the cut-off of the utilized
long-pass filter. b) Responsivity measurement of a 200×200 µm surface grating mesa
at ambient conditions without the long-pass filter. The full spectrum reveals a
strong absorption signal to the right of the QCD signal stemming from interband
absorptions. The intense noise in b) is due to the Globar source having almost no
signal at short wavelengths.

was measured, while for the interband signal, the responsivity is almost an order

of magnitude higher. The QCDs temperature-dependent responsivity was also

measured in a cryostat down to 80K, see Fig.4.9 a), where a maximum responsivity

of 7.49mA/W at 80K was measured. Note both the blue shift of the responsivity and

minimal temperature dependence at temperatures from 200–80K. To compensate

for the reduced transmission of the cryostat window and shadowing effects, the

temperature-dependent measurements were scaled according to the measurement of

the same device at ambient conditions.

Measurements without the long-pass filter revealed a broadband interband absorp-

tion occurring from 1.17–2.27µm (4400—8500 1/cm), see Fig. 4.9 b). A comparison

to the Globar signal (see Fig. 2.17 in section 2.6) shows that the Globar has almost

no intensity in this range anymore, which explains the intense noise observed in

Fig. 4.9 b). The origin of this interband signal is discussed in section 4.4.4. The black

vertical line in Fig.4.9 a) corresponds to the long-pass filter cut-on. Fig. 4.10 shows

the temperature-dependent photocurrent measurement of the QCD, including the

interband signal. The obtained spectrum was normed by the Globar spectrum and to

unity. A blue shift of the interband signal is apparent. Except for the measurements

at 120K, and 160K the photocurrent increases with temperature and is the highest

for 300K, which is in contrast to the temperature-dependent trend of the QCD signal
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Figure 4.10: Temperature-dependent photocurrent measurements of the QCD
detecting at 2.7µm. In contrast to the QCD signal, the photocurrent of the inter-
band signal ranges from 1–2µm is increasing with the temperature, except for the
measurements at 120K and 160K. The photocurrent was normed by the Globar
spectrum and to unity.

at 2.7 µm.
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Figure 4.11: A cleaved side-facet of a mesa-only (no grating) fabrication of the QCD
absorbing at 2.7µm was measured with light polarized parallel (TM polarization)
or normal (TE polarization) to the growth direction. There is no photoresponse
of the QCD for the second case. The slight cut-off of the photoresponse towards
longer wavelengths is attributed to a different used lens optimized for near-infrared
wavelengths.

Polarisation-dependent measurements were conducted to confirm the intersubband

nature of the QCD at 2.7µm, see Fig. 4.11, which is also apparent by the narrow
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band signal. The polarisation-dependent measurements were conducted on cleaved

side facets of a different fabrication of the QCD that were processed without a

diffraction grating. For these devices, the mesa surface was a Ti/Au top contact,

and the bottom contact was on the backside of the substrate.
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Figure 4.12: a) The responsivities measured at ambient conditions for a 200×200 µm
surface grating device and the three different grating periods are compared. For each
grating period multiple devices were measured, which are plotted in the same color.
b) The responsivities measured at ambient conditions for devices with a grating
period of 0.97 µm, and three different surface grating sizes are compared.

Fig. 4.12 a) shows the measured responsivity for the three different grating periods.

Compared to the COMSOL etch depth-dependent simulations for each grating, see

Fig.4.6, the responsivity is in agreement with the simulation at the real etch depth,

which is marked with a black line in the simulation. The grating period of 0.97 µm
performs the best, followed by the 1.24 µm, and the 1.98 µm grating periods.

Fig. 4.12 b) shows the measured responsivity for the different surface grating sizes.

No data for the 100×100µm devices exists because all devices are shorted. The

50×50 µm devices show the highest responsivity.

Fig. 4.13 shows the dependency of the interband signal of the QCD on the grating

period. The photocurrent was normed by the Globar spectrum. Equally to the QCD

signal, the grating period of 0.97 µm performs the best, followed by the 1.24 µm, and

the 1.98 µm grating periods.

Fig.4.14 a) shows the temperature-dependent I-V characteristics of a 200×200 µm
surface grating mesa. Room-temperature I-V characteristics of the different surface

grating sizes were measured and are divided in Fig.4.14 b) by their area and in

Fig.4.14 c) by their circumference. For the 200×200 µm and the 150×150 µm devices
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Figure 4.13: Photocurrent dependency of the interband signal of the QCD on the
grating period. Measurements of two devices are plotted for each grating period.
The photocurrent was normed by the Globar spectrum and to unity.
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Figure 4.14: a) Temperature-dependent current-voltage (I-V) measurements of
a 200×200µm surface grating device. b) and c) I-V measurements at ambient
conditions for the three different surface grating sizes, where the b) plots the current
density and c) the current divided by the circumference over the voltage.

the current scales with the mesa circumference and not their area. This indicates

surface leakage, a problem that would need to be solved for future projects.

The specific detectivity can be calculated from the responsivity and the I-V

characteristics using eq.2.34. For this, the differential resistance at zero voltage

was extracted from the I-Vs. Fig. 4.15 shows the temperature-dependent detectivity,

which is 1.37×108 Jones at room temperature, again for the interband signal the

room temperature detectivity is approx. one order of magnitude higher. To the right

y-axis, the differential resistance and electrical area product R0A is plotted over the
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temperature to which an activation energy can be fitted/calculated to be 265meV.
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Figure 4.15: Plot of the temperature-dependent specific detectivity (left y-axis)
and the R0A product (right y-axis) for which an activation energy of 265meV can
be fitted/calculated. Figure adapted from [81].

4.4 InAs/AlSb QCDs strain balanced to GaSb

substrates

The growth of the InAs/AlSb material system was discussed in section 3.4.5. In this

section, the focus lies on the band structure design, growth analysis, fabrication, and

characterization of these QCDs.

4.4.1 Band structure design for QCDs absorbing at a target

wavelength between 3.7–5.5 µm

The QCDs on GaSb were designed with similar considerations as for the QCDs grown

on InAs, described in section 4.3.1. The significant difference in designs for GaSb

substrates is that strain balancing needs to be considered, which effectively reduces

the degrees of freedom in design. Due to the mismatches between GaSb and InAs

(0.62063%) and AlSb (-0.64542%), the strain-balanced InAs:AlSb ratio is 0.9615:1.

This means that maintaining strain balance would result in approximately the same

thickness barriers as wells. Considering that well thicknesses for a QCD design

detecting at 4.3µm range between 2.95–7.2 nm, this strategy is impractical, since

thick AlSb barriers would drastically reduce the extraction efficiency. The solution
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lies in the interfaces. Since InAs and AlSb consist of different group V materials after

the growth of an InAs layer either an InSb or an AlAs interface can form. Studies

found superior carrier mobility with the formation of InSb interfaces [108]. The

mismatch of InSb to GaSb is -5.9187%. This means that the growth of sub-monolayer

thick InSb layers after the InAs wells can strain-balance a device optimized for high

performance, where the InAs:AlSb ratio is closer to 3:1. This gives back the freedom

one would have with lattice-matched materials in the design. Additionally, this

design step results in the formation of the preferred InSb interfaces.

The critical layer thickness of InAs on GaSb is 35 nm according to eq. 3.10, this

means that no single-crystal thick (≥ 100 nm) contacts can be grown, therefore a

contact superlattice was designed. Additionally, the design needed transition layers

from the GaSb substrate to the superlattice contacts. The grown QCDs on GaSb

were doped in the InAs wells using Te from a GaTe cell. It is also possible to dope

InAs with Si, like it was done for the QCD detecting at 2.7 µm grown on InAs, but

Si is a p-dopant for the AlSb barriers, see section 3.3. By doping the structure with

Te one excludes p-doping in the barriers due to dopant diffusion.

a)

Figure 4.16: a) QCD band structure with a peak responsivity at 4.3 µm. The layer
thicknesses in nm are as follows: 1.80, 7.20, 1.80, 2.95, 1.80, 3.20, 1.60, 3.30, 1.50,
3.40, 1.60, 3.50, 1.60, 3.60, 1.50, 3.80, 1.80, and 4.30. The boldly printed layers
represent the AlSb barriers. The underlined well is doped 8×1017 1/cm3. b) The
alignment of the active region to the superlattice contact is depicted. Notice the
band bending at the interface. The black dashed line corresponds to a boundary in
the simulation.

Fig. 4.16 a) shows the first design of a QCD detecting at 4.3 µm which incorporates

InSb interface layers. The conduction band is drawn in grey and the valence band

in blue. The blue peaks extending into the InAs conduction band stem from the

InSb valence band. Note that the layer thicknesses are too small to allow states

in the InSb to form. These layers have negligible influence on the level formation
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itself. Fig. 4.16 b) shows the alignment with the contact superlattice. It is visible

that band bending occurs at the beginning of the active region. To counteract level

misalignment due to the band bending, the last few wells of the contact superlattice

were designed wider to move the levels down. The black dashed line corresponds to

a boundary in the simulation.

Figure 4.17: QCD band structures: a) Peak responsivity at 3.65µm. The layer
thicknesses are in nm as follows: 1.80, 6.30, 1.80, 2.55, 1.80, 2.65, 1.60, 2.70, 1.50,
2.90, 1.60, 3.20, 1.60, 3.35, 1.80, and 4.0. b) Peak responsivity at 4.3µm (this
design will be referred to as 4.3bµm in the text). The layer thicknesses are in nm
as follows: 1.50, 7.20, 1.80, 2.95, 1.80, 3.20, 1.60, 3.30, 1.50, 3.40, 1.60, 3.50,
1.60, 3.60, 1.50, 3.80, 1.80, and 4.30. c) Peak responsivity at 5.5µm. The layer
thicknesses are in nm as follows: 1.60, 8.85, 1.80, 3.70, 1.80, 3.80, 1.80, 4.0, 1.80,
4.20, 1.80, 4.40, 1.80, 4.80, 1.80, 5.20, 1.80, and 5.80. The boldly printed layers
represent the AlSb barriers. The underlined well is doped 8×1017 1/cm3.

Fig. 4.17 shows the designs for the QCDs grown for absorption wavelengths of

3.7 µm, 4.3 µm (which is the second design at this wavelength, and will be referred to

as 4.3b µm), and 5.5 µm, where the InSb layers are not plotted for easier readability.

4.4.2 Growth analysis

In the following, the growth of those devices is analyzed. The growth itself was

discussed in section 3.4.5.

Fig. 4.18 shows the HR-XRD (0 0 4) ω-2θ scans of the grown QCDs. Section 3.5.2

gives an introduction to HR-XRD patterns and analysis.

The HR-XRD scans show the superposition of the active region (AR) with the

contact SL, the latter having broader peaks because the SL contact layers are thin.

Fig. 4.19 shows the (2 2 4) RSM scans of the QCDs. In RSM scans interface roughness

and growth rate fluctuations would result in broadened peaks (in one case horizontally

and in the other case vertically), while the zero-th-order SL peak remains unaffected

from these broadenings, see section 3.5.2. From the scans in Fig. 4.19 no difference

between the zero-th-order SL peak and the satellite peaks is apparent. Therefore,

interface roughness is assumed to be low. Also, no indication of mosaic spread
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GaSb substrate

GaSb substrate
and SL0 AR

SL-1
SL-2

SL0 of AR 
and contact SL

SL0 contact SL

SL1

SL2SL-1 contact SL
SL1 contact SL

20 nm InAs
 top contact

Figure 4.18: (0 0 4) ω-2θ HR-XRD scans of the grown QCDs at a) 3.65µm, b)
4.3 µm, c) 4.3b µm, and d) 5.5 µm. In a) and b) the peaks are labeled for clarity. SL0
is the 0th-order superlattice peak and the higher orders are labeled with progressing
numbers. AR is the active region of the QCD.
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a) b) c) d)

(224) Reciprocal space maps Log10

Figure 4.19: (2 2 4) reciprocal space maps of the grown QCDs at a) 3.65µm,
b) 4.3µm, c) 4.3bµm, and d) 5.5µm. All samples show straight vertical intensity
contours, indicating fully strain-compensated structures. No interface roughness-, or
growth fluctuations related broadening of the intensity maxima is apparent. Mosaic
spread, which would result in a tilt of the intensity maxima is also not observed.

resulting in a tilt of the intensity maxima is observed. The performed scans each

needed 15 h each, still, the resolution is limited because slices in reciprocal space

were measured. The observed contour pattern is attributed to image processing, due

to a not-perfect grid in the reciprocal space.

The strain balancing or the mismatch of the grown film to the substrate can be

calculated from the mismatch of the zero-th-order SL-peak to the substrate peak.

3.65 µm QCD 4.3 µm QCD 4.3b µm QCD 5.5 µm QCD
SL0 mismatch SL contact 0.0958% 0.1068% 0.1489% 0.1958%
SL0 mismatch active region 0.0958% not resolvable 0.0517% 0.0509%

FWHM grown SL contact/calculation (arcsec) 43.6/77.5 92.8/82.8 62.7/82.8 33.7/79.3
FWHM grown active region/calculation (arcsec) 25.1/20.3 22.1/19.1 22.5/19.1 20.1/17.0

RMS surface roughness (nm) 0.207 0.195 0.214 0.285

Table 4.2: HR-XRD and AFM results of the grown QCD designs. A comparison to
the calculation of the structure is given. The RMS surface roughness is given of a
10×10 µm AFM scan.

Table 4.2 shows the mismatch of the contact SL and the active region zero-th-order

peaks to the GaSb substrate for the grown QCDs. The mismatch was purposefully

moved towards compressive strain (Sb-rich, the left side of the substrate, lower θ)

rather than tensile strain (As-rich), because compressive strain leads to fewer defects

than tensile strain. The contact SL calibrations, with a thickness of 400 nm showed,

excellent strain balancing. The peak moved to Sb-rich (left, lower θ) conditions for

the thicker structure in the final device.
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(nm)a) b)

c) d)

Figure 4.20: 10×10µm AFM scans of the grown QCDs at a) 3.65µm, b) 4.3µm,
c) 4.3b µm, and d) 5.5 µm on GaSb.

From the SL-peaks the FWHM are measured, see table 4.2. For comparison, the

FWHM of the GaSb substrate peak in a (0 0 4) HR-XRD-scan resulted in 20.7 arcsec.

The sharp SL-peaks indicate, sharp interfaces, and low interface diffusion, which is

difficult to achieve with two layers with alternating group V composite, due to the

As-for-Sb exchange.

Fig. 4.20 shows the 10×10 µm AFM scans of the QCDs, in which step-flow growth

is observed. The RMS surface roughness for the devices is given in table 4.2. There

is no tilting between the mismatched layers, which is corroborated by the AFM

measurements not having oriented surface steps, see Fig. 4.20.

4.4.3 Fabrication

The QCDs on GaSb were fabricated into a double-pass 45°-facet geometry, see

section 2.5.3, for the optical characterization. Fig. 4.21 depicts a schematic of the
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a) cleaning b)hardmask deposit c)optical lithography d) etch hardmask

e) rem. photoresistf) etch mesasg)remove hardmaskh)optical lithography

i) sputter Ti/Au j) lift-off k) sputter Ti/Au l) polish 45°

Figure 4.21: Sketches of the device scheme that depict each conducted fabrication
step. The gray layer is the substrate. The blue layer is the active region. The Si3N4

hardmask/passivation is drawn in green. The photoresist is depicted in dark red and
the Ti/Au contacts in yellow.

fabrication process, where a few steps overlap with the fabrication of the top-side

illuminated QCD. For a detailed discussion of those steps refer to section 4.3.4. The

objective of this fabrication process was to use time-proven device geometries. After

a) the cleaning procedure, b) a Si3N4 hardmask was deposited with the PECVD and

in the next step c) defined using optical lithography, where 150×150 µm mesas were

fabricated. The hardmask was dry-etched d) in an ICP-RIE chamber with a CHF3

and O2 process. e) the photoresist was removed, and f) the mesas were defined in the

ICP-RIE chamber using a Cl/Ar- process. This process yielded the desired smooth,

slightly positive sloped sidewalls. Multiple etch steps were needed, while the etch rate

was controlled by a stylus profiler to etch to the desired depth. g) the hardmask was

removed. Next, h) optical lithography was performed for the top contacts. Ti/Au

was deposited i) using sputtering, and j) a lift-off was performed. The bottom contact

was the backside of the substrate, for this k) Ti/Au was deposited in a separate

sputtering step. Next, l), the wafer edge was polished into a 45°-facet.

4.4.4 Optical characterization and analysis of the results

The QCDs were optically characterized with an FTIR and a Globar source, as

described in section 2.6. Because the GaSb substrate is transparent in the desired

absorption range of the QCDs, the devices were illuminated under an angle of 45°
through a polished bottom facet. This is the standard characterization technique

for QCDs and quantum well infrared photodetectors (QWIPs), which allows the

comparison of these QCDs to literature.

For each of the QCDs, 3–4 devices were measured in ambient conditions. Fig. 4.22

shows the absorption spectra of the measured QCDs. The reproducibility depends on
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0

a) b)

c) d)

Figure 4.22: Responsivity measurements at ambient conditions of 3–5 mesas
150×150 µm in size for each device. The arrow marks the absorption corresponding
to the designed QCD absorption. The broadband signal corresponds to interband
absorptions. The spectra correspond to the following designs: a) 3.65 µm, b) 4.3 µm,
c)4.3b µm, and d)5.5 µm.

the facet quality over the length of the sample. The measured mesas were processed

in a row. The mesas in Fig. 4.22 a) and c) with apparent responsivity deviations

from the other mesas were closest to the sample corner. The peak room temperature

responsivities and detectivities at the designed QCD absorption wavelengths, calcu-

lated with eq. 2.34 of the devices are 10.85mA/W and 1.17×108 Jones for the QCD

at 3.65µm, 12.5mA/W and 3.81×107 Jones for the QCD at 4.3µm, 26.0mA/W

and 1.41×108 Jones for the QCD at 4.3bµm, and 8.3mA/W and 1.73×107 Jones

for the QCD at 5.5µm. The observed photoresponse is at the designed absorption

wavelength for all QCDs and is marked with a black arrow, respectively. The higher

energy signal is a broadband photoresponse due to interband absorption that cuts

off at the GaSb substrate bandgap absorption.

Polarization-dependent measurements were conducted to gain insight into the

nature of the signal at the designed QCD absorption wavelength, see Fig. 4.23. As

discussed in section 2.2.2, intersubband transitions only allow absorption for the

electric field component in the growth direction. Interband absorption also shows a

polarization dependency, but the intensity difference between TE and TM light is

not so prominent [129].

It is striking that the signal at the designed absorption wavelength is not vanishing

for either polarization, although it is losing intensity with light polarized perpendicular

to the growth direction. From the responsivity measurements with an unpolarized
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a) b)

c) d)

Figure 4.23: Polarization dependent photocurrent measurements for the designs:
a) 3.65µm, b) 4.3µm, c)4.3bµm, and d)5.5µm. It is apparent that the absorption
attributed to the QCD signal does not completely disappear with the TE polarized
light, but becomes lower in intensity and changes form. This indicates that the QCD
signals are mixed with an interband absorption.

source, see Fig. 4.22 and the TM polarized spectra, the percentage of the intersubband

QCD signal can be calculated. With this peak room temperature responsivity, purely

attributed to the QCD intersubband transition is 8.02mA/W for the QCD at

3.65 µm, 8.75mA/W for the QCD at 4.3 µm, 16.12mA/W for the QCD at 4.3b µm,

and 5.89mA/W for the QCD at 5.5 µm.

Additionally, it is striking, that the shape of the entire spectrum changes depend-

ing on the polarization. This is attributed to the competition between the QCD

intersubband and the interband absorptions. The exact mechanisms are a subject of

further research.

In the following, it is attempted to explain the obtained spectra with the help of

the band structures, see Fig 4.24. As noted in section 4.3.1, a type-II band structure

alignment is observed for the InAs/AlSb material system, where the band gap

between the AlSb valence band and the InAs conduction band is 0.14 eV, which

corresponds to a low energy separation, corresponding to the mid-infrared spectral

region. Interestingly, the cut-on of the interband signal, marked with a black arrow

in Fig. 4.24 a) corresponds to the energy separation of the lowest ground state in

the InAs conduction band to the AlSb valence band, see also the black arrow in

Fig. 4.24 b). It is expected that interband absorption occurs over the entire extractor

of the QCD extractor, see grey arrows in Fig. 4.24 b). The shoulder in the interband

signal, marked with a green arrow, corresponds to the transition involving the lowest
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Figure 4.24: The absorption spectrum of the QCD designs is explained with the
help of the design at 4.3b µm a). It is compared to its band structure design b). The
arrows indicate the corresponding absorption energies from the spectrum in the band
structure design. The cut-on (black arrow) of the pure interband signal occurs at
the energy corresponding to the energy separation of the AlSb valence band states
to the InAs ground state in the widest well, being the smallest energy separation
for an interband transition. The green and blue arrows correspond to the lowest
and highest transition in the extractor. The orange arrow marks possible transition
energies due to the contact superlattice. The black vertical line marks the cut-off
due to the GaSb substrate absorption.
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Figure 4.25: I-V measurements in illuminated conditions of the grown QCD designs
on GaSb: 3.65 µm, 4.3 µm, 4.3b µm, and 5.5 µm.

extractor ground state. The smaller peak in the spectrum, which is marked with a

blue and orange arrow, corresponds to a transition involving the highest extractor

state but also to the separation energy of the ground states in the contact superlattice

to the AlSb valence band states. Due to the formed miniband in the AlSb valence
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band, the transition energies are expected to broaden.

The observed cut-off in the spectra is attributed to the onset of the GaSb substrate

absorption, marked by a black vertical line in Fig. 4.24, as well as the already low

intensity of the Globar in this region. It is important to note that the used ZnSe

lenses are optimized for the mid-infrared spectral region.

Fig. 4.25 depicts the I-V characteristics measured in illuminated conditions of the

detectors. The difference in current corresponds to the difference in the width of the

doped optical well.

Engineering the absorption spectrum

By knowing the origin of the broadband interband signal, engineering the absorption

through the modification of the layer thicknesses is possible. For example, making

the barriers around the optical transition well thinner moves the valence band states

in the AlSb layers down, and thus the cut-on of the broadband interband signal to

higher energies. For the QCD design at 4.3b µm, the barrier before the optical well

was thinned from 1.8 nm to 1.5 nm, which is a minor change, due to the already thin

barriers and the increased splitting of the states in the wells, but it should break up

the valence band miniband a little bit. The resulting absorption spectrum is plotted

in Fig. 4.24. When compared to the original structure, only the interband signal

changed in width. At this time it is not clear if the change in barrier width is the

only source of the change in the spectrum, as this is a topic of further research.

Bias dependent measurements

With the origin of the broadband interband signal in mind, it was found of interest

to perform bias-dependent measurements, because no preferred direction of carrier

flow in the valence band miniband in the band structures is visible.

Measurements with applied biases in the range of -0.03– +0.03V with 0.01V steps

were performed, see Fig. 4.26. While the location of the signal at the designed QCD

absorption wavelength does not change, there is a strong dependency on the bias for

the broadband interband signal spectrum. The intensity increases for positive biases

(also the QCD signal) and the absorption spectrum changes for negative biases. In

Fig. 4.26 it is observed that by applying the correct negative bias, the broadband

interband signal can be moved away from the QCD signal, where positive biases do

not change the shape of the spectrum significantly but rather increase the intensity.
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a) b)

c) d)

e) f)

g) h)

Figure 4.26: Bias-dependent photocurrent measurements at ambient conditions.
Measurements of the designs at positive: a), c), e), and g) and negative voltages: b),
d), f), and h) of the QCD designs at: a), b) 3.65µm, c), d) 4.3µm, e), f) 4.3bµm,
and g), h) 5.5µm. It is apparent that while with positive voltages the intensity of
the spectrum increases, with negative voltages the interband spectrum changes and
can be moved away from the QCD signal.
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Comparison to InAs/AlAs0.16Sb0.84 QCDs grown on InAs

Earlier in this chapter an InAs/AlAs0.16Sb0.84 QCD at 2.7 µm was discussed. Fig. 4.9

b) shows the full absorption spectrum, revealing that this QCD also exhibits a

broadband interband absorption. In contrast to the QCDs on GaSb, the absorption

at 2.7 µm purely corresponds to an intersubband signal, see Fig. 4.11. Similar to the

QCDs grown on GaSb, the cut-on of the broadband interband signal corresponds

to the lowest interband transition in the band structure and ends with the highest

transition in the extractor.

In earlier work, an InAs/AlAs0.16Sb0.84 QCD on an InAs substrate was designed

and characterized [80]. Although it detects at a similar wavelength as the QCDs

designed on GaSb in this work, namely 4.84µm, the signal corresponds only to an

intersubband transition without an interband signal. In the case of this QCD, the

broadband intersubband absorption was partly blocked by the InAs substrate but is

still perceptible in unpublished measurements [128].

The common factor of those two QCDs grown on InAs ( 2.7µm and 4.84µm) is

that they are designed with thicker barriers. This reduces the extraction efficiency,

as discussed in section 4.4.1, but also increases the carrier confinement, and decreases

the level splitting, thus producing less broadening in the absorption spectrum. This

could be a possible reason why the interband absorption is more separated from the

QCD signal.
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CHAPTER 5

Anomalous temperature effect in low-doped weakly-coupled

superlattices

The focus of this chapter is to discuss an anomalous temperature effect occurring in

superlattices similarly low-doped as THz quantum cascade lasers (QCLs) and discuss

what these results mean for the contact layer design of THz QCLs. Superlattices

were one of the first heterostructures to be studied after the development of MBEs

in the 1970s [130]. Theoreticians predicted interesting properties, such as Bloch

oscillations [131] and Wannier Stark ladders [44]. Initial efforts were dedicated to the

experimental observation of these theoretical predictions. Soon enough, superlattices

were divided into weakly- and strongly-coupled, based on if their wavefunctions only

extend to the neighboring well or over multiple wells. This chapter concentrates on

the former. A thorough review of the properties of weakly and strongly coupled

superlattices can be found in Ref. [47]. The results presented in this chapter are

mostly based on the manuscript submitted for publication [132].

5.1 Motivation

Recent work on 3-well THz QCLs (see section 2.13) showed that an increase in the

energy separation of the ground and first excited state in the extractor well can

enhance the temperature performance, while up to that point, the longitudinal

optical (LO)-phonon energy of the well material (for GaAs: 36meV) was utilized for

fast transitions [133]. With increased energy separation thermal backfilling is reduced,

while the depopulation of the lower laser state is still sufficient to generate population
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inversion [134–136]. Based on the results of an optimized structure published in [134]

that operated in a thermoelectric cooler setup [137], because it was lasing up to

196K, a 3-well THz QCL with an energy separation in the extractor well of 42meV

was grown, see Fig. 5.1 b) for the band structure. This QCL had a rather low sheet

doping of 1.4×1010 cm−2 compared to conventional THz QCLs (≈ 3×1010 cm−2). In

Fig. 5.1 the temperature-dependent threshold current density Jth is plotted over the

temperature. Typically the temperature dependency of Jth follows an exponential

increase [14], which can be fitted with the equation:

Jth(T ) = J0exp(T/T0) (5.1)

Where J0 is the current density at T0, and T0 the characteristic temperature, which

is extracted from the fit. In Fig. 5.1 a) on the other hand Jth shows an anomalous

decrease between 80–100K.

A known effect that leads to a 1/T reduction of conductivity with increasing

temperature is thermal saturation [48, 138]. This effect occurs for low doping when

the miniband width ∆ of the superlattice is ∆ < kBT . The theory is described by

the Boltzmann transport equation and holds for single bands, which is not the case

for the THz QCL or the superlattice structures studied in the following. A reduction

of current density with increasing temperature was also reported in [139, 140].

In the following, the anomalous temperature effect, observed for the THz QCL

is further investigated with various weakly coupled superlattice structures. These

structures utilize the same carrier transport mechanism as THz QCLs, namely

sequential resonant tunneling. Performing this study with superlattice structures

has two major benefits: Since superlattice structures have been investigated since

the 1970s a vast knowledge of their properties exists in literature. Second, due to

their easier structure, they are easier to interpret. With these superlattices, it can

be investigated if this anomalous decrease of Jth observed for some THz QCLs is of

transport-dependent nature or is resulting from defects or impurities. The goal of this

study is a further design improvement of THz QCLs due to a deeper understanding

of their carrier transport. To be able to compare the grown superlattice structures

with THz QCLs, the superlattices have contact layers identical to conventional THz

QCLs, and the same fabrication techniques for the finished devices were used (eg.

double-metal (DM) contacts). Most importantly, the superlattices were doped in the

same order of magnitude as conventional THz QCLs, for which the doping is in the

3–5×1010 cm−2. Although superlattices were extensively studied, there is a lack of

publications for similarly low-doped superlattices as THz QCLs.
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Figure 5.1: a) The threshold current density Jth and maximum current density Jmax

of a three well THz QCL fabricated with DM Au-Au contacts are plotted versus the
temperature. It is apparent that with an increasing temperature Jth first decreases
before it shows the expected exponential increase. The dynamic range of the laser
Jmax − Jth at each temperature of the THz QCL can be calculated. Figure adapted
from [132]. b) The band structure of the three-well THz QCL is shown. The red
arrow indicates the optical active wells.

5.2 Grown structures and experimental method

Over the period of this Ph.D. three batches (B1, B2, B3) of weakly-coupled

Al0.24Ga0.76As/GaAs superlattice structures were grown by molecular beam epitaxy

(MBE), spread over three growth campaigns, see table 5.1 for a detailed summary.

Well (nm) Si:GaAs Top/Bottom Anomalous
Sample ∆E (meV)

GaAs Si:GaAs GaAs
AlGaAs (nm) Doping (cm−3)

Contact (nm) & Doping (cm−3)
Contact

Temp. Effect
B1S1 32 4.0 5.0 10.35 4.2 2 ×1016 100 / 100 & 5 ×1018 Ti/Au DM no
B1S2 36 3.5 5.0 9.5 4.5 2 ×1016 100 / 100 & 5 ×1018 Ti/Au DM yes
B1S3 40 3.0 5.0 8.85 4.8 2 ×1016 100 / 100 & 5 ×1018 Ti/Au DM yes
B1S4 44 2.5 5.0 8.35 5.05 2 ×1016 100 /100 & 5 ×1018 Ti/Au DM yes
B1S5 48 2.0 5.0 8.0 5.25 2 ×1016 100 / 100 & 5 ×1018 Ti/Au DM yes
B2S1 44 2.5 5.0 8.35 5.05 2 ×1016 100 / 250 & 5 ×1018 Ge/Au/Ni/Au yes
B2S2 44 2.5 5.0 8.35 3.5 2 ×1016 100 / 250 & 5 ×1018 Ge/Au/Ni/Au no
B2S3 44 2.5 5.0 8.35 5.05 4 ×1016 100 / 250 & 5 ×1018 Ge/Au/Ni/Au no
B2S4 44 2.5 5.0 8.35 4.3 2 ×1016 100 / 250 & 5 ×1018 Ge/Au/Ni/Au yes
B3S1 36 3.5 5.0 9.5 4.5 2 ×1016 100 / 250 & 5 ×1018 Ti/Au no
B3S2 36 3.5 5.0 9.5 4.5 (35% Al) 2 ×1016 100 / 250 & 5 ×1018 Ti/Au yes
B3S3 36 2.0 5.0 11.0 4.5 2 ×1016 100 / 250 & 5 ×1018 Ti/Au no
B3S4 36 5.0 5.0 8.0 4.5 2 ×1016 100 / 250 & 5 ×1018 Ti/Au no
B3S5 36 3.5 5.0 9.5 4.5 1 ×1016 100 / 250 & 5 ×1018 Ti/Au yes
B3S6 44 2.5 5.0 8.35 5.05 2 ×1016 100 / 250 & 5 ×1018 Ti/Au yes
B3S6b 44 2.5 5.0 8.35 5.05 2 ×1016 100 / 250 & 5 ×1018 Ge/Au/Ni/Au yes

100, 50 / 50, 100 &
B3S7 44 2.5 5.0 8.35 5.05 2×1016

5 ×1018, 5 ×1017
Ti/Au no

Table 5.1: Detailed summary of the grown superlattice structures and the grown/pro-
cessed contacts. For each structure, 45 periods of the well and barrier were grown. B
denotes batch and MBE growth campaign number. The well widths are listed from
left to right in the growth direction. The table is adapted from the supplemental
material of [132].
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5 Anomalous temperature effect in low-doped weakly-coupled superlattices

Figure 5.2: Three periods of a typical band structure of a superlattice. ∆E is the
energy separation between the ground and the first excited state at the alignment
electrical field. Figure adapted from [132].

One period of the superlattices consists of one well and one barrier. A total of 45

periods were grown between highly doped contact layers for all grown samples. The

used GaAs substrate (semi-insulating or highly doped), the thickness and doping

of the contact layers, and the fabricated contacts (Au-Au DM: Schottky barrier,

or Ge/Au/Ni/Au: ohmic contact) varied per batch. Therefore, a reference sample

of a previous batch was regrown as a part of each new batch. Within a batch,

the well and barrier thicknesses, the doping concentration, the dopant position,

and the grown contact layers were additionally varied. Like this, a thorough study

could be conducted. Fig.5.2 depicts three periods of a typical band structure of the

superlattice samples, ∆E is the energy separation of ground and first excited state

at the alignment electrical field. A 5 nm thick layer in each quantum well is doped.

All superlattice structures were fabricated into 150×150µm mesas by reactive ion

etching using SiCH4 yielding vertical, slightly positively sloped sidewalls.

In the first batch B1 five structures were grown, where the GaAs well thickness

was varied. The variation of the well thickness modifies the energy difference between

the ground and the first excited electron state in the quantum well. The energy

difference ∆E between the first two energy levels at the alignment electrical field

is varied between 32–48meV. This range includes the GaAs LO phonon energy of

36meV. The barrier thicknesses were varied to match an energy splitting of 1.1meV

for states in neighboring wells at the alignment electrical field. These structures

were grown to study the effect of level separation on the current transport. The

superlattices of B1 were grown between 100 nm-thick GaAs contact layers doped

5×1018 cm−3 (5×1013 cm−2) on semi-insulating GaAs substrates (carrier concen-
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tration: 6.5×106 cm−3). The grown devices were fabricated in the double metal

configuration with Ti/Au contacts (top: 10/400 nm bottom: 10/1800 nm) that form

a Schottky barrier with GaAs.

For the second batch (B2) four structures were grown. This time the barrier

width and the doping were varied, while the well width and therefore ∆E was kept

a constant ∆E= 44meV. This was done to study the current transport in terms

of tunneling efficiency. The structures were grown between 5×1018 cm−3 doped

GaAs contact layers (top: 100 nm, bottom: 250 nm) on 2.8×1018 cm−3 n-plus GaAs

substrates. For B2 ohmic contacts were fabricated with evaporated Ge/Au/Ni/Au

(15/30/14/330 nm), which were then rapidly thermally annealed to 440 °C for 30 s.

The bottom contact was fabricated on the backside of the substrate.

For the third batch (B3) five structures were grown, ∆E was either 36 or 44meV.

This time the doping, the dopant position, and the contact layers were varied. The

doping positions was varied to gain insight of possible effects due to Si diffusion into

the barriers. The contact layers were varied to gain insight to their influence on the

current transport of the superlattice structure. The grown devices were fabricated

with Ti/Au contacts (10/360 nm), with the bottom contact being on the backside of

the 2.8×1018 cm−3 n-plus GaAs substrate.

To characterize the transport behavior of the grown superlattices, temperature-

dependent current-voltage (I-V) characteristics in dark and in some cases also in light

conditions were recorded. For this, the temperature was varied in 5K steps between

5–140K and up to room temperature in 20K steps. Four-point measurements were

taken with a Keithley Model 2450 SourceMeter source meter unit (SMU) and a

Keithley Model DAQ6510 data acquisition system in a closed-cycle He cryostat. The

temperature was controlled with a LakeShore 335 temperature controller.

5.3 Results

In the following, the observed effects of the temperature-dependent I-V measurements

are discussed.

5.3.1 Plateau formation and negative differential resistance

segments

Fig.5.3 shows a typical I-V measurement of a superlattice structure, which was

measured to a current compliance of ± 250mA at a voltage of approx. ±5V,

depending on the temperature.
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5 Anomalous temperature effect in low-doped weakly-coupled superlattices

Figure 5.3: Three periods of a typical band structure of a superlattice. ∆E is the
energy separation between the ground and the first excited state at the alignment
electrical field. Figure adapted from [132].

The I-V curve is symmetric for positive and negative voltages. It exhibits plateaus,

which are encircled for the positive current direction. Additionally, equally spaced

negative differential resistance (NDR) segments occur in the superlattice samples of

B1 for the structures with ∆E≥ 36meV, see Fig.5.4.

This effect is explained by the formation of a high and low electric field domain in

[45, 46], which are separated by a charge accumulation layer [141, 142]. It can be

understood as follows: When applying an electric field to a superlattice by applying

a bias, the structure does not homogeneously adapt to the electric field but a low

and high electric field domain forms, which moves along the superlattice when the

electric field increases. This leads to a sequential alignment of the ground state of

one well to the first excited state of its neighboring well, as the domain boundary,

being a charge accumulation layer, moves along the superlattice structure.

From this effect, several conclusions can be made. Due to the sequential alignment

of the wells one after each other and the charge accumulation layer at the domain

boundary, the number of NDR segments in the plateau approximately corresponds to

the number of grown periods. The separation of the ground state to the first excited

state at the given voltage can be calculated from the voltage distance of the NDR

segments to one another. This separation additionally gives the electric field change

at the domain boundary, and from that the charge density at the domain boundary

can be calculated using the Poisson equation [142]. The fluctuations in doping can

be calculated from the variation in amplitude of the NDR oscillations [142].

The second plateau at higher current and voltage observed in Fig.5.3 is occurring

due to the sequential alignment of the first excited state to the second excited state
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Figure 5.4: Comparison of samples of batch 1 with different ∆E. Zoom-in on
the first plateau for the structures B1S1, B1S2, B1S3, B1S4, and B1S5. Equally
spaced NDR segments are visible, as well as an inflection point in the average current
in the plateau over the temperature. Batch 1 was processed in the double metal
configuration and designed with increasing ∆E (∆E= 32–48meV). The I-Vs are
measured in temperature steps of 5K from 5–140K. For the color scale please refer
to Fig.5.3. Data from [132].

in two neighboring quantum wells.

Therefore, the voltage range between the two plateaus corresponds to the dynamic

range of the designed superlattice structure, which marks the voltage range between

the alignment to the misalignment of the first wells.

5.3.2 Observation of an anomalous temperature effect with

increasing ∆E

An observation made in the initial batch B1 is that the structures with ∆E≥ 36meV,

like the THz QCL in the motivation, show the unexpected temperature-dependent

behavior of the current-flow through the superlattice, see Fig.5.4. The current

measured at the first plateau initially decreases with increasing temperature starting

from 5K until it reaches a minimum between 75–110K depending on the structure

before it increases again with elevating temperature. It is also striking that the

temperature where the minimum is reached increases with increasing ∆E.

Based on these observations the anomalous temperature effect was further investi-

gated in this work with the help of the superlattice structures grown in the batches

B2 and B3.
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Figure 5.5: Arrhenius plot of the average current at the first plateau of the samples
of B1 plotted over the temperature. The solid lines correspond to the fits, where
each fit was performed with three energies by adding three lines.

5.3.3 Defect or impurity relation and I-V measurements bright

conditions

The initial effort was dedicated to finding out if the observation was defect or impurity

related because traps and impurities usually have a temperature-dependent activation

energy [94].

For this reason, Arrhenius plots were made, see Fig.5.5. The curves for each sample

can be fitted with three lines, each corresponding to different activation energies, see

table 5.2, attributed to the following:

Ea matches closely to the energy from the ground state to the conduction band

offset (CBO) edge of GaAs/Al0.24Ga0.76As minus the energy of the first excited state

of approx. 174meV. The second activation energy Eb matches the LO-phonon energy

of GaAs being 36meV. The third activation energy Ec is negative and it is attributed

to the activation energy causing the anomalous temperature effect. This would
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Sample ∆E (meV) Ea (meV) Eb (meV) Ec (meV)
B1S2 36 159.78 38.02 -1.64
B1S3 40 172.35 39.50 -2.46
B1S4 44 156.95 38.64 -3.69
B1S5 48 146.01 39.64 -3.64

Table 5.2: The activation energies corresponding to the fits of Fig.5.5 are given for
every sample.
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Figure 5.6: a) Temperature dependent I-V measurement of B3S4b in dark conditions
processed with ohmic contacts. b) Measurement performed in bright conditions.
During the I-V measurements, a red LED was turned on. It is apparent that there is
almost no visible change between the two measurements.

correspond to a shallow acceptor, but in the literature search, no fitting energies were

found. Common energies of GaAs traps can be found in [94]. As for the barriers,

the AlGaAs barriers with an Al fraction of 0.2 ≥ x ≥ 0.4 are known to generate

donor-complex (DX) centers, which form as a result of Si dopant diffusion from the

GaAs wells to the AlGaAs [143], see section 3.3.2. DX centers have an activation

energy of around 135meV and are frozen out below 150K [94].

Any form of trap could also be activated with energy in the form of light, therefore

I-V measurements in bright conditions with a red LED were performed on B3S4b

with ohmic contacts, see Fig.5.6. If the anomalous temperature effect was trap or

impurity related one would expect a decrease of the temperature where the lowest

current is occurring or a complete disappearance of the effect, which is not the case.

Instead, there is almost no difference visible between the dark and light measurements.

At 10K the light measurement has a current increase of 0.8% in the first plateau

compared to the dark measurement.
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h= 5.05 nm h= 4.3 nm h= 3.5 nm

Figure 5.7: Comparison of samples of batch 2 with different barrier widths. Zoom-
in on the first plateau for the structures B2S1, B2S3, and B2S4. B2S3 and B2S4
were grown with declining barrier thicknesses of 4.3 nm and 3.5 nm respectively. The
I-Vs are measured in temperature steps of 5K from 5–140K. For the color scale
please refer to Fig.5.3. Data partly from [132].

5.3.4 Effects of barrier thicknesses and barrier height

In the samples of B2, the barrier thickness was varied, additionally, the samples

were processed with ohmic contacts in contrast to the double-metal Ti-Au Schottky

contacts of B1, see section 5.2, to investigate the influence of the fabricated contacts.

Fig.5.7 a) depicts a regrowth of B1S4 as a reference. Fig.5.7 b) and c) show the

same design with a decreased barrier thickness of 4.3 nm (B2S4) and 3.5 nm (B2S2).

B2S4 is moved to higher currents compared to B2S1, but the plateau shape and the

temperature inflection are comparable. This changes for B2S2 where the temperature

inflection effect is completely gone. Consistently with the even thinner barriers the

plateau moves to even higher currents, the plateau is deformed, and the second

plateau disappears in the I-V. This indicates less carrier confinement in the structure,

but the occurrence of the plateau indicates that a high and low electric field domain

still exists [141].

Note, that also in B1 the barrier thicknesses are varying from 4.2 nm for B1S1

with ∆E= 32meV to 5.25 nm for B1S5 with ∆E= 48meV. This is done to match

the energy splitting to 1.1meV for all structures of B1. Because B2S2 with 4.3 nm

barriers shows the same anomalous temperature effect as B2S1 with a barrier width

of 5.05 nm, we believe that the variation in barrier width of the samples of B1 can

be neglected.

Fig.5.8 shows the temperature-dependent I-V measurement of B3S6 with ∆E=

36meV and 35% Al in the barriers instead of 24% Al, while the well and barrier
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Figure 5.8: Zoom-in on the first plateau for the structure B3S2. It is a regrowth
of B3S1 with 35%Al instead of 24%Al. The I-Vs are measured in temperature steps
of 5K from 5–140K. For the color scale please refer to Fig.5.3.

thicknesses stayed the same. In comparison to Fig.5.4 b) the anomalous temperature

effect increased.

5.3.5 Effects of the dopant position inside the well

In batch B3 the dopant position inside the well was varied, while the thickness of

the well and barrier material stayed constant. This was done to investigate effects

from possible dopant diffusion into the AlGaAs barriers that then could generate

DX centers, as discussed in subsection 5.3.3.

Again, a reference regrowth of B1S2 was grown (B3S1) this time with Ti-Au

fabricated contacts, where the bottom contact is at the back side of the n+ doped

GaAs substrate. Note, that B3S1 does not exhibit an anomalous temperature effect,

this is in contrast to its reference B1S2 where the anomalous temperature effect

just starts to emerge. This can be attributed to slight growth deviations or the

difference in growth campaigns and is the reason why the reference structures are

grown. Then for B3S3, the dopant position was moved closer to the left barrier (in

growth direction - from 3.5 nm to 2.0 nm away). For B3S4 the dopant position was

moved further away from the left barrier (in growth direction - from 3.5 nm to 5 nm

away). The temperature-dependent I-V measurements are plotted in Fig.5.9. It is

apparent that when moving the dopant position to the left the initial peak increases

in amplitude, while it decreases when the dopant position is moved to the right.

However, there is no influence on the anomalous temperature effect and also no on

the plateau formation.

Note, that the dopant position also varies for the samples of B1, see Fig. 5.4. With
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Δx= 3.5 nm Δx= 2.0 nm Δx= 5.0 nm 

Figure 5.9: Comparison of samples with different dopant position inside the well.
Zoom-in on the first plateau for the structures B3S1, B3S3, and B3S4, with ∆E=
36meV. For B3S3 and B3S4 the dopant position inside the well was moved from
3.5 nm from the left barrier in the growth direction to 2.0 nm and 5.0 nm away
respectively. The I-Vs are measured in temperature steps of 5K from 5–140K. For
the color scale please refer to Fig.5.3. Data partly from [132].

increasing ∆E the dopant position is increasingly closer to the barrier grown before,

compare table 5.1. The same effect of the increased amplitude of the initial peak is

observed.

5.3.6 Effects of doping concentration

For sample B2S3 and sample B3S5, the doping concentration within the 5 nm doped

region inside the well was varied. Excluding the doping concentration, B2S3 is a

regrowth of B1S4 with ∆E= 44meV, which showed the anomalous temperature

effect. Except for the doping, B3S5 is a regrowth of B3S1 with ∆E= 36meV, which

did not show an anomalous temperature effect. For B2S3 the doping was doubled to

4×1016 cm−3 and for B3S5 it was halved to 1×1016 cm−3. The results are plotted in

Fig.5.10. Fig.5.10 a) shows the temperature-dependent I-V curves of B3S5 where the

doping was halved. When comparing it to its reference regrowth B3S1, see Fig.5.9 a)

it is apparent that the anomalous temperature effect is now observed, while it was

not before in B3S1. When doubling the doping in B2S3 the anomalous temperature

disappears in comparison to the reference B2S1, see Fig. 5.7 b). On the other hand,

the NDR segments indicating a charge accumulation layer at the boundary between

high- and low-field domain increase in amplitude.

Note, that the NDR segments in the second plateau are prominent and strong

confinement is visible, which is not observed in any other structure. A further effect
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Figure 5.10: Comparison of structures with different amounts of doping inside
the well. Zoom-in on the first plateau for the structures B3S5 (∆E= 36meV), and
B2S3 (∆E= 44meV), where the doping was halved and doubled from the initial,
respectively. Note, that initial growths of structures with ∆E= 36meV did not show
an anomalous temperature effect, but structures with ∆E= 44meV did. a) has
half the doping (1×1016 cm−3) NDR segments and an initial anomalous temperature
effect are visible, while it is not visible for b) with double the doping 4×1016 cm−3.
Instead, the NDR segments increase in amplitude, even for the second plateau in
the inset, where strong confinement is still visible, which is not the case for a). For
the color scale please refer to Fig.5.3. Data partly from [132].

113



5 Anomalous temperature effect in low-doped weakly-coupled superlattices

0.4 0.6 0.8 1.0 1.2 1.4

Voltage (V)

5.0

5.2

5.4

5.6

5.8

6.0

6.2

6.4

C
u
rr

e
n
t 

(m
A

)

a)

B3S6

0.4 0.6 0.8 1.0 1.2 1.4

Voltage (V)

3.6

3.8

4.0

4.2

4.4

4.6

4.8

5.0

C
u
rr

e
n
t 

(m
A

)

b)

B3S7

Figure 5.11: Comparison of samples with different contact layers. a) is the reference
regrowth B3S6 of the ∆E= 44meV structure B1S4 with 100 nm top and 250 nm
bottom contacts doped 5×1018 cm−3. b) B3S7 is also a regrowth of B1S4, but 50 nm
spacer layers doped 5×1017 cm−3 were included between the 100 nm thick 5×1018 cm−3

doped top and bottom contact and the low doped superlattice. Including the spacer
layers results in a significant reduction of the anomalous temperature effect. Data
partly from [132].

is an increase in the amplitude of the initial peak at the first plateau.

5.3.7 Effects of grown contact layers

The grown contact layer thickness varied between 100 – 250 nm for the different

batches, the thicknesses also varied between the bottom and top contact, but the

contact layer doping stayed the same at 5×1018 cm−3. For the last sample of batch 3,

B3S7, lower doped spacer layers (5×1017 cm−3, 50 nm thick) were included between

the highly doped contact layers (5×1018 cm−3, 100 nm thick) and the superlattice.

Additionally, a reference regrowth of B1S4 was grown, namely B3S6, which exhibits

the anomalous temperature effect as expected from previous results, see Fig. 5.11 a).

The results for B3S7 are plotted in Fig.5.11 b). It is visible that in comparison to

its reference B3S6, the anomalous temperature effect significantly decreases. The

current at the first plateau remains constant below 100K, before it increases with

temperature, so there is no inflection point. The NDR segments are still present.

5.3.8 Summary of the experimental results

The systematic experimental study of the superlattice structures is summarized.

From the comparison of the reference regrowths, which were done as the first sample

of every subsequent batch it can be concluded that the anomalous temperature effect
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and its inflection point do not depend on the fabricated contact (Schottky contact or

ohmic contact). Furthermore, there is no effect from moving the dopant position in

the well closer or further away from the previously grown barrier, see Fig. 5.9. This

means that in the temperature-dependent I-V curves there was further no evidence

of the formation of DX centers, which form due to dopant diffusion into the AlGaAs

barriers. Bright temperature-dependent I-V measurements, see Fig. 5.6, where the

cryostat was illuminated with a red LED during the measurements did not alter the

anomalous temperature effect, indicating that the anomalous temperature effect does

not occur due to some form of temperature activated trap or impurity. Furthermore,

Arrhenius plots, see Fig. 5.5 yielded an in comparison to GaAs traps in literature

smaller activation energy, which also excludes traps being the cause.

What affects the anomalous temperature effect is ∆E, as observed for the samples

of B1, see Fig.5.4. The inflection point of the anomalous temperature effect shifts to

higher temperatures with increasing ∆E. The anomalous temperature effect is also

affected by the doping concentration in the wells. The effect increases when reducing

the doping (1×1016 cm−3), see Fig.5.10 a), and it disappears for higher doping in the

wells (> 2×1016 cm−3), see Fig.5.10 b). In the latter case, the NDR segments strongly

increase in amplitude. Additionally, the anomalous temperature effect disappears

below a certain barrier thickness, see Fig. 5.7 c), but it is significantly increases when

increasing the Al content in the barriers, see Fig. 5.8. This can be understood by

the reduced/ increased carrier confinement of the structure. This is supported by

the second plateau disappearing in the structure with thinner barriers, see Fig. 5.7

c). Furthermore, the anomalous temperature effect is significantly reduced with

the inclusion of low-doped spacer layers between the highly-doped contacts and the

low-doped superlattice, see Fig. 5.11. This points out that the cause of the anomalous

temperature effect cannot be intrinsic to the superlattice.

These results highlight that the anomalous temperature effect is clearly dependent

on the available carriers in the structure as well as the grown contact layers. As

discussed before, the cause does not lie in traps, but the results strongly point towards

band bending effects due to the high difference in doping between the highly doped

contact layers and the low doped superlattice. Because of this, Schrödinger-Poisson

simulations using CLAUS (a group-intern simulation tool) and multi-scattering

Büttiker (MSB) simulations from the nextnano software [144] are conducted in the

following.
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5 Anomalous temperature effect in low-doped weakly-coupled superlattices

Figure 5.12: Typical MSB simulation of a reference superlattice structure with 22
periods at 0V bias.

5.4 Multi-scattering Büttiker (MSB) simulations

To gain an understanding of the temperature-dependent mechanics of the anomalous

temperature effect, MSB simulations were conducted. This simulation tool is explic-

itly developed for calculating the transport in QCLs and resonant tunneling diodes

by the company nextnano GmbH and is included in the nextnano software [144].

5.4.1 Introduction

MSB simulations use a generalized Büttiker probe model [145, 146], which takes

individual scattering mechanisms such as LO- phonon, acoustic- phonon as well

as interface roughness scattering into account. The model is fed by self-energies

derived from the nonequilibrium Green’s function method but sidesteps in the self-

consistent calculation of lesser self-energies, which are replaced by a quasi-equilibrium

expression. This makes MSB simulations orders of magnitudes more efficient than

the fully self-consistent non-equilibrium Green’s functions (NEGF) method [147]. A

detailed discussion of this model goes over the scope of this chapter, the reader is

referred to [148]. The effectiveness of this model (especially important due to the

limited simulation-power capacity during the time these simulations were conducted)

but still including relevant mechanisms are the main reasons why this simulation

tool was employed.

Representative structures were simulated using the nextnano MSB simulation tool

to make the simulation time more feasible. Simulations were performed with 22

periods (instead of 45) of the superlattice structure between 50 nm thick 5×1018 cm−3

doped contacts (for the real grown thickness, please refer to table 5.1.). The doping
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5.4 Multi-scattering Büttiker (MSB) simulations

Figure 5.13: MSB simulations performed at 150K and a bias of 0.2V of an
exemplary superlattice, laid over each other, the band structure plotted in red is the
last simulation, showing a multi-stable regime in the high-field domain.

inside the superlattice has been averaged over the entire well. In Fig. 5.12 a typical

MSB simulation of a superlattice structure at 300K at 0V bias is plotted. Notice

the strong band bending of the superlattice near the highly doped contact layers.

5.4.2 Temperature and bias dependent convergence

The nextnano MSB code consists of a chain of interlinked iterations, which have

to converge separately. The program starts with a self-consistent iteration to cal-

culate the retarded Green’s functions. It proceeds with the calculations of the

Green’s functions and the probe calculation. After this, an inner Poisson iteration

is conducted, from this a corrector factor is calculated, which is referred to as the

outer Poisson iteration. This scheme repeats itself until the outer Poisson iteration

converges or the maximum iteration number is reached, which also accounts for the

inner iterations. Convergence means that a predefined Delta value, set by the user,

is reached. For these simulations, the Delta values were taken from sample files

nextnano provided. There was mostly no problem in the convergence of the retarded

Green’s functions (Delta = 3×10−7 1/nm/eV) and the inner Poisson iterations (Delta

= 3×107 1/cm³) the outer Poisson iteration (Delta = 1×10−4V) had problems to

converge for low temperatures and/or applied bias. The outer Poisson final Delta

was around 1×10−3V for simulations that did not converge.

Fig. 5.13 shows the band structure solution of an exemplary simulation that did not

converge. It is visible that no good convergence was reached in the high-field domain,
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Figure 5.14: Comparison of the band bending of different structures, with and
without applied bias at 50K. The given ∆E corresponds to the energy separation at
alignement bias.

but that the solution oscillated between maximum values while the low-field domain

converged nicely. In literature multistabilities are observed in the I-V measurements,

see [52]. Depending on the starting voltage, different stable current points are reached.

Therefore, it is not clear if the simulation did not converge due to computational

reasons or because multi-stable regimes exists.

5.4.3 Multi-scattering Büttiker (MSB) simulation results

An explanation of the temperature dependency of the anomalous effect can be

given using the MSB simulations. First, a detour has to be taken to determine the

dependency of the observed band bending. For this, simulations of samples with

different barrier widths, ∆E, or applied bias were conducted.

Fig. 5.14 compares the simulated band structure of these samples at 50K. It is

apparent that the initial band bending is independent of the structure because

it mainly depends on the doping difference between the contact layers and the

superlattice. Furthermore, band bending is temperature dependent, due to the

temperature dependency of the carrier distribution. For the biased structure, the

initial band bending is the same, because a low- and high-field domain form, see

section 2.3.2. With increasing bias, the high-field domain moves along the entire

structure. In the I-V, a plateau forms during this process, meaning that the current

stays constant. The initial band bending is unaffected over the length of the plateau in

the I-V, which means that for the understanding of the anomalous temperature effect,

MSB simulations at 0V bias are sufficient. Fig. 5.14 plots a structure with ∆E=

32meV, which does not show the anomalous temperature effect. Nevertheless, this
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structure exhibits the same band bending as structures that do show the anomalous

temperature effect. This result shows that all grown superlattice structures exhibit

the same band bending of the first few periods independent of if the anomalous

temperature effect was observed or not. The answer to the question of what causes

the effect can be found when understanding the temperature dependency.

Fig. 5.15 shows the average current at the first plateau plotted over the temperature

for sample B1S5 with ∆E= 48meV. The current first decreases and shows a minimum

at 110K before it increases again with temperature. MSB simulations at three

temperature points give a possible explanation: At 50K the ground state of the first

well is miss-aligned with the ground state of the second well due to band bending.

The current is limited by this misalignment and decreases as the misalignment

increases due to increasing band bending with increasing temperature. At 90 K the

first excited state of the first well becomes populated and can finally contribute to

the current flow, but it is not perfectly aligned to the ground state of the second well

yet. From this point on, the current increases again with increasing temperature.

Fig. 5.15 shows that the first excited state of the first well is perfectly aligned to the

ground state at 250 K (which is already the case starting from 150 K) and that the

population increased. This understanding gives a possible explanation of why the

anomalous temperature effect is not observed for smaller energy separation like ∆E=

32meV. Here the first excited state of the first well is already perfectly aligned to the

ground state of the next well at a temperature of 50K because the levels are closer

together, see Fig. 5.16. This figure shows the case for ∆E= 32meV in comparison to

∆E= 48meV for two different temperatures.

As noted before, the band bending is dependent on the doping difference and

although it is the trigger for the anomalous temperature effect, it is also present

in samples where no anomalous temperature effect was observed. In these cases,

its effects are overshadowed by less carrier confinement (too thin barriers) or by

the concentration of carriers (double doping in the wells). The simulations also

predict how the band bending can be decreased. Namely, by the inclusion of a low

- or preferably - undoped spacer layer between the highly doped contacts and the

superlattice. Fig. 5.16 f) and g) show the band bending dependency on the spacer

layers for two different temperatures. It is observed that for a 25 nm spacer layer

the first well remains in good alignment with the ground state of the second well

with increasing temperature and thus no reduction in the current flow through the

structure occurs.

Finally, simulations with an applied bias show the formation of a low- and high-field

domain, as predicted in literature, see Fig. 5.17.
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Figure 5.15: Investigation of the temperature dependency of the anomalous
temperature effect. a) Experimental results of the average current at the first plateau
plotted over the temperature for sample B1S5. b)-d) MSB simulations of the band
structure and the carrier distributions for ∆E= 48meV and b) 50K, c) 90K, and
d) 250K. Note, that in b) at 50K the first excited state in the first well is not
occupied, while slight occupation is visible at 90K in c). At d) 250K the first excited
state is fully occupied and perfectly aligned to the ground state of the second well,
which promotes current transport. The simulations in b)–d) fit together with the
experimental results in a).
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Figure 5.16: Investigation of the temperature dependency of structures with
different ∆E and the inclusion of a spacer layer. a) and b) simulation with ∆E=
32meV at 0V, at 20 and 50K. d) and e) show the case for ∆E= 48meV at 20 and
50K. f) and g) show the influence of the inclusion of a 25 nm-thick 5×1017 cm−3

doped spacer layer between the contact layer and the superlattice. The band bending
of the first well is greatly reduced. The temperature influence on the level alignment
decreased between 20 and 50K.

Figure 5.17: MSB simulation of a structure with ∆E= 44meV at 300K with an
applied bias of 0.2V. Note, that a low- and high-field domain form, but the initial
band bending is still present. Also, a slight charge accumulation layer is visible at
the domain boundary.
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5.5 Summary and conclusion

In conclusion, the systematic study of low-doped GaAs/AlGaAs superlattice struc-

tures over three growth campaigns indicates no correlation between the anomalous

temperature effect and the fabricated contacts (Schottky or Ohmic). There is also

no indication of this effect occurring due to traps, impurities, or the diffusion of

the Si dopants into the AlGaAs barriers, which is causing DX centers. On the

other hand, the effect is dependent on the doping concentration, while lower doping

(> 2×1016 cm−3) increases the anomalous temperature effect and higher doping

(4×1016 cm−3) makes it disappear, see Fig.5.10. With the simulation results from

section 5.4 a possible explanation is given by the increased availability of carriers to

overcome the levels misalignment caused by the band bending at the first periods of

the superlattice structure due to three orders of magnitude difference in doping to

the highly doped contact layers. This also strongly increases the charge accumulation

layer at the domain boundary causing an increased amplitude of the NDR segments

occurring at the plateaus. The anomalous temperature effect is also dependent on

the barrier thickness, it disappears for barrier thicknesses ≤ 3.5 nm, due to reduced

carrier confinement, which is also indicated by the absence of NDR segments in the

plateau. Although for both cases the anomalous temperature effect disappears, it

is important to mention, that the band bending does not disappear, but its effects

are overshadowed by the concentration of carriers. Finally, the effect also shows a

strong dependency on the grown contact layers. The simulation results in section 5.4

display strong band bending of the first periods of the superlattice. For this reason,

a lower doped (5×1017 cm−3) spacer layer between the highly doped contact layers

(5×1018 cm−3) was included, which reduces band bending in this region. Indeed the

anomalous temperature effect significantly decreases, see Fig.5.11.

MSB simulations of reference structures with 22 periods of the superlattices

between 50 nm-thick 5×1018 cm−3 doped contacts and an applied bias of 0.2V agree

with the literature with the formation of a low field domain separated by a charge

accumulation layer from a high field domain. Strong band bending of the superlattice

at the contacts is also observed, which agrees with Schrödinger-Poisson simulations

at 0V applied bias.

The temperature dependency of the anomalous temperature effect are explained

with the results from the MSB simulations of section 5.4. Two main effects are

observed from the simulations: The band bending increases with temperature as well

as the population in the excited states. From the experimental results the observation

was made that the inflection point of the anomalous temperature effect correlates

with ∆E, see Fig.5.4. There is no anomalous temperature effect at ∆E= 32meV
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5.5 Summary and conclusion

but starting from ∆E= 36meV the inflection point moves to higher temperatures

with increasing ∆E. The observations from simulations and experiments coalesce in

the following way: The simulations show strong band bending mainly of the first

few quantum wells and especially between the first two quantum wells neighboring

the highly doped contacts. Because the band bending increases with temperature

the states of the first well move down relative to the states in the second quantum

well. Additionally, higher states are more populated with increasing temperatures.

At some point an alignment of the first excited state of the first quantum well occurs

with the ground state of the second quantum well, enabling a more efficient current

transport. The temperature at which this alignment occurs is strongly dependent on

the separation between the ground state and the first excited state, in other words,

∆E. The simulations show that this alignment occurs for a ∆E= 32meV, already

at 50K, while it happens at 150K for a ∆E= 48K, see Fig.5.16. Following these

results, the temperature at the inflection point, where the least current flow occurs,

corresponds to the worst alignment of the states between the first two quantum

wells. The simulations also show that a way to resolve this issue is by including a

low-doped (undoped) spacer layer between the superlattice and the highly doped

contacts, which drastically decreases the band bending. Based on this study the

influence of band bending on the effectiveness of the active region design of THz

QCLs is not negligible and the addition of spacer layers is recommended.
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CHAPTER 6

Conclusions and outlook

This thesis concentrates on zinc-blende III-V semiconductor devices, which are used

for lasers and detectors in the mid-infrared. Over the duration of this Ph.D. thesis,

a multitude of devices were grown with molecular beam epitaxy (MBE), fabricated

in the cleanroom, and characterized in the optical lab. The devices that this thesis

emphasizes are quantum cascade detectors (QCDs), quantum cascade lasers (QCLs),

and basic superlattices.

The beauty of MBE is its diversity in research and industry. Heterostructures, to

study intrinsic material parameters or highly optimized devices can be produced.

New materials can be studied or mature materials can be grown with the utmost

film quality and monolayer precision.

In this thesis, comprehensive research into the design and growth of such devices

is performed. Mature and novel materials were grown and intersubband physics

and novel effects occurring in heterostructures were studied. In particular, QCDs

were expanded to the novel InAs/Al(As)Sb material system, grown on InAs and

GaSb substrates. This material system offers a low effective electron mass, beneficial

for a high optical transition strength and thus increased responsivity, and a large

conduction band offset (CBO), which allows for a wide tunability in the design of the

absorption wavelengths from mid-infrared (MIR) towards the short-infrared. A high

CBO also reduces the noise, benefiting the detectivity. The entire growth process

was optimized to grow high-quality InAs/Al(As)Sb, including the thermal optimal

oxide removal temperature, group-V fluxes, shutter sequences for sharp interfaces,

and eliminating group-V interdiffusion between the InAs/Al(As)Sb layers. QCDs
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were designed and grown with intersubband absorption wavelengths ranging from

2.7–5.5µm, demonstrating the wide range and expanding the application range by

increasing the maturity of short-infrared QCDs. The absorption wavelengths of the

grown devices fit the simulation when using an effective electron mass for InAs of

0.0235m0. This is not the value of 0.026m0, but within the range of values from

literature in reference [126].

On GaSb substrates, InAs/AlSb QCDs were grown strain-balanced, due to the

lattice mismatch and critical film thicknesses of InAs and AlSb on GaSb of approx-

imately 35 nm. InAs and AlSb have opposing strains on GaSb and the necessary

strain balancing ratio of InAs:AlSb is, therefore, approximately 1:1. A design of

a QCD structure with this layer thickness constraint would yield immense losses

in the detector figures of merit. In this thesis, the growth of QCDs was developed

with an InAs:AlSb ratio of 3:1, with the help of sub-monolayer strain-balancing InSb

layers. This gives back the freedom of a lattice-matched material system in device

design and, as a result, optimized QCD designs were grown. Indeed, (224) reciprocal

space map (RSM) high-resolution X-ray diffraction (HR-XRD) scans showed the

achievement of perfectly strain-compensated grown QCD structures. This method

of strain-balancing InAs/AlSb heterostructures could also be extended to other

intersubband devices.

On GaSb substrates four complete QCDs structures were grown, with detection

wavelengths ranging from 3.65–5.5 µm. The room-temperature responsivity measured

in the 45° facet double-pass configuration, attributed to the QCD intersubband

transition ranged from 5.89mA/W for the QCD at 5.5 µm to 16.12mA/W for a QCD

detecting at 4.3 µm. This is compared to the 10mA/W of an optimized QCD design

at 4.3µm grown in the mature InGaAs/InAlAs material system, lattice-matched

to InP [68]. The increase in responsivity for the device grown in the InAs/AlSb

material system is attributed to the lower effective electron mass of this system.

The extension to smaller wavelengths / higher transition energies is not possible

in material systems like lattice-matched InGaAs/InAlAs, due to the magnitude

of the CBO. In the InAs/AlAs0.16Sb0.84 material system lattice-matched to InAs,

a QCD was realized with an absorption energy corresponding to the design of

2.7 µm. This energy lies above the bandgap energy of the InAs substrate of 0.417 eV

(2.97 µm) [25]. Such a device was realized with a sub-wavelength surface diffraction

grating, allowing for top-side illumination, which is usually forbidden for QCDs,

due to the intersubband selection rule, circumventing the strong absorption of the

substrate.

The InAs/Al(As)Sb material system offers a type-II band alignment, where the
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conduction band edge of InAs is below the valence band edge of AlSb. The effective

bandgap for interband transitions from the AlSb valence band to states in the InAs

conduction band, therefore, matches the energy of the near-infrared region and strong

broadband interband signals are observed along with the QCD signal in spectra of

those devices, with a spectral range from 1.2–3µm. These are quite high cut-on

energies in the near-infrared, due to the high ground states in the extraction ladder.

The interband spectral range was influenced by the QCD design and showed a strong

bias dependence, while the QCD signal was not influenced. What is unusual is

that these interband transitions are transitions from a valence-miniband to single

conduction band states in the QCD active region. These near-infrared interband

transitions are only possible in low-bandgap type-II material systems and are possibly

also occurring with higher transition energies and with less efficiency in other material

systems with higher bandgap. With this explanation of the origin of the interband

signal the QCD optical transition needs to take place (except in the last period) to

measure a photocurrent.

Based on this explanation, in the future, it would be of interest to obtain a

spectrum where the QCD transition is hindered for example by a long-pass filter.

Additionally, it would be interesting to evaluate the speed of those transitions

and how an applied bias can influence it, because, in contrast to the states in the

condition band, the valence-miniband has no preferred carrier transport direction.

Bias-dependent measurements should also be measured polarization-dependent to

gain more insight into the mechanism of the interband signal. It would be of interest

to see how design variations, e.g., thicker barriers or different thicknesses of barriers,

which could lead to the break up of the miniband, would influence the interband

absorption spectrum and tune the cut-on of the signal. Furthermore, it would be of

interest how n-type doping of the wells in the extractor, which are undoped in the

QCDs of this thesis, would influence the observed interband signal. By doing this,

the different forms of loss mechanisms in interband structures could be studied.

As mentioned, MBE is a versatile tool, with which heterostructures can be grown to

study material and intersubband device physics. QCLs are one of the most important

coherent, powerful, compact light sources in the mid-infrared to the THz region. Until

now, no room-temperature operation in the THz regime has been achieved. On the

quest for high-temperature THz QCLs, an anomalous temperature behavior of the

threshold current that occurs in some devices was investigated, the threshold current

first decreases before it increases again with temperature in contrast to most QCLs

with an exponential increase in the threshold current with temperature. A systematic

study with more straightforward and, thus, easier-to-interpret superlattice structures
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was conducted to investigate this effect. These superlattice structures were similarly

low-doped as THz QCLs, with comparable growth conditions and fabricated contacts,

which showed the same anomalous temperature effect in their current-voltage (I-V)

characteristics. The study showed no correlation between the anomalous temperature

effect and Schottky or Ohmic fabricated contacts, traps, impurities, or diffusion

of Si dopants into the AlGaAs barriers, which cause donor-complex (DX)-centers.

This research found a dependency on the energy level separation and the doping

concentration in the quantum wells, where the anomalous temperature effect increased

with lower doping in the superlattice, and disappeared with higher doping. The

inverse temperature dependency was found for the increasing barrier thicknesses.

Schrödinger-Poisson simulations showed strong band bending at the first few periods,

following the highly-doped contact layers. Based on multi-scattering Büttiker (MSB)

simulation results, it was concluded that the anomalous temperature effect disappears,

due to the increased availability of carriers with higher doping and less confinement.

The temperature dependence of the anomalous temperature effect was explained with

the help of MSB simulations, demonstrating the temperature dependence of the band

bending and carrier occupation, in correlation with the energy level separation of the

superlattice structure. To confirm the assumption that the anomalous temperature

effect stems from band bending, which acts as a bottleneck for carrier transport,

a superlattice structure with lower-doped spacer layers between the highly-doped

contact layers and the low-doped superlattice was grown. The anomalous effect

significantly decreased, in agreement with the simulation. The strong band bending,

due to the high doping difference was observed in simulations regardless of the

occurrence of the temperature effect. This is also true for THz QCLs, which have the

same difference in doping of the contact superlattice and the active region. These

results emphasize the importance of the contact layers in optimizing the active region.

This study shows that the influence of band bending on the effectiveness of the active

region design of THz QCLs is not negligible. Based on the results, it is recommended

to include undoped GaAs spacer layers between the highly doped contact layers and

the low-doped active region in future THz QCL designs.

128



Bibliography

[1] Z. Liu, C. Zheng, T. Zhang, Y. Li, Q. Ren, C. Chen, W. Ye, Y. Zhang,

Y. Wang and F. K. Tittel. Midinfrared sensor system based on tunable laser

absorption spectroscopy for dissolved carbon dioxide analysis in the south china

sea: System-level integration and deployment. Analytical Chemistry 92 (12):

8178–8185 (2020). doi: 10.1021/acs.analchem.0c00327 – cited on page 1.

[2] S. Primpke, M. Godejohann and G. Gerdts. Rapid identification and quan-

tification of microplastics in the environment by quantum cascade laser-based

hyperspectral infrared chemical imaging. Environmental Science &amp Tech-

nology 54 (24): 15893–15903 (2020). doi: 10.1021/acs.est.0c05722 – cited on

page 1.

[3] G. W. Santoni, B. C. Daube, E. A. Kort, R. Jiménez, S. Park, J. V. Pittman,
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Abbreviations

AFM atomic force microscopy
CBO conduction band offset
DM double-metal
DX donor-complex
EBL electron beam lithography
FIB focussed ion beam
FWHM full width at half maximum
FTIR Fourier-transform infrared spectrometer
ICP inductively-coupled plasma
ISB intersubband
I-V current-voltage
LO longitudinal optical
MBE molecular beam epitaxy
MSB multi-scattering Büttiker
NDR negative differential resistance
NEGF non-equilibrium Green’s functions
PECVD plasma enhanced chemical vapor deposition
QCD quantum cascade detector
QCL quantum cascade laser
QWIP quantum well infrared photodetector
RHEED reflection high energy electron diffraction
RMS root mean square
RSM reciprocal space map
RIE reactive ion etching
SEM scanning electron microscope
SL superlattice
SMU source meter unit
UHV ultra high vacuum
HR-XRD high-resolution X-ray diffraction
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