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Introduction
Our surrounding is governed by the microscopic world in many ways. On the one
hand, atomic arrangements and the interaction between electrons naturally give rise
to macroscopic properties such as electric, optic and magnetic properties of materials.
On the other hand, technological advancements lead to ever increasing miniaturization
to the point where transistors or magnetically stored data bits often measure only a
few atoms in diameter. Moreover, many global challenges revolving around energy
efficiency and energy storage could potentially be solved by nanotechnology. Conse-
quently, studying, understanding and shaping materials on the nanometer scale is of
the utmost importance.

However, due to the diffraction limit in combination with the wavelength of visible
light, conventional optical microscopy does not provide sufficient spatial resolution to
study features below ≈ 100 nm. Therefore, other imaging techniques and instruments
were developed. One of those was the transmission electron microscope (TEM) as
first described by Knoll and Ruska in 1932 [3]. Owing to the very short de Broglie
wavelength of fast electrons (λ ≈ 2.5 pm for electrons accelerated by V = 200 kV to
v ≈ 0.7c), the theoretical spatial resolution limit lies well below the Bohr radius.

Unfortunately, this theoretical spatial resolution given by the diffraction limit was
far beyond the experimental reality for a long time. Aberrations, in particular the
spherical aberration, drastically limited the usable opening angles (to the order of a few
mrad); poor coherence of the electorn beam and low electronic stability made matters
worse. Consequently, the achievable spatial resolution was rather in the nanometer
than in the picometer regime. In 1959, Richard Feynman said: “It would be very easy
to make an analysis of any complicated chemical substance; all one would have to do
would be to look at it and see where the atoms are. The only trouble is that the
electron microscope is one hundred times too poor.” [4]

A lot of progress has been made since then, both in terms of the optical performance
and in terms of beam coherence, brightness and stability. A very nice overview of
important historical events in the development of electron microscopy until the early
2000s can be found in [5]. A particularly notable milestone was the invention of the
aberration corrector [6, 7], which paved the way for sub-Å spatial resolution. The
latest generation of aberration correctors already allows for a spatial resolution close
to1 15λ [9].

In order to go beyond simple imaging, a wide variety of analytical instrumentation
and detectors was developed as well, giving rise to a multitude of techniques includ-

1λ is the electron wavelength. Typical values in a TEM are somewhere between 8.59 pm at 20 kV
acceleration voltage and 1.97 pm at 300 kV [8].
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ing electron energy-loss spectrometry (EELS), energy-dispersive X-ray spectroscopy
(EDX), Auger spectroscopy, cathodo-luminescence (CL), and interferometry.

With ever improving instrumentation and the development of new detectors comes
the need for advances in methodology and characterization techniques. While at
low magnification, it may be justified to interpret an electron micrograph in first
approximation as simply a shadow image of the sample akin to an optical transmission
microscopic image, such an interpretation soon breaks down at high magnifications
as used for atomic resolution imaging. At this scale, the image formation has to
be treated as a quantum mechanical scattering process of (relativistic) electrons2.
Similarly, special scattering geometries can be chosen to, for example, visualize point
defects in a crystal lattice. Again, the required setup as well as the methods to analyze
and quantify the results go far beyond what is needed for a “simple shadow image”.
A similar situation arises when looking at analytical techniques such as EELS.

In EELS, the energy of the electron beam after passing through the sample is
analyzed, typically by a sector magnet. The resulting energy spectrum provides infor-
mation about which transitions are possible in a specific sample region. In the context
of so-called core-losses (i.e., transitions from a tightly bound “inner shell” electron
to above the Fermi energy) the energies of these transitions are characteristic for the
chemical element participating in the inelastic interaction. Thus, mapping transition
energies over the sample produces chemical maps.

However, a closer look at the energy spectrum reveals much more information in the
fine structure of the excitation edges than “just the chemical composition”. The shape
of the fine structure is influenced by many factors including the local surrounding (i.e.,
the crystal field), the valence state, and the spin state of the atom. Thus, mapping the
details of the fine structure can reveal localized information about these properties.
As above, exploiting the full potential of the wealth of data available with modern
instruments requires advanced methodology to properly design, simulate and analyze
experiments.

Therefore, my research work is dedicated towards the development of advanced char-
acterization techniques in TEM. This encompasses both the advancement of existing
techniques as well as the development of entirely new approaches.

This thesis is composed of 12 selected (peer-reviewed) papers focusing on the devel-
opment of advanced characterization techniques in TEM, to which I have contributed
significantly and which had a profound impact on their respective field. A full list of
all my scientific publications can be found, e.g., via my ORCID 0000-0003-0080-2495.
Each paper in this thesis is represented by its own, consecutively numbered chapter to
ease cross-referencing and discoverability. The chapters, in turn, are grouped themat-
ically into four parts (numbered with roman numerals), each of which starts with a
short introduction into the respective research topic, and are ordered chronologically
in each part. While each part discusses a separate technique, later parts typically

2Depending on the acceleration voltage and the accuracy level required, either the classical
Schrödinger equation, a relativistically corrected Schrödinger equation, or the Dirac equation
have to be be used.
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build upon previous ones.
The first two parts include progress on two related topics, namely the mapping and

characterization of electronic states of the target. Part I — which is a continuation
and advancement of my PhD work — deals with the real-space mapping of electronic
transitions at and beyond atomic resolution (colloquially referred to as “orbital map-
ping”). It includes the first proof-of-principle experiments showing that a mapping of
individual electronic states inside a (bulk) specimen is indeed possible.

Complementary to mapping the spatial part of electronic states, part II deals with
the characterization of spin states using the energy-loss magnetic chiral dichroism
(EMCD) technique. It includes significant improvements to the spatial resolution and
the signal-to-noise ratio (SNR) of the technique, as well as the derivation of a formalism
that facilitates the designing of experiments as well as investigating magnetic phase
transitions.

Part III deals with designing, generating and using a new class of electron beam
shapes, namely electron vortex beams (EVBs). The study of EVBs has its roots
in EMCD, where EVBs occur naturally in the inelastic scattering process. Based
on this observation, considerable research has been devoted over the last couple of
years to deliberately creating and manipulating EVBs in an endeavor to enhance the
capabilities and signal strength of EMCD as well as broaden the range of systems for
which it can be used. The papers included in this part report on significant advances
in producing EVBs and in understanding how they scatter inside amorphous samples.

Building in part on the beam shaping techniques first developed for the study of
EMCD, part IV deals with fundamentally new prospects of quantum microscopy. The
fact that beam shaping nowadays allows the experimenter to arbitrarily manipulate
the quantum wave function of the probe beam both before and after it interacts with
the sample opens many doors to entirely novel approaches for setting up a (scattering)
experiment and for optimally measuring a quantity of interest. Going beyond the clas-
sical imaging and diffraction modes, this enables problem-specific custom approaches
by suitably transforming the probe beam’s quantum state.

Two crucial aspects of quantum microscopy are highlighted in part IV, namely devel-
oping mechanisms to arbitrarily transform the beam and to understand the quantum-
mechanical intricacies of the propagation of a general beam through “conventional”
electron-optical lenses. The results, in particular those on arbitrary transformations,
promise to solve one of the overarching problems of most advanced techniques (includ-
ing those discussed in parts I and II): the low SNR.

All the papers in this thesis fall into one of two categories. They either signifi-
cantly advance existing methods (in particular EMCD (part II) and electron vortices
(part III)), or they pioneer novel techniques in new or emerging fields (in particu-
lar “orbital mapping” (part I) and “quantum microscopy” (part IV)). In all cases, I
was particularly involved in the methodology: defining the research question, design-
ing the experiments and/or simulations, performing the data analysis, as well as in
the in-depth theoretical description of the underlying physical processes and numer-
ical simulations. My focus lay on furthering the quantum mechanical understanding
of the interaction between the three key actors in electron microscopy: the electron
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beam itself, the electron optical elements of the microscope, and the sample. This
allowed me to simulate existing methods more accurately and in hitherto unexplored
regimes (such as convergent-beam EMCD), while at the same time sparking new ideas
(such as “how could the measurement basis be transformed to give more signal and
less background?”).

4



Part I

Real-space Mapping of Electronic
States
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Electronic states shape the world around us. Almost all macroscopic properties
of matter are influenced or governed by them, including chemical binding, crystal
structure, as well as electric, optic and magnetic properties. While methods exist to
map the total charge density (e.g., using elastically scattered electrons [10, 11]) and
surface states (e.g., using scanning tunneling microscopy (STM) [12]), direct mapping
of information concerning individual electronic states in the bulk has remained elusive.

One approach that can fill this gap in characterization techniques is core-loss EELS.
Fundamentally, EELS provides access to the energy distribution of the probe beam
after it traversed the sample. Core-loss EELS deals with probe electrons that have
transferred a relatively large amount of energy (� 50 eV) to the sample. This typically
occurs when in exciting a tightly-bound (core) electron of a sample atom to a free state
above the Fermi level.3 Assuming different final states of interest lie at sufficiently
different energies4, specific transitions can be picked out, e.g., by a slit aperture in an
energy-dispersive plane or in post-processing if an entire spectrum is recorded.

Thus, the real-space distribution of the probability to excite transitions to the chosen
states can be mapped. While a single atom’s scattering distribution is delocalized due
to the long range Coulomb interaction [13], it is distinctly peaked around the scattering
center [14]. This implies that real-space EELS data should allow Ångström and sub-
Ångström features to be visible, albeit on some background. Strictly speaking, such
high-resolution EELS maps only map the scattering probability of the incident probe
beam. Practically speaking, under typical conditions they closely resemble the shape
and orientation of the sample’s final states as demonstrated below.

To understand the image formation, the quantum mechanical scattering process
has to be modeled. In order to elegantly handle partial coherence effects, the density
matrix formalism [14, 15] is used. A more exhaustive description of the theory can be
found in the author’s PhD thesis [16], but the general approach is as follows.

Before the inelastic interaction, the system (comprised of the probe beam and the
target) is in the initial state given by��

I

pI |I� �I| ⊗ |i� �i| (1)

where small letters denote the (sub)system of the probe beam and capital letters
denote the (sub)system of the target, and pI is the occupation probability of the state
|I�. For simplicity, an effective one-electron model of the target will be adopted in
the following. The (incoherent) sum over I implies that a multitude of sample states
could be realized, whereas the probe beam is assumed to be in a pure state (|i� �i|)
initially.

3In addition, multiple scattering can occur, caused, e.g., by an additional phonon or plasmon exci-
tation. Such a situation will not be included here as the phonon/plasmon excitation intensity is
expected to be very weak compared to the zero-loss peak at the sample thicknesses required for
acquiring interpretable real-space maps of electronic states.

4I.e., they are not degenerate in energy and their splitting is large enough to be well-resolved
experimentally, typically at least 1 eV to 2 eV.
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After the interaction, mediated by the Coulomb operator V̂ , the system is in the
state ��

I

pI V̂ |I� |i� �i| �I| V̂ † (2)

Since the target’s final state is not observed separately, it has to be traced out, leaving
the probe beam’s density operator after the inelastic interaction (for a specific energy
transfer E) in the form

ρ̂f (E) =
��
I,F

pI(1− pF ) �F |V̂ |I� |i� �i| �I|V̂ †|F � δ(EF − EI − E) (3)

Calculating the density matrix in a reciprocal space basis yields

ρf (k,k
�, E) =

��
S(q, q�, E)

q2q�2
ρi(k + q,k� + q�)dqdq� (4)

with the incident density matrix of the probe beam

ρi(k,k
�) = �k|i� �i|k�� , (5)

the mixed dynamic form factor (MDFF) [14, 17, 18]

S(q, q�, E) =
��
I,F

pI(1− pF ) �k| �F |V̂ |I� |k + q� �k� + q�| �I|V̂ †|F � |k��

δ(EF − EI − E)

=
��
I,F

pI(1− pF ) �F |e−iq·R̂|I� �I|eiq�·R̂|F � δ(EF − EI − E) (6)

and the momentum transfer vectors q, q�.
The density operator of the probe contains the complete information fully charac-

terizing the electron beam. Thus, it allows predicting any kind of measurement per-
formed on the beam, be it a simple intensity measurement (determining the beam’s
probability distribution in real-space (imaging) or reciprocal space (diffraction)), an
interferometric measurement (for determining phase differences) or a measurement of
its energy spectrum (EELS).

There is one caveat, however: eq. 4 relates the pure state wavefunction of the beam
incident on the target atom (eq. 5) to the beam’s state directly after the inelastic
scattering event. These are not the states typically available experimentally as the
beam has to traverse part of the sample (as well as the microscope’s gun and condenser
systems) to get to the target atom, and the rest of the sample (as well as the remainder
of the microscope) to get to the detector. For a complete and correct treatment of
the entire process, elastic scattering both before and after the inelastic event has to
be modeled.

7



An efficient way of calculating the MDFF for atoms in a crystal and for interfacing
the results with elastic scattering calculations based on the multislice approach [19]
can be found in chapter 1 and in my PhD thesis [16].

The formalism was first applied to study the hole distribution in a chain-ladder
superconductor of Sr14–xCaxCu24O41 (SCCO) type (see chap. 2). Without Ca doping,
the material is electrically resistive, while superconducting behavior emerges for higher
doping. Unlike other Cuprate-based (high-Tc) superconductors, this system does not
feature 2D CuO planes, but rather quasi-1D CuO chains and ladders. The fact that
superconductivity is still observed is remarkable and understanding the underlying
physics may very well shed new light on the nature of superconductivity.

An accurate description of the physical properties of SCCO naturally hinges on
the knowledge of the electron/hole distribution in the compound. Yet, no microscopic
investigations were available, with electron/hole distributions proposed based on meso-
and macroscopic measurements varying widely. In EELS, the holes give rise to a pre-
peak to the O-K edge, which was mapped with atomic resolution across several unit
cells. Indeed, more holes appeared to be on the “chain-atoms” than on the “ladder-
atoms”.

However, an accurate quantification at atomic resolution can easily be precluded
by, e.g., elastic scattering as mentioned above. For example, when using a very small,
highly convergent beam (as in scanning transmission electron microscopy (STEM)),
beam spreading can occur. This means that even though the experimenter positions
the beam on a particular atomic column, atoms in many neighboring columns could
contribute to the overall EELS intensity. Furthermore, the beam’s quantum state (in-
cluding its propagation direction) when hitting an atom can influence the probability
with which various transitions are excited, thus also influencing the spectral shape
and the overall quantification.

Only detailed simulations including both elastic and inelastic scattering effects such
as with the formalism outlined above allow predicting such “artifacts”5. Using com-
bined elastic and inelastic scattering simulations, I was able to quantify the contri-
bution of neighboring atoms in the experiment in chapter 2 to amount to around
16%. This allowed an accurate and reliable determination of the hole distribution in
Sr3Ca11Cu24O41, with ≈ 4 holes (≈ 0.4 holes per Cu) in the chains and ≈ 2 holes
(≈ 0.14 holes per Cu) in the ladders.

In addition to predicting the complex interplay between elastic and inelastic scat-
tering to simulate conventional high-resolution STEM-EELS experiments, eqs. 3–6
also enable the design and evaluation of new experiments with unprecedented spa-
tial resolution. Eq. 3 indicates that the electron beam will predominantly scat-
ter into final states |f� for which the matrix element �f | �F |V̂ |I� |i� is large. For
an incident plane wave (i.e., the case of ideal energy-filtered TEM (EFTEM); with

5I.e., the difference between the theoretical spectrum of a single, “ideal”, free-floating atom hit by
a perfect plane wave, which is closely related to the atom’s DOS, and the real spectrum expected
for a real sample with finite thickness through which the beam has to propagate.

8



ρi(k,k
�) = δ(k − k0)δ(k

� − k0)), eq. 4 reduces to

ρf (k,k
�, E) =

S(k0 − k,k0 − k�, E)

|k0 − k|2|k0 − k�|2 . (7)

Assuming k0 
 z, kz = k�
z = k0z − qE, and performing a Fourier transform {kx, ky} �→

{x, y} yields

ρf (r, r
�, E) = F [S(k0 − k,k0 − k�, E)] ∗ (K0(rqE)K0(r

�qE)). (8)

where qE = k0E/(γm0c
2) is the characteristic momentum transfer due to the energy

loss [8], K0 is the modified Bessel of second kind and order zero, and ∗ denotes a
convolution. As the Fourier transform of eq. 6 essentially results in δ-distributions in
space, it is reasonable to assume that the outgoing density matrix is large in places
where both |I� and |F � are strong. Indeed, initial calculations corroborated this
conclusion (see chapter 1).

To design a suitable experiment, two key ingredients are crucial: spatial resolution
of the instrument and energy separation of the investigated states. The importance
of spatial resolution is obvious: the characteristic length scale of the features can
be expected to be of the order of the size of the overlap region between |I� and |F �,
which is generally smaller than half the chemical bond length (i.e., half the inter-atomic
distance), which is typically a few Å. Therefore, obtaining maps with well-resolved
orbital information requires a spatial resolution of the maps of well below 1Å.

The importance of the energy-separation of the states is less obvious at first glance.
Naturally, when the states overlap in energy, they cannot be mapped separately using
EELS. This, in turn, has severe implications for the possibility of distinguishing their
effects on the map. Fig. 1 shows exemplary images calculated for graphene. In the
300 keV case6, it is immediately apparent that no sp2 directional information is visible
when viewing the graphene perpendicular to the plane while such information is visible
when viewing the sample parallel to the plane.

The visibility of the orientation dependence in graphene can also be derived analyt-
ically. The transitions are of the form |s� → |sp2�, with the real-space representations

�R|I� = �R|s� = fI(R)Y 0
0 (R/R)

�R|F � = �R|sp2� = fF (R)√
3

�
Y 0
0 (R/R) + e−iϕ0Y 1

1 (R/R)− eiϕ0Y −1
1 (R/R)


 (9)

where Y m
l are spherical harmonics and ϕ0 determines the orientation of the sp2 orbital.

In the following, pI = 1, pF = 0 are assumed. In addition, the explicit energy-
dependence of the MDFF is omitted for brevity. Thus, eq. 6 takes the form

S(q, q�) =
�

ϕ0∈{α,α+ 2π
3
,α+ 4π

3
}
�sp2|e−iq·R̂|s� �s|eiq�·R̂|sp2� (10)

6This case is included for illustrative purpose only. Due to beam damage, graphene gradually
becomes more and more unstable above around 80 keV [21–23]. Therefore, real experiments
should be performed below that threshold. The case of 60 keV will be discussed below.
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Figure 1.: Simulated real-space maps for the K-Edge of graphene. a) pDOS and total
EELS spectrum as calculated with WIEN2k [20]. The arrow indicates the
energy of the target’s final states used in the maps. b–d) Calculated maps
for a viewing direction perpendicular (b,d) and parallel (c,e) to the plane
for an incident plane wave with an energy of 300 keV (b,c) and 60 keV (d,e),
respectively. All calculations were performed without aberrations and with
an acceptance angle of β = 50mrad.
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with the global sample orientation given by α. Using the Rayleigh expansion [24],

eiq·R = 4π
∞�
λ=0

λ�
µ=−λ

iλY µ
λ (q/q)

∗Y µ
λ (R/R)jλ(qR), (11)

the angular integrals of the individual terms can be evaluated and written using
Wigner-3j-symbols [24], resulting in�

λ,µ

�
Y 0
0 (R/R)∗Y µ

λ (R/R)Y M
L (R/R)dΩ (12)

=

�
(2λ+ 1)(2L+ 1)

4π

�
0 λ L
0 0 0

��
0 λ L
0 µ M

�
(13)

=
(2L+ 1)√

4π

�
0 L L
0 0 0

��
0 L L
0 −M M

�
δλ,Lδµ,−M (14)

=
(−1)M√

4π
δλ,Lδµ,−M . (15)

Direct evaluation then yields

S(q, q�) = g0(q)g0(q
�) + 3g1(q)g1(q

�) cos(ϕq − ϕq�) sin(θq) sin(θq�)

= g0(q)g0(q
�) + 3g1(q)g1(q

�)(qxq�x + qyq
�
y) (16)

with
gλ(q) =

�
fI(R)fF (R)√

3
jλ(qR)R2dR. (17)

Note that the first term, which stems from the s → s monopole transitions, is spheri-
cally symmetric, while the second, stemming from s → p dipole transitions, is not.

When viewing graphene perpendicular to the lattice plane, i.e., the diffraction plane
corresponding to the qx, qy plane with qz = qE, the diffraction intensity is proportional
to

S(q, q) = g0(q)
2 + 3g21(q)q

2
⊥, (18)

i.e. it is rotationally symmetric7. Thus, no orientation dependence can be seen,
corroborating the results in fig. 1.

When viewing graphene parallel to the lattice plane, e.g., the diffraction plane
corresponding to the qx, qz plane with qy = qE, the diffraction intensity is proportional
to

S(q, q) = g0(q)
2 + 3g21(q)q

2
E + 3g21(q)q

2
x, (19)

i.e. it features a distinct x-dependence, further corroborating the results in fig. 1.
It should be emphasized that the lack of orientation dependence when mapping

graphene perpendicular to the plane is by no means obvious. In fact, fig. 1 shows that
in the more realistic case of 60 keV, a pseudo-orientation-dependence seems to emerge

7The same holds for mapping in real-space as can be seen by Fourier-transforming the MDFF.
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with an increased image intensity along the sp2 bonding directions. This, however,
comes solely from the (incoherent) superposition of ring-shaped features around each
atom, just with a larger ring diameter due to a larger qE.

This illustrates nicely that in-depth simulations are necessary both to accurately
predict and correctly interpret real-space maps of electronic states, and that such
maps can depend on many factors, including sample orientation and symmetry.

Symmetry implicitly enters into the pre-factors of the qx and qy terms. In the ex-
ample of pristine graphene as shown above, the threefold rotational symmetry implies
that the qx and qy terms have identical prefactors, thus giving rise to the ring-like
q2x + q2y image dependence.

Chapter 3 explores the situation when the symmetry is deliberately broken, e.g., by
dopant atoms or vacancies in graphene. As can be seen there, the symmetry breaking
should indeed allow to distinguish electronic states close to the defect. As many
interesting effects and applications usually happen at interfaces and defects rather
than in perfect single crystals, this is a very valuable outcome.

The first experimental evidence of the novel method for mapping electronic states
in real-space is described in chapter 4. In that work, rutile was used as it features a
tetragonal unit cell, is more stable and easier to prepare and handle than graphene.

Chapter 5 highlights a very recent publication in which the in-plane graphene ex-
periment described above was performed in a multi-layer graphene stack sandwiched
between SiC and Bi2Se3. This work demonstrates the excellent quantitative agreement
between the simulation and the experiment achievable with the approaches described
above.

As shown in chapters 3–5, a crucial factor in the real-space mapping of electronic
states is the inherently low SNR. This comes from the fact that even in low-symmetry
cases, the energy-splitting between different states is a few eV at best. Therefore, very
narrow energy ranges need to be used to selectively image individual states, resulting
in a relatively low image intensity even for high incident doses. One possible approach
to potentially overcoming the challenge of low SNR in the future will be discussed in
part IV.

In summary, my work presented in this part substantially furthered the understand-
ing of the interaction between the electron beam and the sample, in particular in the
context of inelastic scattering. This not only allows to dramatically improve the accu-
racy of EELS quantifications on the atomic scale, it also allowed me to develop a new
method for mapping the real-space distribution of individual electronic states inside
the sample.
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We demonstrate how the mixed dynamic form factor (MDFF) can be interpreted as a quadratic form.
This makes it possible to use matrix diagonalization methods to reduce the number of terms that need to
be taken into account when calculating the inelastic scattering of electrons in a crystal. It also leads in a
natural way to a new basis that helps elucidate the underlying physics. The new method is applied to
several cases to show its versatility. In particular, predictions are made for directly imaging atomic
orbitals in crystals.
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1. Introduction

Nowadays, simulations are indispensable both for planning and
for interpreting experiments in the transmission electron micro-
scope (TEM), in particular when working with electron energy loss
spectrometry (EELS). The key quantity for simulating inelastic
electron scattering is the mixed dynamic form factor (MDFF)
[1–4]. In many cases, this complex quantity is simplified by several
approximations, like, for instance, the dipole approximation.
Recently, it has been shown, however, that this can lead to quite
severe errors [5]. Furthermore, with recent advances of aberration
corrected microscopes, more accurate calculations of the MDFF
will become essential for future experiments.

In this work, we will give a brief repetition of the mixed
dynamic form factor. It has been well known for a long time that in
dipole approximation, the MDFF can be written in the form aq � q′
(þq� q′ in the case of magnetism; see, e.g., [6,7]). Our work goes
beyond this approximation by showing that all multipole orders
can be written as a quadratic form. This is followed by an analysis
of how a basis transformation can bring it into a simpler, diagonal
form that is much easier to handle numerically. Furthermore, the
physical significance of this procedure will be outlined. The
general concept of factorizing and diagonalizing density matrices
(i.e., writing the corresponding density operator as an incoherent
sum of pure states) is well known [8,9] and is also applied in other

fields (e.g., [10]). However, to the best of our knowledge, it was not
yet applied in the way presented here to simplify the MDFF.

In the last part, the new formalism will be applied to both
existing and new measurement setups to study its applicability
and versatility.

2. The mixed dynamic form factor and its pure state
decomposition

In the most general approach, the quantum mechanical system
consisting of both the probe electron and the sample can best
be described by a density operator ρ̂ or its matrix elements, the
so-called density matrix ρ [8]. Adopting the density matrix
formalism instead of the simpler wave function approach is greatly
beneficial as one cannot observe the target's final state directly.
This ignorance of a part of the system after an inelastic interaction
gives rise to a mixed state which can be described very effectively
using the density matrix [3,4,8].

Before the interaction, the probe and the target systems can be
considered independent. For the sake of simplicity, we will
furthermore assume that both systems are initially in a pure state,
i.e., each can be described by a single wave function. Then, the
density operator of the whole system before the interaction is
given by

ρ̂tot;0 ¼ ji〉〈ij⊗jI〉〈Ij ¼ jI〉ji〉〈ij〈Ij; ð1Þ
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where ⊗ denotes the direct product. Throughout this paper, we
use small letters when referring to the probe beam and capital
letters when referring to the target.

In first order Born approximation, the density operator after the
inelastic interaction mediated by an interaction potential V̂ is
given by

ρ̂tot ¼ V̂ jI〉ji〉〈ij〈IjV̂ †
δðE þ EI−EF Þ; ð2Þ

where E is the “energy loss” of the probe beam (i.e., the energy
transferred from the probe beam to the target electron), and EI ; EF

are the initial and final state energies of the target. Since the target
system is not observed directly, one has to construct the reduced
density operator for the probe beam by summing incoherently
over all possible final states of the target. This reduced density
operator is given by

ρ̂ ¼∑
F
〈FjV̂ jI〉ji〉〈ij〈IjV̂ †jF〉δðE þ EI−EF Þ; ð3Þ

which can then be propagated elastically through the crystal and
be used to predict the outcome of measurements in different
geometries. It must be emphasized that the ordering of the terms
is vital here, since V̂ in general acts on both the probe and the
target states, which results in an entanglement of the two.

In EELS experiments, the interaction operator V̂ is the Coulomb
interaction operator. Its two most common basis representations
are in configuration space,

V̂ ðr; r′Þ ¼ 〈rjV̂ jr′〉¼ e2

4πϵ0

δðR̂−R̂′Þ
jr−R̂j

δðr−r′Þ

≕V̂ ðrÞδðr−r′Þ; ð4Þ
and in reciprocal space,

V̂ ðk;k′Þ ¼ 〈kjV̂ jk′〉¼ e2

4πϵ0

eiðk′−kÞ�R̂

jk′−kj2 δðR̂−R̂′Þ

≕
e2

4πϵ0

eiq�R̂

jqj2 δðR̂−R̂′Þ

≕V̂ ðqÞ: ð5Þ
Here, e is the elementary charge and ϵ0 is the permittivity of vacuum.

In these two representations, the reduced density matrix reads

ρðr; r′Þ ¼−4π2∑
F

Z
d ~r〈Fj〈rjV̂ j ~r〉jI〉〈 ~r ji〉Z

d ~r ′〈ij ~r ′〉〈Ij〈 ~r ′jV̂ †jr′〉jF〉δðE þ EI−EF Þ

¼−4π2∑
F
〈FjV̂ ðrÞjI〉〈IjV̂ †ðr′ÞjF〉

〈rji〉〈ijr′〉δðE þ EI−EF Þ
¼ Sðr; r′Þ〈rji〉〈ijr′〉

ρðk;k′Þ ¼ −4π2∑
F

Z
d ~k〈Fj〈kjV̂ j ~k〉jI〉〈 ~kji〉Z

d ~k′〈ij ~k ′〉〈Ij〈 ~k′jV̂ † jk′〉jF〉δðE þ EI−EF Þ

¼−4π2∑
F
∬ dq dq′〈FjV̂ ðqÞjI〉〈IjV̂ †ðq′ÞjF〉

〈k þ qji〉〈ijk′þ q′〉δðE þ EI−EF Þ
¼∬ dq dq′Sðq;q′Þ〈k þ qji〉〈ijk′þ q′〉: ð6Þ

Here, the MDFF Sðq;q′Þ and the real-space MDFF (rMDFF) Sðr; r′Þ
were introduced which are related by a Fourier transformation.1

It is noteworthy that — due to the particular properties of the
Coulomb operator — the rMDFF can be multiplied on the initial
probe wave functions, whereas the MDFF has to be convolved
with them.

In order to perform calculations, one not only has to specify a
basis for the probe states, but also for the target states. Usually,
one chooses a spherical harmonics basis which is particularly
useful for describing the tightly bound initial states that give rise
to EELS core losses. Hence, the initial state is written as l 1

2 jjz〉
�� ,2

while the final states are expanded in terms of LM 1
2 S〉

�� . In
the following, we will also sum incoherently over jz since that
quantum number of the initial state is typically unknown. In the
Kohn–Sham approximation, the MDFF is then given by [11–13]

Sðq;q′Þ ¼ −4π2∑
Fjz

∑
LMSL′M′S′

FjLM
1
2

S
� �

LM
1
2

SjV̂ ðqÞjl 1
2

jjz

� �
l
1
2

jjzjV̂
†ðq′ÞjL′M′1

2
S′

� �
L′M′1

2
S′ Fj iδðE þ EI−EF Þ

�
¼−

πe4

ϵ2
0q2q′2 ð2l þ 1Þð2j þ 1Þ∑

mm′
∑

LMS
∑

L′M′S′
∑

λμλ′μ′

iλ−λ′
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2λþ 1Þð2λ′þ 1Þð2L þ 1Þð2L′þ 1Þ

p
Yμ
λ ðq=qÞn〈jλðqÞ〉ELSjY

μ′
λ′ ðq′=q′Þ〈jλ′ðq′Þ〉EL′S′j

l λ L

0 0 0

� �
l λ′ L′
0 0 0

� �
l λ L

−m μ M

 !
l λ′ L′

−m′ μ′ M′

 !

∑
jz

ð−1Þmþm′ l 1
2 j

m S −jz

 !
l 1

2 j

m′ S′ −jz

 !
∑
kn

Dkn
LMSðDkn

L′M′S′ÞnδðE þ Enlj−EknÞ: ð7Þ

Here,

〈jλðqÞ〉ELSj ¼
Z

uLSðrÞjλðqrÞRljðrÞr2 dr ð8Þ

is the weighted radial wave function overlap [11,14] with the
initial state's radial wave function Rj(r), the final state's radial
wave function uLS(r)3 and the spherical Bessel function jλ. The
∑knDkn

LMSðDkn
L′M′S′Þn (over a shell of constant energy) is the cross-

density of states (XDOS) and the ð�� �
�

�
�Þ are Wigner 3j symbols.

While this choice of basis is very convenient as a starting point
(as it is used, e.g., in WIEN2k [15]), it is by no means the only or the
optimal choice. This can be seen by collecting terms depending on
q and terms depending on q′. With the abbreviations

α¼ ðλ; μ; L; SÞ

α′¼ ðλ′; μ′; L′; S′Þ

gαðqÞ ¼
1
q2 Yμ

λ ðqÞ〈jλðqÞ〉ELSj

Ξαα′ ¼ −
πe4

ϵ2
0

ð2l þ 1Þð2j þ 1Þ∑
mm′

∑
MM′

iλ−λ′
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2λþ 1Þð2λ′þ 1Þð2L þ 1Þð2L′þ 1Þ

p
l λ L

0 0 0

� �
l λ′ L′
0 0 0

� �
l λ L

−m μ M

 !
l λ′ L′

−m′ μ′ M′

 !

1 Contrary to the convention adopted in previous works, we include the
1=q2q′2 term in the definition of the MDFF as it makes the definition more concise
and easy to use.

2 This takes into account the spin-orbit coupling of the tightly bound core
states [11].

3 This is to be understood as the radial wave function of the projection of the
(delocalized) final Bloch state onto an LS state at the scattering center, e.g., a
muffin-tin state.

S. Löffler et al. / Ultramicroscopy 131 (2013) 39–4540



∑
jz

ð−1Þmþm′ l 1
2 j

m S −jz

 !
l 1

2 j

m′ S′ −jz

 !
∑
kn

Dkn
LMSðDkn

L′M′S′ÞnδðE þ Enlκ−EknÞ; ð9Þ

the MDFF can be rewritten as

Sðq;q′Þ ¼∑
αα′

gαðqÞnΞαα′gα′ðq′Þ

¼ gðqÞ† �Ξ � gðq′Þ; ð10Þ
where the matrix Ξ collects all q;q′ independent terms and can be
computed in a straight-forward way once the XDOS is known (e.g.,
from DFT calculations; note that this is a property of the
target alone, and therefore has to be calculated only once). The
g, in turn, can be interpreted as a vector of functions. Eq. (10) is a
well-known quadratic form and an extension of the often-used
simple dipole approximation Sðq;q′Þ ¼ q � A � q′ [5–7,16] to arbi-
trary momentum transfers and multipole orders. In particular, it is
noteworthy that Ξ is hermitian (as is shown in Appendix A).

With the default settings, the program WIEN2k produces data
with 0≤L; L′≤3. When including transitions up to quadrupole order
(λ¼ 2), Ξ is a 72�72 matrix, resulting in up to 5184 terms in the
MDFF that in principle would all have to be handled separately. In
practice, some of the entries vanish due to selection rules,
while for some others the hermiticity of Ξ can be exploited. Still,
many off-diagonal elements generally remain. These off-diagonal
elements imply correlations between the basis vectors [4] and
hence represent additional information (e.g., symmetries) about
the underlying system that can be used to simplify the problem.

To exploit this additional information, one can insert a unitary
matrix U in the following way:

Sðq;q′Þ ¼ gðqÞ† � U†U �Ξ � U†U � gðq′Þ: ð11Þ
Since for any hermitian matrix, a unitary matrix exists such that
UΞU† is a diagonal matrix D, one only has to find such a U . This is
straight forward using, e.g., eigenvalue solvers, a singular value
decomposition, or a Schur decomposition. With the abbreviation
~g ðqÞ ¼U � gðqÞ, the MDFF becomes

Sðq;q′Þ ¼ ~g ðqÞ† � D � ~g ðq′Þ: ð12Þ
In terms of quadratic forms, the transformation U is a principal

axis transformation. In quantum mechanical terms, it is a basis
transformation into the eigensystem of the MDFF. In essence, it
recovers the “physical” basis of independent — i.e., uncorrelated
because of vanishing off-diagonal terms — transitions.4 With the
default settings of WIEN2k, this means that the problem was
reduced from at most 5184 terms to at most 72 terms. This is
related directly to the internal crystal symmetries that are taken
into account in WIEN2k. The information theoretical aspect of the
effect (general) symmetry groups have on inelastic electron
scattering has recently been studied by Dwyer [17].

In practical applications, knowing the “physical” basis is impor-
tant for understanding how the excitation process works. A priori,
it is not clear how the independent transitions look like. One could
have, e.g., a px-like transition as one would expect from s-p
transitions, or a coherent superposition like a vortex-like transi-
tion similar to ðpx−ipyÞ=

ffiffiffi
2

p
, or something like an s–p hybrid

transition, or something even more complicated. Of course, all
this information is present in the Ξ matrix, but it is not readily
accessible in general. However, knowing it is very important when

planning experiments (e.g., for knowing the diffraction angles at
which to place an objective aperture, or to interpret recorded
images in terms of these transitions and possibly different
involved final states of the target). For this, the diagonalization
can help as it produces exactly these uncorrelated transitions.

In numerical simulations, it is usually beneficial to work
with the rMDFF as it can be multiplied directly onto the incident
density matrix. Since the rMDFF is related to the MDFF by a Fourier
transformation and the q and q′ dependencies have been
decoupled, the rMDFF simply reads

Sðr; r′Þ ¼ ~g ðrÞ† � D � ~g ðr′Þ ð13Þ
with the same matrix D as for the MDFF and ~g ðrÞ ¼ FTq½ ~g ðqÞ�. By
renormalizing the ~g such that gαðrÞ≔

ffiffiffiffiffiffiffiffi
Dαα

p
~gαðrÞ, the MDFF can be

further simplified to

Sðr; r′Þ ¼ g ðrÞ† � g ðr′Þ ¼∑
α

gαðrÞngαðr′Þ ð14Þ

Hence, the reduced density matrix of the probe electron after
the inelastic interaction in configuration space can be written as

ρðr; r′Þ ¼∑
α
ðgαðrÞϕðrÞÞngαðr′Þϕðr′Þ; ð15Þ

where we wrote ϕðrÞ ¼ 〈rji〉 for the incident probe electron wave
function. It is quite obvious that the diagonalization of the rMDFF
has resulted in a pure state decomposition of the density operator
ρ̂ ¼∑αjα〉〈αj. This is formally equivalent to the spectral decom-
position of the cross-spectral density of quasi-monochromatic
wave fields in optics [10]. However, contrary to the case in optics,
we are dealing with the effects in electronic transitions. In
particular, this results in the entanglement of the probe electron
and the target, and thus in the necessity to construct the reduced
density matrix of the probe beam.

Finally — when measuring a real space image —, the measur-
able intensity I is given by5

IðrÞ ¼ ρðr; rÞ ¼∑
α
jgαðrÞϕðrÞÞj2 ð16Þ

In the description above, elastic scattering of the probe beam
after the inelastic scattering event has not been included for the
sake of simplicity. Since each jα〉 in itself is a pure state, it can
be propagated elastically through the rest of the crystal with
existing methods (e.g., the multislice approach [18]) in a straight-
forward way.

For the simulations in Section 3.3, the multislice approach was
used first to propagate the incident beam through the crystal.
At each atomic position, an inelastic interaction was simulated by
calculating the (diagonal) reduced density matrix in Eq. (15). The
resulting independent pure states (or rather their corresponding
wave functions) were then propagated through the rest of the
crystal using the multislice approach again. Here, the diagonaliza-
tion is of utmost importance as the number of multislice steps to
perform is OðNL2Þ where N is the number of non-negligible terms
in the MDFF (which can be reduced significantly by the diagona-
lization procedure) and L is the number of layers (which is fixed by
the geometry).

Obviously, the final image must be independent of the basis in
which the inelastic scattering is described. However, using the
diagonalization method presented here, the number of terms to
calculate and hence the numerical complexity can be reduced
considerably. In particular, it must be emphasized that this
diagonalization has to be done only once, as a preprocessing step,
but reduces the number of scattered wave function in each slice of4 Note that, depending on the EELS-edge and multipole orders considered, it

may or may not be possible to determine the “physical” basis jF〉 of the target from
these transitions. Considering, e.g., a dipole-allowed transition from an initial p
state to a final d state, one has only three transition elements (μ∈f−1;0;1g), but
5 final states. Under these circumstances, not all information about the final states
can be probed, unless one takes into account other multipole orders or final states.

5 Here, an ideal lens system is assumed. Real lenses will reduce the level of
detail transferred to the image, but do not change the coherence properties of the
partial waves.
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the multislice calculation. Hence, it has a huge impact on the
overall computation time.

3. Applications

In this section, we will apply the method outlined above to
some model systems. The first two are included for didactic
reasons as they demonstrate that the new method is consistent
with previous findings. The third one is a more complicated real
system.

3.1. Single atom

For single, individual atoms, all final states are independent of
one another and hence uncorrelated. In addition, in the absence of
a (strong) external magnetic field, states with the same L, but
different M or S can be considered degenerate. For the XDOS, this
means

∑
kn

Dkn
LMSðDkn

L′M′S′Þn ¼ DLδLL′δMM′δSS′: ð17Þ

In the case of no spin-polarization, the 〈jλ〉 also do not depend on S,
the sum over S; S′ can be carried out, and the spin-dependence of α
can be dropped. Using the orthogonality relations for the Wigner
3j symbols, a short calculation then yields

Ξαα′ ¼ 4πð2L þ 1Þð2j þ 1Þ l λ L
0 0 0

� �2

DLδλλ′δμμ′δLL′; ð18Þ

Hence, for single, isolated atoms, Ξ is diagonal in the ðλ; μ; L; SÞ
basis, i.e., no correlations occur, even in the untransformed basis.
More precisely, for the case discussed later, it is 2ð2λþ 1Þ fold
degenerate in μ and S (but not in L, in general). This is intimately
connected to the fact that Ξ commutes with the rotation group of
the single atom, and the λth irreducible representation of the full
infinitesimal rotation group is 2ð2λþ 1Þ dimensional.

The angular dependence in the image is influenced only by the
(azimuthal part of the) spherical harmonics.6 Since all off-diagonal
terms (μ≠μ′) vanish and all μ have the same weighting, the
incoherent summation over different jα〉 in Eq. (16) gives terms
of the form ∑μY

μ
λ ðq=qÞnYμ

λ ðq=qÞ. Since qz is given by the energy-loss
and is constant [5], this can be rewritten as ∑μY

μ
λ ðθ;ϕÞnYμ

λ ðθ;ϕ′Þ
with constant θ. Fourier transformation into real space transforms
expðiμϕÞ into expðiμϕÞ up to a constant phase factor [19]. So,
measuring in real space (this implies ϕ¼ ϕ′) gives ∑μjeiμϕj2 ¼ ð2λþ
1Þ=ð4πÞ which is constant. This gives rise to circular intensity
profiles regardless of the symmetries of the target's initial or final
states.

3.2. Energy-loss magnetic chiral dichroism

Since its discovery in 2006 [11], interest in the energy loss
magnetic chiral dichroism (EMCD) technique has been growing
steadily. Using EMCD, one can determine the magnetic proper-
ties of the sample [20], similar to the X-ray magnetic circular
dichroism which is a standard method in the synchrotron. The
pure state decomposition approach outlined here can also be
applied to EMCD.

For the sake of simplicity, we assume here a fully spin-
polarized (δS1

2
δS′12

) dipole-allowed (λ¼ λ′¼ 1) transition from an
initial p (l¼1) to a final d (L ¼ L′¼ 2) state, as is the dominant
contribution to the L-edge in most common magnetic materials. In
addition, we assume that states with same L, but different M are
(mostly) degenerate, as in the isolated atom case. Hence, the XDOS

reads

∑
kn

Dkn
LMSðDkn

L′M′S′Þn ¼ D2δL2δL′2δMM′δS1
2
δS′12

: ð19Þ

Under these assumptions, Ξ becomes a 3�3 matrix for both
j ¼ 1=2 (corresponding to the L2 edge) and j ¼ 3=2 (corresponding
to the L3 edge)

Ξj ¼ 1=2 ¼
4πD2

3

1 0 0
0 2 0
0 0 3

0B@
1CA

Ξj ¼ 3=2 ¼
4πD2

3

5 0 0
0 4 0
0 0 3

0B@
1CA ð20Þ

As in the single-atom case, Ξ is already diagonal in the spherical
harmonics basis. Here, however, different μ have different weights.
This means that transforming to any other basis will introduce
off-diagonal elements (only (scalar multiples of) the identity
matrix is invariant under rotations). Hence, the spherical harmo-
nics basis is the only “physical” basis for EMCD.

Moreover, the Ξ matrices given above can be interpreted as a
homogeneous average signal on which the μ�dependent EMCD
signal is superimposed

Ξj ¼ 1=2 ¼
4πD2

3

2 0 0
0 2 0
0 0 2

0B@
1CAþ

−1 0 0
0 0 0
0 0 1

0B@
1CA

264
375

Fig. 1. (a) Schematic of the unit cell for Rutile (gray: Ti, red: O). The lattice
constants are a ¼ 4:594 Å and c ¼ 2:958 Å. The arrows show the symmetry-adapted
local coordinate systems (red: x, green: y, blue: z). (b) pDOS of the oxygen states as
calculated by WIEN2k. The gray bars show energies used for simulations in this
work. (For interpretation of the references to color in this figure caption, the reader
is referred to the web version of this paper.)

6 Assuming elastic scattering effects are negligible.
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Ξj ¼ 3=2 ¼
4πD2

3

4 0 0
0 4 0
0 0 4

0B@
1CAþ

1 0 0
0 0 0
0 0 −1

0B@
1CA

264
375 ð21Þ

This immediately shows two features common to EELS and EMCD.
On the one hand, the homogeneous average signal exhibits the
typical, statistical 1:2 intensity ratio of the L2:L3 edges. On the
other hand, the EMCD signal (the absolute magnitude of which is
independent of j in this simple case) shows the typical sign
reversal between L2 and L3 edges.

3.3. Crystals

In crystals, the situation is more complicated and simple toy-
models are insufficient to grasp it completely. Hence, one needs
sophisticated calculations to derive the XDOS that take into
account the full crystal structure [13,21].7

Hence, we will use the oxygen K-edge of Rutile (TiO2), a
tetragonal system, as test case in this work. Fig. 1a shows a
schematic of the unit cell, while Fig. 1b shows the partial density
of states (pDOS) for oxygen as calculated by WIEN2k. From it, the
lifting of the degeneracy of the different p orbitals is already
evident.

For this system, WIEN2k produces 89 non-negligible8 XDOS
components at EF þ 4 eV, whereas at EF þ 7 eV, it produces 100
non-negligible elements in the spin-unpolarized case. In the
simplest case of taking into account only dipole-allowed transi-
tions (λ¼ λ′¼ 1), the 3�3 matrix Ξ has 5 non-vanishing entries,
which are reduced to 3 after diagonalization.

Fig. 2a shows the simulated exit wave function intensities
(corresponding to an ideal lens system) for a single unit cell after
an energy loss of EF þ 4 eV. The p type character of the transitions
is clearly visible to be pointing in the directions of the green axes
in Fig. 1a. Because of the simple, spherically symmetric 1 s nature
of the initial state of the oxygen, these py type transitions
correspond directly to py type final states of the oxygen.

Likewise, Fig. 2b shows the simulated exit wave function
intensities at an energy loss of EF þ 7 eV. There, p type transitions
pointing along the blue axes in Fig. 1a corresponding to oxygen pz

orbitals are clearly visible. Naturally, they are rotated by 901 with
respect to the py orbitals.

Fig. 3 shows the situation for a 10 nm thick crystal and an
objective aperture of 24 mrad. For these calculations, elastic
scattering both before and after the inelastic interaction was taken
into account using the multislice approach [18]. This demonstrates
that these results are not only of theoretical interest, but should be
measurable in real instruments. The contrast can be estimated to
be 96% (after subtraction of the pre-edge background, e.g., using
the three-window method).

More importantly, non-dipole transitions can easily be taken
into account as well. For the oxygen K-edge, the most relevant
non-dipole transition is the monopole transition from the 1 s state
to final states with s symmetry.9 Here, the number of non-
negligible terms was reduced from 10 to 4 after diagonalization.

Fig. 2. Real-space intensity of the exit wave after propagation of an incident plane wave through a one unit-cell thick Rutile crystal oriented in [0 0 1] zone axis at 200 kV
acceleration voltage. Only dipole-allowed transitions were taken into account. (a) shows the image at an energy loss of EF þ 4 eV, whereas (b) shows the image at an energy
loss of EF þ 7 eV. The insets show the projected unit cell with Ti atoms in gray and O atoms in blue. (For interpretation of the references to color in this figure caption, the
reader is referred to the web version of this paper.)

Fig. 3. Real-space intensity of the exit wave after propagation of an incident plane
wave through a 10 nm thick Rutile crystal oriented in [0 0 1] zone axis at 200 kV
acceleration voltage. A 24 mrad objective aperture was used. Only dipole-allowed
transitions were taken into account. The image is taken at an energy loss of
EF þ 4 eV. The inset shows the projected unit cell with Ti atoms in gray and O
atoms in blue. (For interpretation of the references to color in this figure caption,
the reader is referred to the web version of this paper.)

7 The complete investigation of the effects of crystal symmetries on the XDOS
and Ξ is beyond the scope of this work.

8 Here, elements are considered non-negligible if they are larger than 1‰ of
the largest element.

9 The pDOS for d states as produced by WIEN2k that would be accessible by
quadrupole-allowed transitions is negligibly small.
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Fig. 4 compares the intensities and images of monopole-allowed
transitions, dipole-allowed transitions, and the coupling term
between the two. A similar effect was predicted recently for
X-ray absorption spectrometry [22].

Interestingly, the coupling term gives intensity variations of
about 710% of the dipole-allowed transitions, which is compar-
able to the monopole transitions. Because the coupling term has a
sign, this means that at some positions, it roughly cancels the
monopole contributions, whereas at other positions, it can even

double it. This acts in a way very similar to s–p hybridization,
yielding an asymmetric image.

4. Conclusion and outlook

In this work, we demonstrated a method to diagonalize both
the MDFF and the rMDFF leading to a pure state decomposition of
the density operator. This was shown to yield obvious numerical

Fig. 4. (a)–(d) Real-space intensities of the exit wave after propagation of an incident plane wave through a one unit cell thick Rutile crystal oriented in [0 0 1] zone axis at
200 kV acceleration voltage. (a) shows only monopole contributions (contrast-enhanced by a factor of 15), (b) shows only dipole contributions, (c) shows the total intensity,
and (d) shows the coupling contribution (contrast enhanced by a factor of 15; red indicates positive values while cyan represents negative ones). The images are taken at an
energy loss of EF þ 5:2 eV. The inset shows the projected unit cell with Ti atoms in gray and O atoms in blue. (e) Traces over the different contributions. The places of the
trace are marked by yellow lines in (a)–(d). (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
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advantages by reducing the number of terms to include in image
calculations. Moreover, the diagonalization leads to a new set of
basis vectors that are helpful to elucidate the physics underlying
the scattering process.

The new pure state decomposition method was applied to the
isolated atom case, EMCD, and a Rutile crystal to show its
versatility. In particular, the isolated atom and the EMCD cases
could be treated analytically, giving results from which important
properties such as the L2:L3 ratio or the sign reversal of the EMCD
effect could be seen immediately.

For the Rutile crystal, it was shown that with latest-generation
TEMs, it should be possible to directly map atomic orbitals, e.g.,
using energy filtered TEM (EFTEM) with high spatial resolution.
However, contrary to the common assumption that non-dipole
transitions are unimportant, it was shown that the monopole as
well as the monopole–dipole coupling terms can change the signal
measurably. The necessary condition to achieve this is to have a
system with sufficiently low symmetry (otherwise off-diagonal
terms vanish due to symmetry considerations [13,21]).

Based on this, the situation for other low-symmetry cases
should be the same. Hence, this new technique gives rise to
exciting new possibilities like directly studying the electronic
structure of defects (see, e.g., [23]), interfaces, or other low-
symmetry objects.
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Appendix A. Hermiticity of Ξ

For Ξ to be hermitian, the equation

Ξα′α ¼ Ξn

αα′ ðA:1Þ
must hold.
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Real-space localization and quantification of hole
distribution in chain-ladder
Sr3Ca11Cu24O41 superconductor

Matthieu Bugnet,1* Stefan Löffler,1,2 David Hawthorn,3 Hanna A. Dabkowska,4 Graeme M. Luke,5

Peter Schattschneider,2 George A. Sawatzky,6 Guillaume Radtke,7 Gianluigi A. Botton1*

Understanding the physical properties of the chain-ladder Sr3Ca11Cu24O41 hole-doped superconductor has been

precluded by the unknown hole distribution among chains and ladders. We use electron energy-loss spectrom-

etry (EELS) in a scanning transmission electron microscope (STEM) at atomic resolution to directly separate the

contributions of chains and ladders and to unravel the hole distribution from the atomic scale variations of the O-K

near-edge structures. The experimental data unambiguously demonstrate that most of the holes lie within the

chain layers. A quantitative interpretation supported by inelastic scattering calculations shows that about two

holes are located in the ladders, and about four holes in the chains, shedding light on the electronic structure of

Sr3Ca11Cu24O41. Combined atomic resolution STEM-EELS and inelastic scattering calculations is demonstrated as

apowerful approach toward a quantitative understanding of the electronic structure of cuprate superconductors,

offering new possibilities for elucidating their physical properties.

INTRODUCTION

The quasi one-dimensional chain-ladder cuprate Sr– 14−xCa x Cu 24O 41

has attracted much attention over the past decades for its appealing
physical properties. While it is electrically resistive for x = 0, it bec omes
conductive upon Ca doping. A superconducting behavior has been
predicted (1–3) and then experimentally demonstrated (4) under high pres-
sure (3 GPa) and at a high doping level (x = 13.6). Abbamonte et al. (5)
sugge sted the exis tenc e of a hol e Wig ner cryst al origin ating fro m
electronic correlations within the hole-doped ladders of the parent com-
pound Sr 14Cu24O 41 (SCO), thereby demonstrating the competition be-
tween superconductivity and an insulating phase within the ladders.
Sr14−x Ca xCu 24O 41 is also unique from a structural point of view. In
all other cuprate superconductors, copper oxide units are solely ar-
ranged in CuO 2 planes. In contrast, Sr14−xCa xCu24O41 is composed of
tw o a l t e r n a t i n g s t a c k e d c o p p e r o x i d e p l a n e s : c o r n e r - s h a r e d C u O2

c h a i n s a n d e d g e - s h a r e d C u 2 O 3 l a d d e r s i n t e r l e a v e d w i t h S r ( C a )
c a t i o n p l a n e s (Fig. 1). Fo llowing the conve ntional valency rules of Sr
and Ca (2+), O (2 ), and Cu (2+), there must be missing electrons−

(added holes) that are responsible for the conductive properties of
Sr 14−xCaxCu 24O 41.

Understanding the physical properties of this chain-ladder com-
pound requires the knowledge of the exact hole distribution within

the chains and the ladders. SCO is naturally doped with six holes per
formula unit (f.u.), and the total number of holes does not vary with
isovalent Ca substitution for Sr. Several e stimates of the hole distribu-
tion have been reported in literature, using different approaches such
as x-ray absorption spectroscopy (XAS) (6–9), x-ray emission spectros-
copy (XES) (10), nuclear magnetic reson ance (NMR) (11, 12), Hall ef-
fect measurements (13), i nfrared reflec tivity (14 ), and bond valence sum
analysis based on structural coordination data extracted from x-ray (15)
or neutron (16, 17) diffraction measurements. However, they present a
wide disparity as a result of major differences in the interpretation of the
results. Most studies indicate that more than 5 holes per f.u. are confined
within the chains of SCO and that only a fraction of h ol es i s t rans fer re d
from the chains to the ladders upon Ca doping. In contrast, the anal-
ysis of optical measurements of Osafune et al. (18) indicates a transfer
to ladders of ~2 holes per f.u. upon doping with x = 11, a result supported
by the bond valence sum analysis of Den g et al. ( 17). Finally, O 1s XAS
analysis indicates an equal distribution of holes among chains and
ladders in SCO and the transfer to ladders of more than 1 hole per
f.u. upon Ca doping ( ). Nevertheless, all studies seem to agree on the7
linear dependence of the hole number in chains (or ladders) on Ca
doping.

The vast majority of spectral information available on cuprate su-
perco nducto rs is gat hered usin g pr obes with spat ial resolut ions of
typically a few micrometers or several hundred nanometers, such as
XAS, XES , ang ular-re solv ed p hotoemi ssion spe ctrosc opy, or x-ray
photoemission spectroscopy, thus integrating over all Cu-O planes in
the structu re and ma ki ng the di stincti on amon g t he co ntribution s
of nonequivalent Cu planes challenging. It should be mentioned that
electron energy-loss spectrometry (EELS) has also been used to study
the character ( , ) and symmetry ( , ) of the hole states in cup-19 20 21 22
rate superconductors with high critical temperature (Tc) but without
atomic plane resolution. However, EELS combined with aberration-
corrected scanning transmis sion electron microscopy (STEM) is highly
spatially selective. The technique allows the probing of the chemical
bonding and the electronic structure at th e ato mic scale ( ,23 24 ) b y
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using inelastically scattered electrons from a sub-ångström probe and
i s t h e r e f o r e p e r f e c t l y s u i t e d t o s e p a r a t e s i g n a l s f r o m i n d i v i d u a l
independent Cu planes (25 27– ). Furthermore, the energy-loss near-
edge structures (ELNES) arising from transitions to unoccupied st ates
of a particular energ y allow the mapping of electronic o rbitals (28) and
the localization and identification of the relevant electronic structure
information at the atomic scale. Recently, the qualitative real-space map-
p i n g o f h o l e s h a s b e e n d e m o n s t r a t e d i n a s e r i e s o f Y Ba 2Cu 3O6+d

compounds (27). Whereas a direct visualization of holes can be relevant
in itself, the quantification of hole concentrations with atomic reso luti on
is of paramount interest to further understanding the electronic struc-
ture and physical properties of hole-doped superconductors from the
nano- to the mac roscale. To date, this challenge has not been met.

RESULTS

H e r e , t h e h o l e d i s t r i b u t i o n i n t h e c h a i n - l a d d e r s u p e r c o n d u c t o r
Sr 3 Ca11Cu 24O41 (SCCO) is investigated with STEM-EELS at the atomic
level, at room temperature and a pressure of about 10−8 mbar, using
the O-K pre-edge ELNES (see Fig. 1D). The O-K pre-edge ELNES is
composed of the hole band (peak H) associated with the O 2 orbitalsp
( ,1 9 2 0 ) i n v o l v  e d i n t h e Z h a n g - R i c e s i n g l e t s ( 2 9 ) a n d t h e u p p e r
Hubbard band (peak U). The small anisotropy observed in the mono-
chromated spectra is largely related to the averaging of orientation-
dependent effects associated with the use of large convergence and
collection angl es in STEM-E ELS. However, spectr al features are in

e x c e l l e n t a g r e e m e n t w i t h p r e v  i o u s d a ta r e c or d ed i n p ola ri ze d X AS
(6, 7). Spectrum i mage (S I) d ata cube s were recorded with the incident
electron beam along the [100] and [001] zone axes of SCCO, simulta-
n e o u s w i t h t h e a n n u l a r d a r k - f i e l d i m a g e s s h o w n i n F i g . 2 . A f t e r
correcting for spatial drift during acquisition (see the Supplementary
Materials for details), the spectral information contained in each SI is
projected along the direction parallel to the chains and ladders; the
data recorded in the [001] zone axis are projected along [100] and vice
versa. It is apparent that the O-K fine structures at the edge onset sig-
nificantly vary from chain s t o ladders for both specimen orien tations:
peak H strongly fluctuat es as a function of the spatial position, reaching
its maximum intensity on the chains and its minimum on the ladders.
This obse rvation is further confirmed by a similar ex periment at the Cu-
L3 edge (fi g. S4), indic ating that m ost holes lie within t he CuO2 chains of
the structure.

To evaluate the relative hole concentration within the chains and
the ladders, we quantified the spatial variation of the O 2 hole bandp
by modeling the O-K pre-edge ELNES. The spatial separation of the chains
and ladders achieved using STEM-EELS is highly important because it
avoids having to resort to comparison with pure chain and pure ladder
reference spectra (9), which can induce some material-dependent effects.
Gaussian functions have been used to quantify the spectra following the
methodology commonly used i n XAS (7). Note that the p resent spatially
resolved EELS data hav e b een acquired with a lower energy resoluti on
compared to typical XAS experiments, further justifying this choice as a
reasonable approxim ation. Two Gaus sian functions were used to fit
the O 2p hole band and the upper Hubbard band, respectively. The
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Fig. 1. Crystal structureof SCCOandO-Knear-edge structures. A( ) SC C O st r uctu r e. (B Cand ) Annular dark-field (ADF)–STEM images viewed along the
[100] (B) and [001] (C) zone axes. Ca and Cu elemental maps (bottom) were obtained using the Ca-L2,3 and Cu-L2,3 edges, respectively. Weighted principal
co mponent analy si s (PCA) was applied to reduce the noise level. Unlabeled scale bars, 1 nm. (D) O-K edge onset recorded along the [100] and [001] zone axes. H
and U indicate the O 2phole and upper Hubbard band peaks, respectively. The energy resolut ion was obtained using a monochr omator and was comparable
to XAS measurements .
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con tinuum of states at higher energy was m odeled by a step function (30).
The energy of the Gaussian functions was determ ined af te r mo deli ng
monochromated EELS data, as shown in Fig. 3, B and F, and their full
widths at half maximum (FWHM) were evaluated by accounting for
the energy resolution decrease between the monochromated and the
non-monochromated electron source (see the Supplementary Mate-
rials). The spatially resolved data w ere fitted with the dete rmined energ y
position and t he extrapolated FWHM, leaving the peak intensities as the
sole free paramete rs. It should be mentioned that the independent oxy-
gen sites in chains and in ladders have different O 1 core electrons
binding energies, whic h would lead to different energies f or the doped
holes. However, the relative core-level shift estimated from electronic
structure calculations in SCO is negligible ( ), and the experimental8
chem ical s hift a risi ng fro m hol e dopi ng in ot her c up ra tes suc h as
La 2−x Srx CuO4−d is a few tenths of electron volts for doping levels of a
few tenths of holes per Cu (31). In comparison with the spectral width of
the present experimental peak H (~1.9 eV), the differences in O 1s core
electron binding energy can b e safely negle cted.

Examples of the resulting fits of the STEM-EELS data are shown
in Fig. 3. The intensity of the Gaussian function used to model the O 2p
hole peak decreases from chains to ladders, as shown in Fig. 3, C and D,
for [001] and Fig. 3, G and H, for [100]. The fitting process was applied
to 10 SI data sets acquired in both zone axes. The hole concentrations
obtained from this fit are reported in Table 1. Assuming a total of 6 holes
per f.u., and that the hole number is directly related to the intensity of
p e a k H w i t h t h e s a m e s p e c t r a l w e i g h t f o r l a d d e r s a n d c h a i n s , t h e
rela ti ve hol e conc en tra tio n wit hin the c ha i ns an d the lad der s alo ng
[ 0 0 1 ] ( [ 1 0 0 ] ) i s e v a l u a t e d t o b e 4 . 0 8 ± 0 . 2 6 ( 4 . 0 1 ± 0 . 2 8 ) a n d 1 . 9 2 ±
0.26 (1.99 ± 0.28), respectively. As expected, the hole concentrations

determined in the [100] and [001] zone axes are similar within the
r a n g e o f e r r o r , l e a d i n g t o a v e r a g e val ues o f ~4 hol es i n the cha ins
a n d ~ 2 h o l e s i n t h e l a d d e r s , c o r r e sp o n d i n g t o ~ 0 . 4 h o l e p e r C u i n
c h a i n s a n d ~ 0 . 1 4 h o l e p e r C u i n l a d d e r s ( c o n s i d e r i n g a 1 0 : 1 4 r a t i o
o f C u a t o m s i n c h a i n s / l a d d e r s ) . A c c o r d i n g l y , t h e u p p e r H u b b a r  d
b a n d , w h i c h s h o u l d d e c r e a s e w i t h h i g h e r d o p i n g , i s w e a k e r i n t h e
c h a i n s t h a n i n t h e l a d d e r s a s s h o w n i n F i g . 3 I . T h e s e m e a s u r e ments
are consistent with a lower doping per Cu for the ladders, as suggested
in La 2−xSrxCuO 4−d (32 ).

A reliable quantitative interpretation of the O-K ELNES requires
taking into account the channeling of the elect ro n beam along the
atomic columns and the relative sensitivity of the O 2 hole peak inp
chains and in ladders (that is, the spectral weight per hole in chains
versus ladders). The nearly identical Cu-O interatomic spacing and
similar chemistry in chains and ladders suggests that the hole sensi-
tivity of the chains is similar to that of the ladders. To quantitatively
evaluate the influences of electron-beam channeling and orientation
depende nce, we per formed inelas tic c hanneling scat tering calcu l a-
tions (see the Supplementary Materials for details). The results are
summarized in Table 2. On one hand, the inelastic intensity coming
from the ladders when the electron beam is on the chains (and vice
versa), which we will refer to as cross terms, represents less than ~17%
of the total inelastic intensity, which is of the order of e xperimental un-
certainty. In other words, a very good spatial separation of the chain
and ladder signals is achieved under these experimental conditions.
This result confirms the validity of the experimental STEM-EELS ap-
proach used he re . On the othe r hand, th ese c ross terms are of the
same magnitude as the small differences in calculated inelastic inten-
sities coming from the chains when the electron beam is in a chain
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Fig. 2. Qualitative hole distribution. A B( and ) ADF-STEM image s and O-K edge onset in the [ 001] (A) and [100] (B) zone axe s. The O-K edge onsets
highlight intensity variations of the O 2 hole (H) and upper Hubbard (U) bands, whose positions are indicated by red and black arrows, respectively.p

The ADF-STEM images are represented after alignment (see the Supplementary Materials). Scale bars, 5 Å.
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position and from the ladders when the electron beam is in a ladder
position. This suggests that the O-K ELNES has similar sensitivity to
holes in chains and ladders under our experimental conditions and
confirms that the expected inelastic intensities recorded in [100] and
[001] are comparable.

DISCUSSION

The inelastic channeling calculations confirm the hole conc entrations
that were directly estimated from Gaussian fitting. First, it is important
to highlight that this theoretical approach strongly suggests a spectral
weight of 1:1 in chains/ladders, which validates the general assumption
made to interpret the XAS data (6, 7). Second, the extracted STEM-EELS
data for x = 11 are compared with literature values in Fig. 4. Overall, th e
value of ~2 holes in the ladders follows the general tendency that most of
the holes are in the chains upon heavy Ca doping. Specifically, this value
i s s l i g h t l y h i g h e r t h a n t h o s e r e p o r t e d i n m  o s t o f t he ex istin g stud ies
(6, 9, ,11 13). It is also lower than those extracted from optical measure-
ments (18) and neutron diffraction using bond v alence sum calculations
(17 ). The prese nt st udy qualitatively and quantitatively shows a hig her
hole concentration within the chains as compared to the XAS investi-
gation of Rusydi et al. ( 7), where it was reported tha t the holes are

Table 1. Hole concentrations (per f.u.) in chains and ladders. The error
bars correspond to the SD over all data sets analyzed and adjustment of the
absolute energy positions of the O 2phole band and the upper Hubbard band.

Ladders Chains

[100] 1.99 ± 0.28 4.01 ± 0.28

[001] 1.92 ± 0.26 4.08 ± 0.26
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Fig. 3. Spectral fitting andquantitativeholedistribution. A( ) SCCO structure in the [001] zone axis. (B) Modeling of the monochromated O-K edge onset
in SCCO in the [001] zone axis. (C) Mod eling of the spatially resolved O-K edge onset in SCCO correspo nding to chains in the [001] zone axis. (D) Same as in (C)
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solid lines) and the upper Hubbard band (UHB) (green solid lines). The edge onset at higher energy (gray solid l ines) was modeled using a step function (30).
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mainly localized in the ladders for x = 11, inducin g a large hole transfer
from chains to ladders upon Ca doping. It is important to stress th a t
STEM-EELS coupled to inelastic channeling calculations is the only
approach used so far that permits direct visualization and evaluation
o f h o l e c o n c e n t r a t i o n s i n l a d d e r s a n d c h a i n s i n d e p e n d e n t l y ,
highlighting the relevance and sign ificance of the results reported here.

A major consequence of the STEM-EELS analysis is that the data
reveal an apparent incompatibility between the hole distribution in
superconducting SCCO and the presence of a hole Wigner crystal in
SCO that was suggested by resonant x-ray scattering (5) and explained
with a nearly equal distribution of holes ( ) in chains and ladders for7
x = 0. However, note that the Wigner crystallization of holes has been
reported on the parent compound ( = 0), in contrast to the presentx
STEM-EELS experiments, and this calls for complementary experi-
ments using both STEM-EELS for hole localization and resonant x-ray
scattering on a wide range of Ca doping levels. Polarization-dependent
work with sufficient spatial resolution to resolve chains and ladders is

not possible with current instrument ation, but could be exploited in the
future to further understand earlier experiments.

In summary, the hole distribution among chains and ladders in
SCCO has been probed by STEM-EELS at atomic resolution. In con-
trast to XAS and other techniques that probe both chains and ladders
simultaneously, STEM-EELS directly distinguis hes the signals c omi ng
from chains and ladders independently. A qualitative analysis of the
results indicates that the chains hold most of the holes. A quantitative
analysis is proposed based on the Gaussian fitting of the O-K ELNES
p r e - e d g e s t r u c t u r e s a n d s u p p o r t e d b y i n e l a s t i c c h a n n e l i n g c a l c u -
lations, which account for both c hanneling effects and spectral weight
differences in ladders and chains. The combination of the electronic
structure fingerprint in the ELNES, atomic resolution in the aberration-
corrected STEM, and inelastic scattering calculations opens the way
t o a b e t t e r u n d e r s t a n d i n g o f t h e e l e c t r o n i c p r o p e r t i e s o f c u p r a t e
superconductors.

MATERIALS AND METHODS

Crystal growth
Single crystals of SCCO were grown by t he optical floating zone (OFZ)
m e t h o d ( 3 3 ) . T h e s t a r t i n g m a t e r i a l s w e r e p r e - a n n e a l e d p ow d er s
of CaCO3 (99.9, CERAC), SrCO 3 (99.9, AlfaAesar), and CuO (99.9,
CERAC). The appropri ate st oichiometric mixture of powd ers wa s
crushed and ground using mortar and pestle to ensure pulverization of
the powders and homogeneous mixing, and then the mixture was
transferred into a rubber tube. A vacuum pump was used to extract air
from the rubber tube, and the material was placed in a hydrostatic press
und er 60 MP a for 20 mi n. Th is pro duce d cylin dri cal rod s of pow der th at
were approximately 11 cm in length and 8 mm in diameter. These rods
were sintered in a tube furnace in air for 48 hours at 1200°C and then
cooled to room temperature before being removed from the furnace.
High-quality single crystals were grown in the OFZ Canon furnace with
9 atm of O2 overpressure, at a growth rate of 1 mm/hour. The feed and
seed rods were counter-rotated at 20 rpm. As SCCO melted incongruently,
a flux pellet made of 30 wt % SrO and 70 wt % CuO (0.5 g in total) was
used to initiate growth.

Assessment of sample purity and stoichiometry
Energy dispersive x-ray experiments conducted in an FEI Titan 80-300
TEM, operated at 80 kV, confirmed the doping leve l, with a Sr/Ca con-
tent of ~3.1:10.9.

STEM-EELS
The SCCO crystal was oriented by Laue x-ray diffraction. Two specimens,
with [100] and [001] orientations, were prepared by focused ion beam (FIB)

Table 2. Calculated contributions of chains and ladders to the total inelastic intensity.

Orientation Beam position Inelastic intensity from ladders (a.u.) Inelastic intensity from chains (a.u.)

[100] Ladders 155,956 (~84%) 28,902 (~16%)

Chains 17,683 (~7%) 240,596 (~93%)

[001] Ladders 139,527 (~84%) 26,567 (~16%)

Chains 35,524 (~17%) 177,920 (~83%)
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Fig. 4. Hole distribution within the ladders versus Ca content in

Sr14−xCaxCu24O41. The hole distribution from this work (red cross) is indi-
cated in comparison with room-temperature data taken from published
works [green triangle: optical measurements, Osafune et al. (18); orange
star: O 1 XAS, Nückers et al. (6 et al); purple diamond: Hall effect, Tafra . (13);
black circle: Cu 2p XAS, Huang et al. (9 s); blue square: O 1 XAS, Rusydi et al. (7);
dark cyan square: 63Cu and 17 O NMR, Piskunov et al. (11); gray hexagon: neu-
tron diffrac tion, Deng et al. (17)].
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cutting using a Zeiss NVi sion 40 dual beam apparat us. The specimens
were subsequently thinned down by ion milling (Fischione Nanomill)
at liquid nitrogen temperature with Ar beam energies i n the range of
500 to 900 eV to remove the damaged areas from the FIB and to reach
electron transparency. The thickness of the areas probed in high-resolution
STEM-EELS were determined using EELS (34, 35) as ~30 and ~45 nm
in the [100] and [ 001] zone axes, respectively.

The STEM-EELS experiments were perfor med on an FEI Titan
Cubed 80 300 TEM, equipped with C s probe and image correctors,
operated at 80 kV acceleration voltage, and fitted with a Gatan GIF
Quantum Energy Filter. The SI data and the ADF signal were simulta-
neously acquired with a beam current of ~40 to 50 pA, a convergence
semi-angle of 19 mrad, a GIF collect ion semi -angle of 55 m rad, and a
pixel dwell time of 25 ms to maximize the signal while minimizing drift
and beam damage artifacts.

Data processing
The elemental atomic resolution maps shown in Fig. 1 were processed
by weighted PCA to minimize noise c ontributions. Dat a extraction for
Figs. 2 and 3 was carried out on raw data. The spatial distortion and
drift in the SIs were corrected using a homemade script in the Gatan
Digital Micrograph software before projecti on along one crystallo-
graphic direction. See the Supplementary Materials for details. The
crystal structure of SCCO is visualized using the computer program
VESTA ( ).36

Simulations
Elastic scattering effects were taken into account before and after the
i n e l a s t i c s c a t t e r i n g e v e n t u s i n g t h e m u l t i s l i c e a p p r o a c h . I n e l a s t i c
scatterin g wa s model ed b y diag onalizi ng the mi xed dy namic form
f a c t o r ( 3 7 ) o b t a i n e d f r o m d e n s i t y f u n c t i o n a l t h e o r y c a l c u l a t i o n s
(FP-LAP W WIEN2k ) ( ) at th e gen eraliz ed grad ient appro xim a-3 8
tion level ( ). A simplified 224-atom face-centered cubic unit cell,39
C a 10C u17 O29 , w as used ( =1 4 ( that is, S r was full y4 0 ) , a s s u m i n g x
subs titu ted by Ca ), to main tain a r eason abl e c ompu ting t ime. Se e
the Supplementary Materials for details.

SUPPLEMENTARY MATERIALS

Supp leme nta ry ma teri al f or t his a rti cle i s av aila ble at htt p: / /adv anc es.s cie ncema g.o rg/ cgi/

content/full/2/3/e1501652/DC1

Comparison with x-ray absorption spectroscopy
Quantitative evaluation of the hole distribution

Inelastic scattering calculations

Drift correction

Qualitative hole distribution from Cu 2 excitationp

Table S1. Fitting parameters: SD and relative energy positions of Gaussian functions.

Fig. S1. Comparison of O-K XANES and ELNES.

Fig. S2. Inelastic channeling calculations.

Fig. S3. Spatial drift correction on the STEM-EELS data.

Fig. S4. Qualitative hole distribution from Cu 2 excitation.p
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Transmission electron microscopy has been a promising candidate for mapping atomic orbitals for a long
time. Here, we explore its capabilities by a first-principles approach. For the example of defected graphene,
exhibiting either an isolated vacancy or a substitutional nitrogen atom, we show that three different kinds of
images are to be expected, depending on the orbital character. To judge the feasibility of visualizing orbitals
in a real microscope, the effect of the optics’ aberrations is simulated. We demonstrate that, by making use
of energy filtering, it should indeed be possible to map atomic orbitals in a state-of-the-art transmission
electron microscope.

DOI: 10.1103/PhysRevLett.117.036801

The possibility to see atomic orbitals has always attracted
great scientific interest. At the same time, however, the real
meaning of “measuring orbitals” has been a subject that
scientists have long and much dwelt upon (see, e.g., [1] and
references therein). In the past, significant efforts have been
devoted to the development of experimental approaches and
theoretical models that allow for orbital reconstruction from
experimental data [1]. Based on the generation of higher
harmonics by femtosecond laser pulses, a tomographic
reconstruction of the highest occupied molecular orbital
for simple diatomicmolecules in the gas phasewas proposed
[2].Direct imaging of the highest occupiedmolecular orbital
and the lowest unoccupiedmolecular orbital of pentacene on
a metallic substrate was theoretically predicted and exper-
imentally verified with scanning tunneling microscopy
(STM) [3]. More recently, real-space reconstruction of
molecular orbitals from angle-resolved photoemission data
has been demonstrated [4]. This method has been sub-
sequently further developed to retrieve both the spatial
distribution [5] and the phase of electron wave functions
of pentacene and perylene-3,4,9,10-tetracarboxylic dianhy-
dride adsorbed on silver [6].

The reconstruction of charge densities and chemical
bonds using transmission electron microscopy (TEM) has
been considered [7–11], but only recently the possibility of
probing selected transitions to specific unoccupied orbitals
by using energy-filtered TEM (EFTEM) was demonstrated
theoretically. A first example for the capability of this
approach was provided with the oxygen K edge of rutile
TiO2 [12]. However, the interpretation of experimental

TEM images for systems like rutile would be complicated
because of the multiple elastic scattering of electrons that
occurs in thick samples.

In this Letter, we suggest defective graphene [13–17] as
the prototypical two dimensional (2D) material to demon-
strate the possibility of mapping atomic orbitals using
EFTEM. We break the ideal sp2 hybridization by intro-
ducing two different kinds of defects, namely a single
isolated vacancy and a substitutional nitrogen atom. This
lifts the degeneracy of the p states, inducing strong
modifications to the electronic properties compared to
the pristine lattice [15,18–24]. By selecting certain scatter-
ing angles, dipole-allowed transitions dominate the electron
energy loss spectroscopy (EELS) signal [25]. A single-
particle description can be safely adopted, since many-body
effects do not play a major role in the excitation process.
Overall, TEM images of these systems can be interpreted in
terms of bare s-p transitions.

In an EFTEM experiment, an incoming beam of high-
energy electrons (of the order of 100 keV) is directed to the
target where it scatters at the atoms either elastically or
inelastically. The outgoing electron beam is detected and
analyzed. State of the art image simulations generally only
include elastic scattering of the electrons using the multi-
slice approach [26]. In the case of EFTEM for a thin
sample, the influence of elastic scattering becomes negli-
gible, and inelastic scattering gives the dominant contri-
bution to the formation of the images.

The key quantity to describe the inelastic scattering of
electrons, which is probed by EELS, is the mixed dynamic
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form factor (MDFF). It can be interpreted as a weighted
sum of transition matrix elements between initial and final
states ϕi and ϕj of the target electron [27–29]:

Sðq;q0;EÞ ¼
X
i;j

hϕijeiq·rjϕjihϕjje−iq0·rjϕiiδðEj − Ei − EÞ

ð1Þ

with energies Ei and Ej. E is the energy loss of the fast
electron of the incident beam, q and q0 are the wave vectors
of the perturbing and induced density fluctuations, respec-
tively. If many-body effects can be neglected, this picture
can be simplified for dipole-allowed transitions. In this
case, using the spherical harmonics as basis for the target
states and referring to transitions originating from a single
state (as in s-p excitations), the MDFF is [12]

Sðq;q0;EÞ ∝
X

μLM;μ0L0M0
hjλ¼1ðqÞiLEhjλ¼1ðq0ÞiL0EY

μ
λ¼1ðqÞ�Yμ0

λ¼1ðq0ÞΞλ¼1μLM;λ¼1μ0L0M0ðEÞ; ð2Þ

where Yμ
λ¼1ðqÞ are spherical harmonics, hjλ¼1ðqÞiLE is an

integral of the spherical Bessel function jλ¼1ðqÞ weighted
over the initial and final radial wave functions. L and M
indicate the azimuthal and magnetic quantum number of the
final state of the target electron, and λ and μ are the angular
momenta transferred during the transition. ΞλμLM;λ0μ0LMðEÞ
is a quantity that describes crystal-field effects and is
proportional to the cross-density of states (XDOS)X

nk

Dnk
LMðDnk

L0M0Þ�δ(EnðkÞ − E); ð3Þ

whereDnk
LM is the angular part of the final wave function, n is

the band index, and k is a k point in the first Brillouin zone.
Compared to the density of states (DOS), the XDOS
includes also nondiagonal terms connecting states with
different angular momenta. As Ξλ¼1μLM;λ¼1μ0LMðEÞ is a
Hermitian matrix [12], the MDFF can be diagonalized.
Therefore, assuming that the target’s final states of the s-p
excitation are not degenerate, the transition matrix elements
reflect the azimuthal shape of the final single-particle states
and can thus be separated by using energy filtering.

Ground-state calculations are performed using density-
functional theory and the full-potential augmented plane
wave plus the local-orbital method, as implemented in
exciting [30]. Introducing a vacancy or a substitutional
atom, a 5 × 5 supercell is set up, hosting 49 and 50 atoms,
respectively (Figs. 1 and 2 in the Supplemental Material
[31]). The space group and thus the number of inequivalent
carbon atoms (13) is the same inboth cases.We adopt a lattice
parameter ofa ¼ 4.648 bohr, corresponding to a bond length
of 2.683 bohr, while the cell size perpendicular to the
graphene plane is set to c ¼ 37.794 bohr in order to prevent
interactions between the periodically repeated layers.
Exchange-correlation effects are treated by the Perdew-
Burke-Ernzerhof functional [32]. The Brillouin zone is
sampled with an 8 × 8 × 1k-point grid. The structures are
relaxed down to a residual force lower than 0.0005 Ha/bohr
acting on each atom. Interatomic distances between atoms of
the relaxed structures, up to the seventh nearest neighbor, are
given in Table I. Upon relaxation, the atoms surrounding the
vacancymove slightly away from it, thus shortening the bond

lengths with the next nearest neighbors, d1−2, compared to
the unperturbed system. The effect of the vacancy extends up
to the fourth neighbors, whereas it is almost negligible for
more distant atoms (more information about the relaxed
structures can be found in theSupplementalMaterial [31]). In
the case of nitrogen doping, the substitutional atom does not
strongly influence the atomic configuration of the system.
This happens because the nitrogen-carbon bond length is just
slightly shortened with respect to the carbon-carbon bond
length in pristine graphene. For all the systems, we have
investigated dipole-allowed transitions at the K edge of

FIG. 1. Local projected density of states (PDOS) of carbon in
pristine graphene (upper panel), and of the first nearest-neighbor
atom for nitrogen-doped graphene (middle panel) and graphene
with a single vacancy (bottom). px, py, and pz states are indicated
by the red, green, and black lines, respectively. Note that, in the
lower panel, the peak close to the Fermi energy exceeds the
boundary of the box, with a maximum at about 2 states=eV. In
the case of pristine graphene, the red line indicates the sum of px
and py. The three colored areas labeled as A, B, andC indicate the
energy ranges for which the TEM images have been calculated.
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carbon, assuming an incoming electron beam perpendicular
to the graphene plane.

In Fig. 1, the projected density of states (PDOS) of pristine
graphene (upper panel) and of the first nearest-neighbor
atom for nitrogen-doped graphene (middle panel) and
graphene with a single vacancy (bottom), respectively, is
plotted for empty states up to 12 eVabove the Fermi energy.
Here, x, y, and z represent the local Cartesian coordinates at
the individual atomic sites as determined by the point-group
symmetry. In particular, z is the axis perpendicular to the
graphene, i.e., (x, y) plane. All the other atoms of the
defective systems exhibit a PDOS with very similar char-
acter as in pristine graphene, besides the second and third
nearest neighbors which are slightly affected by the defect

[31]. In pristine graphene, antibonding π� and σ� states are
clearly recognizable at about 2 and 9 eV, respectively. As
already reported in the literature [33–36], the introduction of
a vacancy or a substitutional nitrogen has a significant
influence on the electronic structure. A consequence of the
doping atom is lifting the degeneracy of px and py that is
significant for the first nearest neighbors (middle panel in
Fig. 1). This effect is particularly evidenced by the appear-
ance of bands at about 5 eV, which exhibit py character.
Here, three different regions can be easily identified:
(a) From 0 to 4 eV, the bands have only pz character;
energy ranges that present such DOS character will be
referred to asTpz

. (b) For energies higher than 6 eV, there are
contributions from px, py, and pz. The only difference to
ideal graphene is the lifted degeneracy of px and py. This
defines a new kind of region, named Tpx;y;z

. (c) Between 4
and 6 eV, the px character of the first nearest neighbor is
much less pronounced than that of py, while all the other
atoms have only pz character; this region will be referred to
as Tpy;z

. In the case of graphene with a vacancy, the same
kinds of regions can be identified, but corresponding to
different energy ranges. Here, the Tpz

type is found between
0.5 and 7 eV; Tpx;y;z

encompasses energies above 7 eV; Tpy;z

is a small energy window, just a few tenths of eV close to
the Fermi energy. We find similar kinds of DOS characters
also for damaged nitrogen-doped graphene, i.e., graphene
with a substitutional nitrogen and a vacancy located near it;
such defects have been reported recently in TEM measure-
ments of nitrogen-doped graphene [37]. Details of this
calculation and the corresponding simulated TEM images
can be found in the Supplemental Material [31].

To investigate the impact of the local electronic structure
(PDOS) on the EFTEM images, we first consider the ideal
case of a perfect microscope with an acceleration voltage of
300 keV. In this case, the recorded images correspond to the
intensity of the exit wave function in the multislice
simulation [38]. The finite resolution of the spectrometer
is taken into account by simulating images every 0.05 eV in
2 eV-broad energy ranges (regions A, B, and C in Fig. 2)
and then summing them up to get the final images. Each
image is shown in contrast-optimized gray scale.

First, we analyze graphene with nitrogen doping
(Fig. 2, upper panels). Here, in the region close to the
Fermi level (A in Fig. 1) there are only contributions from
pz orbitals. The image is then formed by disklike features
where their arrangement clearly visualizes the missing
atoms (upper left panel in Fig. 2). At an energy loss
between 4 and 6 eV above the carbon K edge (region B in
Fig. 1), there is a Tpy;z

-like region. We expect to see
contributions from py of the atom closest to the nitrogen,
but no (or very little) signal coming from the other atoms.
This happens because py lies on a plane perpendicular to
the incoming electron beam and its magnitude is more
intense than the one of pz; thus, its contribution to the final

FIG. 2. Simulated real-space intensity of the electron’s exit
wave function after propagation of an incident plane wave
through a graphene layer in presence of a nitrogen substitutional
atom (upper panels) and a vacancy (bottom panels). The colored
lines indicate the energy regions highlighted in Fig. 1.

TABLE I. Bond lengths between atoms up to the seventh
nearest neighbor, d0−1, d1−2, d2−3, d2−4, d4−6, and d6−7, for
graphene doped with nitrogen (top row) and with a vacancy
(bottom row).Δd are the relative deviations from those of pristine
graphene. 0 indicates the defect site.

System d0−1 d1−2 d2−3 d2−4 d4−6 d4−7

N-doped d [bohr] 2.675 2.675 2.683 2.689 2.683 2.692
Δd −0.3% −0.3% � � � þ0.2% � � � þ0.3%

Vacancy d [bohr] 2.689 2.665 2.678 2.712 2.676 2.687
Δd þ0.2% −0.7% −0.2% þ1.1% −0.3% þ0.1%
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signal overcomes the one from pz states. Consequently,
only the py orbitals of the three atoms surrounding the
nitrogen are visible, which are pointing towards the defect,
as imposed by the localD3h symmetry (upper middle panel
in Fig. 2). At an excitation energy between 8 and 10 eV
above the K edge (region C in Fig. 1), instead, there are
contributions from all the p states. Since, however, px and
py lie in a plane perpendicular to the beam axis, their
contribution to the final signal dominate over the one from
pz states. As a consequence, the image is composed of
ringlike features, stemming solely from px and py states,
arranged in hexagons (upper right panel in Fig. 2). Because
of symmetry breaking, the intensity is not uniform, neither
along a ring (since px and py states are nondegenerate) nor
among different rings (due to nonequivalent atomic sites).

The corresponding images for the system with a vacancy
(bottom panels in Fig. 2) appear nearly identical to the ones
above, but at different energy ranges. This can be under-
stood by comparing the PDOS of the two systems. Between
0 and 2 eV, for instance, we have a Tpz

-like region in the
case of nitrogen-doped graphene, and both Tpy;z

and Tpz
in

the case of graphene with a vacancy. Because of the
similarity of the two systems, we will, in the following,
focus on doped graphene and show the corresponding
analysis for graphene with a single vacancy in the
Supplemental Material [31].

In order to predict the outcome of real experiments, we
now visualize the effect of the optics’ aberrations and
of a more realistic acceleration voltage on these images.
We have simulated an electron-beam acceleration voltage
of 80 keV and the operating parameters of two different
kinds of microscopes, the FEI Tecnai G2 F20 and FEI
Titan G2 60–300. The former has a spherical aberration
CS ¼ 1.2 mm, corresponding to a an extended Scherzer
defocus of 849 Å, while the latter is a last-generation
aberration-correctedmicroscope, i.e., exhibiting no spherical
and chromatic aberrations. In view of that, chromatic
aberrations are not included in the calculations. The images
corresponding to the energy regionsA,B, andC are shown in
Fig. 3. Because of the lower resolution of the Tecnai
microscope, all the features are blurred (lower panels)
compared to the ideal images. Therefore, neither the atomic
positions, nor the orbital shapes can be retrieved from them.
On the other hand, images simulated by taking into account
the aberration-corrected optics of the Titan microscope are
very sharp and let us identify all the features alreadyobserved
for the idealized situation previously described. This can be
easily seen, comparing the upper panels of Figs. 3 and 2. In
particular, at an energy loss of 5 eV (regionB), thepy orbitals
are visible, as in the ideal images. This clearly demonstrates
the potential ability of aberration-corrected microscopes to
visualize atomic orbitalswithEFTEM, especially in a system
like graphene. This conclusion also holds when considering
noise caused by the finite electron dose (see Supplemental
Material [31] for corresponding images).

In summary, we have predicted the possibility of
performing orbital mapping in low-dimension systems
using EFTEM and we have demonstrated it with the
prototypical example of defective graphene. In particular,
we have shown that, as far as the optics is concerned,
reasonable image resolution may already nowadays be
experimentally achievable with last-generation aberration-
corrected microscopes like a FEI Titan G2 60–300 and even
more with improved instruments of the next generation.
However, additional work is necessary to reduce artifacts
such as noise, drift, instabilities, and damage. The inelastic
cross section for the carbon K-edge ionization is about a
factor of 10 smaller than the elastic scattering cross section
on a carbon atom [39]. The intensity collected within an
energy window of 2 eV as in Fig. 2 is < 5% of the total
K-edge intensity. So, order-of-magnitude-wise, in order to
obtain the same signal-to-noise ratio as in elastic imaging,
we need at least 200 times more incident dose which means
a dwell time of the order of several minutes for last-
generation TEMs in the EFTEM mode. There is no
fundamental law that would forbid such an experiment
with today’s equipment; however, it is hampered by drift
(which must be well below the interatomic distance during
the exposure time), instabilities, and radiation damage. A
new route to circumvent radiation damage based on an
EFTEM low-dose technique was proposed recently [40].
This may solve the problem in the future.

FIG. 3. Simulated TEM image of nitrogen-doped graphene. The
colored lines indicate the energy regions highlighted in Fig. 1.
80 keV incident beam energy and lenses as in a Titan (upper
panels) and a Tecnai microscope (bottom panels) were assumed.
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We have identified three different kinds of images that are
expected to be acquired in anEFTEMexperiment, depending
on the character of the DOS:When onlypz states are present
in the electronic structure, the corresponding images are
composed of disklike features. When the DOS is charac-
terizedby contributions fromallp states, ringlike features are
seen that, however, only originate from a convolution of px
and py states, while the pz character is not visible. When the
py character strongly exceeds the one of px, only a single
orbital is recorded. We expect this work to trigger new
experiments on defective graphene and similar systems.

Financial support by the Austrian Science Fund (Projects
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a b s t r a c t 

Electronic states are responsible for most material properties, including chemical bonds, electrical and 

thermal conductivity, as well as optical and magnetic properties. Experimentally, however, they remain 

mostly elusive. Here, we report the real-space mapping of selected transitions between p and d states on 

the Ångström scale in bulk rutile (TiO 2 ) using electron energy-loss spectrometry (EELS), revealing infor- 

mation on individual bonds between atoms. On the one hand, this enables the experimental verification 

of theoretical predictions about electronic states. On the other hand, it paves the way for directly inves- 

tigating electronic states under conditions that are at the limit of the current capabilities of numerical 

simulations such as, e.g., the electronic states at defects, interfaces, and quantum dots. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Electronic states shape the world around us as their character- 

istics give rise to nearly all macroscopical properties of materials. 

Be it optical properties such as colour and refractive index, chemi- 

cal properties such as bonding and valency, mechanical properties 

such as adhesion, strength and ductility, electromagnetic proper- 

ties such as conductance and magnetisation, or the properties of 

trap states: ultimately, all these properties can be traced back to 

the electronic states in the material under investigation. Therefore, 

it is not surprising that electronic states are of paramount im- 

portance across many fields, including physics, materials science, 

chemistry and the life sciences. It does come as a surprise, how- 

ever, that while some of their aspects can be inferred indirectly 

from macroscopical material properties or some diffraction tech- 

niques, the direct observation of individual electronic states in real 

space so far has succeeded only under very special circumstances 

(e.g. on an insulating surface using a scanning tunnelling micro- 

scope (STM) with a specially functionalised tip [1] ) due to both 

experimental and theoretical challenges. In this work, we endeav- 

our to remedy this situation by using a combination of transmis- 

∗ Corresponding author at: Department for Materials Science and Engineering, 

McMaster University, 1280 Main Street West, L8S 4M1 Hamilton, Ontario, Canada. 

E-mail address: stefan.loeffler@tuwien.ac.at (S. Löffler). 

sion electron microscopy (TEM), electron energy-loss spectrometry 

(EELS), and state-of-the-art simulations. 

TEM is a well-known technique for studying materials on the 

nanoscale while EELS adds element-specific information. Both are 

widely-used on a regular basis in many fields and are readily com- 

mercially available. Owing to these two techniques, tremendous 

progress has been made over the last decade in mapping atom po- 

sitions with ≈ 10 pm accuracy [2–4] , determining charge densities 

[5–7] , and performing atom-by-atom chemical mapping [8–12] . 

Furthermore, the fine-structures of the spectra allow the determi- 

nation of the local chemical and structural environment as well as 

the hybridisation state of the scattering atoms [11–18] in the bulk, 

which can be substantially different from the surface states probed 

by STM. This suggests to use the EELS signal to probe the local 

environment in real-space and map, e.g., crystal fields, conduction 

states, bonds, and orbitals. Recently, it has been shown on theo- 

retical grounds [19,20] that such real-space mapping of transitions 

between orbitals on the Ångström scale should indeed be possi- 

ble, even though the experimental realisation was expected to be 

extremely challenging. 

The method of choice to demonstrate the possibility of this 

real-space mapping used throughout this work is high-resolution 

scanning TEM (STEM) together with EELS. In STEM, an electron 

beam is typically produced by a high-brightness field-emission 

gun, accelerated to a kinetic energy of the order of 100 keV, and 

subsequently focused to an Ångström-sized spot on the sample 

(see Fig. 1 c and [21] ). Inside the specimen, the probe electrons 

http://dx.doi.org/10.1016/j.ultramic.2017.01.018 

0304-3991/© 2017 Elsevier B.V. All rights reserved. 
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Fig. 1. Maximally-localized Wannier functions in rutile corresponding to unoccupied orbitals of Ti-e g character ( x 
2 − y 2 -like Wannier function (a), z 2 -like Wannier function 

(b)). (c) Sketch of the measurement setup. The incident beam is focused onto and scanned over the sample. It can exchange energy and momentum with the specimen, 

leading to a mixture of states in the scattered beam. Using a spectrometer comprised of a sector magnet and a subsequent imaging system, maps can be formed of all 

electrons that have transferred a certain amount of energy E corresponding to transitions to different unoccupied orbitals inside the sample. The blue and red planes 

symbolize the real-space distribution of the transition probabilities to different final states. (For interpretation of the references to colour in this figure legend, the reader is 

referred to the web version of this article.) 

scatter off the nuclei and sample electrons via the Coulomb inter- 

action. 

Scattering by the nuclei is predominantly elastic, i.e., only mo- 

mentum but no energy is transferred from the lattice (which is 

assumed to be infinitely heavy) to the probe electron. This gives 

rise to atomic column contrast in high-resolution TEM, as well as 

to channeling and dechanneling effects in samples that are thicker 

than a few tens of nanometres [22,23] . Dechanneling, which can 

be visualised as a hopping of the electron beam between adja- 

cent columns, destroys the direct spatial correlation between the 

measured scattering intensity and its point of origin. Consequently, 

very thin specimens, as well as simulations taking elastic scattering 

into account, are needed to reduce artefacts and arrive at a reliable 

interpretation of the data. 

Here, the interaction of primary interest is the scattering of the 

probe electrons on the sample electrons. Both energy and mo- 

mentum can be transferred between the beam and the sample. 

Of particular importance for the real-space mapping of electronic 

transitions is the so-called core-loss regime of energy transfers of 

� 100 eV. They trigger an excitation of a sample electron from an 

initial, occupied core state to a final, unoccupied conduction-band 

state. The initial states are typically localised in close proximity 

to the nucleus and are characterised by a large binding energy. 

Therefore, crystal-field effects are mostly negligible for core states, 

which typically exhibit atomic character. The final states, on the 

other hand, lie close to the Fermi energy, and are strongly influ- 

enced by the local environment (see Fig. 1 a, b). 

Due to the strong localisation of the probe beam, it is possi- 

ble to map the position and energy-dependent transition matrix 

elements between the initial and the final states using STEM-EELS 

(see Fig. 1 c). If the initial state is known — either from first prin- 

ciples or experiments [24] — it is furthermore possible to obtain 

both the angular and the radial dependence of the final states 

[19,25,26] and, thus, bonding information on individual atomic 

columns [15,27] . To that end, specific transitions can be selected 

by using a sufficiently narrow energy range. 

2. Results 

2.1. Experiments 

As a model system, we have chosen rutile (TiO 2 ). It has a rel- 

atively simple, tetragonal unit cell and, together with the other ti- 

tanium oxides, has great practical importance, e.g., in renewable 

energy and energy storage applications, photocatalysis, or as coat- 

ing material (for a review, see [28] and other articles published in 

the same issue). Its tetragonal structure leads to a strong crystal- 

field splitting. In particular, the different Ti-O bond lengths give 

rise to a strong asymmetry and splitting [29] of the e g and t 2g 
states. Most noticeably, the asymmetric shape of the orbitals is ro- 

tated by 90 ° for adjacent Ti atoms due to the crystal symmetry 

(see Fig. 2 ). We concentrate here solely on mapping the e g states 

since the t 2g peak has a much lower intensity. Throughout its nar- 

row energy range [30] , there is always a sizeable e g contribution 

(see the fitted Gaussian peaks in Fig. 2 a), making it impossible to 

identify an unequivocal t 2g signal with todays instruments due to 

signal-to-noise ratio (SNR) limitations. Also note that in our simu- 

lations, the t 2g Wannier states are much more localized around the 

nucleus, which strongly reduces the asymmetry caused by crystal- 

field effects for t 2g states. 

A rutile single crystalline sample (MTI corporation) was me- 

chanically thinned down to electron transparency by using the 

wedge polishing technique with a Multiprep polishing apparatus 

(Allied High Tech Products Inc.). Further ion milling with a Gentle 

Mill (Technoorg Linda Ltd.) was performed for ion beam energies 

in the range of 50 0–90 0 eV to remove the damaged regions from 

the mechanical polishing and provide large, thin, and clean sur- 

faces. 

The experiments were performed at 80 kV acceleration voltage 

on a FEI Titan 80–300 TEM equipped with spherical aberration cor- 

rectors and a Gatan GIF Quantum Energy Filter. During the exper- 

iments, the single-crystalline sample was oriented in [0 0 1] di- 

rection and the thickness was determined to be 20 nm using EELS 

[31,32] . A spectrum image (SI) data cube (see Fig. 2 a) was recorded 

over several unit cells, together with the elastic dark-field (DF) sig- 

nal (see Fig. 2 c). The SI data and the DF signal were acquired si- 

multaneously with a convergence semi-angle of 19 mrad, a GIF col- 

lection semi-angle of 20.7 mrad, and a pixel dwell time of 5 ms 

to maximize the signal while minimizing drift and beam damage 

artefacts. Optimising the acquisition conditions is essential for ac- 

quiring data with sufficient spatial and energy resolution, as well 

as sufficient SNR for the subsequent data analysis. 

The residual lateral drift [33] was corrected using the DF data 

and the resulting data cube was averaged over 12 unit cells to im- 

prove the SNR. Finally, the map corresponding to L 2 transitions 

with energy transfers in the range 466.6 ± 1 eV was extracted. 

This corresponds to transitions from initial states with 2p 1/2 char- 

acter to final states with an energy in the range of 6 ± 1 eV above 
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Fig. 2. (a) Ti L 2,3 edge extracted from a single pixel (dots), and averaged over all 

140 0 0 pixels (line) of the data set. The energy window used for the energy-filtered 

e g maps is highlighted in yellow. Gaussian least squares fits representing the indi- 

vidual shapes of the e g and t 2g contributions are depicted in blue and green. (b) 

Projected DOS above the Fermi energy E F at the position of the Ti atoms as cal- 

culated by WIEN2k. (c) Dark field image acquired simultaneously with the spec- 

trum image dataset. The spatial distortion, highlighted with yellow lines, is cor- 

rected and the unit cells are subsequently averaged. The scale bar indicates 5 Å. 

(d) Unit cell along the [0 0 1] direction used in the experiment with the summed 

three-dimensional charge density of the e g Wannier functions in Fig. 1 a, b. Also 

shown are the projected positions of Ti (blue) and O (orange) atoms as well as yel- 

low ellipses indicating the nearest O neighbours of each Ti (due to the projection, 

only two of the four nearest neighbours are visible). (For interpretation of the ref- 

erences to colour in this figure legend, the reader is referred to the web version of 

this article.) 

the Fermi energy, which have mainly e g character (see Fig. 2 b and 

[30] ). Fig. 3 b shows the resulting energy-filtered map, while Fig. 3 c 

shows the same map after Gaussian smoothing. The asymmetry 

around each Ti column is clearly visible, as is the expected 90 °
rotation between nearest neighbours, owing to the different elec- 

tronic environment caused by the Ti-O bonds. 

2.2. Simulations 

As stated above, comparison to theory is indispensable for 

a reliable interpretation. To check the results, we simulated the 

energy-filtered image for the selected energy range and the exper- 

imental parameters. To that end, we used the mixed dynamic form 

factor (MDFF) approach [19,26,34] based on density functional the- 

ory data obtained from WIEN2k 1 [35] to model the inelastic inter- 

action between the probe beam and the sample electrons, while 

the elastic scattering before and after the inelastic scattering event 

was taken care of using the multislice algorithm [39,40] . The re- 

sulting maps were blurred using a Gaussian filter to account for 

the finite source size in the experiment. Moreover, noise 2 equiva- 

1 The simulations were done based on WIEN2k [35] calculations with the PBE- 

GGA [36] exchange-correlation potential. Maximally-localised Wannier functions 

were computed from the e g bands using the wien2wannier [37] and Wannier90 

[38] packages and the disentanglement procedure to separate the target bands from 

the t 2g band which crosses them near �. 
2 Gaussian noise with σ = 0 . 15 μ, μ being the mean value of the map, was used. 
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Fig. 3. (a) Charge density for the unoccupied e g orbitals projected along the [0 0 1] 

crystallographic axis as calculated by WIEN2k. (b) Experimental energy-filtered map 

for the Ti L ionization edge for final states with e g character after unit-cell averag- 

ing. (c) Same as (b), but after Gaussian smoothing. (d) Simulated energy-filtered 

map using the multislice algorithm and the MDFF approach after Gaussian blurring. 

(e) Same as (d) with added noise to better mimic the experimental conditions. (f) 

Same as (e) after Gaussian smoothing. (g)–(i) Same as (d)–(f) assuming indepen- 

dent atoms without bonding. All maps are replicated in a 3 × 3 raster for better 

visibility. Overlays show the projected positions of Ti (blue) and O (orange) atoms 

as well as yellow ellipses indicating the nearest O neighbours of each Ti (due to 

the projection, only two of the four nearest neighbours are visible). All scale bars 

indicate 5 Å. (For interpretation of the references to colour in this figure legend, the 

reader is referred to the web version of this article.) 

lent to the experimental conditions was added to facilitate a visual 

comparison with the measured data. The resulting simulated map 

is shown in Fig. 3 e. The map after Gaussian smoothing, with the 

same parameters as in Fig. 3 c, is shown in Fig. 3 f, where the in- 

tensity variations between nearest neighbours are a consequence 

of the added noise. 

The resulting simulated images (see Fig. 3 e and f) are found to 

be in very good agreement with the experimental data (see Fig. 3 b 

and c). In particular, the intensity distribution around the Ti atoms 

is not circular but has a distinct asymmetry towards the nearest O 

atoms (those which lie in the plane of the x 2 − y 2 Wannier orbital 

in Fig. 1 a). In a cubic crystal, there would be no such asymme- 

try between the [1 1 0] and [1 1 0] directions. Therefore, the ex- 

perimental data shows the preferential bond direction towards the 

nearest O atoms. This is confirmed by the calculated charge density 

of the e g conduction states as depicted in Fig. 3 a which exhibits 

the same asymmetry as the experimental map. 

To verify that the observed asymmetry is not an artefact, we 

also performed the same simulation assuming no bonds, i.e. inde- 

pendent, spherically symmetric individual atoms at the same lat- 

tice sites. The resulting data was processed as before to ensure 

comparability. The resulting maps are shown in Fig. 3 g–i. In con- 

trast to the e g maps in Fig. 3 d–f, the independent-atoms maps in 

Fig. 3 g–i cannot reproduce the distinct asymmetry found in the 

measured data. Thus, it can be concluded that while elastic scat- 

tering does affect the signal in principle, under the conditions used 

in this work, elastic scattering alone is insufficient to describe the 

experimental e g maps ( Fig. 3 b–c). As they can only be reproduced 

when taking into account inelastic scattering on realistic electronic 
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states, the peculiar asymmetric shapes can clearly be attributed to 

the orbitals. 

3. Conclusions and outlook 

In this work, we have demonstrated that the real-space map- 

ping of electronic transitions to specific orbitals is possible in a 

high-end TEM using EELS, thereby revealing information about 

both the electronic states themselves and the bonds between 

atoms. This method — together with soon realisable improvements 

in the SNR and accompanied by simulations — opens the road to 

studying electronic states in real-space, such as defect states at 

bulk grain boundaries, bonds at interfaces, or confined electron 

waves in quantum dots. 
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The spatial distributions of antibonding π� and σ� states in epitaxial graphene multilayers are mapped
using electron energy-loss spectroscopy in a scanning transmission electron microscope. Inelastic
channeling simulations validate the interpretation of the spatially resolved signals in terms of electronic
orbitals, and demonstrate the crucial effect of the material thickness on the experimental capability to
resolve the distribution of unoccupied states. This work illustrates the current potential of core-level
electron energy-loss spectroscopy towards the direct visualization of electronic orbitals in a wide range of
materials, of huge interest to better understand chemical bonding among many other properties at interfaces
and defects in solids.

DOI: 10.1103/PhysRevLett.128.116401

The vast majority of physical and chemical properties of
crystalline materials originates from electronic states gov-
erning chemical bonding. In addition, defects, interfaces,
and surfaces have a direct influence on macroscopic
material properties. Imaging electronic states, such as
chemical bonds at crystal imperfections and discontinuities
in real space, is thus of fundamental and technological
interest to enable the development of new materials with
novel functionalities. While total electronic charge den-
sities have been reconstructed using either electron dif-
fraction [1,2] or high-resolution imaging [3] in the
transmission electron microscope, and more recently
imaged with atomic-scale resolution using four-dimensional
scanning transmission electron microscopy (STEM) [4–6],
the direct observation of individual electronic states has been
achieved primarily using scanning tunneling microscopy
[7–10], albeit with surface sensitivity only. Electron energy-
loss spectroscopy (EELS) in an electron microscope is a
spectroscopy technique probing site- and momentum-
projected empty states in the conduction band [11].
Following the development of aberration correctors and
high stability electron optics, atomic resolution EELS in the

scanning transmission electron microscope has become
routinely available, leading to elemental (chemical) mapping
[12–14], and providing real-space atomic scale localization
of electronic states [15–21] using the energy-loss near-edge
structure (ELNES) of the spectroscopic signal.

The ELNES, or spectrum fine structure, arising from
core-level excitation provides a wealth of information on
chemical bonding between atoms, and can be interpreted
by first-principles calculations in favorable cases.
However, a quantitative interpretation of ELNES maps
at atomic resolution requires to also take into account the
channeling characteristics of the swift electron beam
before and after the inelastic event [15,22–25], and
resulting EELS signal mixing. The appropriate description
and/or deconvolution of the electron beam propagation
allows for the precise determination of the origin of
spatially resolved variations in fine structures arising from
orbital orientation [26] and localization [27]. It has been
theoretically predicted that aberration-corrected STEM-
EELS should allow for the mapping of electronic orbitals
[24]. A first experimental proof of principle was reported
through real-space mapping of electronic transitions to Ti
d orbitals in bulk rutile TiO2 [27], but thus far, mapping
electronic orbitals in real space remains extremely chal-
lenging and elusive, be it in bulk crystals or at crystal
imperfections and discontinuities.

Graphene, a flagship two-dimensional material with
exceptional physical and mechanical properties, has
received tremendous scientific interest for potential
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electronic applications [28,29]. The atomic scale analysis
of individual graphene flakes is almost exclusively
achieved in the top surface view, thus enabling a path to
probe single atom chemical bonding [30–32] and phononic
response [33]. The chemical bonding in graphene can be
described as in-C-plane (σ) and orthogonal out-of-C-plane
(π) covalent bonds. The ELNES of the C-K edge therefore
represents the excitation of core states probing in-C-plane
σ� (1s → 2px;y) orbitals and out-of-C-plane π� (1s → 2pz)
orbitals, as illustrated schematically in Fig. S1 [49]. While
π� state distributions around nitrogen and boron dopants
in monolayer graphene have been evidenced from the
ELNES [34], the prospect of mapping orbitals at vacancies
and nitrogen dopants in a single graphene sheet has
been explored theoretically only a few years ago [35].
Nevertheless, even if this is intuitively the appropriate
direction to observe individual in-C-plane σ bonds, inelas-
tic channeling computations show that the STEM-EELS
mapping of σ� orbitals in top surface view in pristine
graphene is not possible due to symmetry constraints
[35,36]. The observation of graphene layers in side view,
however, provides a pathway to directly visualizing the
distribution of π� states at the atomic scale using STEM-
EELS. While the description of the atomic scale distribu-
tion of out-of-C-plane π� and in-C-plane σ� states may
appear simple enough from a chemical bonding perspec-
tive, experimental evidence using STEM-EELS is lacking.
Moreover, considering the aforementioned subtle effects
associated with the localization of the EELS signal, due for
instance to channeling of the incident electron beam, the
interpretation of energy-filtered real-space maps can be
very complex and must be validated through careful
numerical work.

In this Letter, real-space maps of π� and σ� states in
epitaxial graphene multilayers are recorded in side view,
combining state-of-the-art high spatial and energy resolu-
tion STEM-EELS with inelastic channeling calculations.
The interpretation of the spatial distribution of orbital
signals, based on the excellent agreement between com-
puted and experimental data, highlights the successful
direct mapping of the π� state distribution at atomic reso-
lution in the transmission electron microscope. The theo-
retical approach provides a powerful platform to determine
the origin of the energy-filtered signal.

The epitaxial graphene/SiC specimen was synthesized
by thermal decomposition of SiC at 1300 °C in ultrahigh
vacuum (UHV). For completeness, and as shown in
Fig. 1(a), we note that a thin capping film of Bi2Se3
was additionally deposited on top of the graphene layers by
molecular beam epitaxy at 275–325 °C [37]. This specimen
was selected due to the convenient cross-section geometry
of the graphene layers; the properties and electronic
structure of interfaces with the 6H − SiC substrate and
the Bi2Se3 capping film are the subject of separate studies
and not discussed here. This results in a structure

comprising of a so-called graphene “buffer layer” (BL)
in contact with the underlying SiC substrate, capped with a
number of layers of “epitaxial” graphene [here five such
layers are seen in Fig. 1(a)], whose macroscopic properties
are known to be nigh-on identical to those of free-standing
graphene [38,39].

The cross-section STEM lamellae were prepared by
focused ion beam milling. The thickness of the specimen
in the regions of investigation was evaluated to ∼25 nm by
Fourier-Log deconvolution of low-loss EELS spectra [11].
The STEM-EELS experiments were carried out using a
Nion HERMES microscope, equipped with a high-energy-
resolution monochromator, a Cs aberration corrector up to
the fifth order, a Gatan Enfinium spectrometer, and oper-
ated at 60 kV. The convergence and collection semiangles
were 30 and 66 mrad, respectively. The specimen was
oriented in the ½1 1 2̄ 0� zone axis of SiC, corresponding to
the ½1 0 1̄ 0� zone axis of graphene (see Fig. S1 [49]). The
C-K edgewas acquired with a 1.1 Å probe size and a step of
∼0.3 Å, providing high spatial sampling while preserving

(a)

(b)

FIG. 1. (a) High resolution STEM-HAADF image of a six-layer
epitaxial graphene assembly, grown on 6H − SiC and topped
with Bi2Se3, simultaneously acquired with core-loss EELS data.
(b) C-K edge spectra corresponding to the probe positionned in-
C-plane (solid orange line) and between layers (solid blue line),
as indicated in (a). Spectra are integrated over the width of the
whole image, presented after background subtraction, and shifted
vertically for visualization.
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the specimen from electron beam damage. The monochro-
mator slit width was adjusted to provide an effective energy
resolution of ∼100 meV, as measured at the zero-loss
peak full width at half maximum. While not the highest
achievable resolution on the instrument, these conditions
provided a good compromise of beam current (given the
chosen probe size) while still being narrower than expected
spectral features. The presented STEM-EELS dataset was
acquired from a region of 4.8 × 3.9 nm2, with a sampling
of 110 × 88 pixels2. Subpixel scanning (16 × 16) was
employed, hence leading to a 1760 × 1408 pixels2 simul-
taneously acquired HAADF image in Fig. 1(a). The
experimental EELS maps and HAADF image in Fig. 2
are directly cropped from a 88 × 88 pixels2 region in the
original dataset. The dwell time was 0.2 s, at a dispersion of
0.05 eV=pixel. The experimental maps were obtained after
background extraction (modeled with a power-law func-
tion), and energy filtering with a 2 eV window for π� and σ�
states.

The spatial variations of the C-K ELNES are highlighted
in Fig. 1(b), where spectra corresponding to in-C-plane
(solid orange line) and out-of-C-plane (solid blue line)
probe positions are displayed. It is noteworthy that the
instrumental broadening of the electron source is narrower
than the intrinsic linewidth of the fine structures. This is
expected to facilitate orbital mapping since the spectral
features are not limited by the energy resolution of the
electron source but by physical phenomena linked to, e.g.,
the excited state lifetime broadening, core-hole screening,
or other multielectronic interactions. The π� and σ� fine
structures are in good agreement with existing work on
free-standing graphene layers [39,40], with a sharp exci-
tonic feature visible around 294.5 eV. Although the edges
overall look comparable for the in- and out-of-C plane
probe positions, the π� intensity increases noticeably

between the epitaxial graphene layers at out-of-C-plane
positions. This behavior was systematically observed and is
characteristic of all C-K near-edge structures between the
epitaxial graphene layers Gr2–Gr6 (see Fig. S2 [49]). The
ELNES of the BL and between the graphene BL and Gr2
are influenced by significant covalent bonding between the
graphene BL and SiC [39], and thus are not considered
here. In a first approximation, the spectral variations
observed for the Gr2–Gr6 graphene layers can be related
to the simple picture of out-of-C-plane delocalization of π�
states, in contrast to the in-C-plane nature of σ� states.
Indeed, while the π� bonding takes place between C
neighboring atoms of a single graphene layer, the lobes
of the antibonding π� orbitals are delocalized around the C
planes, as shown schematically in Fig. S1 of the
Supplemental Material [49]. On the contrary, the σ� orbitals
are contained essentially within the graphene planes.
Nevertheless, the magnitude of this out-of-C-plane delo-
calization measured by fine structure mapping, and the
ability to spatially distinguish π� from σ� states using a
convergent electron-probe in STEM-EELS are nontrivial.

In order to rationalize experimental findings, we carried
out extensive numerical calculations of the fine structure
maps. The effect of the graphene-SiC interface, partially
influenced by covalent bonding, and of the graphene-
Bi2Se3 interface on orbital mapping are beyond the scope
of this Letter, therefore a structure made exclusively of
graphene layers was considered for inelastic channeling
calculations. For simulating the elastic electron propagation
both before and after the inelastic scattering events, the
multislice algorithm [41,42] was used. For the inelastic
interaction between the probe beam and the sample
electrons, we calculate the mixed dynamic form factor
[24,43], based on density functional theory data obtained
with WIEN2k [44]. All simulated STEM-EELS maps were

(a) (b) (c) (d) (i)

(e) (f) (g) (h)

FIG. 2. (a),(b),(c),(d) Experimental π�, σ�, π�=σ� maps, and HAADF image, respectively. (e),(f),(g),(h) Theoretical π�, σ�, π�=σ� maps
with shot noise, and ADF image, respectively. The position of atomic planes from the HAADF signal is indicated with green circles.
(i) π�=σ� profiles from (c),(g), and HAADF intensity integrated in the range indicated by the vertical orange, blue, and red bars in (c),(g),
and (d). All scale bars indicate 1 nm.
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calculated with the same parameters (acceleration voltage,
convergence or collection angle, orientation, sampling,
etc.) as used in the experiments. For Fig. 2, the simulated
ideal maps were blurred using a Gaussian filter with a
standard deviation of 1.1 Å to mimic instrumental broad-
ening due to partial coherence of the electron source [45].
Subsequently, shot noise was added based on the exper-
imental noise characteristics, which were evaluated from
the electron intensity in the experimental maps; π�:
31676.4, σ�: 40026.5 e−=nm2.

The experimental π� and σ� maps, shown in Figs. 2(a)
and 2(b), respectively, both display higher intensity where
the C planes are located. The localization of the σ� states on
the C planes is expected. For the π� states (which one might
expect to be stronger around the C planes), the apparent,
counterintuitive localization on the planes can be explained
by channeling effects of the electron beam. These obser-
vations are confirmed in the computed maps obtained by
inelastic channeling simulations in Figs. 2(e) and 2(f).

Rather than analyzing the absolute intensities, we inves-
tigate the ratio between the π� and the σ� intensities as
shown in Figs. 2(c) and 2(g), as a way to normalize the π�
intensity variations. The ratio is maximized between the C
planes in these maps, as exemplified by the vertical π�=σ�
profiles plotted versus the HAADF intensity in Fig. 2(i).
HAADF intensity minima coincide with π�=σ� intensity
profile maxima, which are almost exactly equidistant
from two graphene layers. The visual agreement between
the calculated and experimental π�, σ�, and π�=σ� maps is
supported by the remarkable overlap of the calculated
and experimental π�=σ� line profiles. This successful

reproduction of the experimental data underlines the
robustness of the inelastic channeling calculations per-
formed in this work to interpret the experimental spectral
data. Most importantly, this result provides an undeniable
proof that the contrast obtained from π� and σ� real-space
fine-structure maps at high resolution does match the
expected localization of corresponding unoccupied elec-
tronic orbitals. It also highlights that beyond the atomic site
where core-level excitation takes place, the localization of
the π� and σ� orbitals in two-dimensional maps is inti-
mately linked to the channeling of the electron beam, and is
thus strongly affected by the specimen projected thick-
ness [46].

While the channeling of the swift electron beam pri-
marily depends on the alignment of the electron beam path
with the atomic columns, the projected thickness also
strongly modifies the atomic-scale contrast in fine structure
maps. To evaluate the influence of the projected thickness
on the expected π� and σ� orbital contrast, we performed
inelastic channeling calculations using the same simulation
parameters as in Fig. 2 but considering specimens with
different thicknesses: 0.43 (a single graphene unit cell),
12.8, and 25.6 nm. The latter corresponds to the estimated
thickness of the TEM lamella considered experimentally.
The π� and σ� maps corresponding to these projected
thicknesses under ideal conditions (no noise, no instru-
mental broadening, etc.) are presented in Figs. 3(c) and
3(d), respectively. These maps differ from those displayed
in Figs. 2(e), 2(f), which contain noise and instrumental
broadening. The π� map of the thinnest specimen displays
lobes outside the C planes, in agreement with the π� charge

(a) (c)

(b) (d)

FIG. 3. (a) Charge density for the energy interval between 0.73 and 3.46 eV above the Fermi level. (b) Projected density of states in
graphite. The z axis corresponds to the crystallographic c axis of graphite, perpendicular to the carbon layers. (c) π� maps for projected
thicknesses of 0.43 (left), 12.8 (middle), and 25.6 nm (right). The position of atomic planes is indicated with green circles. (d) σ� maps
for the same thicknesses. All maps are shown without noise and instrumental broadening. All scale bars indicate 5 Å.
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density in Fig. 3(a). Additional intensity is also visible on
the C columns, and becomes more prominent for larger and
more realistic projected thicknesses. At a thickness of
25.6 nm, the intensity of the π� states on the C columns
is stronger than outside the C planes, in agreement with the
experimental π� maps in Fig. 2. For all thicknesses, it is
noteworthy that the intensity in the π� maps is expected to
fade out beyond ∼1 Å away from the C planes. The
intensity in the σ� maps is, as expected, exclusively
contained within the C planes, and peaked on the C
columns. In addition, it is noteworthy that the atomic
resolution contrast is smoothed out with increasing thick-
ness. It should be noted that the σ� maps also contain some
intensity from pz states, i.e., states with π� symmetry, as
shown in the PDOS in Fig. 3(b).

These simulated fine structure maps, in which the elastic
channeling conditions of the electron beam were taken into
account, highlight the fact that the specimen thickness must
be considered carefully to interpret STEM-EELS orbital
mapping experiments successfully. Halving the projected
thickness down to 12.8 nm is expected to lead to a result
similar to the current experimental thickness of 25.6 nm.
The direct comparison of π� orbital maps with the π� charge
density plot in Fig. 3(a) is not reasonable for the exper-
imental thickness considered, nor even for 12.8 nm, but
only for an unrealistically small thickness of the order of
0.43 nm. Therefore, it is suggested that smaller projected
thickness will only be meaningful below few nm to provide
better visualization of electronic orbitals using STEM-
EELS in the present case. The noise level is also a major
hurdle to overcome, and is clearly visible when comparing
the π� and σ� maps in Figs. 2(e) (shot noise added) and 3(c)
(no shot noise), and Figs. 2(f) (shot noise added) and 3(d)
(no shot noise), respectively. It is expected that orbital
mapping in STEM-EELS might benefit from a new gen-
eration of detectors with improved sensitivity and lower
noise level [47,48].

In conclusion, the spatial distribution of antibonding π�
and σ� orbitals in epitaxial graphene multilayers was
mapped successfully by electron energy-loss spectroscopy
in the aberration-corrected scanning transmission electron
microscope. Inelastic channeling calculations unambigu-
ously reproduce the experimental π� and σ� orbital maps
with high level of accuracy, and demonstrate the decisive
effect of the specimen thickness on the orbital mapping
capabilities in graphene. The real-space visualization, at
atomic resolution, of unoccupied electronic states with
different symmetry defines a pathway to better understand
chemical bonding at interfaces and defects in solids. This is
particularly relevant to foster defect engineering and tune
the properties of solids for a wide range of promising
applications where physical and chemical phenomena
occur at surfaces (e.g., photocatalysis) or interfaces (e.g.,
spintronics). This work further illustrates the potentiality of
orbital mapping using STEM-EELS.
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Part II

Energy-Loss Magnetic Chiral
Dichroism
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Figure 2.: Left: schematic principle of EMCD. Right: idealized intensity distribution
in the diffraction plane for different µ-components in an incident two-beam
case with overlaid contours (gray, logarithmic spacing), Thales circle (dotted
yellow) and two detector positions (red/blue circles).

The characterization of the spin state can be just as important as the mapping
of the real-space probability distribution of electronic states discussed in part I. One
method for achieving this goal is EMCD [25, 26]. EMCD exploits the fact that in
spin-polarized samples, the MDFF becomes spin-dependent. This, in turn, results
in different weights for different µ components in the Rayleigh expansion eq. 11 (see
chapter 1 as well as, e.g., [16, 27]). Owing to

L̂zY
µ
λ (Ω) = �µY µ

λ (Ω),

each µ-component corresponds to an orbital angular momentum (OAM) transfer of an
integer multiple of � and results in a scattering component with an eiµϕ phase factor
where ϕ is the polar angle in the plane perpendicular to the direction of propagation.
Such components are EVBs.

The key to EMCD thus is to determine the relative weights of the different eiµϕ

scattering components. The classical way to achieve this is by interferometry, as
shown schematically in fig. 2. After inelastic interaction with the scattering atom,
an incident plane wave can obtain OAM, turning it into an EVB. This EVB is
subsequently sent through a beam splitter and a retarder which (globally) modifies
the beam’s phase. In practice, this happens automatically in any crystalline sample,
as the crystal lattice acts as beam splitter by diffraction, and each diffracted beam
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accumulates a different phase shift [8]. Finally, the two beams are superimposed
again and measured. This typically occurs in the diffraction plane. Owing to the
quasi-Lorentzian scattering distribution [28, 29], there is a small, but non-negligible
overlap between the momentum distributions of the two beams in the area between
the diffraction spots. There, interference effects occur.

It was shown [16, 30, 31] that under some idealizing assumptions (considering only
dipole-allowed transitions in an isotropic material), the MDFF in the spin-polarized
case can be written as

S(q, q�, E) = A(q, q�, E)
q · q�

qq�
+ iB(q, q�, E)

q × q�

qq�
· m

msat
, (20)

where m is the magnetization vector, msat is the saturation magnetization when all
spins are oriented parallel to one another, and A(E, q, q�), B(E, q, q�) are material-
dependent real pre-factors. From eq. 20, it is clear that the magnetic information
is contained in the imaginary part of the MDFF. Additionally, it is evident that
the largest contributions of the magnetic part of the MDFF occur for q ⊥ q�, where
q × q� = qq� and q · q� = 0. This occurs slightly inside the Thales circle through the
adjacent/strong diffraction spots (depicted in fig. 2) due to the fact that qz = q�z = qE
is fixed.

Using eq. 20 together with beam propagation algorithms, it is in principle straight-
forward, albeit time-consuming, to numerically predict the diffraction pattern and,
hence, the expected EMCD signal strength for a given material and orientation. How-
ever, there are two major caveats: the low SNR and the geometry dependence.

For the classical plane wave method outlined above, the SNR is inherently very
low. As indicated in fig. 2, measurements are typically performed far away from the
diffraction spots where the intensity is extremely low. Paired with the fact that one is
looking for small variations due to interference effects on top of a sizable background
signal makes matters even worse. Therefore, classical EMCD often features long ex-
posure times that can easily reach minutes for a single exposure, thus putting extreme
demands on the stability of both the TEM and the sample.

The second major caveat of EMCD is its complicated geometry dependence. As
EMCD is inherently an interferometric method, its outcome crucially depends on the
relative phase shift between superposed beams. This relative phase shift depends on
many factors, including which plane wave components are contributing and how far
the waves travel through the sample before and after reaching the scattering atom.
Therefore, the EMCD signal strength depends on the chosen sample orientation as
well as the sample thickness in a complex manner. Thus, finding an optimal or even
suitable geometry typically requires an exhaustive numerical search in a vast parameter
space.

To overcome the SNR problem in EMCD, two possible methods are presented in this
part (an additional, more general future approach is discussed in part IV). In chapter 6,
the possibilities and current limitations of an alternative to classical interferometry
are investigated. Instead of superposing several diffracted beams, the central beam
is sent directly through a holographic mask (a “vortex filter”) designed to modify
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the wavefunction based on its OAM distribution, i.e., based on the eiµϕ components.
The result is a series of ring-like intensity distributions where the EMCD effect can
be derived from the central intensities of the m = ±1 rings. The paper shows that
measuring EMCD with a vortex filter setup works in principle, but requires a relatively
unusual alignment of the lenses. This result contributed to resolving a long-standing
discussion in the community regarding the reproducibility of the first vortex-EMCD
experiments [32]. In addition, the vortex-filter method also allows to study EMCD in
amorphous samples (which cannot be used as beam splitter and retarder) without the
need for, e.g., a biprism.

In chapter 7, another method to reduce the SNR issue is shown, namely convergent-
beam EMCD. Convergent beams have been used experimentally to qualitatively im-
prove the signal and/or the spatial resolution (see, e.g., [30, 33–38]). However, how
the use of convergent beams changes the achievable EMCD signal strength as well as
the SNR had not been explored before. My results show that while using a convergent
beam slightly decreases the expected maximal EMCD signal, it allows to dramati-
cally increase the SNR, with the additional benefit of an improved spatial resolution.
Additionally, the paper gives a recipe for the optimal range of convergence angles.

The challenge of the complex geometry dependence is overcome in the paper in
chapter 8. There, a complete analytical derivation of the EMCD signal strength in-
cluding elastic scattering both before and after the inelastic scattering event is given
for the classical “plane wave” method. This not only allows to predict the orientation
and thickness dependence of EMCD without extensive numerical simulations, it also
accurately describes the pertinent features of the EMCD thickness dependence, i.e.,
its oscillatory nature and dampening. Furthermore, the paper investigates the acceler-
ation voltage dependence of EMCD, which can be used, e.g., to study magnetic phase
transitions [39].

In summary, my work presented in this part substantially improved the understand-
ing of EMCD, describes concrete recipes for using vortex filtering and convergent
beams for the measurement, and gives simple, quantitative predictions for optimizing
the achievable signal and SNR.
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Chapter 6

EMCD with an electron vortex filter:
Limitations and possibilities
T. Schachinger, S. Löffler, A. Steiger-Thirsfeld, M. Stöger-Pollach, S. Schnei-
der, D. Pohl, B. Rellinghaus, and P. Schattschneider
Ultramicroscopy 179 (2017) 15–23
10.1016/j.ultramic.2017.03.019
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a b s t r a c t 

We discuss the feasibility of detecting spin polarized electronic transitions with a vortex filter. This ap- 

proach does not rely on the principal condition of the standard electron energy-loss magnetic chiral 

dichroism (EMCD) technique, the precise alignment of the crystal in order to use it as a beam split- 

ter, and thus would pave the way for the application of EMCD to new classes of materials and problems, 

like amorphous magnetic alloys and interface magnetism. The dichroic signal strength at the L 2, 3 -edge 

of ferromagnetic Cobalt (Co) is estimated on theoretical grounds using a single atom scattering approach. 

To justify this approach, multi-slice simulations were carried out in order to confirm that orbital angu- 

lar momentum (OAM) is conserved in amorphous materials over an extended range of sample thickness 

and also in very thin crystalline specimen, which is necessary for the detection of EMCD. Also artefact 

sources like spot size, mask tilt and astigmatism are discussed. In addition, the achievable SNR under 

typical experimental conditions is assessed. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

The discovery in 2006 that electron energy-loss magnetic chi- 

ral dichroism (EMCD) can be observed in the transmission elec- 

tron microscope (TEM) [1] provided an unexpected alternative to 

X-ray magnetic circular dichroism (XMCD) in the synchrotron. Both 

EMCD and XMCD are based on the fact that in spin-polarized 

(magnetic) samples, the interaction of the probe beam with the 

target electrons depends on the transfer of orbital angular mo- 

mentum (OAM) between the two. This has its origin in the spin- 

orbit-interaction of the target electrons’ initial states. By means of 

sum rules [2] , it is even possible to determine the spin and or- 

bital magnetic moments. EMCD has seen tremendous progress [3–

7] , achieving nanometre resolution [8] , and even sub-lattice reso- 

lution [5,9,10] . 

The discovery of electron vortex beams (EVBs) [11,12] has 

spurred effort s to use them for EMCD because of their intrinsic 

chirality. In spite of much progress in the production and applica- 

tion of vortex beams [13–18] , it soon became clear that atom-sized 

vortices incident on the specimen are needed for EMCD experi- 

ments [19–21] . Attempts to produce such beams and to use them 

for EMCD measurements did not show an effect so far [22] . Nev- 

∗ Corresponding author. 

E-mail address: thomas.schachinger@tuwien.ac.at (T. Schachinger). 

ertheless, faint atomic resolution EMCD signals have been shown 

without the need for atom-sized EVBs using intelligent shaping of 

the incident wavefront with a C s corrector instead [23,24] . 

The fact that OAM can be transferred to the probing electron 

when it excites electronic transitions to spin polarized final states 

in the sample manifests itself in a vortical structure of the in- 

elastically scattered probe electron. The latter could be detected 

by a holographic vortex mask (HVM) after the specimen and vari- 

ous other techniques like triangular shaped apertures, knife edges, 

astigmatic phase shifts [25] and pinhole arrangements [26] . We 

are focusing on using a HVM because the other techniques men- 

tioned show drawbacks, like that the analysis is fundamentally 

more complicated or that they are not practical for beams which 

are not OAM eigenstates or incoherent superpositions of different 

OAM states as is the case in EMCD. Additionally, using a HVM as 

chiral filter is already well-established in optics [27–29] . If success- 

ful, this ansatz would open up the possibility to measure magnetic 

properties of amorphous materials, since the specimen no longer 

needs to act as a beam splitter itself. Also, technologically interest- 

ing questions like interface magnetism could be an application of 

this technique. Additionally, it could provide an alternative method 

to determine the magnetic properties of nano-crystalline samples 

[30] . 

http://dx.doi.org/10.1016/j.ultramic.2017.03.019 

0304-3991/© 2017 Elsevier B.V. All rights reserved. 
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Fig. 1. Principle of the vortex filter: The red dot represents the scattering centre, 

i.e. the atom in the object plane, with its three scattering channels, μ = ±1 , 0 . The 

resulting vortices are then incident on a HVM in the far-field, adding topological 

charges m ∈ Z , thereby creating a line of vortices of topological charges μ + m in 

the image plane. Subsequently, the EMCD signal can be derived from the difference 

in the vortex orders m = ±1 , according to Eq. (6) . (For interpretation of the refer- 

ences to colour in this figure legend, the reader is referred to the web version of 

this article.) 

2. Possibilities 

In order to get an idea of the achievable EMCD signal strength 

of a vortex filter setup, first, an experimental scheme using a HVM 

in the diffraction plane (DP) as a vorticity filter will be described 

by means of an idealised single atom scattering model. Subse- 

quently, an alternative experimental setup, similar to the one used 

in [12] , where the HVM is placed in the selected area aperture 

(SAA) holder will be described and its ability to filter the vortic- 

ity of an incident electron beam will be shown. At the end of this 

section, multi-slice simulation results on the conservation of OAM, 

which is an important prerequisite for detecting an EMCD signal 

using a vortex filter, in an extended specimen (an amorphous mag- 

netic alloy) will be shown in order to justify the single atom scat- 

tering model. 

2.1. Principle and experimental setup of a HVM in the DP 

As stated above, the key aspect of EMCD is the transfer of OAM 

between the probe beam and the target electron. Assuming the in- 

cident beam has no OAM, the inelastic scattering event will trans- 

form it into a vortex or, more generally, a superposition of several 

vortex orders. Thus, it is natural to use a vorticity filter such as a 

HVM to separate the different OAM components and measure their 

respective weights (see Fig. 1 ). Ideally, one would place the HVM 

in the sample’s far-field (i.e. the DP) so that it operates on all out- 

going vortices irrespective of their point of origin and measure in 

the image plane. 

Dealing with transition metals, dichroism measurements typi- 

cally involve 2p-core to d-valence excitations at the L 2,3 ionization 

edges. The L 2,3 -edges are used due to their strong spin-orbit in- 

teraction in the initial state. Besides, their dichroic signal is an or- 

der of magnitude higher compared to using K-edges, which were 

originally used in X-ray magnetic circular dichroism measurements 

to show the dichroic effect [31,32] . The most dominant contribu- 

tion to the ionisation edges are electric dipole-allowed transitions. 

Higher multi-pole transitions show low transition amplitudes con- 

tributing less than 10% at scattering angles of < 20 mrad relevant 

in electron energy-loss spectrometry (EELS) [33–35] . 

In case of an L-edge dipole-allowed transition which transfers 

an OAM of � μ and, thereby, changes the magnetic quantum num- 

ber of an atom by μ, an incident plane wave electron transforms 

into an outgoing wave [36] 

ψ μ( r ) = e −iμϕ r f μ(r) (1) 

Fig. 2. Scattering profiles of | ̃  ψ 0 | 2 and | ̃  ψ ±1 | 2 and their sum 

& 

μ= −1 , 0 , 1 | ̃  ψ μ| 2 , giv- 
ing the Lorentz profile for non-magnetic isotropic transitions in momentum space 

for the Co L 3 -edge. The radius of the HVM q mask = 3 . 16 nm 

−1 , which was used to 

estimate the SNR in Section 3.3 , is indicated by the grey shaded area terminated 

by the full vertical line, q E is indicated by the dashed vertical line and the magenta 

shaded area. (For interpretation of the references to colour in this figure legend, the 

reader is referred to the web version of this article.) 

where ϕr is the azimuthal angle, and 

f μ(r) = 

i μ

2 π
q 
1 −| μ| 
E 

� ∞ 

0 

q 1+ | μ| J | μ| (qr) � j 1 (Q ) � ELS j 
Q 

3 
dq, (2) 

with � j 1 ( Q ) � ELSj the matrix element of the spherical Bessel function 

between the initial and final radial atomic wave functions, and Q = ! 

q 2 + q 2 
E 
. Here, q is the transverse scattering vector that relates to 

the experimental scattering angle θ as q = k 0 θ , and h̄ q E = h̄ k 0 θE is 
the scalar difference of linear momenta of the probe electron be- 

fore and after the inelastic interaction, also known as the charac- 

teristic momentum transfer in EELS [37] . The characteristic scatter- 

ing angle θE is given by θE ∼ �E /2 E 0 , with �E being the threshold 

energy of the dipole-allowed L-edge and E 0 the primary beam en- 

ergy. For the Co-L 3 threshold energy of 779 eV, the characteristic 

scattering angle θE amounts to ∼ 2 mrad at an acceleration voltage 

of 200 kV. 

The dichroic signal in the diffraction plane can readily be calcu- 

lated via Fourier transforming Eq. (1) . According to a theorem for 

the Fourier–Bessel transform of a function of azimuthal variation 

e −iμϕ [38] , one has 

˜ ψ μ( q ) = 

i μ

2 π
e −iμϕ q 

� ∞ 

0 

f μ(r) J | μ| (qr) rdr. (3) 

The outgoing electron in the DP still carries topological charge μ, 

showing that the wave function is topologically protected. The ra- 

dial intensity profiles | ˜ ψ μ(q ) | 2 for the possible transitions with 

μ ∈ {−1 , 0 , 1 } and their sum 

& 

μ= −1 , 0 , 1 | ˜ ψ μ| 2 , which represents 

the Lorentz profile for non-magnetic isotropic transitions, for the 

Co L 3 -edge are shown in Fig. 2 . 

A HVM adds topological charges m ∈ Z to the incident beam of 

topological charge μ. Due to the grating nature of the HVM, the m - 

dependent deflections are separated by 2 θBragg = λ/g, where λ is 

the electrons’ wavelength and g is the HVM periodicity. Thus, such 

a mask creates a line of vortices of topological charge m + μ in the 

image plane, see Fig. 1 . The radial profiles in the image plane are 

given by the back-transform of Eq. (3) with the respective vortex 

order m added by the mask: 

ψ mμ( r ) = 

i m + μ

2 π
e −i (m + μ) ϕ r 

� q mask 

0 

˜ ψ μ(q ) J | m + μ| (q r) q dq (4) 

where q mask = k 0 θmask is given by the mask aperture limiting the 

maximum momentum transfer. The observed vortices are finally 
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Table 1 

Coefficents C μ for the L 3 -edge taken from [9] . The weighting factors for the transitions when 

the final states are completely up-spin polarized show an asymmetry for m + μ = 0 , i.e. in 

the centre of the m = ±1 vortices. 

m −1 0 + 1 

μ −1 0 + 1 −1 0 + 1 −1 0 + 1 

m + μ −2 −1 0 −1 0 + 1 0 + 1 + 2 

C μ 0 .278 0 .222 0 .167 0 .278 0 .222 0 .167 0 .278 0 .222 0 .167 

Fig. 3. Radial intensity profiles of a m = ±1 filtered image of a single atomic ioni- 

sation, for the fully spin polarized case according to Eq. (6) , with a defocus of 0 μm 

and 4 μm, respectively. The resulting r -dependent EMCD signal is given by the dot- 

dashed curves, according to Eq. (7) , and amounts to 50% at r = 0 nm for both defocus 

values. The signals are normalised to their respective total intensities. 

calculated with Eq. (4) , but now including the defocus df and the 

spherical aberration C s : 

ψ mμ( r ) = 

i m + μ

2 π
e −i (m + μ) ϕ r ×� q mask 

0 

˜ ψ μ(q ) J | m + μ| (q r) ×

e i ( dfq 
2 / 2 k 0 + C s q 4 / 4 k 3 0 ) q dq. (5) 

The respective intensities are azimuthally symmetric with distinct 

radial profiles. Fig. 1 shows schematically the central three vortices 

for the three dipole-allowed transition channels. Note that the cen- 

tral vortex ( m = 0 ) does not show any asymmetry for μ = +1 and 

μ = −1 . This is the reason why such transitions cannot be distin- 

guished with standard EELS. 

Each panel of Fig. 1 describes the situation where only one 

transition channel ( μ) is present. For several transition channels at 

the same energy, as is usually the case, the outgoing probe elec- 

tron is in a mixed state, described by the reduced density matrix 

[39,40] and the paths of the rays cannot be visualized in such an 

easy way. Note that the total intensity is the trace of the matrix, 

i.e. the sum over all intensities in the respective channels. For fully 

spin-polarized systems (i.e. ideal EMCD) 

I m 

= 

1 % 

μ= −1 

C μ | ψ mμ| 2 (6) 

where the C μ are derived from the Clebsch–Gordan coefficients 

[9,41] and given in Table 1 . 

In Fig. 3 , the resulting radial intensity profiles are drawn with 

no additional broadening added (which will be discussed in more 

detail in Section 3.1 ). The radial extension of the intensity profiles 

in Fig. 3 is considerably broader than it is directly at the scattering 

atom, due to the limited extent q mask of the vortex filtering mask 

shown in Fig. 1 . 

In this geometry, we define the EMCD signal as the relative dif- 

ference of the intensities with m = ±1 

EMCD = 2 · I +1 − I −1 

I +1 + I −1 

. (7) 

The EMCD signal is a function of the radius which has been omit- 

ted for clarity here. 

Fig. 3 shows an ideal case for a single atom excitation and a 

HVM radius of q mask = 3 . 16 nm 

−1 for the focused case and for a 

defocus value of 4 μm. The EMCD signal is strong in the centre of 

the vortices but rapidly decreases above r ≈ 1 nm. For this ide- 

alised approach, it reaches 50% for both defocus values in the cen- 

tral region of the vortices. Note that, especially for the df = 0 μm 

case, not only the central regions of the radial profiles show dis- 

tinct differences but there is also an apparent difference of the po- 

sitions of the maxima. This is due to the asymmetry in the OAM 

content of the respective vortex order. 

2.2. Experimental setup of a HVM in the SAA plane 

Even though there are proposals to use spiral-phase-plates in 

the DP, e.g. to determine chiral crystal symmetries and the local 

OAM content of an electron wave [42,43] , to date no successful im- 

plementation of a vortex mask in the DP of a TEM has been shown. 

This can be attributed to the fact that placing the vortex filtering 

HVM in the DP is not straightforward because strip apertures are 

used due to the limited space in the pole piece gap. These strips 

cannot be loaded with conventional ∅ 3 mm frame apertures. In- 

stead, the whole strip needs to be replaced each time, including 

all commonly used contrast apertures. 

Instead, here we describe a setup that is functionally equivalent 

to the one described in the previous section, but with a HVM po- 

sitioned inside the SAA holder. Obviously, changing the HVM po- 

sition also requires changing the experimental settings. The HVM 

in the SAA holder creates a demagnified virtual image in the eu- 

centric plane with small lattice constant (see Fig. 4 a). In order that 

the virtual image of the mask remains in the sample’s far field, the 

specimen has to be lifted in height by dz . 

Due to the limitations discussed in Section 3.1 , it is essential 

for obtaining a large EMCD effect to minimize the illuminated area. 

Typically, this can be achieved by focussing the beam. In that case, 

the C 2 condenser lens needs to be adjusted to account for the dif- 

ferent sample position (see Fig. 5 ). Note that focusing the beam 

onto the specimen guarantees that the probability density current 

is essentially aligned parallel to the optical axis all over the illu- 

minated area such that the scattering “light cones” all point in the 

same direction towards the vortex filter mask. This is due to the 

fact that the Rayleigh range of the incident beam 

1 is of the order 

of 600 nm (for a convergence semi-angle of 3.8 mrad) which is 

much larger than the sample thickness, e.g. ∼ 70 nm, and thus the 

incident wavefronts are almost flat everywhere inside the speci- 

men, see Fig. 4 b and c. It can be seen that the tilt angle at a radial 

position of 0.7 nm in the entrance plane amounts to ∼ 70 μrad 

1 Note that the Rayleigh range was determined using the diffraction limited spot 

size of the C 2 aperture [44,45] . 



18 T. Schachinger et al. / Ultramicroscopy 179 (2017) 15–23 

Fig. 4. Scattering geometry, intensity, phase gradient and tilt angles of the wavefront of the incident focused probe: (a) Inserting a HVM in the SAA creates a virtual image of 

the HVM in the eucentric plane. The specimen is lifted by dz such that the HVM is in the far field, subtending an angle θmask . It creates a linear series of atom sized vortices. 

Their virtual images in the object plane, separated by 2 θ B , are sketched in green here. The observation plane is df below the object plane, in order to obtain sufficient radial 

resolution. (b) Intensity of the focused probe with a convergence semi-angle of 3.8 mrad incident on the specimen (the red atom in (a)), given in green, and its phase 

gradient represented by the blue arrows. The red rectangles represent atomic columns, with a spacing of 250 pm and a thickness of 70 nm. Qualitatively, it can be seen that 

the atomic columns practically see a plane wave front (arrows aligned parallel to the atomic columns) because of the relatively high Rayleigh range ∼ 600 nm of the beam. 

(c) quantifies the residual tilt of the incident wavefront. The solid blue line represents the tilt angle of the electron wavefront at 35 nm above the focus, whereas the dashed 

orange line indicates the lateral beam profile at that position. At the beam’s waist, the tilt angles are as low as 70 μrad, justifying the assumption of an incident plane wave. 

(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 5. Ray diagrams (not to scale) of (a) a standard TEM diffraction setup, (b) a standard STEM setup and (c) the EMCD vortex filter setup. Full and dashed black lines 

represent rays of elastically scattered electrons whereas red lines depict inelastically scattered ones. FFP and BFP stand for front-focal plane and back-focal plane, respectively. 

(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

which can be considered negligible compared to the characteristic 

scattering angle θE ∼ 2 mrad of e.g. Co. 

Lifting the specimen ensures that the (virtual) HVM is now in 

the far field of the excited atom and creates a series of images of 

the ionization process as depicted in Fig. 4 a. Practically, this setup 

is comparable to a standard STEM geometry but with the spec- 

imen lifted far off the eucentric plane. For better understanding 

the scattering setup, Fig. 5 compares the standard TEM setup in 

diffraction, Fig. 5 a, and the standard STEM setup, Fig. 5 b, to the 

setup described here, Fig. 5 c. Note that there are slight changes in 

the focal position of elastic- to inelastically scattered electrons in 

Fig. 5 b. It can be seen that when the vortex filter mask is placed 

in the SAA holder, diffracted beams emerge from the vortex mask 

in Fig. 5 a and c but not in Fig. 5 b because there the image of the 

inelastically scattered electrons in the SAA plane ( ≈ 8 nm) is much 

smaller than the grating periodicity ( ≈ 500 nm) such that the vor- 
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Fig. 6. Proof of vortex filter functionality in vacuum: In order to verify the working 

principle of the vortex filter in the EMCD vortex filter geometry, EVBs produced by 

a HVM in the condenser aperture holder ( μ = ±1 , 0 ) were incident on a the vortex 

filter HVM placed in the SAA holder ( m = ±1 , 0 ). Due to the orthogonal orientation 

of the two HVMs, one can beautifully see the addition and subtraction of OAM. 

tex mask is not illuminated. Lifting the specimen by dz (of the or- 

der of 100 μm) as depicted in Fig. 5 c ensures that the vortex fil- 

ter mask is properly illuminated. Moreover, due to electron optical 

reasons, this lifting is essentially reducing the size of the first im- 

age of the focused probe on the (lifted) specimen, comparable to 

the reduction of the effective source size in the condenser system 

of a TEM by adjusting the C 1 lens excitation. 

In order to verify that the setup in Figs. 4 a and 5 c is capable 

of filtering the OAM content of an incoming electron wave, it was 

tested using EVBs incident on the SAA HVM, comparable to the 

work done in [25] . These incident EVBs were produced by a second 

HVM placed in the C 2 condenser aperture holder and, as the beam 

has to be focused on the lifted specimen in the actual experi- 

ment, the incident EVBs were massively over-focused by ∼ 100 μm. 

Due to the roughly orthogonal orientation of the two HVMs, one 

can beautifully see the addition and subtraction of OAM in Fig. 6 , 

where μ = ±1 , 0 denote the incident EVB and m = ±1 , 0 represent 

the vortex orders stemming from the SAD HVM. This clearly shows 

the applicability of the proposed setup to filter the vorticity of the 

incoming electron beam, and, thus measure EMCD. 

2.3. OAM conservation 

As shown in [15,20] , the expectation value of the angular mo- 

mentum � ̂ L z � = � ψ | ̂ L z | ψ � / � ψ | ψ � of an (atom sized) EVB propagat- 

ing through a crystal lattice can be subject to strong changes, in- 

dicating OAM exchange with the specimen via elastic scattering 

processes. The single atom scattering approach is neglecting elas- 

tic scattering of the EVBs produced in the ionisation process in 

the specimen, thus, one could question its applicability here. How- 

ever, it has been reported that atomic sized EVBs (when aligned 

exactly at the atomic columns) do channel along atomic columns 

over tens of nanometres [15,46] . As the vortices produced in the 

inelastic scattering event are intrinsically centred on the atom, suf- 

ficiently thin crystalline samples in zone axis (ZA) should give an 

EMCD signal in reasonably good agreement with the simple single 

atom scattering ansatz used above. 

In amorphous materials with their non-existent long range or- 

der, one can expect the exchange of OAM to be minimal. To fur- 

ther clarify if the OAM of the inelastically scattered probe electron 

is indeed conserved when propagating through an amorphous ma- 

terial, multi-slice simulations [47] were carried out. Fig. 7 shows 

the propagation of an atomic scale EVB (waist radius: 1.14 Å and 

m = 1 ) incident on a 70 nm Fe 80 Si 6 B 13 C 1 . It can be seen that the 

colour coded phase structure of the EVB does not change signif- 

icantly upon propagation through the material. Also, the expecta- 

tion value of the angular momentum � ̂ L z � deviates only moderately 

over the course of the propagation. Especially for material thick- 

nesses below 30 nm, the OAM of the EVB evolving from the in- 

elastic scattering process is hardly affected by the sample. 

Thus, the multi-slice simulation results shown in Fig. 7 strongly 

support the assumption that neither the expectation value of the 

angular momentum operator � ̂ L z � , nor the single OAM components, 

see Fig. 7 c, show strong OAM transfer to the amorphous sample 

for thicknesses below 30 nm, justifying the single atom scattering 

approach. Nevertheless, effects like incoherent broadening must be 

taken into account by additional means and will be discussed in 

the following section. 

3. Limitations 

The situation described in Section 2 is, of course, an idealisa- 

tion. In order to estimate if and under which conditions EMCD sig- 

nals can be detected in practice, we analyse the most important 

limitations in this section. 

3.1. Illuminated specimen area 

If more than one atom is illuminated by the focused electron 

probe, there will be an incoherent superposition of signals from 

all excited atoms. The fine details of the radial profiles will be 

smoothed by the convolution with the spot shape, 2 thus reducing 

the expected EMCD effect [19,20] . This incoherent broadening ef- 

fect caused by the finite illuminated area of the specimen is taken 

into account by a convolution with a Gaussian as described in [48] . 

Thus, the final simulated radial intensity distribution is given by 

I σm 

(r) = e −(1 / 2)(r/σ ) 2 
� ∞ 

0 

I m 

(r � ) e −(1 / 2)(r � /σ ) 2 I 0 

�
r r � 
σ 2 

�
r � dr � , (8) 

where I 0 represents the modified Bessel function of first kind of 

order zero and σ the amount of incoherent broadening. The re- 

sulting illuminated area (FWHM) at the specimen is ∼ 2.4 σ . This 

incoherent broadening effect strongly reduces the expected EMCD 

signal as shown in Fig. 8 for the focused case and Fig. 9 for the 

defocused case. 

Fig. 8 is a simulation of this effect for an atomic monolayer. 

The central dip in the focused case disappears completely and the 

EMCD signal drops from 50% to 3%. In the defocussed case, Fig. 9 , 

the dip remains, but the EMCD signal also decreases to 3%. This 

emphasises the need for a small spot in order to be able to obtain 

a sufficiently large EMCD effect in the centre. 

Going to smaller spot sizes seems to be a rewarding route but 

one has to be aware that smaller spot sizes inherently decrease 

the Rayleigh range of the incident beam, therefore putting stronger 

limitations on the sample thickness. For example, a typical probe 

corrected beam with a semi-convergence angle of 20 mrad has 

a Rayleigh range of ∼ 35 nm demanding a much thinner speci- 

men than that for a straight forward interpretation. In addition, the 

derivation in Section 2.1 assumed that the incident wave was con- 

stant over the scattering atom. If that is not fulfilled, the scatter- 

ing cross-section becomes position-dependent. Also, for ultra-thin 

specimens, not only the inelastic signal drops drastically but also 

2 This is comparable to the incoherent source size broadening effect. Note that 

the signal from atoms at different depths will also exhibit a slight defocus. However, 

this defocus ( < 40 nm) is small compared to the Rayleigh range ( ∼ 600 nm) and 

gives only negligibly small changes in the centre of the vortices as confirmed by 

simulations (not shown). The main changes caused by this defocus naturally occur 

in the tails of the vortices where no EMCD effect is expected. 
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Fig. 7. OAM conservation: (a) Elastic multi-slice simulations showing the propaga- 

tion of a 1.14 Å m = 1 EVB incident on an amorphous Fe-based alloy (Fe 80 Si 6 B 13 C 1 
× 10 22 , atoms/cm 

3 ) of 70 nm thickness. Even though the propagation distance 

is 70 nm, no significant changes are visible in the vortical phase structure of the 

EVB which is represented by the relatively good conservation. Only a phase noise 

is added by the amorphous material. (b) Expectation value � ̂ L z � for the m = 1 EVB 

for different probe positions (indicated in the 5 × 5 nm 

2 inset) as a function of 

penetration depth. Up to a thickness of ≈ 30 nm there are reasonably low changes 

visible. (c) Shows the relative intensities of different OAM components after prop- 

agation through 70 nm. Note that the relative intensity of all m 
 = 1 vortex orders 

stays well below 3%. 

Fig. 8. Effect of incoherent broadening by a Gaussian with σ = 0 . 8 nm and a de- 

focus value of 0 μm. The EMCD is strongly affected by the spot size effect and the 

signal drops to 3%. 

the likelihood of beam damage increases. However, the require- 

ment for ultra-thin specimens may be relaxed by the application 

of non-diffracting Bessel beams [49–51] . 

So far, the question of lateral extended illumination was elu- 

cidated. We also tested the case when the single atom scatter- 

ing centres sit at various z -positions, by incoherently summing up 

multiple defocused wave functions. The results (not shown here) 

Fig. 9. Effect of incoherent broadening by a Gaussian with σ = 0 . 8 nm and a defo- 

cus value of 4 μm. The EMCD signal is strongly reduced by the spot size effect and 

the signal drops also to 3%. 

Fig. 10. Effect of 100 nm defocus difference between left and right vortex order of 

a hypothetical non-dichroic signal at 4 μm defocus. The radial profiles were nor- 

malized to the respective total intensity. The difference signal in the centre is 5% 

and its maximum is as high as 8%. 

indicated that no significant contribution to the EMCD signal be- 

low r < 1 nm from this longitudinal arrangement of scattering cen- 

tres can be observed. 

3.2. Vortex size differences, mask tilt and astigmatism 

Besides the broadening effects mentioned above, there are sev- 

eral ways of unintentionally introducing an artificial intensity dif- 

ference that could easily be misinterpreted as an EMCD effect. 

They all have in common that the position of the maxima (i.e., the 

vortex size) is different for the m = −1 and the m = +1 vortices. 

Upon normalization, this can lead to differences in the centre of 

the beam. In the simplest case, this can effectively be modelled as 

a defocus difference between the different vortices. Fig. 10 shows 

the case of a non-magnetic simulation (i.e., m = −1 and m = +1 

should have the same radial profiles) but with a defocus difference 

of 100 nm between the two vortices. This gives rise to a relative 

difference signal which reaches a maximum of 8% at r = 1 . 2 nm 

and still amounts to 5% in the centre. With that, it grows nearly 

twice as strong as the EMCD signal predicted for the fully spin- 

polarized case for the same simulation parameters without defocus 

(see above). Perhaps the most obvious candidates for a vortex or- 

der dependent defocus are a geometric tilt of the optical axis and 

OAM-dependent differences in the lenses’ focal lengths. A trivial 

geometric estimation of the amount of the defocus differences ex- 

pected from image tilts of the order of mrad shows that this effect 

is of the order of ∼ 0.5 nm, and thus negligible. Defocus changes 
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Fig. 11. An experimental test showing the influence of tilting a HVM in the sample 

holder ± 5 ° relative to the electron beam. A significant defocus difference between 

left and right diffraction order can be observed for both tilt angles. Profiles normal- 

ized to respective maxima. 

due to Zeeman splitting in the magnetic field of TEM lenses are 

between 1 pm and 0.5 nm, and thus also negligible [52] . 

In contrast to that, we found that a tilt of the HVM with re- 

spect to the optical axis (of the order of a few degrees) due to 

mounting misalignments and/or bending of the thin membranes 

can induce significant maxima shifts equivalent to effective de- 

focus differences of the order of a few hundred nanometres, see 

Fig. 11 . In this experiment, a HVM was inserted into the speci- 

men holder such that its primary grating was aligned parallel to 

the α-tilt axis of the specimen holder. Fig. 11 shows that for mask 

tilts as small as ± 5 °, there are significant changes in the radial 
profiles of the m = −1 and m = +1 vortices, amounting to inten- 

sity differences in the centre of 25% for 5 ° and −50% for −5 ◦. Note 
that this experiment was conducted in vacuum (there was no spec- 

imen present), but produces a signal that appears to be roughly 8 

to 16 times larger than the EMCD effect predicted above. This can 

possibly be attributed to electron-wall interactions, e.g. electrostat- 

ically induced image charge formation in the grating bar walls, see 

[53,54] . Alternatively, the tilted grating geometry could resemble a 

kind of blazed grating, which also redistributes the diffraction or- 

ders intensity, see for example [55] . 

This effect can be compensated by preparing the HVM on 

strong support membranes and carefully mounting it in the aper- 

ture holder. Also, the absence of this artefact can be verified before 

conducting an EMCD experiment by using the elastically scattered 

electrons which should not exhibit any intensity asymmetry of the 

different vortex orders. 

An additional source of artificial EMCD signals has been found 

to be the astigmatism of the objective lens. Fig. 12 exemplifies that 

behaviour for two opposing settings of the objective astigmatism 

corrector coils (the value of a 1 denotes the corrector excitation 

value as shown in the Tecnai user interface). 3 Again, these radial 

profiles are attained from EVBs in vacuum, no sample was used 

in this experiment. Still, the artificial EMCD effects amount to 90% 

for the positive a 1 setting and −20% for the negative one — that 

is more than 7 to 30 times larger than the predicted EMCD effect. 

Two dimensional image simulations (not shown here) also exhibit 

the same behaviour of introducing an EMCD-like artefact by chang- 

ing the astigmatism of the objective lens. 

This artefact can be corrected by a thorough pre-alignment of 

the EVBs at zero energy loss (but with the high tension increased 

by the energy loss of the respective element of interest to en- 

3 Note that at these settings, the vortices still look sufficiently round. 

Fig. 12. An experimental test, without a sample, shows the influence of the 

(twofold) objective astigmatism (denoted by a 1 ) on the radial profiles (especially 

their centres) of m = ±1 vortex orders. Strong differences between left and right 

diffraction order can be observed. The profiles are normalized to their respective 

total intensity. 

sure equal imaging conditions) prior to the actual EMCD experi- 

ment where special care must be taken that the central regions of 

the vortices show a highly symmetric radial intensity profile for 

m = ±1 . 

3.3. Noise level 

The detection of faint EMCD signals in the vortex filtering setup 

proposed in Section 2 strongly depends on the achievable SNR. 

Therefore, we carried out a trial experiment using a ∼ 70 nm 

thin layer of Co placed in a FEI TECNAI FEG TEM equipped with a 

GATAN GIF Tridiem spectrometer (GIF) and a high-brightness XFEG 

to assess the typically achievable SNR. The sample was lifted by 

dz = 75 μm. The acceleration voltage was set to 200 kV, whereas 

the condenser system was set up in a way to achieve a high beam 

current at a sufficiently small spot size on the sample, i.e. provid- 

ing a beam current of ∼ 500 pA incident on the sample in a ∼
1.9 nm probe (FWHM, σ = 0 . 8 ) with a convergence semi-angle of 

3.8 mrad. 

The vortex filtering SAA HVM was prepared by FIB milling, it 

was a m = 1 HVM with a diameter of 10 μm, a primary grating 

periodicity of 500 nm (back-projected: 9.4 nm) and an orthogo- 

nal secondary stabilisation grating with a periodicity of 4 μm. The 

primary grating Bragg angle θB = 5 μrad separated the central spot 

from the first vortex orders in the eucentric plane by ∼ 20 nm. 4 

As a result, the vortex orders m = ±1 are still well separated from 

the central peak for defocus values of df = 4 μm and higher, see 

Fig. 13 . The HVMs collection angle was q mask = 3 . 16 nm 

−1 ( θmask = 

1 . 2 mrad). 

Fig. 13 shows the experimental energy filtered image using the 

SAA HVM at an energy threshold of 780 eV and an energy select- 

ing slit of 15 eV. This image was acquired taking four frames with 

an acquisition time of 100 s per frame using four fold binning. 

Subsequently, the frames were stacked and aligned using Image J 

[56] . Then, Digital Micrograph scripts were used to determine the 

exact vortex orders’ centres, to crop them and to extract the ro- 

tational (azimuthal) average from each image of the aligned stack. 

The rotational averaged radial profile of each vortex order was then 

normalized using the total intensity of the respective vortex order � ∞ 

0 I m 

(r ) rdr . With that, we obtained an error estimate by calculat- 

ing the root-mean-square (RMS) value for each radial pixel. Using 

4 The separation distance was calculated using 2 θ Bragg dz , with a camera-length of 

dz = 75 μm and the back-projected grating periodicity g = 9 . 4 nm. 
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Fig. 13. Experimental energy filtered image showing the well separated vortex or- 

ders m = +1 (left) and m = −1 (right) next to the intense central m = 0 beam (mid- 

dle), produced by the SAA vortex filter at the Co L 3 -edge defocused by 4 μm. 

the stacked images to get the RMS value pixel by pixel has the ad- 

vantage that systematic errors, e.g. stemming from the azimuthal 

intensity variations of the vortices, are minimized. We have done 

two dimensional image simulations to clarify that the azimuthal 

intensity variations are systematic effects due to the presence of 

the stabilisation bars used in the HVM design. 5 The resulting in- 

tensity values of each vortex orders’ rotational average ( I ±1 ) and 

absolute RMS values ( σI ±1 
) of that analysis have been used to es- 

timate the relative RMS value of an EMCD signal σ EMCD by error 

propagation [57] . The relation 

σEMCD ≈
√ 

2 

--- I +1 − I −1 

I +1 + I −1 

---
  

(I 2 +1 
+ I 2 −1 

)(σ 2 
I +1 

+ σ 2 
I −1 

) 

(I 2 +1 
− I 2 −1 

) 2 

≈
√ 

2 
σI +1 

I +1 

= 

√ 

2 

SNR 
(9) 

uses the approximation that the differences between I +1 and I −1 

are small, thus I +1 ≈ I −1 and that their RMS values are approxi- 

mately the same σI +1 
≈ σI −1 

. The radial dependency was omitted 

for clarity. 

The averaged counts of both vortex orders and their RMS value 

for the central region ( r < 0.7 nm) amount to 108 ± 9 ( SNR = 

12 ). 6 Using Eq. (9) leads to a relative error of the difference sig- 

nal σEMCD = 12% . Hence, using this experimental parameters (HVM 

size, spot size, dz ), the SNR must be improved by an order of mag- 

nitude in order to be able to discern the theoretically predicted 

EMCD signal of 3%. 

In view of these results, it is clear that further measures to en- 

hance the SNR have to be taken. One possibility to achieve this 

goal would be to increase the diameter of the HVM to at least 

30 μm while maintaining the high quality and stability. Addition- 

ally, reducing the spot size is the second route towards SNR en- 

hancement, see Figs. 8 and 9 . 

4. Conclusions 

In this work, we investigated the feasibility of detecting an 

EMCD signal when incorporating a HVM as a vortex filter, either in 

the DP or in the SAA holder of a standard field emission TEM. By 

lifting the sample far above the eucentric position, a vortex filter 

mask in the SAA plane can be properly illuminated and produces 

well separated vortex orders which carry the EMCD information in 

the asymmetry of their respective central intensities. 

Vortex filtering is a promising method for studying magnetic 

properties of amorphous materials, without the need for the crys- 

tal to act as a beam splitter as in the classical EMCD setup. Using a 

single atom scattering approach, which was justified showing the 

OAM conservation in amorphous materials via multi-slice simula- 

tions, theory predicts an EMCD effect of 50% for (non-broadened) 

single atom illumination, which drops to 3% for relatively broad 

5 Also the sixfold symmetry visbile can be attributed to that. 
6 The SNR is defined as the quotient of the intensity and the RMS value. 

beams of 2 nm. This is a tempting aspect in terms of high reso- 

lution EMCD measurements, but the very short Rayleigh range of 

atomic sized beams would call for extremely thin samples with all 

their drawbacks considering core loss EELS measurements. 

Experimentally, it was shown that the SAA HVM setup de- 

scribed is capable of filtering the OAM content of incident vor- 

tices. Also, artefact sources like HVM tilt and astigmatism have 

been identified and routes towards their elimination have been 

suggested. A trial experiment demonstrates that the SNR is cur- 

rently ten times too low and that for a successful experimental 

realisation, substantial progress in the experimental conditions is 

compulsory. For example, to improve the SNR, future experiments 

should incorporate larger SAA HVMs. On the one hand, such HVMs 

would increase the acceptance angle. On the other hand, the sam- 

ple could be lifted further without strong reduction of the collec- 

tion angle, which would strongly increase the predicted EMCD ef- 

fect due to the resulting reduced effective source size. 

Hence, despite its current limitations, post-specimen vorticity 

filtering offers considerable possibilities for new, technologically 

important EMCD applications, thus encouraging future work in this 

exciting field. 
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Abstract

Energy-loss magnetic chiral dichroism (EMCD) is a versatile method for studying magnetic
properties on the nanoscale. However, the classical EMCD technique is notorious for its
low signal-to-noise ratio (SNR), which is why many experimentalists have adopted a
convergent-beam approach. Here, we study the theoretical possibilities of using a conver-
gent beam for EMCD. In particular, we study the influence of detector positioning as well
as convergence and collection angles on the detectable EMCD signal. In addition, we ana-
lyse the expected SNR and give some guidelines for achieving optimal EMCD results.

Key words: EMCD, convergence angle, collection angle, aperture position, signal-to-noise ratio, STEM

Introduction

Electron magnetic chiral dichroism (EMCD), the electron
microscopic equivalent to X-ray magnetic circular dichro-
ism (XMCD), is a very versatile tool for investigating mag-
netic materials on the nanometer scale. Ever since its
theoretical prediction [1] and subsequent realization [2],
EMCD has been gaining popularity in many fields, includ-
ing magnetic nano-engineering and spintronics.

There are, however, two severe limitations with the clas-
sical EMCD approach: spatial resolution and signal-to-noise
(SNR) ratio. In the classical EMCD approach, one sends a
plane wave into a crystal that was tilted into systematic row
condition and subsequently measures the inelastically scat-
tered electrons at particular points of the diffraction plane
far away from the diffraction spots (see also Fig. 1). While
plane waves are well suited for an elegant theoretical treat-
ment, they are not so useful in practice. First of all, from a

fundamental point of view, it is impossible to actually cre-
ate or measure true plane waves, due to the limited extent
of the microscope and the apertures, as well as the beam
rotation induced by the magnetic lenses [3]. Secondly,
from an experimental point of view, a (quasi) plane wave
has a very low current density at the sample. Together with
the fact that the signal has to be measured off-axis — where
it can be orders of magnitude smaller than on-axis — with
(ideally infinitely) small detectors, this results in a notori-
ously low SNR. Another issue is resolution. When acquiring
spectra in diffraction mode, the spatial resolution is usually
defined by using a selected area aperture (typically of the
order of 100 nm), thereby reducing the signal even further.
Alternatively, one can measure in image mode using energy-
filtered TEM (EFTEM) [4,5]. Due to the required energy-
slit, this again leads to low intensity, in addition to poor
energy resolution.
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To overcome these limitations, several new approaches
have been proposed and tested, ranging from alternative meas-
urement geometries in scanning transmission electron micros-
copy (STEM) [6–10], over vortex beams [11–13], to the use of
aberration correctors to manipulate the phase of the electron
beam [14,15]. However, all these methods exhibit very low
signal are typically limited to atomic resolution [16,17], and
may require changing components of the microscope or oper-
ating it under non-standard conditions. Thus, these new meth-
ods are not yet usable for many practical applications.

However, there is a third alternative that has gained
increasing popularity in experimental EMCD in recent
years: convergent-beam EMCD. It improves both the spa-
tial resolution and the SNR at the same time while still
making use of the original, straight-forward measurement
setup by using a convergent beam and finite collection
apertures instead of plane waves. This method has been
used experimentally to boost the spatial resolution of clas-
sical EMCD (see, e.g. [18–24], and it has long been known
that large collection apertures can improve the SNR [25].
Therefore, it is surprising that, to our knowledge, the influ-
ence of the convergence angle and the effect the interplay
between convergence and collection angle has on both the
signal and the SNR has not been studied extensively from
a theoretical point of view so far (although it has been
studied, e.g. for aberrated probes [26]).

In this work, we present simulations that show that con-
vergent beam EMCD is in many ways superior to classical
EMCD. In particular, we present simple rules of thumb for
how to obtain close-to-optimal SNR while at the same time

improving the spatial resolution to close to atomic resolution.
This is expected to open new avenues for optimizing EMCD
measurements in general, but particularly for the characteriza-
tion of fine grained materials, thin films, as well as the mag-
netic structure in the vicinity of interfaces and defects. Thus, it
is expected to lead to great advances in material science.

Methods

In this work, we present extensive simulations for the model
system of a 10 nm thick bcc Fe crystal, tilted 10° from the
[0 0 1] zone axis (ZA) to produce a systematic row case
including the (2 0 0) diffraction spot. All simulations were
performed using an acceleration voltage of 300 kV without
spherical aberration. (The spherical aberration is not expected
to play a major role here, though, as we are working mostly
in the diffraction plane.) The beam was focused (with vary-
ing convergence semi-angle α) onto the entry surface of the
sample and positioned on an atomic plane. The complete
measurement setup is depicted in Fig. 1.

The inelastic scattering was performed using the mixed
dynamic form factor (MDFF) approach [2,27,28]. The
MDFF was modeled with an idealized fully spin-polarized
cross-density of states [28] and Slater-type orbital wave-
functions [29], taking into account the dipole allowed tran-
sitions →p d2 . The elastic scattering both before and after
the inelastic scattering was taken into account using the
multislice algorithm [30]. A ×2048 2048 grid with
ca. 0.09 Å/px was used together with a slice thickness of
1 Å and the electrostatic potentials given by Kirkland [30].

(a) (c)

(b) (d)

Fig. 1. Sketch of the convergent beam setup. (a) The incident beam with convergence
semi-angle α is centered on a crystal plane. (b) Sketch of the general positions of the
areas with ‘positive’ (i.e. higher than non-magnetic) signal +I and ‘negative’ (i.e. lower than
non-magnetic) signal −I . (c) Schematic elastic diffraction pattern for large α . (d) Schematic
elastic diffraction pattern for small α . The diffraction spots are labeled 0, G and −G.
Diffraction disks are depicted as black dashed lines, the Thales circles are depicted as gray
dotted lines. α is the convergence semi-angle, β is the collection semi-angle. The four
detector positions A–D are described in the text.
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For extracting the EMCD effect, one needs to measure
and compare the signal strengths at two different positions

+ −I I, . In the context of this work, two different (albeit
closely related) definitions of the EMCD effect are used.
On the one hand, we use the ‘difference signal’, sometimes
also referred to as ‘absolute EMCD effect’, defined as

Δ = + ( )+ −I I I . 10

On the other hand, we use the ‘quotient signal’, some-
times also referred to as ‘relative signal’, defined as

= ⋅ −
+

= Δ = + ( )+ −

+ −

+ −S
I I
I I

I
I

I
I I

2 with
2

. 2
0

0

The quotient signal is the one originally proposed (up to the
prefactor of 2) and used in several later works [1,5,7,31–33].
By dividing by the average intensity I0, it is automatically
normalized to the incident dose — although it still depends
on the sample thickness. For quantitative work, the differ-
ence signal is the method of choice as it allows for the appli-
cation of sum rules for determining the m m/l s ratio [34–36].

To find the optimal conditions for extracting an EMCD
signal, two different schemes were used. On the one hand,
a point-wise comparison of corresponding points on the
upper/lower or left/right halves of the diffraction plane was
performed to obtain a visual indication of the distribution
of the EMCD effect. On the other hand, circular collection
apertures (of varying collection semi-angle β) were cen-
tered at four different sets of points of the diffraction
plane: (A) on the Thales circle, (B) at the intersection of
adjacent elastic diffraction disks (in case the elastic diffrac-
tion disks did not overlap, the apertures were centered on
the systematic row), (C) just outside the elastic diffraction
disks such that the collection aperture touched adjacent
diffraction disks (in case such a touching configuration
was not possible, the apertures were positioned on the sys-
tematic row), (D) in an ‘optimal position’, i.e. at a conver-
gence and collection angle dependent point where the
maximal EMCD effect can be obtained as determined by a
downhill simplex optimization algorithm [37]. All four
positions are also depicted schematically in Fig. 1.

Results

Position of the EMCD effect

In order to check the applicability of convergent beam
EMCD, it is first necessary to determine where an EMCD
effect can be expected in the diffraction plane (if at all). To
that end, Fig. 2a–d shows simulated energy-filtered diffrac-
tion patterns for the Fe L3 edge for different convergence
angles. For classical EMCD (i.e. the first column in Fig. 2), it

is well known that there are four areas exhibiting magnetic
information, one in each quadrant of the diffraction plane.
Therefore, in Fig. 2e–h, we plotted the difference EMCD
effect ΔI calculated pixel by pixel from the difference of the
upper and the lower half-plane. Likewise, Fig. 2i–l shows the
difference EMCD effect ΔI calculated pixel by pixel from the
difference of the right and the left half-plane. Figure 2m–p
shows the quotient EMCD effect S calculated from the dif-
ference of the upper and lower half-plane, while Fig. 2q–t
shows the quotient EMCD effect S calculated from the dif-
ference of the right and left half-plane.

The first main result from those maps is that with increas-
ing convergence angle, the areas where the quotient EMCD
is strong is ‘pushed out’ such that it can generally be found
close to the rim of the elastic diffraction disks. The same is
mostly true also for the left/right half-plane subtracted differ-
ence signal (Fig. 2i–l). Only the top/bottom subtracted differ-
ence signal (Fig. 2e–h) exhibits strong signal inside the
diffraction disks which can be attributed to artifacts caused
by the Ewald sphere curvature as discussed below.

The fact that the areas with strong EMCD signal are
‘pushed out’ can be explained qualitatively by considering
the relative contributions of the different scattering vectors.
Assuming ideal conditions, a point-like detector, and using
the dipole approximation [7,38,39], the EMCD difference
signal is proportional to

∫
→ × →′

′
′ ( )q q

q q
d qd q , 3

2 2
2 2

where one has to integrate over all combinations of scatter-
ing vectors connecting points inside the convergence disks
(with radii α, see Fig. 1) with the point-like detector. Due
to the ( ′ )q q1/ 2 2 dependence, contributions from short scat-
tering vectors are dominant and due to the → × →′q q
dependence, contributions are strongest for perpendicular
scattering vectors.

In the limit of small convergence angles, only one pair
of scattering vectors is possible and the situation reduces to
the case of classical EMCD: the perpendicularity require-
ment suggests that the signal is strongest close to the
Thales circle. (The exact position depends on the character-
istic momentum transfer, as well as the details of the elastic
scattering.) For large convergence angles, this explanation
no longer holds as then, many combinations of scattering
vectors can contribute.

First, we consider detector positions inside the diffraction
disks. Without loss of generality, we will assume a detector
position inside the 0 diffraction disk. As stated above, the
dominant contributions stem from short scattering vectors.
For the sake of simplicity, we assume that the complex
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prefactor coming from elastic scattering is approximately
constant in the immediate surrounding of the detector where
|→|q is small. For any sufficiently short scattering vector →q

from a point inside the diffraction disk to the detector, the
scattering vector −→q also connects a point inside the diffrac-
tion disk to the detector. As the contributions of (→ →′)q q, and
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Fig. 2. Energy-filtered diffraction patterns (a–d), point-wise difference EMCD maps based on upper/lower half-plane subtraction (e–h), point-wise
difference EMCD maps based on left/right half-plane subtraction (i–l), point-wise quotient EMCD maps based on upper/lower half-plane subtrac-
tion (m–p) and point-wise quotient EMCD maps based on left/right half-plane subtraction (q–t) for convergence semi-angles of 0mrad (a, e, i, m,
q), 7mrad (b, f, j, n, r), 14mrad (c, g, k, o, s) and 20mrad (d, h, l, p, t). The black dotted circles indicate the three most intense elastic diffraction
disks, whereas the white dashed circles indicate the classical Thales circles. The energy-filtered diffraction patterns are shown in contrast-
optimized logarithmic scale.
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(−→ →′)q q, are equal in magnitude but opposite in sign for any
scattering vector →′q , all these contributions will average out.
This implies that inside the elastic diffraction disks, the differ-
ence EMCD effect will be small. In addition, the very strong
total intensity inside the diffraction disks will cause the quo-
tient EMCD effect to be suppressed even stronger than the
difference EMCD effect.

Secondly, if the detector is positioned far away from
large diffraction disks, neither the perpendicularity con-
straint nor the shortness requirement can be fulfilled, thus
leading to an asymptotically vanishing EMCD effect.

Thirdly, if the detector is positioned close to the inter-
section of the diffraction disks, there are always pairs of
scattering vectors that are short and fulfill the orthogonal-
ity requirement, thus yielding an appreciable EMCD effect.

From Fig. 2, it is also obvious that the upper/lower differ-
ence shows severe left/right differences, particularly for larger
scattering angles. The origin of these different symmetry
properties can be found in the tilting of the Ewald sphere
with respect to the crystal and the influence of higher order
Laue zones (HOLZs), causing an inherent upper/lower asym-
metry of the signal [40–42]. Some artifacts introduced by the
HOLZ can be seen particularly well close to the edges of
Fig. 2m. (Note that the figures show only a subset of the
total simulated area, so the ‘artifacts’ close to the edge are
not calculation artifacts but actually coincide with HOLZ
reflections consistent with the chosen scattering geometry.)
Due to the asymmetric Ewald sphere and the HOLZ contri-
butions, the intensity in the upper half-plane is slightly lower
than the corresponding intensity in the lower half-plane.
While this intensity difference is not caused by the spin-
polarization of the sample, it can easily be misinterpreted as
a ‘fake’ EMCD effect. While this is of some concern already
for classical EMCD, where one typically measures at the
Thales circle, it does become a vital issue for larger conver-
gence angles, where one is forced to measure at larger scat-
tering angles. Especially when dealing with the difference
EMCD signal, the upper/lower asymmetry can give rise to
very large artifacts (see Fig. 2g and h). One way to overcome
this could be to use the double-difference technique [35].

However, as the setup is symmetric with respect to a
right/left mirror operation (provided the sample is oriented
in a perfect systematic row condition [4,42]), the right/left
difference maps do not suffer from this effect. Therefore, in
the remainder of this work, we use the right/left difference
method to extract EMCD signals.

EMCD signal strength and SNR

In this section, we will analyse both the achievable signal
strengths ΔI and S as well as the SNRs δΔ ΔI I/ and δS S/
associated with them as a function of convergence and

collection angles for the four detector positions A–D defined
above. This is conceptionally similar to previous studies that
included estimations for the SNR for plane wave illumin-
ation [25] and for aberrated probes [26]. To calculate the
SNR, we will include the pre-edge background intensity B,
which does not contribute to the signal but does increase the
noise. We will also use the jump ratio defined by

= + ( )r
I B
B

40

to simplify the equations.
Note that while we will give general formulas that

should be applicable to all cases at the beginning of each
section, further derivations will be based on the assump-
tion of pure Poissonian shot noise to derive simplified for-
mulas and actual numbers. This neglects other noise
sources such as readout noise and electronic noise (which
will be low compared to the shot noise for the intensity
requirements derived below), or uncertainties introduced
by the background subtraction process [43]. Nevertheless,
the numbers calculated below will give a good rule of
thumb for the intensity necessary to obtain a statistically
significant EMCD signal.

In addition, the EMCD signal strength itself will depend
on a number of parameters, including the sample material,
sample thickness, and scattering geometry. Therefore,
angles will be discussed in relation to the Bragg angle
(here: θ ≈ 6.9 mradB ) and may differ in different systems.

Difference EMCD effect
First, we will treat the difference EMCD effect ΔI which is
most useful for quantifying EMCD signals using sum rules [34].
Figure 3a–d shows the difference EMCD signal depend-
ence on the convergence and collection semi-angles for the
four sets of detector positions A–D defined above. The first
thing that catches the eye is the fact that if the convergence
or the collection angle (or both) are small, both the differ-
ence EMCD signal and the SNR vanish. This is to be
expected as in those cases the overall intensity decreases
rapidly, which is why experimentalists started using con-
vergent beam EMCD in the first place. However, using
extremely large collection angles is usually not recom-
mended either, as then positive and negative contributions
to the difference EMCD signal could average out.

From Fig. 3, it is apparent that positioning the detectors
on the Thales circle (position A) gives a large signal (albeit
not the best SNR) when both the convergence and collec-
tion angle are slightly larger than the Bragg angle. This is
due to the ‘pushing out’ of the area of strong difference
EMCD signal with increasing convergence angle (see also
Fig. 2), combined with the increasing intensity for larger
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convergence angles. Compared to the Thales circle pos-
ition, the intersection position (position B) gives both bet-
ter overall signal and better SNR. In fact, one can reach
80% of the optimal signal at about 70% of the optimal
SNR in the present case. The adjacent position (position C)
yields a lower signal overall, but a nearly optimal SNR. In
addition, it allows to use a relatively large range of conver-
gence and collection angles with little to no impact on sig-
nal strength and SNR. Finally, the optimum position
(position D) data are shown for reference.

To calculate the SNR, the following approach was
used. If shot noise dominates over other noise sources
(such as readout noise), ±I follows a Poisson distribution.
By the central limit theorem, this can be approximated
well by a Gaussian distribution with a standard deviation
of δ = +± ±I I B for sufficiently large signal, where B is
the background intensity. Then, the variance δ( Δ )I 2 of the
signal ΔI is given by

δ δ δ( Δ ) = ( ) + ( ) = + + = ( + ) ( )+ − + −I I I I I B I B2 2 . 52 2 2
0

Therefore, the SNR reads

δ δ δ
Δ
Δ

= −
( ) + ( )

=
( + )

( )+ −

+ −

I
I

I I

I I

SI

I B2
6

2 2

0

0

Not surprisingly, the SNR increases with average intensity
I0 and dichroic fraction (quotient signal) S while it decreases
with pre-edge background B. A similar expression was also

reported for maps with an aberrated probe [26], although
for larger convergence angles.

To answer the question of how many counts need to be
recorded to achieve a certain statistical significance, one
naturally needs to consider the ratio between the elemental
edge and the pre-edge background (which increases the
noise level but not the signal). Assuming a jump ratio r of

= + ⇔ =
−

⇔ + = ⋅
−

( )r
I B
B

B
I

r
I B I

r
r1 1

, 70 0
0 0

the SNR can be rewritten as

δ
Δ
Δ

= ( − ) ( )I
I

S I r

r

1

2
. 80

If =B I0, i.e. for a jump ratio of =r 2, the SNR takes
the form

δ
Δ
Δ

= Δ = ( )I
I

I

I

S I

2 2
. 9

0

0

To reach a SNR of k, one needs to achieve a total inten-
sity of

+ ≥
( − )

( )I B
r k

S r
2

1
100

2 2

2 2

counts. This prediction is in good agreement with the
order of magnitude of the intensity threshold found

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 3. Difference signal ΔI (a–d) and SNR δΔ ΔI I/ (e–h) for the four sets of detector positions A–D as a function of convergence and collection
semi-angles. The SNR is given for a jump ratio of r = 2 in fractions of the maximum SNR.
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experimentally [24]. For the special case of =k 3 and
=r 2, this gives

+ ≥ ( )I B
S
72

110 2

i.e. for an expected dichroic fraction of =S 10%, an inten-
sity of at least 7200 counts needs to be achieved in this case.

Quotient EMCD effect
Figure 4a–d shows the dependence of the quotient EMCD
effect on the convergence and collection angles for the four
different sets of detector positions A–D defined above. As
was already noted in the Section "Position of the EMCD
effect", placing the detectors on the Thales circle (position
A) only gives a large EMCD signal for small convergence
and collection angles. For angles larger than roughly θB,
the signal decreases rapidly as one is then measuring
‘inside’ the elastic diffraction disk, which will increase I0
and therefore decrease S. Putting the detectors on the inter-
section of the elastic diffraction disks (position B) gives an
extremely low quotient signal, unlike the difference signal.
Again, this is due to the fact that there is a strong contribu-
tion to I0 inside the diffraction disks which will strongly
decrease the quotient signal. Putting the detectors adjacent
to the elastic diffraction disks (position C) gives a medium
quotient EMCD effect, but over a large range of conver-
gence and collection angles, similar to the difference
EMCD signal. Also like the difference signal, the SNR is
close to optimal in this case. In addition, it is interesting to
note that the adjacent position is mostly complementary to

the Thales circle position in terms of the quotient signal.
Finally, the optimum position (position D) is shown for
reference.

For calculating the SNR, the same assumption as for
the difference signal case is used. Here, the variance δ( )S 2

of the signal S can be calculated by error propagation to
read

δ δ δ( ) = ⋅ ( ) + ( )
( + )

( )+ − + −

+ −
S

I I I I

I I
16 . 122

2 2 2 2

4

with a SNR of

δ δ δ
= −

( ) + ( )
( )+ −

+ − + −

S
S

I I

I I I I2
. 13

2 2

2 2 2 2

Assuming only shot-noise as above, the former can be sim-
plified to

δ( ) =
( + )

+ ⋅ +
( + )

( )+ −

+ −

+ −

+ −
S

I I
I I

B
I I

I I
16

16 . 142
3

2 2

4

By virtue of

− =
+ =

= ( − )
( + ) = ( + ) ( )

+ −

+ −

+ −

+ −

I I SI
I I I

I I I S

I I I S

2

4 4

2 4 15

0

0

0
2 2

2 2
0
2 2

this can also be written as

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 4. EMCD effect S (a–d) and SNR δS S/ (e–h) for the four sets of detector positions A–D as a function of convergence and collection semi-
angles. The SNR is given for a jump ratio of r = 2 in fractions of the maximum SNR.
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δ( ) = ( − ) + ⋅ ( + ) ( )S
I S B S

I

4 4
2

. 162 0
2 2

0
2

Thus, the SNR becomes

δ
=

( − ) + ⋅ ( + )
( )S

S
SI

I S B S

2

4 4
. 170

0
2 2

This can also be written in terms of the jump ratio as

δ
=

− +
= ( − )

( − ) +
( )

+
−

S
S

I S

S

S r I

r S S

2

4

2 1

4 2
. 18

S
r

0

2 4
1

0

2 22

If =B I0, i.e. for a jump ratio of =r 2, the SNR takes
the same form as for the difference EMCD signal, i.e.

δ
= ( )S

S

S I

2
. 190

To reach a SNR of at least k, I0 must be chosen such
that

⎛
⎝⎜

⎞
⎠⎟≥ − + +

−
( )I

k
S

S
S

r2
4

4
1

200

2

2
2

2

or, equivalently, that the total intensity fulfills

⎛
⎝⎜

⎞
⎠⎟+ ≥

( − )
− + +

−
( )I B

k r
S r

S
S

r2 1
4

4
1

. 210

2

2
2

2

For the special case of =k 3 and =r 2, this again gives

+ ≥ ( )I B
S
72

. 220 2

Discussion

Difference EMCD effect vs. quotient EMCD effect

As mentioned above, the difference EMCD signal is the
one typically used for quantification due to the applicabil-
ity of sum rules. However, in some cases, determining the
m m/l s ratio may not be required. Instead, it might be suffi-
cient to check if there is any dichroic signal at all or how it
changes, e.g. with the position across defects. In such cases,
using the quotient signal instead of the difference signal
may even be beneficial in terms of SNR, as a comparison
of Eqs. 17 and 6 shows:

( − ) + ⋅ ( + )
<

( + )
( )SI

I S B S

SI

I B

2

4 4 2
230

0
2 2

0

0

( + ) < ( − ) + ⋅ ( + ) ( )I B I S B S4 4 4 240 0
2 2

< ⋅ ( − ) ( )S B I0 . 252
0

This means that only for > ⇔ <B I r  20 , i.e. for thick
specimens, using the difference signal is actually better
than using the quotient signal in terms of SNR. However,
thick specimens typically yield a low overall EMCD effect
owing to oscillations and sign reversal caused by the elastic
scattering and pendellösung [32,39]. Therefore, the quo-
tient signal should be preferred unless the application of
sum rules is required.

Beam position dependence

In this section, we investigate the dependence of the conver-
gent beam EMCD signal on the beam position. For small
convergence and collection angles, one can expect that the
EMCD signal is largely independent of the beam position due
to the large illuminated area and, consequently, the low spa-
tial resolution. For convergence and collection semi-angles
significantly larger than the Bragg angle, however, one can
expect a position dependence [10]. To study the effect this
has on the signal strengths at the various detector positions as
well as on the SNR, we also performed calculations with the
beam displaced by half a lattice plane distance so that it was
positioned directly in-between adjacent lattice planes.

Figure 5 compares the energy-filtered diffraction patterns
and point-wise EMCD effects for on-plane and off-plane
beam positions for a large convergence angle. While there
are obvious differences, it is remarkable that both difference
and quotient EMCD effects with the same sign can be found
at similar positions adjacent to the diffraction disks. While
these contributions from adjacent positions are weaker for
the difference signal (with stronger contributions with
reversed sign showing up close to the Thales circle), the quo-
tient EMCD effect is even stronger for the off-plane condi-
tion than for the on-plane condition. Qualitatively, this can
be understood from the fact that the inelastic scattering ker-
nels contributing to EMCD have the same shape as electron
vortex beams: an azimuthal phase ramp combined with a
donut-shaped intensity distribution [28,44,45]. Thus, the
highest probability for exciting a transition that contributes
to the EMCD signal with a very small probe is actually not
on the atomic nuclei, but in the area surrounding them.
(This can also be understood from the fact that the initial
p-states contributing to the L-edge have vanishing probabil-
ity density at the position of the nucleus.) Of course, the
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question of how much which atom contributes to the
EMCD effect depends crucially on how the incident and out-
going electron beams channel through the crystal [46,47].
However, a full quantitative description of the resulting
thickness dependence is beyond the scope of this work.

Figure 6 shows the convergence and collection semi-
angle dependence of the EMCD signals for a probe beam
positioned between atomic planes, together with the

corresponding SNR (which, for the chosen jump ratio of
=r 2, is the same for the difference and for the quotient

signal). Qualitatively, it looks similar to the on-plane case
depicted in Fig. 4. In particular for small convergence and
collection semi-angles, the maps are identical, as is to be
expected. However, at larger angles, several changes are
visible. Note that this is actually wanted in order to be able
to perform lattice-resolved EMCD experiments [10].
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Fig. 5. Energy-filtered diffraction patterns (a, b), point-wise difference EMCD maps based on left/right half-plane sub-
traction (c, d) and point-wise quotient EMCD maps (e, f) for on-plane (a, c, e) and off-plane (b, d, f) beam positions.
The convergence semi-angle is 20mrad. The black dotted circles indicate the three most intense diffraction disks,
whereas the white dashed circles indicate the classical Thales circles. The energy-filtered diffraction patterns are
shown in contrast-optimized logarithmic scale.
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Perhaps the most striking difference is the large difference
signal enhancement at the Thales circle for large convergence
and collection angles. This is in agreement with Fig. 5, which
shows the well-known strong position dependence of the
intensity in the regions of overlapping diffraction disks, lead-
ing to the appearance of a strong EMCD difference signal
close to the Thales circle. In addition, for the intersection
and adjacent positions, the difference signal is somewhat
decreased. Interestingly, the quotient signal shows an
increase at the same positions. Regarding the SNR, the same
general trend is seen at the off-plane beam position as at the
on-plane beam position: the highest values can usually be
achieved at medium angles, in this case particularly with con-
vergence angles of approximately θ2 B (i.e. slightly larger
than on-plane) and collection angles of ca. θB (i.e. slightly
smaller than on-plane).

Concluding remarks

In this work, we have explored the possibilities of convergent-
beam EMCD using numerical simulations. We found that
this method gives similar EMCD signals as the classical,

parallel beam EMCD method while having superior SNR
characteristics, in accordance with previous works. As a rule
of thumb, choosing a convergence semi-angle slightly larger
than the Bragg angle, a collection angle close to the Bragg
angle, and positioning the collection aperture just outside the
elastic diffraction disks should give close to optimal results. In
addition, we estimated that more than approximately 7200
counts at the edge under investigation are required (the exact
value will depend on the peak-to-background ratio and the
expected dichroic fraction, which, in turn, will depend on the
sample material, thickness, and orientation as well as the scat-
tering geometry).

Especially the improvements in SNR, as well as in spa-
tial resolution, open exciting new possibilities for EMCD
that may soon lead to an even broader applicability of this
exciting technique for material science.
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Fig. 6. Difference EMCD effect (a–d), quotient EMCD effect (e–h) and SNR (i–l) for the four sets of detector positions A–D as a function of conver-
gence and collection semi-angles for a beam position in-between atomic planes. The SNR is given for a jump ratio of =r 2 in fractions of the
maximum SNR.
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Abstract: Energy-loss magnetic chiral dichroism (EMCD) is a versatile method for measuring mag-
netism down to the atomic scale in transmission electron microscopy (TEM). As the magnetic signal
is encoded in the phase of the electron wave, any process distorting this characteristic phase is
detrimental for EMCD. For example, elastic scattering gives rise to a complex thickness dependence
of the signal. Since the details of elastic scattering depend on the electron’s energy, EMCD strongly
depends on the acceleration voltage. Here, we quantitatively investigate this dependence in detail,
using a combination of theory, numerical simulations, and experimental data. Our formulas enable
scientists to optimize the acceleration voltage when performing EMCD experiments.

Keywords: EMCD; TEM; EELS; magnetism; acceleration voltage

1. Introduction

Circular dichroism in X-ray Absorption Spectroscopy (XAS) probes the chirality of the
scatterer, related either to a helical arrangement of atoms or to spin polarized transitions as
studied in X-ray Magnetic Circular Dichroism (XMCD). Before the new millenium, it was
considered impossible to see such chirality in electron energy-loss spectrometry (EELS).
On the other hand, the formal equivalence between the polarization vector in XAS and
the scattering vector in EELS tells us that any effect observable in XAS should have its
counterpart in EELS. For instance, anisotropy in XAS corresponds to anisotropy of the
double differential scattering cross section (DDSCS) in EELS. A well known example is
the directional prevalence of either s → π∗ and s → σ∗ transitions in the carbon K-edge of
graphite, depending on the direction of the scattering vector [1,2].

In XMCD, the polarization vector is helical—a superposition of two linear polarization
vectors ex ± iey orthogonal to each other—resembling a left- and right-handed helical
photon, respectively. However, what is the counterpart of photon helicity in EELS?

In 2002, one of the authors and their postdoc speculated about what the counterpart of
photon helicity could be in EELS—an arcane issue at the time. This led to a keen proposal to
study spin polarized transitions in the electron microscope [3]. Closer inspection revealed
that in EELS, a superposition of two scattering vectors orthogonal to each other with
a relative phase shift of ±π/2 is needed, exactly as the formal similarity with XMCD
dictated. This, in turn, called for a scattering geometry that exploits the coherence terms in
the DDSCS [4,5]. These insights led to the CHIRALTEM project [6].

The multidisciplinary team elaborated the appropriate geometry for the analysis of
ionization edges in the spirit of XMCD. The first EELS spectrum was published in 2006 [7]. In
that paper, the new method was baptized EMCD—Electron (Energy Loss) Magnetic Chiral
Dichroism—in analogy to XMCD. The term “chiral” was deliberately chosen instead of “cir-
cular” because the chirality of electronic transitions was to be detected, and because there is

Materials 2021, 14, 1314. https://doi.org/10.3390/ma14051314 https://www.mdpi.com/journal/materials
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no circular polarization in EELS. The experiment confirmed that the physics behind EMCD
is very similar to the physics of XMCD. Rapid progress followed: consolidation of the the-
ory [8,9], optimization of experimental parameters [10], dedicated simulation software [11,12],
and spatial resolution approaching the nm [13,14] and the atomic scale [15–23].

A genuine feature of EMCD is the ability to probe selected crystallographic sites [18,24],
e.g., in Heusler alloys [25], ferrimagnetic spinels [26], or perovskites [27,28]. The high spa-
tial resolution of the method allows the study of nanoparticles [14], 3d–4f coupling in su-
perlattices [29], specimens with stochastically oriented crystallites and even of amorphous
materials [30]. EMCD has also been used to investigate spin polarization of non-magnetic
atoms in dilute magnetic semiconductors [31], magnetic order breakdown in MnAs [32],
GMR of mixed phases [33] and magnetotactic bacteria [34]. A key experiment on magnetite,
exploiting the combination of atomic resolution in STEM with the site specificity showed
the antiferromagnetic coupling of adjacent Fe atoms directly in real space [16]. An overview
of EMCD treating many aspects of anisotropy and chirality in EELS can be found in [35].

To date, EMCD measurements have predominantly been performed at the highest
available acceleration voltages—typically 200 keV to 300 keV—which has several advan-
tages such as better resolution, a larger inelastic mean free path, and optimal detector
performance resulting in a reasonable signal-to-noise ratio. However, by limiting oneself
to a specific acceleration voltage and hence electron energy, EMCD cannot be used to its
full potential.

One example where choosing a lower acceleration voltage can be tremendously helpful
is the reduction or avoidance of beam damage [36–39]. Another is the investigation of the
magnetization dependence: in a TEM, the sample is placed inside the objective lens with a
typical field strength of the order of 2 T for 200 keV electrons. By changing the acceleration
voltage, the objective lens field applied at the sample position is changed as well [40],
thereby enabling magnetization-dependent investigations. This can even be used to drive
magnetic field induced phase transitions [27]. Moreover, EMCD is strongly affected by
elastic scattering, and, hence, thickness and sample orientation [8,11,25,41]. Therefore,
changing the electron energy and therefore the details of the elastic scattering processes
enables EMCD measurements even at a thickness and orientation where no significant
EMCD effect is observable at a high acceleration voltage. This proposition is corroborated
by early numerical simulations [42], which to our knowledge have not been followed up
on or widely adopted by the community.

2. Results
2.1. Theory

The general formula governing EMCD has already been outlined in the original
publications theoretically predicting the effect and demonstrating it experimentally [3,7].
Detailed ab initio studies soon followed [8]. However, those formulations all aimed at very
high accuracy; none of them gave a simple, closed form to quickly calculate the EMCD
effect and easily see the influence parameters such as, e.g., the acceleration voltage have
on the outcome. Recently, Schneider et al. [41] published such a formula; however, they
neglected any elastic scattering the beam can undergo after an inelastic scattering event by
approximating the outgoing wave by a simple plane wave.

Here, we present a derivation of a simple formula taking into account elastic scattering
both before and after the inelastic scattering event. In the process, we will make four
major assumptions:

1. We limit the derivation to an incident three-beam and outgoing two-beam case in the
zero-order Laue zone of a sample that is single-crystalline in the probed region with a
centro-symmetric crystal structure;

2. We assume that the sample is a slab of thickness t with an entrance and an exit plane
essentially perpendicular to the beam propagation axis;

3. We assume that the inelastic scattering process is at least four-fold rotationally sym-
metric around the optical axis and that the characteristic momentum transfer qe is
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much smaller than the chosen reciprocal lattice distance |G|. This implies that the
inelastic scattering in the chosen geometry is only dependent on the scattering atom’s
spin-state, but not influenced significantly by any anisotropic crystal field;

4. We assume that the atoms of the investigated species are homogeneously distributed
along the beam propagation axis and that G · x = 2mπ, m ∈ Z for all atom positions
x and the chosen lattice vector G.

Assumption 1 comes from the conventional EMCD setup: the (crystalline) sample is
tilted into systematic row condition and the detector is placed on (or close to) the Thales
circle between neighboring diffraction spots. In a symmetric systematic row condition, the
strongest diffraction spots are the central one (0) and the two diffraction spots at −G, G,
which have the same intensity. Any higher-order diffraction spots are comparatively weak
and will therefore be neglected.

To understand the reason behind the outgoing two-beam case, we follow the reci-
procity theorem [43,44]. A (point-like) detector in reciprocal space detects exact plane-wave
components. If we trace those back to the exit plane of the sample, we can expand them
into Bloch waves. For the typical EMCD detector positions, they correspond exactly to
the Bloch waves we get in a two-beam case (where the Laue circle center is positioned
somewhere along the bisector of the line from 0 to G.

The probability of measuring a particular state |ψout� (a “click” in the detector corre-
sponding to a plane wave at the exit plane of the sample) given a certain incident state
|ψin� (a plane wave incident on the entry plane of the sample) is given by Fermi’s Golden
rule [45–49]:

p = ∑
I,F

pI(1 − pF) �ψout| �F|V̂|I� |ψin� �ψin| �I|V̂†|F� |ψout� δ(EF − EI − E), (1)

where I, F run over all initial and final states of the sample, pI , pF are their respective
occupation probabilities, EI , EF are their respective energies, E is the EELS energy loss, and
V̂ is the transition operator. In momentum representation, V̂ for a single atom is given by

�k̃|V̂|k� = eiq·R̂

q2 with q = k − k̃. (2)

With the mixed dynamic form factor (MDFF) [45,49–51],

S(q, q�, E) = ∑
I,F

pI(1 − pF) �k̃| �F|eiq·R̂|I� |k� �k�| �I|e−iq� ·R̂|F� |k̃�� δ(EF − EI − E), (3)

the probability for a “click” in the detector can be written as [8,45,48–50]

p =
����

∑
x

ei(q−q�)·xψout(k̃)∗ψout(k̃
�
)

S(q, q�, E)
q2q�2

ψin(k)ψin(k�)∗dkdk�dk̃dk̃�, (4)

where the ∑x ei(q−q�)·x stems from the summation over all atoms (of the investigated
species) in the sample and the MDFF is taken to be the MDFF of a single such atom located
at the origin.

Specific expressions for the MDFF for various models under different conditions and
approximations are well known (see, e.g., [7,49,52]), but their details will be irrelevant for
the majority of our derivation for which we will keep the general expression S(q, q�, E).

Using the Bloch wave formalism [8,36,53–55], the three-beam incident wavefunction
and the two-beam outgoing wave function can be written as

|ψin� = ∑
j∈{1,2,3}

∑
g∈{−G,0,G}

C∗
j,0Cj,g |χ + γjn + g� (5)

|ψout� = ∑
l∈{1,2}

∑
h∈{0,G}

C̃∗
l,0e−iγ̃l tC̃l,h |χ̃ + γ̃l ñ + h� , (6)
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where j, l are the Bloch wave indices, g, h run over the diffraction spots, the Cj,g are the
Bloch wave coefficients, the γj are the so-called anpassung, n is the surface normal vector, t
is the sample thickness, and χ, χ̃ are the wave vectors of the incident and outgoing plane
waves, respectively.

The derivation of the EMCD effect can be found in Appendix A. The final expression is

η =
A sin2(κt)− B sin2(κ�t)

t + C sin(2κt)
· �[S(q1, q2, E)]

S(q1, q1, E)
, (7)

where t is the sample thickness and the coefficients A, B, C, κ, κ� are defined in Equation (A18)
(with Equations (A1) and (A3)).

Figure 1 shows a comparison of the thickness dependence predicted by Equation (7)
and a full simulation based on Equation (4) for some typical, simple magnetic samples.
Owing to the approximations made in the derivation, there naturally are some small differ-
ences (which are more pronounced at small thicknesses), but they are well within typical
experimental uncertainties.
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Figure 1. Comparison of the thickness dependence of the EMCD effect η predicted by Equation (7) (solid lines) and by the
“bw” software using Equation (4) (dotted lines) for different acceleration voltages for bcc Fe and hcp Co.

Two main conclusions about the thickness-variation of the EMCD effect can be drawn
from Equation (7). On the one hand, the numerator nicely shows the oscillatory nature of
the effect. On the other hand, the denominantor clearly implies that the strength of the
EMCD effect decreases approximately as 1/t.

The numerator is composed of two oscillations with different amplitudes (A, B) and
the frequencies

κ =
γ1 − γ2

2
=

�
(|G|2 − U2G)2 + 8U2

G

4χ · n
and κ� = γ̃1 − γ̃2

2
=

UG

2χ̃ · ñ
(8)

which are closely related to the extinction distances for the incident and outgoing beams.
As the wavevectors χ, χ̃ scale with the square root of the acceleration voltage

√
V, the

frequencies of the oscillations of the EMCD effect scale with 1/
√

V. This is corroborated by
Figure 2.
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Figure 2. EMCD effect η for various acceleration voltages V and thicknesses t for bcc Fe as simulated
with “bw”. The dashed lines show (arbitrary) curves with t ∝

√
V as guides for the eye.

Both the oscillations and the 1/t decay can be understood from the fact that EMCD
is essentially an interferometry experiment. As such, it crucially depends on the relative
phases of the different density matrix components after traversing the sample from the
scattering center to the exit plane. Some scattering centers are positioned in a way that the
resulting components contribute positively to the EMCD effect, other scattering centers
are positioned such that their contribution to the EMCD effect is negative. As a result,
there are alternating “bands” of atoms contributing positively and negatively [11], where
the size of the bands is related to the extinction length. With increasing thickness, more
and more alternating bands appear—the non-magnetic signal increases linearly with t, but
the magnetic EMCD signal of all but one band averages out, ultimately resulting in a 1/t
behavior of the relative EMCD effect.

Our theoretical results have several important implications. First, the EMCD effect
can indeed be recorded at a wide variety of acceleration voltages as already proposed
on numerical grounds in [42], thereby enabling magnetization-dependent measurements.
Second, the thickness dependence scales with 1/t, thus necessitating thin samples. Third,
for a given sample thickness in the region of interest, a candidate for the optimal high
tension yielding the maximal EMCD effect can easily be identified based on any existing
simulation and the

√
V scaling behavior (note, however, that other effects such as multiple

plasmon scattering can put further constraints on the useful range of sample thicknesses,
particularly at very low voltages).

2.2. Experiments

To corroborate our theoretical finding, we performed experiments at various high
tensions to compare to the simulations. The experiments were performed on a ferrimagnetic
magnetite (Fe3O4) sample [56], which has the advantage over pure Fe that it is unaffected
by oxidation (it may, however, be partially reduced to Wüstite by prolonged ion or electron
irradiation). The individual recorded spectra are shown in Figure 3. It is clearly visible that
the EMCD effect changes with the high tension as predicted in Section 2.1. A quantitative
comparison between the calculations and the experiments is shown in Figure 4 and shows
excellent agreement.
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Figure 3. EMCD spectra for different acceleration voltages (as indicated) after background subtrac-
tion and post-edge normalization using the Fe L-edge in Magnetite tilted to a (4 0 0) systematic
row condition. The sample-thickness was determined to be t ≈ 35 nm for the 40 kV and 60 kV
measurement positions and t ≈ 45 nm for the 200 kV measurement position.
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Figure 4. Comparison between numerical EMCD simulations (“bw”, solid curves) and experiments
(points) for Magnetite for three different acceleration voltages. For the experimental points, η was
calculated from the data in Figure 3 according to Equation (9), the measured thickness values are
given in the caption of Figure 3, and the error bars were determined as described in [57,58].

3. Discussion

Although Equation (7) is—to our knowledge—the first complete, analytical, closed
form predicting the EMCD effect, several assumptions and approximations were made in
its derivation. As such it is no replacement for full simulations with sophisticated software
packages if ultimate accuracy is vital. Nevertheless, it can be a good starting point for
EMCD investigations, and it helps elucidating the underlying physical principles and
understanding the effects the experimental parameters have on EMCD. In this section, we
will discuss the limits of the theoretical derivation based on the approximations made.

Assumption one deals with the scattering geometry and the crystal structure. The
incident three-beam and outgoing two-beam case is the simplest approximation taking
into account elastic scattering both before and after an inelastic scattering event. Adding
more beams to the calculation can, of course, improve the results somewhat. However, the
effect was found to be very small and well within typical experimental uncertainties [11],
owing primarily to the 1/q2q�2 term in Equation (4) (any additional beams would give
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rise to much longer q vectors). The crystal structure was assumed to be centro-symmetric,
resulting in UG = U−G. While this limits the applicability of the formula to relatively
simple crystals, very complex, non-symmetric crystals will likely violate some of the other
assumptions as well. In addition, the constraints implied by centro-symmetry are necessary
in the first place to arrive at a reasonably simple final formula.

Assumption two requires the sample’s surface to be essentially perpendicular to the
beam direction. This requirement is necessary to avoid complex phase factors down the
line. A small tilt of up to a few degrees is not expected to cause any major issues, and larger
tilts of �45 ◦C are not recommended (and often not even possible) in practice anyway.

Assumption three requires the inelastic scattering process to be invariant under rota-
tions around the optical axis by integer multiples of 90°. Strong anisotropy would lead to a
distinct directional dependence of the MDFF [48,59,60], thereby making it impossible to
reason about the intensities at the various detector positions. In such cases, however, the
classical EMCD setup would fail to properly measure the magnetic properties anyway. In
addition, assumption three states qe � |G|, which implies �[S(q1, q2, E)] � �[S(q1, q2, E)]
in dipole approximation [11,61]. This is fulfilled reasonably well for typical EMCD ex-
periments (for example, for Fe (2 0 0), |G| ≈ 7 nm−1; for the Fe L-edge, qe ≈ 0.8 nm−1 at
200 keV and qe ≈ 1.5 nm−1 at 40 keV).

Assumption four requires the investigated atoms to be distributed homogeneously
and fulfill the condition G · x = 2mπ. The homogeneity requirement excludes involved
situations such as multi-layer systems and ultimately allows to replace the sum over all
atoms by an integral over the sample thickness. In practice, homogeneity is facilitated
by tilting into a systematic row condition and probing a large area of the sample, as a
large probed volume and a (small) tilt mean that some atoms can be found in each of the
investigated lattice planes at any depth z.

The condition G · x = 2mπ ∀x is perhaps the most severe limitation as it implies that all
atoms fall exactly onto one of the probed set of lattice planes. This excludes, e.g., G = (1 0 0)
for Fe (which is forbidden anyway), or G = (1 0 0) for Co, as for these, only some (for Fe)
or none (for Co) of the atoms fulfill the condition. The reason for requiring G · x = 2mπ
is that it implies that phase factors of the form exp(iG · x) are all 1. If that is not the case,
different phases have to be applied to different components, thereby reducing the EMCD
effect [41]. Hence, choosing a G vector not fulfilling the condition is unfavorable anyway.

As can be seen from Figure 1, Equation (7) reproduces sophisticated numerical simu-
lations quite well for reasonably simple samples despite all approximations. The strongest
deviations can be found for small t, as can be expected. For larger sample thicknesses and,
consequently, many atoms, small differences that might arise for individual atoms tend to
average out.

4. Materials and Methods

The numerical simulations were performed using the “bw” code [11], a software
package for calculating EELS data based on Bloch waves and the MDFF. The crystal
structure data for magnetite was taken from [62], all other crystallographic data was taken
from the EMS program (version 4.5430U2017) [63].

The wedge-shaped magnetite sample was prepared by a FEI Quanta 200 3D DBFIB
(FEI Company, Hillsboro, OR, USA) from a high-quality, natural single crystal purchased
from SurfaceNet GmbH (Rheine, Germany) [64] and subsequently thinned and cleaned
using a Technoorg Linda Gentlemill.

The EMCD measurements were performed on a FEI Tecnai T20 (FEI Company, Hills-
boro, OR, USA) equipped with a LaB6 gun and a Gatan GIF 2001 spectrometer (Gatan Inc.,
Pleasanton, CA, USA). The system has an energy resolution (full width at half maximum)
of 1.1 eV at 200 kV which improves down to 0.3 eV at 20 kV [65]. First, a suitable sample
position with a sample thickness around 40 nm and an easily recognizable, distinctly-
shaped feature nearby was found and the sample was oriented in systematic row condition
including the (4 0 0) diffraction spot (see Figure 5). At each high tension, the instrument
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was carefully aligned, the sample position was readjusted, the EMCD experiment was per-
formed, and a thickness measurement was taken. Both the convergence and the collection
semi-angle were approximately 3 mrad [58].

200 nm

(4 0 0)

(1 1 1)

2 nm−1

(0 0 0)

(4 0 0)

(4 0 0)

I+

I−

Figure 5. TEM bright-field overview image (left), corresponding diffraction pattern in (0 1 1) zone axis (middle) and
schematic of the EMCD measurement positions in systematic row condition (right). The sample position used for the EMCD
experiments is marked by a yellow circle in the bright-field image, the positions for I+ and I− are marked by the orange
and blue circles. Both the image and the diffraction pattern were recorded at 200 kV. Note that the weak, kinematically
forbidden (2 0 0) reflections can be attributed to double diffraction [36] in the thicker part of the sample visible at the bottom
of the bright-field image; they are negligible in the thin part of the sample used for the EMCD measurements.

For data analysis, all spectra were background-subtracted using a pre-edge power-law
fit and normalized in the post-edge region. The EMCD effect was calculated based on the
L3-edge maxima according to the formula [9,58]

η =
I+ − I−

I++I−
2

. (9)

The errors were estimated as described in [57,58].

5. Conclusions

In this work, we have derived an analytical formula for predicting the EMCD effect,
taking into account elastic scattering both before and after inelastic scattering events.
This formula not only helps elucidate the physics underlying EMCD, it also allows to
directly predict the influence of various parameters on the EMCD effect. In particular, we
have focused on the acceleration voltage V and on the thickness t. We showed that the
periodicity of the EMCD effect scales with

√
V, while its total intensity decreases as 1/t. In

addition, we have performed experiments at different acceleration voltages to corroborate
these predictions. Our results will not only help to optimize the EMCD effect for a given
sample thickness by tuning the high tension accordingly, it will also pave the way for
magnetization-dependent measurements by employing different magnetic fields in the
objective lens at different acceleration voltages.
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Appendix A. Derivation of the EMCD Effect

In the following, we will extensively use the abbreviations

α =
UG

2χ · n
α̃ =

UG

2χ̃ · ñ
(A1)

V =
U2G − |G|2

2UG
(A2)

W =

�
(|G|2 − U2G)2 + 8U2

G

2UG
=



V2 + 2, (A3)

where the Ug are the Fourier coefficients of the crystal potential V(r) = h2

2me ∑g Uge2πig·r
with Planck’s constant h, electron mass m and elementary charge e. We note in passing that
in the present case, UG = U∗

G = U−G.
With these abbreviations and the assumptions mentioned above, the Bloch wave

parameters can be calculated analytically and take the form

γ1 = α(V + W) γ2 = α(V − W) γ3 = −α · |G|2 + U2G

UG

C1,−G =
1
|V − W|2 + 2

C2,−G =
1
|V + W|2 + 2

C3,−G = − 1√
2

C1,0 = − V − W
|V − W|2 + 2
C2,0 = − V + W
|V + W|2 + 2

C3,0 = 0

C1,G =
1
|V − W|2 + 2

C2,G =
1
|V + W|2 + 2

C3,G =
1√
2

(A4)

for |ψin� and
γ̃1 = α̃ γ̃2 = −α̃

C̃1,0 =
1√
2

C̃2,0 =
1√
2

C̃1,G =
1√
2

C̃2,G = − 1√
2

(A5)
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for |ψout�.
Inserting Equations (5) and (6) into Equation (4), evaluating the integrals, collect-

ing all terms with the same Bloch wave index, and neglecting the weak dependence of
S(q, q�, E)/(q2q�2) on j, j�, l, l� [8,41,55] yields

p = ∑
x

∑
g,g� ,h,h�

Dg D∗
g� D̃

∗
hD̃h�ei(g−g�−h+h�)·x S(q, q�, E)

q2q�2
(A6)

with
Dg = ∑

j
C∗

j,0Cj,geiγjn·x D̃g = ∑
l

C̃∗
l,0e−iγ̃l tC̃l,heiγ̃j ñ·x (A7)

and
q = Δχ + g − h q� = Δχ + g� − h� Δχ = χ − χ̃. (A8)

Direct summation results in

D−G = DG =
i

W
eiαVn·x sin(αWn · x)

D0 = eiαVn·x
�

cos(αWn · x)− iV
W

sin(αWn · x)
�

D̃0 = cos(α̃(ñ · x − t))

D̃G = i sin(α̃(ñ · x − t)).

(A9)

Performing the complete sums over g, g�, h, h� in Equation (A6) produces very many
terms, some of which are very small. This can be understood from the fact that Δχ · G =
±G/2 in the chosen setup. Therefore, Δχ and Δχ − G have the same magnitude, whereas
Δχ + G and Δχ − 2G are significantly larger. Owing to the 1/q2q�2 term, large q are
strongly suppressed. Hence, only the combinations g − h = 0 and g − h = −G are retained
(the same applies to the primed versions as well). Hence, we end up with two distinct q
vectors, namely

q1 = Δχ and q2 = Δχ − G. (A10)

Note that, due to the symmetry of the setup q1 = |q1| = |q2| = q2.
Using S(q, q�, E) = S(q�, q, E)∗ [45], Equation (A6) now takes the form

p =
1
q4

1
∑
x
[
��D0D̃∗

0 + DGD̃∗
G
��2S(q1, q1, E) +��D−GD̃∗

0 + D0D̃∗
G
��2S(q2, q2, E) +

2�
��

D0D̃∗
0 + DGD̃∗

G

�

D∗−GD̃0 + D∗
0 D̃G



eiG·xS(q1, q2, E)

��
=

1
q4

1
[ A11S(q1, q1, E) + A22S(q2, q2, E) + 2�[A12S(q1, q2, E)]]

=
1
q4

1
[ (A11 + A22)S(q1, q1, E) + 2�[A12S(q1, q2, E)]].

(A11)

In the last line, the four-fold rotational symmetry was used, i.e., S(q1, q1, E) =
S(q2, q2, E) since q2 = Ĉ4[q1] with Ĉ4 as the operator performing a 90° rotation around the
optical axis.

To calculate the probability for a “click” in the detector at the second EMCD position,
we have to replace q1 �→ Ĉ3

4 [q1] = Ĉ2
4 [q2] and q2 �→ Ĉ4[q2] = Ĉ2

4 [q1]. Owing to the as-
sumed rotational symmetry of the MDFF, this replacement results in S(Ĉ2

4 [q2], Ĉ2
4 [q1], E) =

S(q2, q1, E) = S(q1, q2, E)∗ and hence

p� = 1
q4

1
[(A11 + A22)S(q1, q1, E) + 2�[A12S(q1, q2, E)∗]]. (A12)
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Thus, the quotient EMCD effect is

η = 2 · p − p�

p + p� = 2 · −2�[A12]�[S(q1, q2, E)]
(A11 + A22)S(q1, q1, E) + 2�[A12]�[S(q1, q2, E)]

(A13)

Assuming that the scattering vectors were chosen such that S(q1, q2, E) is purely
imaginary (technically, (in dipole approximation) this occurs slightly inside the Thales
circle where q2

y = G2/4 − q2
e ; as qe � G in typical EMCD experiments, the real part of

S(q1, q2, E), which is of the order q2
e , can be neglected compared to S(q1, q1, E), which is of

the order of G2/2), this can be simplified further to

= −4 · �[A12]

A11 + A22
· �[S(q1, q2, E)]

S(q1, q1, E)
. (A14)

The coefficients can be calculated directly as

A11 + A22 = ∑
x

�
1 − 1

W2 sin2(αWn · x)
�

�[A12] = ∑
x

1
2

��
1 − 3

W2 sin2(αWn · x)
�

sin(2α̃(ñ · x − t))

− 1
W

sin(2αWn · x) cos(2α̃(ñ · x − t))
�

.

(A15)

with the assumptions 2 and 4, the dot products can be evaluated and the sums can be
replaced by integrals over z, yielding

A11 + A22 = t
�

1 − 1
2W2

�
+

sin(2tWα)

4W3α

�[A12] =
1

4(W2α2 − α̃2)

�
−
�

2α +
3α̃

W2

�
sin2(αWt)

+

�
(3 − 2W2)α2

α̃
+ 2(α + α̃)

�
sin2(α̃t)

� (A16)

Hence the full formula for the EMCD effect reads

η =
4W3α

(W2α2 − α̃2)

��
2α + 3α̃

W2

	
sin2(αWt)−

�
(3−2W2)α2

α̃ + 2(α + α̃)
	

sin2(α̃t)
�

2W(2W2 − 1)αt + sin(2tWα)
· �[S(q1, q2, E)]

S(q1, q1, E)

=
A sin2(κt)− B sin2(κ�t)

t + C sin(2κt)
· �[S(q1, q2, E)]

S(q1, q1, E)
(A17)

with

A = C · 4κκ�

κ2 − κ�2
�

2W
κ

κ� + 3
	

B = C · 4κκ�

κ2 − κ�2

�
2W

κ

κ� +
3κ2

κ�2
+ 2W2

�
1 − κ2

κ�2

��
C =

1
2κ(2W2 − 1)

κ = αW =
γ1 − γ2

2

κ� = α̃ =
γ̃1 − γ̃2

2
.

(A18)
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As discussed in part II, EVBs play a crucial role in EMCD. They are characterized
by their peculiar phase structure in the plane perpendicular to the direction of propa-
gation. A pure vortex with an OAM of m� is described by the real-space wavefunction

�r|ψ� = f(r⊥, z)eimϕeikzz, (21)

where (r⊥, ϕ, z) are the cylindrical coordinates, f(r⊥, z) describes the evolution of the
radial dependence, eimϕ is the characteristic EVB phase factor, and eikzz describes
the fast-oscillating plane wave part in propagation direction (taken to be the z axis).
It can readily be verified that this wavefunction is an eigenstate of the L̂z operator,
namely

L̂z |ψ� = m� |ψ� . (22)
In addition to their natural occurrence in EMCD and being eigenfunctions of the

OAM operator L̂z, EVBs form an eigenbasis of the free-space Hamiltonian in cylindri-
cal coordinates, and are, thus, of fundamental interest (on par with plane waves (an
eigenbasis in Cartesian coordinates) and spherical waves (an eigenbasis in spherical co-
ordinates)). These facts ultimately gave rise to a new field of research focusing directly
on the creation, manipulation and analysis of EVBs independently of EMCD [32, 40–
50]. Proposed (and partly realized) applications include — apart from EMCD [51–55]
— the study of free-electron Landau states [56–59], nanoparticle manipulation [60],
crystal chirality measurements [61], the probing of plasmon symmetry [62] as well as
detecting dark plasmon modes [63], and even spin-polarization [64, 65].

While the majority of research focuses on EVBs, many other beam shapes have been
proposed and demonstrated [66], including Hermite Gauss beams [67], π beams [62,
68], self-accelerating/Airy beams [69, 70], aberration-corrected beams [71, 72], caustics
[73], and 3D beam shapes [54, 74], each with its own unique physical properties.
Recent work even features first designs for programmable phase manipulators [75–78]
which in principle allow to change the beam shape “on-the-fly” during an experiment.
However, as EVBs form an eigenbasis of the Hamiltonian, all of these other shapes
can, in principle, be described by a coherent superposition of EVBs.

The first step in studying and using EVBs is producing them. Several methods
exist for this purpose, from holographic fork masks [32] to phase masks [40, 79, 80]
to employing electro-magnetic fields [42, 64]. All of these methods face the same
challenges: producing a reproducible, single, intense, pure vortex that ideally is easy to
use for the experimenter, “switchable” (between different OAM modes, e.g., between
m = +1 and m = −1), and does not require extensive changes to the microscope.
While each method excels at some of the requirements, generally none excels at all of
them.

Another, hitherto mostly overlooked possibility for creating EVBs is mode conver-
sion (see fig. 3) as described in detail in chapter 9. EVB creation by mode conversion
uses the close relation between Hermite-Gauss (HG) and Laguerre-Gauss (LG) beams,
i.e., a relative phase shift of the horizontal component with respect to the vertical one,
similar to the relation between linearly and circularly polarized light. In fact, mode
conversion was originally proposed and demonstrated for producing optical vortices by
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Figure 3.: Schematic principle of the mode converter. A HG beam rotated by 45◦ (left)
enters a lens system comprised of a pair of cylindrical lenses (which can be
realized in the TEM as a combination of a round lens and a quadrupole).
One component goes through the focus, resulting in a phase shift that can
be tuned to produce an LG EVB (right).

means of cylindrical lenses [81, 82]. In a TEM, HG-like beams can be generated, e.g.,
with very simple phase masks without the need for high-precision mask patterning
or adding custom electro-magnetic devices to the TEM [83, 84]. Subsequent mode
conversion allows for the creation of a single, pure EVB with high brightness (due to
the absence of beam-blocking devices) [83]. The OAM of the EVB produced this way
can be switched easily and fast by adjusting the settings of the mode converter. As
only the existing TEM lenses are used, the operation of the mode converter should be
straight-forward for an experienced TEM operator. The general formalism developed
in chapter 9 details how the lenses have to be set up and how they can be tuned to
accommodate varying input or output beam sizes requirements.

Apart from EVB production, another crucial, but so far relatively little studied as-
pect of EVBs is their propagation through and interaction with matter. For crystalline
samples, it was shown that the wavefunction of EVBs will generally change as the beam
scatters elastically inside the sample [85, 86]. Naturally, this complicates any appli-
cation of EVBs. Apart from crystalline structures, amorphous areas are frequently
observed in TEM as well, be it as samples in their own right, as protective layers at
the surface of the sample, or in the form of an (unwanted) damage layer caused, e.g.,
during sample preparation. For amorphous magnetic samples, EVB-based EMCD is
a promising candidate for magnetic characterization on the nanoscale [50]. But also
for crystalline regions of interest with (intentional or unintentional) amorphous sur-
face layers, the question how EVBs incident on the sample or produced in the crystal
are modified when traversing through the amorphous areas is very important. Af-
ter all, the incident beam will scatter when propagating through an amorphous layer
analogously to the propagation through a crystal. This potentially changes the EVB
characteristic of the beam, meaning that the beam reaching an inelastic scattering
center may be different from the intended ideal EVB sent into the sample.
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In chapter 10, the propagation of EVBs through amorphous samples is studied in
detail. For this purpose, I developed a cylindrical multislice algorithm to elucidate
OAM transfer during propagation. My numerical simulations for various materials
show how the average OAM as well as the OAM spread depend on sample composi-
tion, sample thickness, and beam convergence angle. This allows making quantitative
predictions of the EVB quality after propagation through a given amorphous layer.

In summary, my work presented in this part made substantial contributions to the
field of studying EVBs and, thus, to using them efficiently and routinely in advanced
characterization techniques. On the one hand, it contains a detailed description of and
recipe for using the mode-conversion for producing single, intense, pure, and switchable
EVBs. On the other hand, it improves our understanding of the propagation of EVBs
through matter by developing a new formalism for modeling the elastic scattering of
EVB in amorphous materials.
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A B S T R A C T

In optics, mode conversion is an elegant way to switch between Hermite Gaussian and Laguerre Gaussian beam
profiles and thereby impart orbital angular momentum onto the beam and to create vortices. In optics such
vortex beams can be produced in a setup consisting of two identical cylinder lenses. In electron optics, quad-
rupole lenses can be used for the same purpose. Here we investigate generalized asymmetric designs of a
quadrupole mode converter that may be realized within the constraints of existing electron microscopes and can
steer the development of dedicated vortex generators for high brilliance electron vortex probes of atomic scale.

1. Introduction

A vortex beam can be characterized by a discontinuity in the phase
that dictates a central void in the intensity profile. Further it features a
quantized orbital angular momentum (OAM) in units of ℏ. The asso-
ciated magnetic moment and chirality make electron vortex probes
sensitive to magnetic excitations and even give them the ability to
discriminate chiral crystals [1–3]. The development in the field was
propelled by the close analogy to the established methods for optical
vortex generation [4–6] as well as their application in helical spectro-
scopy [7–9]. While light optics has stimulated several methods of
electron vortex generation [10–12], electron vortices can also be
formed by multipoles [13] or magnetic fields [14,15]. Each of these
methods has its own merits and challenges, but none of them offers a
pure singular OAM state without the need to block out unwanted por-
tions of the intensity.

Yet one particular optical setup holds the promise to work on the
entire beam in high purity, so that there would not be any need to filter
out other diffraction orders or spurious unwanted angular states: the π/
2 mode converter (MC) [16] converts Hermite Gaussian (HG) beams to
corresponding Laguerre Gaussians (LG) ones and vice versa. The first
order cases are:

∝ − +
HG x y x e( , ) 2 · ,

x y
w

2 2
2 (1)

∝ −LG r ϕ r e e( , ) 2 · · .
r
w iϕ
2
2 (2)

(x, y) and (r, ϕ) are the Cartesian and polar coordinates, respectively. w

is the width defining parameter. While two-way LG to HG beam con-
version was demonstrated in a proof of principle experiment for elec-
tron beams [17], mode matching could not be achieved. Therefore the
donut profile was only transient and could not be projected to another
plane.

To picture how mode conversion occurs we can replace an incident
beam with a straight central phase jump of π (a Hilbert beam) by two
sub-waves that possess the same mirror symmetry as vertical and hor-
izontal HG modes. Fig. 1 demonstrates quite generally the essence of
mode conversion: The two subwaves propagate independently from the
entrance to the exit, where they will have accumulated a relative phase
(i.e. Gouy shift) of π/2. Thus their coherent superposition creates an
azimuthal ‘stair case’ phase ramp and a corresponding ring current.
The beam has now non-zero OAM.

We propose that the quadrupole lenses in existing aberration cor-
rectors can be re-purposed to realize a fully functional π/2 MC. When
an incoming beam is prepared with a suitable wavefront pattern, it
would be completely transformed into a vortex beam without sacrifi-
cing intensity. Switching between left and right handed helical opera-
tion would be as stable and reproducible as setting electron lenses. The
ability to perform mode conversion on electron beams will doubtlessly
also open new avenues in mode sorting [18], especially in conjunction
with programmable phase masks [19].

We present an analytical treatment of general asymmetric setups
and also run simulations for entire electron optical setups of different
π/2 MCs.
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2. Gaussian mode converters

2.1. The optical π/2 mode converter

We reproduce shortly the principle of the symmetric π/2 MC given
in Ref. [16]. The schematic of the setup is illustrated in Fig. 2. There is
an astigmatic beam waist located at =z 0 and two cylinder lenses at
positions = −z a and =z a with a separation of =d a2 . The symmetric
cylinder lenses have a focal length of f. In light optics with static lenses
this separation is the only adjustable degree of freedom in the setup.
Apart from the incident Gaussian beam, there are 3 conditions to be
fulfilled. The conditions are:

• The widths of Gaussian profile evolve as

⎜ ⎟= + ⎛⎝ ⎞⎠w z z
z

z
k

( ) 1 · 2 .
r

r
2

(3)

Here zr is the Rayleigh range. The wavenumber k and wavelength λ
follow =kλ π2 . The widths in the xz and yz cuts must be equal at the
exit plane = +z a:=w a w a( ) ( ).x y (4)

• The Gouy phase difference of the xz and yz components accumu-
lated at the second cylinder lens must be π/2. Due to center sym-
metry this is equivalent to:

⎜ ⎟⎜ ⎟⎛⎝ ⎞⎠ − ⎛⎝ ⎞⎠ =− −a
z

a
z

πtan tan
4
.

rx ry

1 1

(5)

• The radii of curvature

⎜ ⎟= ⎛⎝ + ⎛⎝ ⎞⎠ ⎞⎠R z z z
z

( ) 1 r
2

(6)

in the xz and in the yz cuts after the second cylinder lens must fulfill= = − −R a R a R a( ) ( ) ( ).x z y z, , (7)

Eqs. (4) and (5) give immediately= − = +z a z a( 2 1), ( 2 1).rx ry (8)

With this result, the widths at the entrance and exit planes follow as:

− = =w a w a d
k

( ) ( ) 2 · .
(9)

With Newton’s equations,

= − + = −R R a f R a
1 1

( )
1 1

( )
,

i x y (10)

and the previous results for the width Eq. (9) and the Rayleigh ranges
Eq. (8), this gives=d f2 · (11)

for a symmetric optical π/2 MC.

2.2. The quadrupole π/2 mode converter

The key differences between electron and light optics are that the
distances and positions are fixed but the focal lengths can be controlled
via lens excitations. Also, quadrupoles (QPs) are widely available. For
electrons we thus propose to replace the cylinder lenses with QPs. This
has no effect on Eqs. (4) and (5) and hence on the Rayleigh ranges zR. If
the QPs are always focusing the xz component and defocusing the yz

component, then Newton’s equations read as:

= − + = − −
R R a f R a f
1 1

( )
1 1

( )
1 .

i x y (12)

This modifies the relation from Eq. (11) to=f d2 · (13)

and the widths at the entrance and exit plane scale accordingly:

− = =w a w a d
k

( ) ( ) 2· 2 · .
(14)

Notably, the curvatures of the incident and outgoing beam simplifies to= − = −R R d.i o (15)

Replacing cylinder lenses with QPs simplifies the solutions of the mode
matching conditions considerably. The incoming and outgoing curva-
tures and the quadrupole focusing (or defocusing) are functions of the
distance d only, and not of the wavenumber k. Only the beam widths
scale with d k/ . The actions of round lenses and QPs correspond to two
orthogonal Zernike polynomials (Z20 and Z ,22 respectively), while a cy-
linder lens is a superposition of the two. QPs are therefore better suited
for aligning a π/2 MC.

2.3. The asymmetric π/2 mode converter

If the constraint of equal focal lengths of the two QPs is relaxed,
then the beam waists will be at different positions for the xz and yz
component. In addition, the incoming and outgoing widths will differ,
but the radii of curvature in Eq. (15) are not affected.

If Eqs. (4) and (7) are met, (i.e. the astigmatism is canceled) then the
relative Gouy shift Ψ is given by the distance d as well as the QPs focal
lengths fi and fo.

= − = −u
u

u
f f
d

tanΨ 2
1

, 1.i o
2

2
2 (16)

In a properly aligned π/2 MC, Ψ is π/2 and the dimensionless para-
meter u becomes 1. The conditions read (see supplementary informa-
tion):=f f d· 2· ,i o

2 (17)

= =w
f
k

w
f
k

2·
,

2·
.i

i
o

o
(18)

The proper choice of quadrupole focal lengths Eq. (17) for an incoming
beam width wi according to Eq. (18) allows to achieve =u 1 with a
magnification of wo/wi. A schematic example is sketched in Fig. 3.

2.4. Practical considerations

When it comes to electron optical alignment, the very appealing
benefit of the asymmetric π/2 MC design is, that there is only one prior
requirement on the non-astigmatic incoming beam. Its curvature has to

Fig. 1. principle of π/2 mode conversion. The output beam of a Hilbert device
can be split into a sum of two HG-like components. Acquiring a Gouy shift of π/
2 in one of the components produces a stepwise azimuthal phase ramp.
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be centered onto the principal plane of QP2. This can be readily
achieved by focusing a wide enough beam onto QP2. If the incoming
width wi is several times larger than the width w that would be required
in a symmetric π/2 MC (Eq. (14)), zr < < d will also hold, and the
required lens excitations can be found by minimizing the effects of
wobbling QP2. Then a smaller condenser aperture can be used with the
same lens settings, to provide a smaller wi with the correct curvature. If
the reduced wi is comparable to the w of the symmetric π/2 MC, the
required fi and fo will also be comparable. Since the outgoing radius of
curvature does not depend on the Gouyshift, pairs of fi and fo can be
realized by choosing any one and adjusting the other one, until u from
Eqn. 16 becomes 1. There is no need to match the width of the sym-
metric π/2 MC exactly.

3. Spherical mode converters

3.1. Gouy phase

Sculpting a Gaussian intensity profile is impractical if not impossible
in electron microscopy. Instead we consider standard spherical waves
as an input. The Gouy phase of an astigmatic higher order HGnm beam
follows a −tan 1 function.

⎜ ⎟⎜ ⎟= ⎛⎝ + ⎞⎠ ⎛⎝ − ⎞⎠ + ⎛⎝ + ⎞⎠ ⎛⎝ − ⎞⎠− −n z z
z

m
z z
z

Ψ 1
2

tan 1
2

tanx

rx

y

ry

1 1

(19)

where zx and zy are the positions of the line foci and zrx and zry are the
respective Rayleigh lengths. A spherical wave has a different Gouy
phase. A typical example of an incoming electron beam in the geometric
optic regime is shown in Fig. 4.

It is linear around zero defocus [20], and for small defocus values up
to one Rayleigh range it approximates well that of a HG00 beam with
the same focus under the condition that the aperture radius is 2 times
as large as the width w of the incoming Gaussian. The traces for the
Gouy phase at roughly 1/3 and 2/3 of the radius of the Airy disk are
also very linear up to =z zR. This comparison illustrates that a Gaussian
input for the π/2 MC can be replaced by a spherical wave with a scaled

diameter.

3.2. Hilbert beams

A feasible approach to produce an electron beam similar to a HG is a
Hilbert plate that induces a phase shift of π between the two halfs of a
round aperture. One may also use a magnetic bar to this aim [21,22]. In
the following, we shall refer to such a phase shifter as a Hilbert device,
independent of the principle used. Beams produced with such a device
are henceforth called spherical Hilbert beams.

The Gouy shift of HG beams in the mode converter can be calculated
analytically with Eq. (19). For spherical Hilbert beams we have to resort
to wave optical simulations. To this aim we performed two independent
simulations of an asymmetric QP π/2 setup for the horizontal and
vertical components as suggested in Fig. 1. The magnification is the
same as in Figs. 6 and 9 with =r 357i nm, =d 120 mm and quadrupole
focal lengths of =f 80i mm and =f 360o mm. The acceleration voltage
is =U 200a kV.

The propagated components were rotated so that their symmetry
axis coincide. The difference in Gouy phase is traced in the direction of
the aligned symmetry axis. The Gouy shift obtained in that way oscil-
lates around the ideal value of π/2 that would be the outcome for an

Fig. 2. Symmetric optical π/2 mode converter. The blue shaded yz component
is a quasi-collimated beam. The identical cylinder lenses only act on the red
shaded xz component. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

Fig. 3. Schematics of an asymmetric π/2 MC for electrons with =w w/ 2.12o i as
in the simulations in Figs. 6 and 9. The preceding round lens provides the
correct curvature. The quadrupoles (QP1 & QP2) focus the xz component (red
shading) and defocus the yz component (blue shading). (For interpretation of
the references to colour in this figure legend, the reader is referred to the web
version of this article.)

Fig. 4. Gouy phase of a spherical wave (full lines) and an HG00 beam (dashed)
at different radii. A lens with a focal length of 120mm is positioned at= −z 119.4 mm. The aperture radius and Gaussian width at the lens are= =w r/ 2 1250 nm. Acceleration voltage =U 200a kV. The inset shows the
Gaussian waist and Airy disk formed at =z 0, the dots correspond to the dif-
ferent radii. Horizontal gridlines are at π/4, π/2 and 3π/4, vertical gridlines
count Rayleigh ranges =z 7.3r mm of the Gaussian beam.

Fig. 5. Solid: numerical Gouy shift for a split Hilbert beam (see Fig. 1) after a π/
2 MC. The horizontal grid line marks the targeted phase shift of π/2. The shared
dashed radial intensity profile is taken along the mirror axis.
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ideal HG input. The radial intensity profile shows that an acceptable
average Gouy shift can be achieved at the most relevant radius.

3.3. Orbital angular momentum

When expanding the wave function of the propagating beam ψ in a
given plane into L̂z eigenfunctions∑=ψ r ϕ c r e( , ) ( ) ,

m
m

imϕ

(20)

the expectation value of the OAM can be calculated as∫∫〈 〉 = 〈 〉 〉〈 〉 = ∑∑L ψ L ψ
ψ ψ

m c r r dr
c r r dr

^ ^ |
|

ℏ
| ( )|
| ( )|

.z
z m m

m m

2

2 (21)

Fig. 6 shows the phase structure before and after the second quadrupole
for a HG0,1 and a Hilbert beam. The parameters for the π/2 MC are
identical to those in Figs. 5 and 9. Note that the phase structure has
been compensated for the diverging curvature Eq. (15). The remaining
purely azimuthal phase structure at the entrance to QP2 is visibly as-
tigmatic for both beam profiles. Indeed, the decomposition according to
Eq. (20) reveals a broadened distribution. After QP2 the astigmatism is
corrected, and the =m 1 contribution increases. The HG0,1 beam is
transformed into a clean =m 1 LG state. QP1 did already exert the full
torque of 〈 〉 =m 1, while QP2 establishes mode purity. The Hilbert
beam picks up angular momentum on QP1 and QP2 and does also ac-
quire a total of 〈 〉 =m 1, albeit with a slightly lower =m 1 mode purity.
The mode purity may be further increased by another aperture, as the
central region shows an ideal linear azimuthal phase spiral.

4. Numerical simulations

So far the setups for π/2 MCs were very much simplified. They were
modeled by a composite input of an aperture, a Hilbert device, a lens
and a QP followed by one single propagation step and a composite
output of a lens and a QP. The analytic treatment of Gaussian beams
passing through such stylized π/2 MCs as well as the very similar be-
havior of HG and Hilbert beams in test scenarios suggest that vortex
generation is possible in an actual aberration corrected TEM. Numerical
simulations on more realistic and complete setups are indispensable to
confirm and possibly retune the parameters for real world electron
optical designs. The obvious challenge of simulating an entire electron
optical setup, is keeping track of multiple optical devices and propa-
gation steps in between them.

4.1. Rescaled propagation

In an extended optical system, like an entire TEM column, different
sections of the beam have very different lateral extend or magnification.
One very efficient way to adapt the lateral scale to a propagating beam
can be to replace the combined action of a lens with focal length f and
further propagation over a distance d with the combined action of a
propagation over a distance d′, a lateral rescaling and a lens with focal
length f′. So instead of propagating forward to the imaging plane, the
incident wavefront is propagated backwards to the object plane. Then
the magnification of the imaging and a new lens with focal length f′ are
applied. The transformed distance d does not need to be the full dis-
tance to the next lens or aperture. In fact it can be chosen freely, and the
signs of the rescaled and remaining distance are arbitrary. With the
introduction of s and s′ for the original and the re-scaled grid resolution,
the transformations can be written as:

′ = −
d d f
1 1 1

(22)′ = −s
s

d
f

1
(23)

Fig. 6. Vortex beams produced by a π/2 MC. Isophasal lines are superimposed
on the intensities and angular spectra immediately before (left) and after (right)
QP2 in the same setup as in Fig. 5. Upper row: HG beam with width=w 537o nm, Lower row: spherical Hilbert beam with radius =r 759o nm. Scale
bar: 500 nm. The dashed circle ( =r 650 nm) marks the area selected for de-
composition into azimuthal eigenmodes.

Fig. 7. Propagation of an incident rotated HG0,1 with width =w 367 nm and=U 200a kV through cylinder lenses with =f 84.9 mm and round lenses with=f 409.7 mm. The last frame is a Laguerre Gaussian (LG) with the same w. The
scalebar is 500 nm. The wavefront is shown for every 10mm.
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′ = −f f d. (24)

Sign changes in d are equivalent to propagating backwards. Sign
changes in f and s trigger a mirror inversion and a phase shift of π.

4.2. Virtual microscope

In this section, we present a detailed numerical study of the pro-
pagation behavior of HG and Hilbert beams through an ensemble of
lenses and QPs. To this aim, we have developed a JAVA plugin for
ImageJ. The graphical user interface represents a fully editable virtual
microscope. Different setups can be stored in human readable and
editable xml files which define among other parameters a unique order
in which lenses, apertures and propagation distances are applied to an
initial plane wave. Wavefronts of the propagated beam can be viewed
as stacks of images.

Numerically, lenses , apertures, quadrupoles and other de-
vices are represented as a complex map for the real and the imaginary
part of their action, respectively.

= ⎡⎣⎢ + ⎤⎦⎥f x y i x y k
f

( , , ) exp ·( )·
2·

2 2

(25)

= ⎡⎣⎢ − ⎤⎦⎥f x y i x y k
f

( , , ) exp ·( )·
2·

2 2

(26)

The simulation starts with a plane wave with phase 0 at =z 0. At every
plane, the current cross section ψz is multiplied with the complex sheets
at this plane. This step can account for arbitrary apertures, gratings,
Hilbert devices, wavefront deformations by lenses and multipoles. It
can also define for instance a Hermite Gaussian. Then the wavefront is
propagated through free space to the next plane. The propagation over
a distance d from ψz to +ψz d can be individually configured to be carried
out in customizable steps. We always employ the par-axial approx-
imation, since lateral dimensions are μm and relevant distances are at
least mm. Each step can be propagated in frequency or spatial domain.=+ −ψ d ψ( ( )· ( ))z d z

1 (27)∫= − ′ ′ ⎡⎣⎢ − ′ + − ′ ⎤⎦⎥ ′ ′+ ′ ′ψ x y i ψ x y i x x y y
d

dx dy( , ) · ( , )·exp ( ) ( )
2·z d x y z,

2 2

(28)

denotes Fourier transformation and the propagator in Eq. (27) is
defined in frequency range x y^, ^

= ⎡⎣ + ⎤⎦d x y i x y d
k

( , ^, ^) exp ·(^ ^ )·
2·

2 2

(29)

Propagation steps in spatial domain (Eq. (28)) may also contain a
custom zoom between the planes at z and +z d.

The custom splitting and scaling and per step choice between spatial
and frequency domain are found to be versatile in circumventing the
need for excessive oversizing or oversampling of the complex sheets
and wavefronts. All simulations could be carried out on a grid of
512x512 pixels with dynamic resolution. The phase information is
consistent with the Gouy shift, but there is an arbitrary global phase
factor for different planes. The first test case for the virtual microscope
is the symmetric cylinder lens setup. Fig. 7 illustrates the propagation of
the phase colored wavefronts through a basic symmetric π/2 MC setup.
The incoming rotated HG1,0 ( =U 200a kV) has a width =w 367i nm. The
round lenses with =f 409.7L mm are on the inside but share the same
plane with the cylinder lenses with =f 84.9c mm which are 120 mm
apart. In this ordering the effects of the first and second cylinder lens
are not obscured by the isotropic curvature. The first cylinder lens in-
troduces horizontal bands and a vertical phase curvature. The following
intermediate wave fronts visualize the continuous mode conversion.
And finally the second cylinder transforms the asymmetric phase pat-
tern after the second lens into the exact LG pattern for =m 1.

4.3. Spherical waves and multi-scale simulation

Moving towards a more realistic virtual setup necessitates to include
round apertures and spherical waves as well as the condenser and the
objective lens systems.

The full asymmetric π/2 MC setup is sketched in Fig. 8. The Hilbert
device is assumed to be mounted in the condenser system and has a
diameter of 10 µm. The black dots mark actual images. The lens labeled
”demag” would form another image (gray dot) at the principal plane of
the second QP (QP2). The first QP (QP1) introduces astigmatism and
forms one real line focus (red dot). The corresponding perpendicular
line focus is virtual (blue dot). After the second QP (QP2) the beam is
mode matched and appears as if emanating from an image (gray dot) in
the principal plane of QP1. It is refocused in another real image in front
of the condenser/objective system. The last black dot is in the focus of
the objective.

The full wave optical simulation for the extended asymmetric π/2
MC setup in Fig. 8 is shown in Fig. 9. The simulation takes advantage of
variable resolution on a fixed size grid. It starts from a Hilbert device in
an aperture with a diameter of 10 µm. A 1 μm wide magnetic bar in-
duces a phaseshift of π between the two sides. Similar devices have
been demonstrated [21,22]. At the exit of the lens ”demag” the wave-
front is demagnified and rather reminiscent of a HG beam. The de-
magnification at QP1 is 14.0 fold and the center of the converging
curvature is at QP2 (Eq. (15)). The distance d between the QPs is
120 mm. The quadrupoles are excited asymmetrically with =f 80i mm
and =f 360o mm to match the incoming width (Eq. (18)) and to pro-
vide the correct Gouy shift (Eq. (16)). The output of the π/2 MC is
clearly a vortex beam and the spiraling phase pattern has a diverging

Fig. 8. Complete optical setup for vortex generation. This setup is used in Fig. 9.
Lenses (purple) and quadrupoles (red/blue) focus an incoming Hilbert beam.
Black and gray dots mark real images, the red/blue dot mark the real/virtual
astigmatic line focus of the first quadrupole. The given diameters ø; are ac-
cording to geometric optics. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)

Fig. 9. Propagation from a Hilbert device in the condenser to a STEM probe
with orbital angular momentum ± ℏ. Captions are explained in the text. The
hue coloring is identical to Fig. 7.
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curvature centered at QP1. The magnification inside the π/2 MC is=w w/ 2.12o i . The next frames are before the ”mag” lens and after the
condenser. The magnified beam is focused by the objective lens to form
a donut shaped STEM probe. Changing the helicity of the STEM probe is
as straight forward and reproducible as rotating the QPs by 90∘, which
is an crucial aspect for measuring dichroism [23].

Notably the central bar in the Hilbert device and its diffractive
blurring upon propagation to the first QP contribute to the resemblance
of a HG1,0 beam. Except for the magnification the cross sections from
the interior of the π/2 MC closely resemble the internal cross sections
shown in Fig. 7. The differences in the spiraling phase pattern before
(120mm) and after QP2 might seem subtle in direct phase coloring, but
they are the same as in the isophasal representation shown in Fig. 6.
The second QP is crucial for canceling the astigmatism introduced by
QP1 and hence stabilizing the vortex state. The donut profile is then
magnified and focused by the objective lens. This is very well demon-
strated by the collection of vortex profiles at various magnifications in
Fig. 9.

The resulting STEM probe is shown in more detail in Fig. 10. Its
azimuthal spectra show a very similar mode distribution for the two
selected different radii. More importantly, both spectra clearly show
that the vortex beam is stable and can be projected all the way from the
second QP to the focus of the objective lens.

We assumed realistic distances and respected minimum focal
lengths for the simulation in Fig. 9. So the predicted donut diameter of
∼ 1 nm at ∼ 2 mrad should be achievable in existing electron micro-
scopes. We confirmed numerically that the effects of spherical aberra-
tions Cs with a typical value of a few mm and a finite source size of
50 nm are not detrimental to the predicted donut probe.

5. Conclusion

We have explored the realm of possible designs for π/2 MCs in
electron optics based on reconfiguring well established and relatively
wide spread probe correctors. Using already existing quadrupoles is an
appealing aspect, because there is no need for mechanical modifications
of the TEM column and helicity switching would be straight forward.
The most relevant parameters are the distance between the two quad-
rupoles d, the possible excitations of the quadrupoles or minimal fi and
fo, as well as the incident virtual aperture size. Allowing for asymmetry
in the quadrupole excitations introduces a magnification or de-magni-
fication and leads to an effective decoupling of the constraints on
achieving isotropic width and curvature as well as π/2 mode conversion
at the exit plane. We propose that a π/2 MC can be used to generate a
very pure, and switchable = ±m 1 vortex beam. The design of the
Hilbert device we have considered here numerically is minimalistic,
and there are conceivable aperture designs that could mimic a HG0,1

input beam even more closely. Significantly smaller probe diameters

could be envisaged in dedicated setups with intermediate magnification
stages and additional apertures.
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This work studies the elastic scattering behavior of electron vortices when

propagating through amorphous samples. A formulation of the multislice

approach in cylindrical coordinates is used to theoretically investigate the

redistribution of intensity between different angular momentum components

due to scattering. To corroborate and elaborate on our theoretical results,

extensive numerical simulations are performed on three model systems (Si3N4,

Fe0.8B0.2, Pt) for a wide variety of experimental parameters to quantify the

purity of the vortices, the net angular momentum transfer, and the variability of

the results with respect to the random relative position between the electron

beam and the scattering atoms. These results will help scientists to further

improve the creation of electron vortices and enhance applications involving

them.

1. Introduction

The study of electron vortex beams (EVBs) is a highly active

field of research in the context of transmission electron

microscopy (TEM). Pure EVBs are characterized by a phase

distribution proportional to the azimuthal angle and can thus

be written in the form  ðr; ’Þ ¼ f ðrÞ expðim’Þ, where ðr; ’Þ are
polar coordinates, f is the radial amplitude function and m is

the so-called topological charge. It can directly be verified that

EVBs are eigenfunctions of the orbital angular momentum

(OAM) operator L̂Lz with L̂Lz ¼ h- m , which implies that

EVBs carry angular momentum and, by extension, a magnetic

moment of m�B (Bliokh et al., 2011).

The fact that these EVBs carry OAM has led to the

proposition and demonstration of many applications

ranging from the measurement of magnetic properties with

atomic resolution (Verbeeck et al., 2010; Rusz et al., 2014;

Schattschneider, Löffler et al., 2014; Idrobo et al., 2016; Scha-

chinger et al., 2017), the study of the dynamics of Landau

states (Schattschneider, Schchinger et al., 2014; Schachinger

et al., 2015), sample chirality (Juchtmans et al., 2015) and

symmetry properties of plasmon resonances (Guzzinati

et al., 2017), to the manipulation of nanoparticles (Verbeeck

et al., 2013). Despite the huge potential of EVBs and the

fact that their creation and propagation through vacuum are

well understood (Schattschneider & Verbeeck, 2011; Schatt-

schneider et al., 2012; Schachinger et al., 2015), knowledge of

their propagation through matter is still somewhat lacking.

This is especially surprising since earlier studies showed that

elastic scattering in crystals can drastically change the OAM of

the beam (Löffler & Schattschneider, 2012; Xin & Zheng,

2012; Lubk et al., 2013).
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Particularly important – and little investigated – is the

propagation of EVBs through amorphous materials. Firstly,

such materials are used increasingly often for producing EVBs

by means of specially designed phase masks (Harvey et al.,

2014; Shiloh et al., 2014; Grillo et al., 2014). Secondly, they are

a common support, e.g. for nanoparticles. Thirdly, EVBs

would allow techniques such as energy-loss magnetic chiral

dichroism (EMCD) for measuring magnetic properties down

to the nanoscale in crystalline samples to be applied also to

amorphous materials (Schachinger et al., 2017). However, it is

usually assumed that an as-produced, ideal vortex beam stays

that way and propagates practically unperturbed through the

sample. Whether or not that is the case and, if so, to what

extent is studied in this work.

This paper is structured as follows: first, we give a brief

overview of the theory in Section 2. To that end, we rewrite

the multislice approach used throughout this work in a

cylindrical coordinate system suitable for the analysis of

EVBs. From that, we deduce some general statements about

the propagation behavior of EVBs. In Section 3, we give a

detailed account of the numerical simulations performed

in this work. In Section 4, the results of the numerical simu-

lations are presented, which are subsequently discussed in

Section 5.

2. Theory

The starting point for describing the propagation of electrons

through matter is Schrödinger’s equation. Throughout this

work, we will adopt a paraxial multislice approach (Kirkland,

1998). In this approach, the sample is cut into thin slices and

the propagation of an electron wavefunction through slice n is

given by

 nðr?Þ ¼ exp
itn
2kz

4̂4
� �

exp½�i�vz;nðr?Þ� n�1ðr?Þ ð1Þ

where r? is the 2D coordinate vector in the x–y plane

perpendicular to the main propagation direction z,  n�1ðr?Þ is
the wavefunction incident on the nth slice,  nðr?Þ is the

wavefunction exiting the nth slice, kz is the z component of the

wavevector, tn is the thickness of the nth slice, 4̂4 is the Laplace

operator, � is the so-called interaction parameter and vz;nðr?Þ
is the electrostatic potential of the slice projected along

the z direction. In equation (1), the exp½�i�vz;nðr?Þ� term

describes (instantaneous) elastic scattering, while the

exp½ðitn=2kzÞ4̂4� term describes the free-space Fresnel propa-

gation through the slice. To propagate the electron beam

through the entire sample, many such individual propagation

steps have to be performed. Note that 4̂4 and vz;nðr?Þ do not

generally commute, so the exponentials cannot easily be

reordered.

Here, we are primarily interested in the evolution of the

different OAM components, so we expand the terms in

equation (1) into the eigenstates expðim’Þ of the OAM

operator L̂Lz ¼ �ih- @=@’:

 nðr?Þ ¼ P
m

fn;mðrÞ expðim’Þ

exp½�i�vz;nðr?Þ� ¼ P
�

Vn;�ðrÞ expði�’Þ;

with

fn;mðrÞ ¼ 1

2�

Z2�
0

 nðr; ’Þ expð�im’Þ d’

Vn;�ðrÞ ¼ 1

2�

Z2�
0

exp½�i�vz;nðr; ’Þ� expð�i�’Þ d’; ð2Þ

where ðr; ’Þ denote the polar components of r?. In physical

terms, m denotes the topological charge of a vortex compo-

nent with an OAM of mh- . With these definitions, equation (1)

reduces toX
m

fn;mðrÞ expðim’Þ

¼ exp
itn
2kz

4̂4
� �X

m;�

Vn;�ðrÞfn�1;mðrÞ exp½iðm þ �Þ’�

¼ exp
itn
2kz

4̂4
� �X

m

X
�

Vn;m��ðrÞfn�1;�ðrÞ
" #

expðim’Þ

¼ exp
itn
2kz

4̂4
� �X

m

gn;mðrÞ expðim’Þ; ð3Þ

i.e. the elastic scattering transforms the set of radial compo-

nents ffn�1;mðrÞgm 7 !fgn;mðrÞgm.

The action of the Laplacian operator, i.e. the Fresnel

propagation between the slices, is best viewed in reciprocal

space. There, the 2D Laplacian reduces to jk?j2 and the OAM

distribution is maintained (Schattschneider et al., 2012), givingX
m

fn;mðrÞ expðim’Þ

¼ F k?!r? exp
itnk

2

2kz

� �X
m

gn;mðkÞ expðim’kÞ
" #

with the Hankel transforms

gn;mðkÞ ¼ im
R1
0

gn;mðrÞJmðkrÞr dr

fn;mðrÞ ¼ 1

im

Z1
0

exp
itnk

2

2kz

� �
gn;mðkÞJmðkrÞk dk ð4Þ

where ðk; ’kÞ are the polar coordinates of the vector k?,
F k?!r? denotes the 2D Fourier transform from reciprocal to

real space and Jm is the Bessel function of the first kind of

order m.

It can be seen that the redistribution of intensity between

different OAM components happens due to the elastic scat-

tering in the electrostatic potential vz [see equation (3)], while

during the Fresnel propagation, only the radial distributions

evolve but no intensity is transferred between different OAM
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components. The potential scattering term can also be written

in vector form as

gnðrÞ ¼ VnðrÞ � fn�1ðrÞ;

where

½VnðrÞ�m;m0 ¼ Vn;m�m0 ðrÞ

is a Toeplitz matrix, i.e. a matrix in which the values along

each diagonal are constant, or, equivalently, where adjacent

columns (and rows) are identical apart from a shift by one

element.

There are several noteworthy points here. First of all,

scattering from a component m to a component m þ �m takes

place only if there exists some r for which Vn;�mðrÞ and fn�1;mðrÞ
are both non-negligible. On the one hand, this reflects the

obvious fact that only those areas of the potential affect the

beam in which the beam intensity is non-vanishing. On the

other hand, it also implies certain symmetry properties (see

Section 2.1).

Secondly, one can expect �m ¼ 0 to be the dominant term

for thin slices. This results from the fact that, for thin slices, vz

is small. Thus, the potential can be written in weak-phase-

object approximation as

exp½�i�vz;nðr?Þ� ’ 1 � i�vz;nðr?Þ;

showing that there is a large constant term, which results in a

large �m ¼ 0 contribution.

2.1. Symmetry constraints

Symmetry plays an important role in the scattering behavior

of electron beams, especially in crystalline specimens. Even

though the potential typically does not exhibit strict symme-

tries in amorphous materials, it can still show certain

‘approximate’ symmetries, i.e. atomic arrangements that

deviate only slightly from a symmetric case. In fact, while in

crystalline samples symmetries typically only hold for certain

special, high-symmetry points such as atomic columns and are

severely broken if the electron beam is positioned off-column,

the random distribution of atoms in amorphous systems means

that the same symmetry properties hold in an approximate

sense fairly independently of the beam position. Thus, a closer

investigation of the symmetry constraints for OAM transfer

seems worthwhile. We want to emphasize that this subsection

does not only pertain to amorphous materials but also to

crystalline ones.

Here, we consider the inherently 2D case in the plane

perpendicular to the beam axis (i.e. in a slice). More precisely,

we study the transformation properties of the potential scat-

tering term exp½�i�vz;nðr; ’Þ� under the point group Oð2Þ,
which contains rotations and reflections (as well as arbitrary

combinations of them).

For the case of rotations, we assume that the potential has a

�-fold rotational symmetry, i.e. vz;nðr; ’þ 2�=�Þ ¼ vz;nðr; ’Þ.
Inserting this into equation (2) yields

Z2�
0

exp½�i�vz;nðr; ’Þ� expð�i�’Þ d’

¼
X��1

j¼0

Z2�ðjþ1Þ
�

2�j
�

exp½�i�vz;nðr; ’Þ� expð�i�’Þ d’

¼
Z2��
0

exp½�i�vz;nðr; ’Þ� expð�i�’Þ d’
X��1

j¼0

exp �2�i
�

�
j

� �

¼
0 �=� =2Z

�
R2��
0

exp½�i�vz;nðr; ’Þ� expð�i�’Þ d’ �=� 2 Z

8><>:
using the summation formula for finite geometric series.

Therefore, in the case of a �-fold rotational symmetry of the

potential around the beam axis, Vn;� � 0 8�=2 �Z, i.e. inten-

sity can only be redistributed between OAM components

which differ by an integer multiple of �h- .
For the case of reflections, we assume that the potential is

symmetric with respect to a mirror line inclined by an angle ’0

with respect to the x axis, i.e. vz;nðr; ’0 � ’Þ ¼ vz;nðr; ’0 þ ’Þ.
Inserting this into equation (2) yields

R’0þ�

’0��
exp½�i�vz;nðr; ’Þ� expð�i�’Þ d’

¼ R�
0

exp½�i�vz;nðr; ’0 � ’Þ� exp½�i�ð’0 � ’Þ� d’

þ R�
0

exp½�i�vz;nðr; ’0 þ ’Þ� exp½�i�ð’0 þ ’Þ� d’

¼ 2 expð�i�’0Þ
R�
0

exp½�i�vz;nðr; ’0 þ ’Þ� cosð�’Þ d’:

Since the cosine is a symmetric function, it follows that, in the

presence of a reflection, Vn;�ðrÞ ¼ expð�2i�’0ÞVn;��ðrÞ, i.e.

the þ� and �� components differ only by a phase factor.

The case in which the scattering coefficients for þ� and ��
components have the same absolute value may lead to the

hypothesis that, in such a case, no net OAM can be transferred

as both scattering events happen with the same probability.

However, this hypothesis clearly cannot be true as an arbitrary

potential exhibiting only a mirror symmetry is not circularly

symmetric and hence does not commute with the Hamiltonian.

Therefore, Heisenberg’s equation of motion together with

Ehrenfest’s theorem dictate that the net OAM has to change

over time. The solution to this conundrum lies in interference

effects.

While the train of thought of equal probabilities is correct

for single scattering, it breaks down when considering multiple

scattering as depicted in Fig. 1 (for � ¼ �1). There, it is clearly

visible that, after a single potential scattering event in the first

slice, the m � 1 and the m þ 1 components have the same total

intensity even though their phase structure is obviously

different. The propagation behavior of the two components is

also different, owing to the different orders of Bessel functions
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in equation (4). However, as the Fresnel operator is unitary,

the total intensity does not change during propagation.

The situation is different after the second slice, though.

After the second potential scattering event, the m þ 1

component is given by the coherent superposition of two

contributions. The first one stems from the portion of the

beam that was first scattered with �m ¼ 1, then propagated as

m þ 1, and then scattered again with �m ¼ 0. The second one

stems from the portion that was first scattered with �m ¼ 0,

then propagated as m, and then scattered with �m ¼ 1. The

situation for the m � 1 component is analogous, but not

identical. Since propagation and potential scattering do not

commute and the propagation is dependent on m, the inter-

ference patterns emerging from the coherent superpositions

can be different for the m � 1 and the m þ 1 components, thus

leading to different intensities of the two components as

indicated in Fig. 1. This, in turn, leads to a change of the OAM

expectation value and, hence, to a net transfer of OAM,

even though each individual potential scattering event is

(quasi-)symmetric in amplitude for positive and negative �m.

2.2. Radial dependence

Another interesting question is how the OAM transfer

depends on the radius, which translates into the question of

how the behaviors of smaller and larger beams differ. For

increasing r, larger and larger OAM transfers will become

important. In fact, it is reasonable to assume that the dominant

OAM transfer �mh- 6¼ 0 should scale proportionally to r. This

can be deduced by comparing the mean atomic distance a with

the circumference of a circle with radius r. Since the mean

distance is constant throughout the sample but the circum-

ference scales linearly with r, the ratio of the two scales as 1=r.
For large r, this can be seen in a very crude approximation as

the average period p � a=ð2�rÞ of a periodic oscillation of the

potential as a function of ’. Thus, the frequency of this

oscillation (which corresponds to the OAM transfer) is

proportional to 1=p / r. Consequently, one can expect that

larger OAM transfers become more important with increasing

beam size.

Obviously, for large r, there is also more room for varia-

tions, i.e. deviations from a perfect periodic oscillation with

period p. Therefore, it can also be expected that the spread of

possible OAM transfers should increase with increasing r. As

an alternative argument leading to the same conclusion, one

can invoke the uncertainty principle �½’��½Lz� � const:
(Franke-Arnold et al., 2004): since angle and OAM are

complementary variables, any localization in angle has to lead

to a delocalization in OAM. Scattering on an atom produces a

localized disturbance in the wavefunction with an initial
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Figure 1
Schematic of the evolution of different OAM components upon transmission through two slices. The second column represents the (intially pure) vortex
of order m (the images show m ¼ 1), the first column shows the m � 1 component, the third column shows the m þ 1 component, the fourth column
shows the total wavefunction for reference, and the fifth column shows the scattering potential (where applicable). Blue arrows depict potential
scattering while red arrows indicate Fresnel propagation (P̂P). For clarity, propagation distances are exaggerated and simple single-atom model potentials
are used. Dashed arrows symbolize additional scattering contributions that are omitted here. The numbers in the first and third columns give the
components’ intensities (with the total wavefunction normalized to 1). The index for the slice number n and the coordinates r; ’ were omitted. Brightness
signifies amplitude, color signifies phase as depicted in the inset in the top left.



angular extent of the order of �½’� � a=r. Thus, one can expect

the standard deviation of the OAM, �½Lz�, to scale roughly

proportionally to r as well.

2.3. Expectation value

For some applications such as nanoparticle manipulation,

the individual components of the OAM play only a secondary

role compared with the expectation value of the OAM

operator L̂Lz, which corresponds to the total, net OAM of the

beam. Directly in front of the nth slice, this expectation value

is given by

L̂Lz

� �
n�1

¼ h-
P
m

m
R1
0

jfn�1;mðrÞj2r dr;

while behind the slice it is given by

L̂Lz

� �
n
¼ h-

P
m

m
R1
0

jfn;mðrÞj2r dr ¼ h-
P
m

m
R1
0

jgn;mðrÞj2r dr

where the last equality holds due to Parseval’s theorem

(namely that the integrals over the absolute value squared of a

function and its Fourier transform are identical), or, equiva-

lently, due to the closure relationship of Bessel functions.

Clearly, hL̂Lzi is affected by asymmetries in the OAM

component intensity distribution. From the derivations above,

one can therefore expect that hL̂Lzi changes more for larger

beams (which produce a wider spread of OAM component

intensities) as well as for strongly scattering materials (for

which jVn;�j is relatively large for � 6¼ 0).

3. Numerical simulations

We performed extensive numerical simulations for three

amorphous model systems: Si3N4, which is commonly used as

support material and for phase masks; Pt, which is commonly

used as a focused ion beam (FIB) protection layer and in

absorption masks; and Fe0.8B0.2, a magnetic material used, e.g.,

in transformers, which could be interesting for EMCD. All

simulations were carried out multiple times (see Table 1) for

randomly different atom arrangements to get an idea of the

variations of the various results. The simulations were

performed in Cartesian coordinates using a multislice code

based on the one described by Kirkland (1998). Likewise, the

atomic potentials were also taken from Kirkland (1998).

For all samples, a 100 � 100 Å area was simulated with 512

� 512 pixels using thicknesses in the range of 0 to 500 Åwith a

slice thickness of 2 Å. All simulations were performed with a

200 keV incident beam which initially was in an OAM

eigenstate with Lz ¼ h- . The convergence angles were in the

range of 1 to 25 mrad, corresponding to waist radii in the

range of approximately 10 Å to 0.4 Å (see Fig. 2). For the sake

of straightforward interpretation, the experimental conditions

were assumed to be ideal, i.e. the microscope lenses were

assumed to be perfectly aberration-corrected and no broad-

ening due to a partially incoherent source or motion of the

atoms was included.

The atomic positions were generated at random, taking care

that the overlap between adjacent atoms was as small as

possible (i.e. rejecting atoms that were too close to already

placed atoms). The used densities are summarized in Table 1.

All simulations were carried out using an in-house multi-

slice code (Löffler & Schattschneider, 2012; Löffler et al., 2013)

based on the work by Kirkland (1998).

To evaluate the OAM components, the resulting wave-

functions  nðr?Þ after each slice were first transformed to a

polar representation  nðr; ’Þ using a fixed ðr; ’Þ grid with 256

� 1024 pixels. Then, the transformation ’ 7 !m was carried out

by separately Fourier-transforming each line of constant r,

yielding  nðr;mÞ. Finally, the result was summed over the

radius to obtain the total intensities

Im;n ¼ R j nðr;mÞj2r dr
of each OAM component, which span the range from

m ¼ �511 to m ¼ 512. From these intensities, one can in turn

calculate several physically relevant parameters such as the

OAM expectation value

L̂Lz

� �
n
¼ h-

P
m

mIm;n

and the OAM variance

�2½L̂Lz�n ¼ L̂L2
z

� �
n
� L̂Lz

� �2
n
¼ h- 2

P
m

m2Im;n � P
m

mIm;n

� �2
" #

;

i.e. the squared standard deviation. Since all calculations were

carried out for several randomly generated amorphous

structures, we can also estimate the ‘error bars’ associated with
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Table 1
Densities of the materials and number of random configurations used in
the simulations.

The mass densities were used as reference. The atom densities were the ones
used in the simulations.

Mass density
(g cm�3)

Atom density
(1 � 1022 cm�3) Configurations

Si3N4 3.17 9.5 40
Fe0.8B0.2 7.18 9.0 40
Pt 21.5 6.5 60

Figure 2
Dependence of the m ¼ 1 beam waist radius r on the convergence semi-
angle � for 200 keV electrons (Löffler, 2013).



the physical quantities due to the fact that no two samples and

no two positions on a sample are identical.

4. Results

Fig. 3 shows some examples of the data produced by the

simulations and during the analysis. In particular, it shows

that, as predicted, the redistribution of intensity between

different OAM components produced by the scattering

potential is approximately symmetric but the resulting

wavefunction has a distinctly non-symmetric OAM compo-

nent distribution around the initial m ¼ 1 component.

Under the given conditions, the m ¼ 1 component still exhi-

bits the highest intensity I1;n ’ 0:15, but the components

m 2 f�2;�1; 0; 2; 3g have considerable intensities of the

order of I1;n=2. Therefore, their sum greatly exceeds I1;n. Even

higher orders in the range �20<� m<� 20 also have sizable

intensities, and even higher orders (not depicted) still have

tiny contributions, further emphasizing the broadness of the m

distribution. Interestingly, though not surprisingly, different m

components contribute strongly at different radii. In addition,

the theoretically predicted linear increase of both the domi-

nant m 6¼ 0 contributions as well as the m spread in the

scattering potential are clearly visible.

Fig. 4 shows the dependence of several key quantities on the

convergence semi-angle � (which is related to the beam size,

see Fig. 2) of the incident beam as well as the thickness of the

sample for the three simulated systems.

The most striking property is that while the overall features

of the graphs are comparable between the three different

systems, the numerical values differ greatly. Taking the

maximum �½L̂Lz� as an example, it changes from ’16 for Si3N4

to ’36 for Fe0.8B0.2 to ’66 for Pt. A similar trend is visible for

hL̂Lzi. This phenomenon correlates nicely with the mass density

of the three systems. Even though the atom density is

comparable for Si3N4and Fe0.8B0.2 and is lower for Pt, the mass

density increases from Si3N4 to Fe0.8B0.2 to Pt (see Table 1),

owing to the fact that Pt atoms are much heavier than, e.g., Fe

atoms. Since heavier atoms generally scatter more strongly, it

is logical that such systems produce stronger OAM deviations.

With respect to the changes of the expectation value hL̂Lzi,
Fig. 4 shows that the largest net OAM transfers occur for small

and large convergence angles and the smallest deviations

occur typically around the range 5–10 mrad, especially for
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Figure 3
Some examples of the data produced by the simulations and during the analysis. Left: wavefunction at the incident plane of the sample, z ¼ 0; center:
wavefunction at the depth of z = 500 Å; right: scattering potential expði�vz;nÞ of one slice. First row: data in Cartesian coordinates; second row: data in
polar coordinates; third row: intensity of the expðim’Þ components as a function of m and r; fourth row: total OAM intensities integrated over r. For the
wavefunctions shown in the first two rows, the phase is displayed as color (see Fig. 1) and the amplitude is displayed as brightness. For the scattering
potential in the first two rows of the right column, the argument of the complex exponential is shown. The incident beam was a pure m ¼ 1 vortex with a
convergence semi-angle � = 10 mrad incident on the amorphous Pt sample. In all cases, only a subset of the entire data set is shown and the contrast was
enhanced to improve visibility.



small to medium thicknesses. This can be related to the size of

the beam as it propagates through the sample. For small �,
already the incident beam is large compared with interatomic

distances and it stays that way all throughout the sample. Thus,

large �m are possible from the very beginning of the propa-

gation. For large �, the diameter of the incident beam is small,

but the beam size increases considerably during propagation.

Thus, although initially only small �m are viable, larger and

larger �m become dominant as the beam propagates further

through the sample. Conversely, a beam with a mid-range �
represents a good compromise between small initial size and

small growth during propagation, thereby restricting the

maximal significant �m and, consequently, the variation of

hL̂Lzi. A similar result was also found for classical EMCD

(where vortex beams are generated during inelastic scattering

and subsequently analyzed interferometrically) in crystalline

samples (Löffler & Hetaba, 2018).

For �½L̂Lz�, i.e. the OAM uncertainty or, equivalently, the

spread of the m distribution, the picture is very similar. Small

� lead to a very large increase in � with thickness. For medium

� in the range of 7 to 13 mrad, � is smallest, while it increases

again for large �.
Interestingly, the � dependence is different for the m ¼ 1

intensity, which gives an indication of ‘how much’ of the

original, incident-beam structure actually is present at a given

thickness. Fig. 4 shows that I1;n obviously decreases with

thickness, but is mostly independent of �. In other words: even

though the net OAM and the m distribution depend strongly

on the beam size through the convergence angle and although

there is complex multiple scattering going on back and forth

between different m components at different radii (as visible

from Fig. 3), the overall intensity of the m ¼ 1 component

seems to be fairly predictable.

To investigate the intensity of different m components as

well as the expectation value in more detail, Fig. 5 shows

graphs of the intensity of m ¼ 1 as well as the adjacent

components m ¼ 0; 2 and hL̂Lzi for different convergence semi-

angles � as a function of thickness. The adjacent components

were selected because, for applications that depend on the fact

that the beam is in an m ¼ 1 eigenstate (such as, e.g., EMCD),

typically close-lying other components are more difficult to

separate than far-removed ones. As an example, an m ¼ 100

vortex would have practically zero intensity everywhere where

an m ¼ 1 vortex is strong, thus making it easy to separate and

block, e.g., by an aperture.

As before, the overall behavior of the curves is roughly

similar for the m components of all three studied systems,

except for the scale of the thickness dependence, which, again,

is more dramatic for heavier specimens. Nevertheless, there

are several noteworthy aspects visible in the graphs. In the

first several ångströms, the decay of the m ¼ 1 intensity as

well as the increase of the adjacent components are practically

linear. This is to be expected as, for a dominant m ¼ 1

component, the transitions 1 7 !0 and 1 7 !2 will be much

more probable than the scattering 0 7 !1, 0 7 ! � 1 etc.

However, after several ångströms, all depicted components

start to deviate from their linear behavior. The m ¼ 1 intensity

decrease starts to slow down as soon as it reaches ’70% of
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Figure 4
Behavior of the OAM as a function of thickness z and convergence semi-angle � for an incident m ¼ 1 vortex beam for three different samples. Left:
Si3N4, center: Fe0.8B0.2, right: Pt. Top: OAM expectation value hL̂Lzi, middle: standard deviation of the OAM �½L̂Lz�, bottom: intensity of the m ¼ 1
component. Note the different color bar ranges. All data were averaged over multiple simulation runs.



the initial intensity, while the m ¼ 0; 2 intensities become

almost constant somewhere in the range of 10–30%. As the

thickness increases, the m ¼ 0; 2 components seem to

asymptotically tend towards a similar behavior as the m ¼ 1

component, as is visible for Pt at � = 25 mrad and, to some

degree, already at � = 10 mrad. Note that, in all cases, the

variation over several runs clearly indicates that the results are

statistically significant, although the variability naturally is

larger for larger mass density.

As already shown in Fig. 4, the decrease in m ¼ 1 intensity

does not depend strongly on the convergence angle. However,

the increase of the adjacent components is influenced by the

convergence angle. At the same time, the statistical uncer-

tainty increases for increasing convergence angles (i.e. smaller

beam waists). This can be attributed to the fact that for

sufficiently small beams (i.e. smaller than the interatomic

distance), the propagation behavior is crucially dependent on

the (random) relative position of the beam with respect to

close-by atoms, whereas for large beams, the effect is averaged

over many atoms.

Another interesting result can be found in the behavior and

statistical variation of the expectation value hL̂Lzi. For Si3N4,

the deviation from h- is marginal and fairly well contained in

the statistical error. For heavier systems, the deviation from h-

becomes much stronger – with a general trend towards

decreasing hL̂Lzi – but also the statistical variation between

different simulations increases dramatically.

5. Discussion

Whether the results presented here are encouraging or

discouraging depends on the application at hand, the system

under investigation, and the chosen experimental parameters.

If pure vortex beams are required, low mass densities as in

the case of Si3N4 and low thicknesses are definitely preferable

in order to retain a high intensity in the m component of the

incident beam as well as little variation for different atom

configurations. This also implies that holographic phase masks

fabricated on a thick Si3N4 membrane can be subject to a

considerable loss of mode purity.

If a high net OAM transfer is sought (e.g. in the case of

nanoparticle manipulation), high mass densities as in the case

of Pt as well as thick samples and medium convergence angles

should be used. This ensures a large OAM transfer while

retaining moderate statistical variations for different atom

positions.

It should be noted that real sample densities, interatomic

bond lengths and scattering strengths may differ from the ones

presented here, e.g. due to the use of different materials. In

addition, the sample density is influenced by deposition and

research papers
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Figure 5
Expectation value hL̂Lzi and total intensities of the m ¼ 0; 1; 2 components for Si3N4 (top), Fe0.8B0.2 (middle) and Pt (bottom) for � = 1 mrad (left), � =
10 mrad (center) and � = 25 mrad (right) as a function of thickness z. The intensities of the m ¼ 0 and the m ¼ 2 components have been magnified by a
factor of 5 as indicated in the legend to improve visibility. The shaded areas indicate one standard deviation as derived from multiple simulations.



preparation parameters. However, the simulations presented

in this work span from fairly low to quite high mass densities

and scattering strengths, thus giving a general insight into how

other samples will behave in general.

All the simulations presented in this work were performed

under ideal conditions, including no incoherent source size

broadening (ISSB), no atom movement and no lens aberra-

tions. Both ISSB and atom movement would lead to an

effectively different relative position between the beam and

the atoms for each electron in the beam. This is conceptionally

equivalent to the averaging over several random atom

configurations as done in this study. Lens aberrations gener-

ally lead to a coherent broadening of the beam compared with

the ideal case. While in such a situation the details of the

amplitude and phase of the beam change, the overall results

should be the same as those presented here when considering

the appropriate beam size (see Fig. 2).

6. Conclusion and outlook

In this work, we presented extensive simulations of the

propagation of electron vortex beams through amorphous

materials. To that end, we have rewritten the multislice

approach in cylindrical coordinates to get some theoretical

insight into the vortex propagation, such as the beam-size

dependence of the redistribution of intensity between

different m components and the possibility of net OAM

transfer despite the fact that the probabilities for transferring

��mh- are (approximately) equal. In addition, we have also

described the influence of the point-group symmetry on the

vortex propagation.

The numerical simulations were performed for the three

amorphous model systems Si3N4, Fe0.8B0.2 and Pt for a wide

range of convergence semi-angles and thicknesses. Besides

corroborating the theoretical results, the numerical data

allowed us to quantify the net OAM transfer, the spread of

vortex components that is related to the uncertainty principle

and, thus, the purity of a vortex state, as well as the intensity

behavior of the most important vortex components. The

results showed that in order to retain high purity upon

propagation, low-mass-density samples with small thickness

should be chosen, while large net OAM transfers can best be

achieved in heavy, thick samples. In both cases, intermediate

convergence semi-angles around � � 10 mrad proved bene-

ficial.

The results presented in this work will allow theoreticians

and experimentalists alike to choose the material for their

studies with electron vortices more efficiently. Although this

work does not completely replace full simulations for future

studies, it does give some general insight into the propagation

behavior of EVBs and makes predictions for a large range of

systems and experimental parameters. As such, it promises to

contribute to future enhancements not only of the fabrication

but also of the applications of EVBs.
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of Science (ÖAW) for the DOC scholarship and the ‘Hoch-
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Löffler, S. (2013). PhD thesis, Vienna University of Technology. http://
permalink.obvsg.at/AC11224780.
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Advanced TEM characterization techniques come in many shapes, forms, and fash-
ions, all with their unique benefits and drawbacks. At the same time, all such tech-
niques have a few things in common. Most noteworthy in the context of this work
are the following two fundamental aspects: first, novel methods need to be based on a
thorough theoretical foundation to be reliable, quantifiable, and reproducible. Second,
the experimentally achievable SNR needs to be good enough to distinguish the signal
of interest — which is often faint — from any background and artifacts.

In light of the necessity of a solid theoretical foundation, it may be surprising that
a process as fundamental and ubiquitous as the deflection of an electron beam in a
magnetic lens is typically not modeled fully quantum-mechanically. In most cases,
either the trajectory of a classical, point-like particle is used, or the action of the lens
is replaced by a Fourier transform (to map the incident wavefunction to the back-focal
plane) with any small deviations from perfect focus subsequently being realized by
short-range Fresnel propagation. While this has worked well for “classical TEM”, it
is not at all guaranteed to work in general, especially with modern peculiarly shaped
beams (such as EVBs), or with spin-polarized beams [65].

In chapter 11, a full quantum-mechanical simulation of a magnetic lens based on
a Landau-state expansion is described. Landau states are non-diffracting Laguerre-
Gauss states, which form an orthonormal basis and are eigenfunctions of the Hamil-
tonian with a homogeneous magnetic field. For an inhomogeneous magnetic field (as
present in a lens), time-dependent scattering needs to be introduced between different
Landau states. The numerical treatment is still quite challenging due to the large
number of Landau components that need to be considered. However, the results of
this new method agree well with existing calculations (e.g. based on particle trajec-
tories or Fourier transforms) for conventional beams, while also predicting interesting
new behavior for “unusual” beams to be experimentally observed in the future. Hence,
my work paves the way for a full quantum-mechanical treatment of the electron beam
all the way from its source through the microscope and sample to the detector.

The second aspect — the need to improve the achievable SNR — is ubiquitous
in TEM and EELS. Especially for any kind of atomic resolution work, regardless of
whether one employs well-established, “classical” techniques or novel methods, the
achievable signal is limited by instrument and sample stability in the broadest sense.
For instance, drift and beam jitter limit the maximum effective exposure time per
data point. To increase the signal (and therefore the SNR), one could increase the
beam current, but only up to the point where the sample is significantly damaged
by the beam in a time frame comparable to the measurement duration. With the
high currents and small foci available nowadays, this limit — which has long been a
major hurdle when investigating beam-sensitive materials and biological samples —
can even be reached in routine experiments on resilient material science samples such
as SrTiO3.

It is worth noting that there are ways to reduce or even eliminate certain damage
mechanisms (e.g., by reducing the acceleration voltage [22] or working in aloof mode
[13]), but usually at the cost of worse spatial resolution. Recent advancements in
detector instrumentation, most notably the development and increasing adoption of
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direct electron detection to avoid read-out noise, have improved matters. Of course,
this is most beneficial when measuring with an overall low dose per data point in
which case the read-out noise with conventional detectors is significant. Especially in
cases in which (drastic) oversampling can be employed1, having a purely shot-noise
limited dataset enables the efficient use of all sorts of post-processing techniques such
as principle component analysis (PCA). However, in cases in which oversampling is
not possible or not desirable and in which the measured signal needs to be large (and,
therefore, the shot-noise is the dominant noise contribution anyway), the benefits of
direct detection are far less obvious. One example of such a case is the real-space
mapping of orbital information (see part I), which naturally operates at the limit of
the current instrumental spatial resolution, thereby preventing oversampling while still
requiring sufficient signal to distinguish (potentially small) fine structure variations.
Another example is EMCD (see part II), which also requires the identification of small
changes in the fine structure and, thus, large signals. As EMCD is generally recorded
at high energy-losses and at at least two different places (far) away from the diffraction
spots, long exposure times are necessary which preclude useful oversampling.

Apart from increasing the incident dose, using better detectors, and employing
post-processing on oversampled data, there is another way to improve the SNR that
is largely unused in electron microscopy so far: using a better measurement basis. All
quantum mechanical measurement processes project the beam’s state onto a specific
basis — the measurement basis — determined by the detector as well as any post-
specimen lenses. Typical examples include the real space basis |r� in imaging mode or
the reciprocal space basis (momentum basis) |k� in diffraction mode. To understand
how powerful the correct basis is, consider the toy example of determining the lattice
spacing of a single crystal (fig. 4). When measuring in a real-space basis (e.g., using
high-resolution TEM (HRTEM)), the resulting signal can be a small oscillation on
a large background signal, especially when facing low stability without aberration
correction. Hence, shot-noise is dominantly caused by the large background signal
and can easily eclipse the small signal of interest. Conversely, switching just a single
lens in this setup is enough to measure in a reciprocal space basis, where clearly visible,
distinct diffraction spots are present. These diffraction spots rise well above the noise
level and enable an easy determination of the lattice spacing. This simple example
shows how powerful the choice of measurement basis can be: if the basis is chosen
poorly, electrons are distributed more or less evenly over the entire field of view and
the signal of interest is hidden in minute variations that are often at or below the
noise threshold. Conversely, choosing a good basis results in all electrons that carry
the information of interest to be focused in (ideally) a single measurement channel,
with all other electrons being recorded in other channel(s). With such a correlation

1Typical examples include mapping a property such as chemical composition at a spatial resolution
significantly better than the length scale at which the investigated property varies and fitting a
well-established model with few free parameters such as an EELS power-law background to many
(energy) channels. As oversampling generally implies redundancy, it allows to spread a given
number of electrons over many channels. This may lead to, e.g., reducing beam-induced damage
to the sample.
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Figure 4.: Simulation of HRTEM images and diffraction patterns of Si with 300 keV
electrons. a) Ideal HRTEM (without aberrations, instabilities, decoherence,
etc.). b) HRTEM image simulated for an uncorrected ThermoFisher Tec-
nai microscope. c) HRTEM image for a Cs-corrected ThermoFisher Titan
microscope. d) Diffraction pattern. a–d were simulated for infinite incident
dose using the program JEMS [87]. The scale bars in a–c denote 2Å, the
scale bar in d denotes 5/nm. e–h) Same as a–d but with shotnoise corre-
sponding to 5 × 104 e− in the image (for e–g, this corresponds to a dose
of roughly 100 e−/Å2). Colorbar values indicate e−/px; all images have
256 px× 256 px.
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between the measurement channel and the property of interest, determining the value
of the property comes down to the relatively trivial task of identifying how many
electrons were recorded in which channel.

In general, the solution is not as simple as switching a lens as in the example outlined
above. But the key requirement to optimal measurements fundamentally is the same:
one needs a suitable unitary transformation that transforms the beam’s quantum
state in such a way that the detector channels correspond to the chosen measurement
basis. In the example above, switching the lens effectively resulted in performing a
Fourier transformation of the wave function, resulting in the detector measuring the
wave’s different Fourier components (i.e., its momentum distribution). An example
of a less-commonly used unitary transformation is the log-polar transformation for
measuring the OAM distribution of EVBs [49]. However, for arbitrary wave functions
(and possibly density matrices in the case of inelastic scattering), no general unitary
transformation formalism is known, yet.

In chapter 12, I take a first step towards the development of general unitary trans-
formations by describing a way of implementing arbitrary unitary transformations for
the special case of a two-state quantum system. My approach builds on and gener-
alizes the method described in chapter 9 for creating EVBs, but allows for arbitrary
mappings of states on the Bloch sphere. It is noteworthy that the described method
works in commercially available TEMs without any modification or addition of custom
elements. As such, my work paves the way for the future development of more general
unitary transformations on higher-dimensional quantum systems that may one day
lead to vastly improved SNR as well as emerging new characterization techniques.

In summary, my work presented in this part significantly advanced the quantum
mechanical understanding of how electron beams propagate through the microscope
and how quantum-mechanical transformations can be used to optimize measurements.
This paves the way for improving the efficiency and SNR of all advanced character-
ization techniques and for designing custom quantum scattering experiments in the
future.
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1. Introduction

Lens designers generally rely on classical approaches assuming point
like electrons, implicitly neglecting diffraction effects. On the other hand,
in almost all applications of electron microscopy, diffraction effects are
central to many questions and problems. The “missing link” is normally
filled by invoking Fourier transforms between object and image or diffrac-
tion planes, including defocus, astigmatism and other lens aberrations as
phase factors. This thinking inherently takes for granted that electrons
in a magnetic field behave as light does in an optical lens. In the classi-
cal geometric-optical limit this has been demonstrated many times (e.g.
Glaser, 1952; Hawkes & Kasper, 2017; Pozzi, 2016; Reimer, 2008; Rose,
2009). Although the formal similarity of the Schrödinger equation with the
Helmholtz equation in paraxial approximation suggests the applicability of
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classical wave optics for electrons, this is less evident for the non-paraxial
case or for thick lenses where the object might be situated in the lens
field. Apart of some formal solutions (Dattoli, Di Lazzaro, & Torre, 1990;
Jagannathan & Khan, 1996; Khan & Jagannathan, 1995) of the general case
of an electron in magnetic and electric lens fields, explicit formulations of
the electron propagator in round lenses (e.g. Hawkes & Kasper, 2017; Pozzi,
1995) are still based on the work of Glaser (1952) and Glaser and Schiske
(1953), published in 1952 and 1953, using a Fresnel propagator ensuing
from a spherical basis.

An obstacle to this approach of using a Fresnel propagator is the need
to rescale the propagation distances. To this aim, two particular solutions of
the Schrödinger equation must be found. They correspond exactly to the
field and axial rays in the geometric-optic description which are calculated
classically beforehand.

The Glaser-Schiske solution was published in German and went largely
unnoticed in the field. Thanks to a profound review of the multislice ap-
proach as compared to Glaser’s work by Pozzi (1995, 2016), many details
and subtle differences between electrons in a lens field and the wave optical
approach were revealed.

The increasing importance of phase shaping in electron microscopy
(Grillo et al., 2014; McMorran et al., 2011; Uchida & Tonomura, 2010;
Verbeeck, Tian, & Schattschneider, 2010) necessitates a rethinking of
how electrons can be described better than in a spherical wave basis.
For instance, the peculiar rotation characteristics of electrons with quan-
tized angular momentum was explained assuming propagation in a con-
stant magnetic field (Bliokh, Schattschneider, Verbeeck, & Nori, 2012;
Guzzinati, Schattschneider, Bliokh, Nori, & Verbeeck, 2013; Schachinger,
Löffler, Stöger-Pollach, & Schattschneider, 2015; Schattschneider et al.,
2014) whereas in reality, the experiments were performed in the ap-
proximately bell-shaped magnetic field of an objective lens in a trans-
mission electron microscope (TEM). It is not known so far to which
extent the non-constant field changes the predictions. Another problem
is the accumulation of the Gouy phase in a convergent beam, important
for vortex generation with quadrupole lenses (Kramberger et al., 2019;
Schattschneider, Stöger-Pollach, & Verbeeck, 2012). An exact solution is
only known for Laguerre-Gauss beams in free space or in a constant mag-
netic field. As a third example, we mention a recent proposal suggesting the
use of electron vortices in a two-state Landau basis for the manipulation of
qubits in the electron microscope (Löffler, 2020). Almost a century after
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the birth of electron microscopy, such questions revitalize the search for
an alternative quantum description of the electron propagator in magnetic
lenses.

A first clue in this quest is the realization that spherical waves and the
Fresnel propagator are both good for describing electron propagation in
free space but not necessarily for modeling propagation in the presence of
a magnetic field where a rescaling of the propagation distances in terms of
field and axial rays is mandatory. An obvious approach is to attack the prob-
lem numerically with a finite element code, feeding in the 3D- (or 2D-,
in case of cylindrical symmetry) magnetic field of the lens. First trials were
promising, but severe failure was observed close to focal points, without
any doubt caused by the breakdown of the WKB approximation. (A pre-
requisite of the WKB approximation is that the amplitude varies slowly
relative to the phase which is not the case close to a focal point.) Looking
for an alternative, it is not too far fetched to choose a Landau state basis set.
Already in 1983, Howie (1983) advertised this idea but to our knowledge
it was not followed any further. Indeed, in a Landau basis, solutions are
harmonic oscillators, and many features such as the well known oscillations
of an electron wave packet in a constant magnetic field are easily derived.

The difficulty lies in the field variation along the electron trajectory in
a TEM, a fact that renders the basis functions time dependent as the wave
packet passes the lens. To our surprise, we find that even in this case, the
Hamilton operator remains simple, allowing rapid diagonalization.

In order to demonstrate the method, we choose a condensor-objective
— a typical thick lens — which is important from a practical point of view
in electron microscopy, and is at the same time sufficiently clear to show
the salient features of the present approach. It should be stressed that we
do not pretend to solve the general case of a round lens numerically in this
work. Questions of numerical stability, higher order relativistic corrections,
as well as the inclusion of spin and aberrations go beyond the scope of this
paper.

2. Theory

The classical Hamilton operator in the presence of an electromagnetic
field reads

Ĥ = '̂p 2

2m
+ eV (1)
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where '̂p = '̂p − e 'A is the covariant or mechanical momentum operator, m
is the electron rest mass, and e = |e| is the elementary charge. We note for
later use that in real space, '̂p = −ih̄∇.

The Schrödinger equation is not Lorentz invariant. The Dirac equation
gives a fully relativistic account of charged particles in a field. Expansion
of the small component of the Dirac spinor (“χ”) up to β = v/c yields the
Pauli equation. Expansion up to β3 yields (Schiff, 1999)

Ĥ .= '̂p 2

2m
− '̂p 4

8m3c2
+ eV + LS + D.

The second term is the relativistic correction to the kinetic energy, V is
the electrostatic potential, LS is the spin-orbit coupling term, and D is the
Darwin term. The 3 last terms are absent in our problem. (We assume
a vanishing electrostatic field and deal with scalar electrons without spin.
Note that this is the relativistically corrected Pauli equation (Schiff, 1999).)
We can write

Ĥ .= '̂p 2

2m

�
1 − '̂p 2

4m2c2

�
.

For narrow wave packets of well defined kinetic energy Ekin — which we
will use here —, the bracket can be approximated as

1 − '̂p 2

4m2c2
≈ 1 − Ekin

2E0
= 3E0 − E

2E0
= 3 − γ

2
,

and so

Ĥ ≈ '̂p 2

2m∗

with

m∗ = m · 2
3 − γ

.

(Note that limγ→1 2/(3 − γ ) = 1 + Ekin/(2E0) which is Reimer’s relativistic
correction factor (Reimer, 2008).) Separating the in-plane components,
the Hamiltonian can be written as

Ĥ ≈ Ĥ⊥ + 1
2m∗ p̂2

z,

with

Ĥ⊥ = 1
2m∗ ('̂p⊥ − e 'A)2. (2)
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(Here, we assume that z variations of the magnetic field are small com-
pared to those of the (narrow) electron wave packet and can therefore be
neglected.) The Hamiltonian in turn gives rise to the propagator

P̂(t) = ei�̂

with

�̂ = 1
h̄

�
Ĥdt (3)

which will be the central quantity in this paper as it allows to obtain the
time dependent wave function

|ψ(t)� = P̂(t) |ψ0�

from an initial condition ψ0.
Assuming that the magnetic field is uniform within the narrow wave

packet and the paraxial region, the vector potential in Coulomb gauge
takes the form

'A = rBz

2
'eϕ . (4)

Thus, Eq. (2) transformed into a co-rotating coordinate system can be
rewritten in paraxial approximation as (Howie, 1983)

Ĥ⊥ = 1
2m∗

�
p̂2

x + e2B2
z

4
x̂2 + p̂2

y + e2B2
z

4
ŷ2

�
. (5)

This is the Hamilton operator of a harmonic oscillator, the solution of
which are Hermite-Gauss functions (or Landau states). Whereas Cartesian
coordinates are appropriate for objects with translational symmetry such as
crystals, we prefer to use cylindrical coordinates for obvious reasons. The
solutions are now Laguerre-Gauss functions (Bliokh et al., 2017), charac-
terized by two discrete quantum numbers n, l:

LGn,l =
� r

w

�|l|
L|l|

n

�
2r2

w2

�
exp

�
− r2

w2

�
eilφ . (6)

Here, L|l|
n are generalized Laguerre functions, and the magnetic waist is

w =
"

4h̄
eB

. (7)
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The eigenvalue of the canonical angular momentum is h̄l, and N = n+|l|+
l + 1 denotes the N th Landau energy level.

The structure of Ĥ suggests a basis system consisting of Landau states
|nl� in the plane perpendicular to the cylinder axis z and plane waves |k�
propagating along z. In the |k� subspace, Ĥ is diagonal:

�nlk|Ĥ|n l k � = δkk 

�
�nl|Ĥ⊥|n l � + δnn δll 

h̄2k2

2m∗

�
.

With the vector potential Eq. (4) and squaring the momentum operator,

(−ih̄∇⊥ − e 'A)2 = −h̄2∇2
⊥ + ih̄e((∇⊥ · 'A� �� �

0

) + 'A · ∇⊥ + 'A · ∇⊥) + e2 'A · 'A, (8)

the in-plane Hamiltonian (in cylindrical coordinates (r, ϕ)) takes the form

Ĥ⊥ = 1
2m∗

�
−h̄2∇2

⊥ + e2r2B2
z

4
+ 2ih̄e

rBz

2r
∂ϕ

�
. (9)

With the Larmor frequency (the relativistic correction replaces m by m∗)

�L = eBz

2m∗ , (10)

this can be written as

Ĥ⊥ = − h̄2

2m∗ ∇2
⊥ + m∗�2

Lr2

2
+ ih̄�L∂ϕ . (11)

As stated above, we observe a narrow wave packet, initially prepared at
z = 0, propagating with velocity v along z in a magnetic field slowly varying
with z. According to Ehrenfest’s theorem (Ehrenfest, 1927), at time t, the
packet arrives at z = vt, with an intensity that is essentially zero outside a
narrow z range — see the subsection below. This means that in order to
propagate the electron from z0 = 0 to z1, we need the propagator P(t =
z1/v).

2.1 Wave packet
To get a general feeling for the possible dispersion of a narrow electron
wave packet, we consider a Gaussian wave packet traveling through free
space. Such a Gaussian wave packet in one dimension (z),

|Z(z, t = 0)|2 = e−z2/(2σ 2)
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with variance σ 2, remains Gaussian, dispersing with time giving a proba-
bility distribution (Wikipedia contributors, 2020)

|Z(z, t)|2 = e−(z−vt)2/(2σ(t)2) (12)

with

σ(t)2 = σ 2

�
1 +

�
h̄t

2m0σ 2

�2
�

.

At 200 keV, the time to pass the column of a TEM is ca. 1 × 10−8 s.
A wave packet of initially 0.1 µm extension (after the anode) spreads to
∼ 1 µm at the objective lens, which is still a very small value compared to
the extension of the lens field of some mm.

2.2 Time dependent Hamilton operator
As stated above, in order to describe the electron at any position z, one
needs the time evolution from t = 0 to t = z/v. Thus, Ĥ⊥ becomes implic-
itly time dependent because Bz(z) = Bz(vt):

Ĥ⊥(t) = 1
2m∗

�
−ih̄∇⊥ − erBz(vt)

2
'eϕ

�2

. (13)

With the definition of the Larmor frequency (Eq. (10)) and the magnetic
waist (Eq. (7)) at z = 0,

w =
 

4h̄
eB0

=
 

2h̄
m∗�L(B0)

, (14)

we may transform to the dimensionless variable ρ = r/w:

Ĥ⊥(t) = 1
2m∗

�
− h̄2

w2 ∇2
ρ + w2e2Bz(vt)2

4
ρ2

�
+ ih̄�L(Bz(vt))∂ϕ . (15)

With a little algebra

Ĥ⊥(t) = h̄�L(B0)

�
−∇2

ρ

4
+ g(t)2ρ̂2 + ig(t)∂ϕ

�
(16)

where

g(t) = �L(Bz(vt))
�L(B0)

≈ Bz(vt)
B0

(17)
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and Bz(0) = B0. Note that for t = 0, Eq. (16) is identical to Eq. (11).
From here on, we assume that the electron wave is independent of ϕ, i.e.,
l = l = 0, because we are dealing with electrons of vanishing topological
charge. Therefore, the last term on the right hand side of Eq. (16) disap-
pears.

2.3 Electron propagator
The phase factor (Eq. (3)) in the electron propagator can be evaluated as

�̂ = 1
h̄

� t

0
Ĥ⊥(τ )dτ = �L(B0) t

�
ρ̂2 G(t) − 1

4
∇2

ρ

�
(18)

with

G(t) = 1
t

� t

0
g2(τ )dτ. (19)

In the Landau basis {|n0�}, the operators ∇2
ρ and ρ̂2 are both tridiagonal:

∇2
ρ := �n0|∇2

ρ |m0� = −

⎡⎢⎢⎢⎢⎢⎢⎣
2 2 0 0 · · ·
2 6 4 0
0 4 10 6
0 0 6 14
...

. . .

⎤⎥⎥⎥⎥⎥⎥⎦

ρ2 := �n0|ρ̂2|m0� = 1
2

⎡⎢⎢⎢⎢⎢⎢⎣
1 −1 0 0 · · ·

−1 3 −2 0
0 −2 5 −3
0 0 −3 7
...

. . .

⎤⎥⎥⎥⎥⎥⎥⎦ .

It is at once evident that Ĥ⊥(t = 0) = h̄�L(B0)(ρ̂
2 − 1

4∇2
ρ ) is diagonal with

matrix elements

�n0|Ĥ⊥(t = 0)|m0� = En0δnm

and eigenenergies

En0 = h̄�L(B0)(2n + 1)

which are a special case of the general expression (Bliokh et al., 2017)

Enl = h̄�L(B0)

�
2n + |l| + l

2
+ 1

�
.
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For t �= 0, Ĥ⊥ (as well as �̂) is no longer diagonal because of the fac-
tor G(t). However, since �̂ is tridiagonal, the time evolution operator
P̂ = exp(−i�̂(t)) can easily be diagonalized. A unitary transform Û that
diagonalizes �̂

Diag[ ˆ̃
�(t)] = Û�̂(t)Û†

also diagonalizes P̂, such that

|ψ(t)� = Û† e−i Diag
� ˆ̃
�(t)

�
Û |ψ0� . (20)

For a Glaser field with half width at half maximum (HWHM) d and

Bz(z) = B0

1 + (z/d)2 , (21)

the time integral in Eq. (19) can be evaluated analytically, yielding

G(t) = 1
2

�
1

1 + (vt/d)2 + d
vt

arctan(vt/d)

�
. (22)

(The Gouy phase arctan(vt/d) appears here intrinsically.)

3. Results

As a demonstration example, we choose a condensor-objective lens
(lens parameter k2 = 3) at 200 kV and B0 = 1.9 T, a typical value for modern
minilens-objective combinations. This case is of particular interest in the
present context because it resembles a thick lens, i.e. the focal point is
situated in a strong magnetic field, and we expect deviations from a wave
optical approach that is based on thin lenses with constant refractive index.
For the chosen parameters, the half width of the magnetic field Eq. (21) is
calculated to (Glaser, 1952) d = 3.0065 mm. We assume a microprobe setup,
i.e., parallel illumination at z = 0, where the object is normally situated.
In this case, the geometric focal point is at z = d. The initial wave with
an aperture of 300 nm radius is expanded into a Landau basis up to 42
coefficients, shown as dots in Fig. 1. Since sharp rims cause very slow
convergence, the wave has been constructed with a slight apodization to
suppress high orders (Fig. 2).

Evidently, the series expansion has a cutoff at coefficient number ∼ 35.
The wave is propagated to the focus via Eq. (20). The resulting radial prob-
ability distribution is shown in Fig. 3.
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Figure 1 Expansion coefficients of the input wave (dots) and of the propagated wave at
the focus (full curve).

Figure 2 Input wave for an aperture with a 300 nm radius and with an apodized rim.

Figure 3 Input wave of Fig. 2, propagated to the focus (full line). Dots mark the wave
optical Airy disk.
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Figure 4 Radial phase structure at z = 1.015d.

Figure 5Gouy phase, linear in z as expected for a spherical wave close to the cross
over (Born & Wolf, 1999).

The focus, found by inspection of the flat radial phase structure shown
in Fig. 4, is at 1.017d, confirming the expected phase jumps of π at the
wave function nodes. The profile agrees well with the Airy disk computed
from the wave optical convergence angle. The small deviations are caused
by numerical problems with the high order Landau functions, evidenced
by the kink at n = 20 in the otherwise smooth decay of the coefficients in
Fig. 1.

The Gouy phase in the vicinity of the focus is linear in z as expected
for a convergent spherical wave (Born & Wolf, 1999), see Fig. 5.

Our main result is Fig. 6, showing the evolution of the beam from the
input plane to the focus and beyond. The geometric-optical ray starting at
the beam radius (taking into account the apodized rim) is shown in red for
comparison. The classical result is very close to the envelope of the prop-
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Figure 6Convergent beam from the aperture (at z = 0) to the focus (at z = d) and be-
yond. The red line is the Glaser trajectory for the effective beam radius, taking into
account the apodizing effect. The tangent defining the geometric convergence angle
is dashed. The vertical line shows the principal plane for the exit wave in the geometric-
optical approach.

Figure 7 Zoom into the focal point of the coherent electron at 1.017d. The deviation
from the classical trajectory (red line) is clearly visible.

agating coherent electron. The bending of the beam in the Glaser field is
clearly seen. However, the classical trajectory has a higher curvature in the
left part, then becoming almost straight whereas the envelope homes in on
the focus with slightly negative bending. This causes a flatter tangent at the
focus and explains the smaller divergence thereafter. The wave packet is in
focus shortly after the classical focal length. This can be better visualized
when zooming in (Fig. 7). The effective focal width is 1.7% longer than
the classical focus indicated by the red trajectory. The reason is probably
twofold: numerical due to the limited number of the Landau expansion
coefficients, and caused by the slightly different approximations for the rel-
ativistically corrected Schrödinger equation and for the classical trajectory
which inevitably yields a point focus.
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Figure 8 Radial intensity profiles at z = 0,0.1,0.2,0.3,0.4d. Note the Fresnel fringes at
the rim.

Figure 9 Radial intensity profiles close to the focus, at distances of z = 0.92d to 1.02d,
numbered from 1 to 6. The dots are the results of the wave optical simulation, the full
lines are cuts through Fig. 7 at the respective distances, squeezed by a factor of 1.33.

For completeness, we show some intensity profiles shortly after the ini-
tial plane (Fig. 8) and close to the focus (full lines in Fig. 9). For comparison,
the dotted curves in Fig. 9 were obtained from a wave optical software
based on the Fresnel propagator, developed in our group (Kramberger et
al., 2019). The radial profile in focus — an Airy disk — is exactly recov-
ered. However, it turned out that the decrease of the central maximum
when withdrawing from the focus is steeper in the wave optical simulation.
We found almost perfect agreement after rescaling the z values by a factor
of 1.33. The reason for this discrepancy is not known. An indication is the
flatter tangent of the convergent bundle seen in Fig. 6, a typical charac-
teristic of Gaussian beams close to focus. It might also be that the weaker
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Figure 10 Evolution of the electron wave with an input aperture with 50 nm radius.

magnetic field at z = d demands an expansion into a new Landau basis for
better numerical stability.

Finally, we present the propagation with an aperture of 50 nm ra-
dius where diffraction effects should be strong, completely invalidating the
geometric-optic interpretation. Indeed, Fig. 10 shows a completely differ-
ent evolution of the beam. The envelope is drastically different from the
geometric-optic prediction, with the narrowest waist at ∼ 0.3d.

4. Conclusion

We have shown that a full quantum-mechanical treatment of the co-
herent propagation of an electron in a round lens field is surprisingly simple
in a Landau basis. The envelope of the beam during propagation follows
very accurately the geometric optic result, but shows differences that can be
traced back to diffraction. The shift of the narrowest beam profile — a con-
sequence of diffraction not present in ray optics — is clearly seen. The Airy
disk expected from the Fourier transform of an aperture-limited plane wave
is retrieved with high precision. We do not observe singularity problems as
encountered within the WKB approximation, but small focus differences
hinting towards different relativistic corrections. The steeper decrease of
the axial maximum when withdrawing from the focus, seen in the wave
optical simulation, is surprising. It might be related to higher order expan-
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sion coefficients, or to the fact that Fresnel propagation after the principal
plane of a lens implicitly assumes a refractive index of 1 (vacuum) whereas
the present approach works also for thick lenses, which is a condition delib-
erately defined for the chosen microprobe mode in a condensor-objective.
Higher order approximations may shed light on this interesting finding.

It might be argued that an experiment to find the focus can clearly tell
which of the two approaches is correct. Curiously, such an experiment is
not as evident as it seems, for the simple reason that real lenses do not have
the idealized bell-shaped magnetic field. In addition, the post-specimen
optic shifts the real focal point to a virtual one. Finally, lens aberrations
and the difficulty to measure the absolute position of the focal plane to an
accuracy of 50 µm create prohibitive experimental conditions.

The calculations were carried out on a standard PC; diagonalization
and propagation of the wave takes less than a second. However, numerical
problems are encountered with Landau basis functions of order higher than
about 30-40 due to the large magnitude of the competing r2n and exp(−r2)

terms, limiting the present implementation to simple cases for didactic pre-
sentations of the principle.

The salient feature of the present approach is the simple form of the
Hamiltonian (Eq. (16)) and the propagator phase (Eq. (18)) in a Landau ba-
sis. It is at once evident that the varying magnetic field induces transitions
between the basis states. This is of interest for some recent suggestions,
e.g. when the electron is to interact with microwave radiation (Poppe &
Dunin-Borkowski, 2020), or the question whether or not cyclotron elec-
trons can decay by spontaneous or induced emission of photons (Gabrielse
& Dehmelt, 1985; Kaminer et al., 2016). An extension to realistic fields
including lens aberrations, and to electrons with topological charge will be
treated in a follow-up paper.
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A B S T R A C T
In this work, a novel method for using a set of electromagnetic quadrupole fields is presented to implement
arbitrary unitary operators on a two-state quantum system of electrons. In addition to analytical derivations of
the required quadrupole and beam settings which allow an easy direct implementation, numerical simulations
of realistic scenarios show the feasibility of the proposed setup. This is expected to pave the way not only for
new measurement schemes in electron microscopy and related fields but even one day for the implementation
of quantum computing in the electron microscope.

1. Introduction

Unitary operators play a vital role across quantum mechanics and
related fields as they model transformations between orthonormal
bases. In transmission electron microscopy (TEM), the best-known such
transformation is the Fourier transform which relates position space
and reciprocal space and can be realized easily using a standard, round
lens [1]. Going from position space representation into reciprocal space
representation allows the efficient determination of crystal structures
and orientations with better accuracy and signal-to-noise ratio (SNR)
than, e.g., when using high-resolution TEM images acquired in imaging
mode. One primary reason for this is the fact that all electrons carrying
a certain information — e.g., about the lattice plane distance — are
focused in one spot in reciprocal space, while being distributed over the
whole micrograph in position space. Thus, measuring a few electrons in
a specific reciprocal space point already gives quantifiable information
about the lattice plane spacing, whereas measuring the same (low)
number of electrons in a position space image will just give a few counts
scattered over the entire field of view.

Another example of a unitary transformation is the use of a quadratic
phase plate for measuring the orbital angular momentum (OAM) of a
pure electron vortex beam [2]. Recently, an effective basis transforma-
tion was also employed to measure the OAM spectrum of an electron
beam by means of a log-polar transformation [3]. In that instance, too,
a setup was found that transformed different OAM components in such
a way that they showed up in unique measurement channels — similar
to diffraction spots —, rather than producing small variations on an
otherwise fairly large signal.

E-mail address: stefan.loeffler@tuwien.ac.at.

The idea of having a direct one-to-one correspondence between
the intensity in a channel and the sought information is closely re-
lated to the concept of sparsity commonly found in compressed sens-
ing applications (see, e.g., [4–6] and references therein) and blind
source separation (see, e.g., [7]). These methods, however, are post-
processing techniques that in many cases require prior knowledge
about the measured quantity. Above all else, however, their outcome
strongly depends on the quality of the measured data, which in turn is
heavily influenced by various noise sources, including shot noise and
different electronic noise contributions in the read-out and process-
ing components. However, unitary operators do not suffer from this
problem.

Unitary operators can be applied directly to a (quantum) system
before a measurement, thus allowing the measurement to be performed
in a basis with optimal signal sparsity and SNR. The key requirement
for this, however, is to find a way to perform the necessary unitary
transformations directly in the instrument.

It must be emphasized that the use of unitary operators is not
limited to the measurement process. It can also be used for shaping
the beam. For example, a specific transformation has been used for
producing electron vortex beams [8–10].

In this work, a setup is described that allows to realize arbitrary
unitary operators on a two-state quantum system in a TEM. Two-state
quantum systems are of particular importance as they model qubits, the
building blocks of quantum computers. Such free electron qubits [11]
would have many beneficial properties, from easy manipulation down
to the sub-Ångstrom regime in a TEM to well-established measurement
devices to very weak interaction with the environment to (in principle)
easy storage, e.g. in a magnetic storage ring. Additionally, interactions

https://doi.org/10.1016/j.ultramic.2021.113456
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with photons or quantum dots or other physical qubit implementations
can be triggered easily [12]. Moreover, recent advances also outline
potential roads towards scaling this from one to several qubits [13–16].

Apart from the fundamental research aspects, the two-state system
acts as an important model for the future development of setups for
unitary operators on higher-dimensional systems. Such developments
could give rise to new optimized measuring schemes with improved
SNR as outlined above which would be of great practical importance
in electron microscopy.

2. Theory

Here, we use the vector space  spanned by the two orthonormal
states |0⟩, |1⟩ given in position representation as

⟨𝑟|0⟩ = 𝐻𝐺1,0(𝑟) ∝ 𝑥 ⋅ e
− 𝑟2

𝑤(𝑧)2 ⋅ e−
i𝑘𝑟2
2𝑅(𝑧) ⋅ ei𝛾(𝑧)

⟨𝑟|1⟩ = 𝐻𝐺0,1(𝑟) ∝ 𝑦 ⋅ e
− 𝑟2

𝑤(𝑧)2 ⋅ e−
i𝑘𝑟2
2𝑅(𝑧) ⋅ ei𝛾(𝑧),

(1)

where 𝐻𝐺𝑛,𝑚 denotes the Hermite-Gaussian mode of order (𝑛, 𝑚) [9,17,
18], 𝑤(𝑧) = 𝑤0

√
1 + (𝑧∕𝑧𝑅)2 is the propagation-dependent beam size

with the minimal beam waist 𝑤0 =
√
2𝑧𝑅∕𝑘 and the Rayleigh range 𝑧𝑅,

𝑘 is the wave number, 𝑅(𝑧) = 𝑧(1+(𝑧𝑅∕𝑧)2) is the curvature radius, and
𝛾(𝑧) = arctan(𝑧∕𝑧𝑅) is the Gouy phase. Due to their primary orientation,|0⟩ will be referred to as ‘‘horizontal’’ and |1⟩ will be referred to as
‘‘vertical’’ in the following.

Apart from a global phase factor, all normalized states |𝜓⟩ ∈  can
be written as
|𝜓⟩ = cos(𝜃∕2)|0⟩ + sin(𝜃∕2)ei𝜑|1⟩ (2)
with 𝜃 ∈ [0, 𝜋], 𝜑 ∈ [0, 2𝜋). Thus, all such states lie on the Bloch sphere
(with the polar angle 𝜃 and the azimuthal angle 𝜑) as depicted in Fig. 1.
Unitary operators are simply those changing 𝜃 and 𝜑, i.e. rotations
on the sphere. Following the scheme of (extrinsic) Euler angles, it is
well-known that any arbitrary rotation can be decomposed into three
successive rotations around cardinal axes, e.g. in the order 𝑥–𝑧–𝑥.

From Fig. 1 it can be seen that rotations around 𝑥 correspond to
changing 𝜃. As is evident from Eqs. (1) and (2), such an operation in
the chosen basis corresponds to a rotation of the coordinate system
in the plane perpendicular to the optical axis by an angle of 𝛿𝜃∕2,
i.e. 𝑟 ↦ �̂�𝑟, which can be realized in two ways: either one rotates
the experimental setup (electro-magnetic fields, image, sample, etc.),
which may even be achievable in post-processing in some cases, or
one uses the well-known Larmor rotation [19–23] in the magnetic field
of round lenses ubiquitous in electron microscopy. Note that the first
approach, i.e., rotating the electro-magnetic fields, is easy in the case
of quadrupole fields as those can be rotated simply by changing the
excitation of the four poles.

The second ingredient to realizing arbitrary unitary operators on 
is the ability to change 𝜑, i.e., rotations around 𝑧 in Fig. 1. From Eq. (2),
it is evident that this corresponds to a relative phase shift between the
two basis states. Here, a scheme for creating electron vortex beams
(EVB) can be extended upon: the so-called ‘‘mode conversion’’ [8–10],
which is based on the idea of the optical mode converter [17] and uses
a set of two quadrupole lenses to convert a 𝐻𝐺1,1 beam into a 𝐿𝐺0,±1
beam by means of the specific phase shift of 𝛿𝜑 = ±𝜋∕2. Here, this
approach will be generalized to arbitrary phase shifts.

Fig. 2 shows the principle setup of a relative phase shifter, consisting
of two quadrupole lenses. The first quadrupole (QP1) produces an
astigmatic beam from an incident round beam. The beam is focused in
one direction (say, horizontally) before the second quadrupole (QP2),
while it is defocused in the orthogonal direction. Due to this difference,
the horizontal and vertical components (corresponding to the basis
states |0⟩ and |1⟩, respectively) acquire different Gouy phase shifts, thus
resulting in a relative phase shift by the time they reach QP2. QP2
then has to be set up to compensate the action of QP1 and produce
a non-astigmatic beam again.

Fig. 1. (a) Schematic of the Bloch sphere for the vector space described in the text.
(b) Selected states for various values of 𝜃, 𝜑 according to Eq. (2). For all depicted
states, intensity represents amplitude and color represents phase as indicated in the
color wheel inset.

To model the propagation of the beam through the QP lens setup, it
is beneficial to introduce the complex beam parameter 𝑞(𝑧) = 𝑧−𝑧0+i𝑧𝑅
for the two components, where 𝑧0 is the position of the component’s
focus [18]. Without loss of generality, 𝑧0 = 0 will be assumed in the
following. The complex beam parameter completely defines a Gaussian
beam and allows to calculate all its properties such as

𝑤(𝑧) =

√
2|𝑞|2
𝑘ℑ[𝑞]

𝑅(𝑧) = |𝑞|2
ℜ[𝑞]

𝛾(𝑧) = − arg [i𝑞] . (3)

Additionally, both the propagation and the action of a lens can be
modeled easily. Propagation over a distance 𝛿𝑧 transforms 𝑞 ↦ 𝑞 + 𝛿𝑧,
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Fig. 2. Sketch of a relative phase shifter consisting of two quadrupoles (QP1, QP2).
Two different settings leading to different phase shifts are shown (blue and orange). The
top panel shows the horizontal (full lines) and vertical (dashed lines) beam diameters.
The bottom panel shows the relative phase shift. In the shown scenario, the incident
beam size was fixed.

while a lens with focal length 𝑓 transforms 𝑞 ↦ 1∕(1∕𝑞 − 1∕𝑓 ). A QP
can then be modeled as a lens with focal length 𝑓 for one component
(e.g., the horizontal one) and −𝑓 for the other component (e.g., the
vertical one) [24].

The mode matching condition, i.e., the condition that the beam
is round and non-astigmatic after QP2, results in the two conditions
𝑤ℎ(𝑧2) = 𝑤𝑣(𝑧2) and 𝑅ℎ(𝑧2) = 𝑅𝑣(𝑧2), where the subscripts ℎ, 𝑣 denote
the horizontal and vertical components, respectively, and 𝑧2 is the
position of QP2. The first of the two conditions ensures that the beam
is round at QP2, while the second condition ensures that it stays round
even when propagating further after QP2 (i.e, it is non-astigmatic). It
is easily seen that mode matching is achieved if 𝑞ℎ(𝑧2) = 𝑞𝑣(𝑧2) [9]. A
lengthy but straight-forward calculation (see Appendix) shows that for
two quadrupoles with focal lengths 𝑓1, 𝑓2 at a distance 𝑑, this can be
achieved for an incident beam with

𝑞in = −𝑑𝑓1
𝑓1 + i𝑑𝑢
𝑓 2
1 + 𝑑2𝑢2

with 𝑢 = − sgn[𝑓1]
√

𝑓1𝑓2
𝑑2

− 1, (4)

with a relative phase shift of

𝛿𝜑 = arctan
[

2𝑢
𝑢2 − 1

]
. (5)

Solving for 𝑢 gives

𝑢 =
1 ±

√
1 + tan2 𝛿𝜑
tan 𝛿𝜑

. (6)

This allows to calculate 𝑢 for any given relative phase shift 𝛿𝜑, where
the sign has to be chosen appropriately for the quadrant in the 𝑥-𝑦-plane
in which points with polar angle 𝛿𝜑 lie (corresponding to the normal-
ized point 1

𝑢2+1 (𝑢
2 − 1, 2𝑢) according to Eq. (5); see also Appendix). As

shown in Fig. 3, for 𝛿𝜑 ∈ [0, 𝜋∕2] ∪ [3𝜋∕2, 2𝜋] the + branch of Eq. (6)
has to be taken whereas for 𝛿𝜑 ∈ (𝜋∕2, 3𝜋∕2) the − branch has to be
taken. Knowing 𝑢 in turn fixes the relation between 𝑓1 and 𝑓2 according
to Eq. (4).

As a first example, consider 𝛿𝜑 = 𝜋∕6. tan 𝛿𝜑 = 1∕
√
3 ≈ 0.577,

resulting in the two solutions 𝑢 =
√
3 + 2 ≈ 3.732 and 𝑢 =

√
3 − 2 ≈

−0.268. The first solution corresponds to the (correct) point (0.866, 0.5)
in the first quadrant, while the second solution corresponds to the
(incorrect) point (−0.866,−0.5) in the third quadrant. Therefore, in this
case, 𝑢 =

√
3 + 2 is the correct solution. Since 𝑢 is positive, 𝑓1 must

be negative (diverging the horizontal component). This is also seen in
Fig. 2.

As a second example, consider the phase shift 𝛿𝜑 = −2𝜋∕3. tan 𝛿𝜑 =√
3 ≈ 1.732, resulting in the two solutions 𝑢 =

√
3 ≈ 1.732 and 𝑢 =

Fig. 3. Plot of 𝑢 over 𝛿𝜑. The color represents the branch (the + or − variant of
Eq. (6)) that produces the correct result.

−1∕
√
3 ≈ −0.577. The first solution corresponds to the (incorrect) point

(0.5, 0.866) in the first quadrant, while the second solution corresponds
to the (correct) point (−0.5,−0.866) in the third quadrant. Therefore, in
this case, 𝑢 = −1∕

√
3 is the correct solution. Since 𝑢 is negative, 𝑓1 must

be positive (converging the horizontal component).
Several distinct values require special attention. These are 𝛿𝜑 ∈

{0,±𝜋∕2, 𝜋}. For 0 and 𝜋, Eq. (6) is indeterminate. Taking the limits
of 𝛿𝜑 → 0 and 𝛿𝜑 → 𝜋, gives the values 0 and ±∞. For 𝑢 = 0, Eq. (4)
gives 𝑓1𝑓2 = 𝑑2 and 𝑞in = −𝑑, meaning a negligible small Rayleigh
range and diverging beam size. This corresponds to the geometrical
limit, i.e. a very large beam (compared to its waist size) far from its
focus (compared to the Rayleigh range). One component goes through
focus while the other one does not, resulting in a relative phase shift
of 𝜋 in the far field. 𝑢 = ±∞, on the other hand, corresponds to infinite
focal lengths, i.e., switched off quadrupoles and no relative phase shift.

𝛿𝜑 = ±𝜋∕2 is the special case used for vortex creation. For these
values, Eq. (6) is also indeterminate. Taking the limits results in the
values 𝑢 = ±1. Taking the corresponding limits in Eq. (5) shows that
𝑢 = 1 corresponds to 𝛿𝜑 = 𝜋∕2 and 𝑢 = −1 corresponds to 𝛿𝜑 = −𝜋∕2.
In both cases, Eq. (4) gives the well-known condition 𝑓1𝑓2 = 2𝑑2 for
vortex creation [9].

Another lengthy but straight-forward calculations shows that the
beam parameter of the outgoing beam (directly after QP2) reads

𝑞out = −𝑑𝑓2
−𝑓2 + i𝑑𝑢
𝑓 2
2 + 𝑑2𝑢2

. (7)

Noteworthy properties of the incident and the outgoing beam are

|𝑞in|2 = 𝑑2𝑓 2
1

𝑓 2
1 + 𝑑2𝑢2

𝑤in =
√

−
2𝑓1
𝑘𝑢

𝑅in = −𝑑

|𝑞out|2 = 𝑑2𝑓 2
2

𝑓 2
2 + 𝑑2𝑢2

𝑤out =
√

−
2𝑓2
𝑘𝑢

𝑅out = 𝑑.

(8)

With these values, it is possible to express 𝑓1 as a function of 𝑤in and
𝑢, thus yielding the following alternative form of the incident beam
parameter

𝑞in =
−𝑑𝑘2𝑤4

in + 2i𝑑2𝑘𝑤2
in

𝑘2𝑤4
in + 4𝑑2

(9)

with

𝑓1 = −
𝑘𝑢𝑤2

in
2

and 𝑓2 =
𝑑2

𝑓1
(𝑢2 + 1) (10)

To sum up, for given 𝛿𝜑, the dimensionless parameter 𝑢 is uniquely
determined and Eq. (10) gives the QP settings required to obtain 𝛿𝜑 for
a given incident beam (with size 𝑤in and curvature −𝑑).
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Fig. 4. Simulations of the phase shifter setup for the same values of 𝜃, 𝜑 as in Fig. 1.
In all cases, the incident beam was a 𝐻𝐺1,0 beam rotated by 𝜃∕2. For each 𝜑, the
incident beam size 𝑤, the QP1 focal length 𝑓1, and the global phase compensation 𝜒
are indicated. For illustration purposes, a symmetric setup with 𝑤in = 𝑤out and 𝑓1 = 𝑓2
was used. For 𝑓1 = ∞, a numerical value of 1 km was used. Amplitude and phase are
shown as in Fig. 1.

3. Simulations

To corroborate the theoretical results, numerical simulations were
performed using the virTUal TEM software package [9]. All optical
elements were modeled as effective phase plates (i.e., thin elements)
and the propagation was performed in paraxial approximation using
a Fourier-space Fresnel propagator (owing to the small beam diame-
ters and convergence angles). All simulations were performed for an
incident 𝐻𝐺1,0 beam rotated by 𝜃∕2 with an energy of 200 keV using
a setup as shown in Fig. 2. For simulation simplicity, a symmetric
setup (i.e., 𝑓1 = 𝑓2) was chosen in all cases. To achieve the required
curvature radius of the incident beam, an initially non-diffracting beam
was transformed into a convergent beam using a round transfer lens
before QP1. For clarity, a matching round lens after QP2 was included
to flatten the phase front to ease comparability. The two QPs had a
spacing of 𝑑 = 120mm.

For numerical reasons, both the focal lengths and the beam sizes
were bounded. The focal length was limited to |𝑓1| ≤ 1 km, resulting
in a minimal achievable phase shift of 𝛿𝜑 ≈ 0.24mrad, while the beam
size was limited to 𝑤in ≤ 2 μm resulting in phase shifts between 3.09 rad
and 3.19 rad being unachievable with a single phase shifter setup.

The results are summarized in Fig. 4. A comparison to Fig. 1 shows
perfect agreement. It should be noted that in all cases except 𝜑 = 0, the
beam acquired a global phase 𝜒 as indicated in the figure. This stems
from the propagation distance between the QPs, similar to the optical

path length in light optics. As the global phase is inconsequential in
this work (and can be compensated for by physical flight paths, lens
systems, or temporarily changing the speed of the electrons), it is
removed from the images in Fig. 4 for better comparability.

In terms of practical applicability, the chosen parameters, while
not specific to any particular instrument, are in a realistic order of
magnitude range. Also the beam sizes of a few hundred nanometers are
readily achievable in a TEM. As far as the incident beam is concerned,
no perfect Gaussian beams have been produced to date, but sufficiently
close approximations are possible [2,8,9,21].

4. Discussion & outlook

Some properties of this setup are worth emphasizing. First, in order
to achieve mode matching, the incident beam must have a curvature
at QP1 of −𝑑, meaning that in the geometric limit (for large beams),
it is focused at QP2 (although for small beams, the focus will be in
front of QP2). This can easily be achieved by a transfer lens before the
quadrupoles.

Second, focal lengths 𝑓1, 𝑓2 (and therefore the beam sizes 𝑤in, 𝑤out)
are coupled by the phase shift. Thus, while it is possible for a given
phase shift to choose either the incident or the outgoing beam size,
it is not possible to choose both at the same time. Again, this can be
compensated if needed by a transfer lens system.

Third, phase shifts close to 0 lead to a very large magnitude of 𝑢 and,
hence, of the focal lengths. Such long focal lengths typically require
very small excitations of the QPs which may not be controllable with
suitable accuracy. This can be worked around by a two-step process: to
achieve a small relative phase shift 𝜀, first shift by a large 𝛼 and then
by −𝛼 + 𝜀. Similarly, phase shifts around 𝜋 lead to very small 𝑢 and
therefore require very short focal lengths (or very large beam sizes).
This, too, can be worked around by a two-step process: to achieve a
phase shift of 𝛼 ∼ 𝜋, one can instead perform two shifts by 𝛼∕2.

The setup in this work, i.e. two quadrupoles acting on a specific
two-state quantum system, is, of course, a simple model system for
studying unitary transformations. One big advantage of this system is
that it can readily be investigated in existing TEMs [10] without the
need for any changes to the instrument or the development of custom
electron-optical elements. In the future, however, it will certainly be
beneficial to expand this concept to other systems, in particular higher-
dimensional quantum systems. On the one hand, this will facilitate
enhanced measurement schemes with improved SNR for common mi-
croscopy tasks (which are usually not confined to a two-state quantum
system). On the other hand, this will allow for the handling of 𝑛-state
qudits (as opposed to 2-state qubits). Such a system will likely have
to rely on advanced — and probably adaptive — methods for phase
manipulation, such as programmable phase manipulators [13,25,26]
akin to spatial light modulators (SLMs) in optics.

Performing quantum computations in an electron microscope in
the future will require the realization of so-called universal quantum
gates [27] — similar to universal logic gates such as NAND in conven-
tional computing. One key ingredient to this is unitary transformations
(or so-called one-qubit gates) which can arbitrarily change the state
of a single qubit as presented in this paper. The other ingredient is at
least one two-qubit gate such as CNOT. It can be shown that such a
gate is entangling [27], i.e. it creates entanglement between previously
unentangled systems. One common way this is achieved in electron
microscopy is scattering [28,29]. However, it is still an open question
how scattering experiments could be designed — e.g. using wave front
shaping of the electron beams before and after scattering — such that
most electrons scatter into an (entangled) state inside the vector space
spanned by the chosen basis vectors (𝐻𝐺1,0 and 𝐻𝐺0,1 in the case
discussed in this work).

Additionally, in a quantum computing scheme, one will eventually
want to increase the number of quantum gates. As far as pairs of
quadrupoles (and higher-order multipoles that can be driven to act
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as quadrupoles) are concerned, current TEMs are limited to at most
a handful, spread between the condensor/probe corrector system, the
imaging lenses/image corrector system, and potentially an imaging
filter. Similarly, there is a very limited number of (aperture) planes
in which programmable phase manipulators could be inserted by de-
fault. Thus, large-scale quantum computation applications will require
additional custom elements added to a TEM or even a complete cus-
tom instrument. However, for the time being, many open questions
and tasks remain that can easily be investigated with the handful of
elements at our disposal in a general-purpose TEM.

5. Conclusions

In this work, a novel concept for using mode converters in the
TEM was presented that allows the realization of arbitrary unitary
operators on a two-state quantum system. This paves the way for
the realization of higher-dimensional unitary operators, which in turn
will open entirely new possibilities for electron microscopy and all
fields it is applied in, from physics to material science and chemistry
to biology. Instead of post-processing data and looking for tiny sig-
nals in a huge, noisy background, the realization of unitary operators
will allow much more efficient experiments by enabling scientists to
devise measurement schemes where the electron beam is quantum-
mechanically transformed into a basis in which the sought information
can be read out directly. Moreover, together with the recent progress
in understanding entanglement of free electrons, this work may well
contribute one day to performing quantum computations in the electron
microscope.
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Appendix. Derivation of the mode matching condition and the
phase shift

In this section, the matrix transfer method [18,24] is heavily used
to derive the general mode-matching criteria for Hermite-Gaussian
waves in a two-quadrupole setup. For a closely related treatment in
a charged-particle formalism, see e.g. [24].

The effect of lenses (𝑳) and free space (𝑻 ) is modeled by matrices

𝑳(𝑓 ) =

(
1 0
− 1

𝑓 1

)
𝑻 (𝑑) =

(
1 𝑑
0 1

)
(A.1)

where 𝑓 is the lens’ focal length and 𝑑 is the distance the beam
propagates through free space. An optical system of several components
can be described by the product of the individual component matrices.
Assuming a system described by

𝑴 =
(
𝐴 𝐵
𝐶 𝐷

)
, (A.2)

a complex beam parameter 𝑞in is transformed according to

𝑞out =
𝐴𝑞in + 𝐵
𝐶𝑞in +𝐷

. (A.3)

Mathematically, this corresponds to a projective transform which can
be modeled in matrix notation by

𝑞out = 𝑴 ⋅
(
𝑞in
1

)
= 𝑴 ⋅ 𝑞in (A.4)

if all vectors that only differ by a non-zero scalar factor are treated as
equivalent.

The two quadrupole setup discussed in this work can therefore be
modeled by two matrices
𝑴ℎ = 𝑳(𝑓2) ⋅ 𝑻 (𝑑) ⋅𝑳(𝑓1)
𝑴𝑣 = 𝑳(−𝑓2) ⋅ 𝑻 (𝑑) ⋅𝑳(−𝑓1)

(A.5)

owing to the fact that quadrupoles act differently on horizontal and
vertical components. The mode matching condition thus becomes
𝑴ℎ𝑞in ∝ 𝑴𝑣𝑞in (A.6)
or, equivalently,
𝑴−1

𝑣 𝑴ℎ𝑞in = 𝜆𝑞in (A.7)
where the proportionality comes from the equivalence of vectors that
are scalar multiples of one another. Thus, finding an incident beam that
is mode matched at the output is equivalent to finding an eigenvector
of Eq. (A.7). Note that the eigenvectors of a matrix of the form given
in Eq. (A.2) — given 𝐶 ≠ 0 — can be directly derived as

𝑴
(
𝑞
1

)
=
(
𝐴𝑞 + 𝐵
𝐶𝑞 +𝐷

)
=
(
𝜆𝑞
𝜆

)
= 𝜆

(
𝑞
1

)
(A.8)

𝐶𝑞2 + (𝐷 − 𝐴)𝑞 − 𝐵 = 0 (A.9)

𝑞 =
𝐴 −𝐷 ±

√
(𝐴 −𝐷)2 + 4𝐵𝐶
2𝐶

. (A.10)
In the present case, the relevant matrix reads

𝑴−1
𝑣 𝑴ℎ = 1

𝑓 2
1 𝑓

2
2

(
𝑓 2
1 𝑓

2
2 + 2𝑓1𝑓2𝑑(𝑓1 − 𝑑) 2𝑓 2

1 𝑓2𝑑
2

2𝑓2𝑑2 − 2𝑓1𝑓2(𝑓1 + 𝑓2) 𝑓 2
1 𝑓

2
2 − 2𝑓1𝑓2𝑑(𝑓1 + 𝑑)

)
(A.11)

and thus

𝑞in =
𝑓 2
1 𝑑 ± |𝑓1| sgn[𝑓2]𝑑√𝑑2 − 𝑓1𝑓2

𝑑2 − 𝑓 2
1 − 𝑓1𝑓2

. (A.12)

Note that only one of the two solutions results in a sensible Rayleigh
range (i.e. strictly positive imaginary part) and only if 𝑓1𝑓2 > 𝑑2. Thus,
it makes sense to rewrite the expression as

𝑞in =
−𝑑𝑓 2

1 + i𝑑|𝑓1|√𝑓1𝑓2 − 𝑑2

𝑓 2
1 + 𝑓1𝑓2 − 𝑑2

. (A.13)

This is identical to Eq. (4). For future reference, note that

|𝑞in|2 = 𝑑2𝑓 2
1

𝑓 2
1 + 𝑓1𝑓2 − 𝑑2

. (A.14)

To calculate the relative phase shift, one needs to calculate the beam
parameters directly after QP1 (𝑞1,ℎ, 𝑞1,𝑣) at 𝑧1 and directly before QP2
(𝑞2,ℎ, 𝑞2,𝑣) at 𝑧2. Direct calculation yields the expressions

𝑞1,ℎ =
𝑞in𝑓1

𝑓1 − 𝑞in
𝑞2,ℎ =

𝑑𝑓1 + (𝑓1 − 𝑑)𝑞in
𝑓1 − 𝑞in

𝑞1,𝑣 =
𝑞in𝑓1

𝑓1 + 𝑞in
𝑞2,𝑣 =

𝑑𝑓1 + (𝑓1 + 𝑑)𝑞in
𝑓1 + 𝑞in

.
(A.15)

The relative phase shift is thus
𝛿𝜑 = −arg[i𝑞2,𝑣] + arg[i𝑞1,𝑣] + arg[i𝑞2,ℎ] − arg[i𝑞1,ℎ]

= arg
[ 𝑞1,𝑣𝑞2,ℎ
𝑞1,ℎ𝑞2,𝑣

]
= arg

[
𝑞∗1,ℎ𝑞1,𝑣𝑞2,ℎ𝑞

∗
2,𝑣

]
= arg

[
(𝑑𝑓1 + (𝑓1 − 𝑑)𝑞in)(𝑑𝑓1 + (𝑓1 + 𝑑)𝑞in)∗

]
= arg

[
𝑑2𝑓 2

1 + (𝑓 2
1 − 𝑑2)|𝑞in|2 + 2𝑑𝑓 2

1ℜ[𝑞in] − 2i𝑑2𝑓1ℑ[𝑞in]
]
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= arctan

(
−2𝑑2𝑓1ℑ[𝑞in]

𝑑2𝑓 2
1 + (𝑓 2

1 − 𝑑2)|𝑞in|2 + 2𝑑𝑓 2
1ℜ[𝑞in]

)
(A.16)

where the fact that a positive (real) factor does not change the ar-
gument of a complex number was used. Note that it is important to
keep the minus sign in the numerator (rather than moving it to the
denominator or in front of the fraction) to ensure the correct quadrant
can be determined (as arctan is unique only up to an integer multiple
of 𝜋). Applied to the specific case of Eq. (A.13) gives

tan 𝛿𝜑 =
−2𝑑 sgn[𝑓1]

√
𝑓1𝑓2 − 𝑑2

𝑓1𝑓2 − 2𝑑2
. (A.17)

By the introduction of the dimensionless parameter

𝑢 = − sgn[𝑓1]
√

𝑓1𝑓2
𝑑2

− 1, (A.18)

the phase shift can be rewritten as
tan 𝛿𝜑 = 2𝑢

𝑢2 − 1
. (A.19)

which corresponds to Eq. (5).
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Conclusion
TEM, together with analytical tools such as EELS, is a vital instrument for sample
characterization on the nanometer and the atomic scale. Therefore, it is a crucial tool
for the design of novel and improved materials such as stronger and more durable
steel, more efficient catalysts, and powerful energy storage approaches. In addition to
its use in material science, TEM is also widely used in electrical engineering as well as
in biology, to name just a few areas of application.

Apart from ever improving hardware, improvements to the existing methods as well
as the development of novel characterization techniques are essential to cater for the
ever-expanding applications and needs. In this thesis, several such improvements and
developments are presented. These range from the first ever mapping of individual
electronic states inside the sample with TEM-EELS (part I) to improvements in the
understanding and the prediction of EMCD (part II) to contributions to the emerging
field of EVBs and beam shaping (part III) to the exciting new possibilities of using the
TEM as a toolkit for quantum-mechanical experiments, rather than a “mere sample
analyzer” (part IV).

Each work presented here advances the fields of TEM and EELS and pushes the
limits of what is currently possible. One noteworthy challenge throughout this thesis
— and cutting-edge TEM in general — is the low SNR, particularly when employing
advanced measurement schemes. Quantum microscopy, while far from commercial
applicability at the moment, may pave the way to overcome or at least greatly reduce
this challenge.

147





Acknowledgements
First of all, I want to thank all my collaborators and colleagues. This work would not
have been possible without all the discussions, discourse, and cooperation within the
community. Of course, as it is impossible to list all names explicitly, I want to mention
the following people with whom I had particularly interesting discussions as well as
fruitful cooperation over the years (in alphabetical order): Gianluigi Botton, Matthieu
Bugnet, Christoph Eisenmenger-Sittner, Walid Hetaba, Thomas Schachinger, Peter
Schattschneider, and Michael Stöger-Pollach. Furthermore, I want to acknowledge
the Austrian Society for Electron Microscopy, which provides an excellent network of
microscopists in Austria.

In addition, I want to thank the head of the University Service Centre for Transmis-
sion Electron Microscopy, Johannes Bernardi, the head of the Institute of Solid State
Physics, Karsten Held, the dean of Physics, Thorsten Schumm, and the vice-rector for
research and innovation, Johannes Fröhlich, for their continuing support, for main-
taining a fruitful and rewarding work environment, and for providing the resources
necessary for carrying out my research.

Moreover, I am very grateful to the Austrian Science Fund (FWF) for financially
supporting several research projects I have been involved in, particularly the projects
I 543-N20, J 3732-N27, P 29687-N36, and I 4309-N36.

Last but not least, I am very thankful for the love and support of my family and
friends, without which this thesis would not have been possible.

149





Acronyms
CL cathodo-luminescence

EDX energy-dispersive X-ray spectroscopy

EELS electron energy-loss spectrometry

EFTEM energy-filtered TEM

EMCD energy-loss magnetic chiral dichroism

EVB electron vortex beam

HG Hermite-Gauss

HRTEM high-resolution TEM

LG Laguerre-Gauss

MDFF mixed dynamic form factor

OAM orbital angular momentum

PCA principle component analysis

SCCO Sr14–xCaxCu24O41

SNR signal-to-noise ratio

STEM scanning transmission electron microscopy

STM scanning tunneling microscopy

TEM transmission electron microscope
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