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Figure 1: Overview of some conditions from our experiment. (A) Participants were in distributed setup and immersed in VR
while performing the Gate task. (B) Collocated setup and immersed in AR while performing the Fruit task. (C) Distributed
setup where one participant was immersed in AR and the other in VR performing the Gate task.

ABSTRACT
Understanding how people effectively perform actions together is
fundamental when designing Collaborative Mixed Reality (CMR)
applications. While most of the studies on CMR mostly consid-
ered either how users are immersed in the CMR (e.g., in virtual
or augmented reality), or how the physical workspace is shared
by users (i.e., distributed or collocated), little is known about how
their combination could influence user’s interaction in CMR. In
this paper, we present a user study (n=23) that investigates the
effect of the mixed reality setup on the user’s immersion and spatial
interaction during a joint-action task. Groups of two participants
had to perform two types of joint actions while carrying a virtual
rope to maintain a certain distance: (1) Gate, where participants
had to pass through a virtual aperture together and (2) Fruit, where
participants had to use a rope to slice a virtual fruit moving in
the CMR. Users were either in a distributed or collocated setup,
and either immersed in virtual or augmented reality. Our results
showed that users’ proxemics was altered by the immersion type
and location setup, but also the user’s subjective experience. These
results contribute to the understanding of joint action in CMR and
they are discussed to improve the design of CMR applications.
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1 INTRODUCTION
Collaborative Mixed Reality (CMR) systems, in which two or more
users are immersed with interfaces such as Augmented Reality
(AR) and Virtual Reality (VR), are a vibrant area of research. Several
definitions have been given to the term ”Mixed Reality” [48]. Among
them, MR can be defined as a system that uses multiple VR and AR
interfaces at the same time [44]; this paper follows this definition.
CMR applications enable users to engage in collaborative tasks such
as training, remote assistance, or maintenance [55] by interacting
with Virtual Environments (VEs). This paper focuses on a particular
synchronous type of collaborative task: joint action. It refers to
tasks involving two or more people coordinating their actions to
produce a change in the environment [45] (e.g., moving an object,
assembling furniture, dancing in synchronization).

Joint actions are complex to study as they are comprised of indi-
vidual actions (e.g., lifting and moving one end of a heavy piano)
that must be combined to achieve a collective goal (such as moving
the piano across the room) [53]. Yet, the study of joint actions in
CMR is vital if we want to gain insights into complex processes
of individual and shared agency (i.e., the feeling of generating and
controlling actions and their effects) [27] and understand how users
interact and coordinate their actions. At the same time, knowledge
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of joint actions is necessary to design CMRs in ways that guaran-
tee the best user experience in terms of comfort, immersion, and
performance.

Although several studies have focused on joint actions in Real
Environments (REs) [52], VR [18] or AR [58] systems, they have
remained relatively unexplored within the context of MR systems.
Yet, many factors can influence the immersive experience of CMR
systems. To start with, the type of immersive interface provided to
the user (VR or AR) can change the way they perceive the other
person through an avatar and may influence the judgment of the
agency during the joint action. Further, collaborating users can be
connected remotely or share the same physical space. The physical
location of users may influence joint action in terms of proxemics
and body movements. Finally, the choice of remote or collocated
setup and immersive interface likely influence user experience in
combination, primarily because the choice of location constricts
the type of user representation within CMR.

The objective of this paper is to investigate how immersion type
(VR or AR) and the physical location of users (distributed or collo-
cated) influence joint actions in CMR. To our knowledge, we report
the first study of joint action with two users in CMR. To study
the effect of immersion type in depth, we investigate how joint
action in MR might differ from that in multi-user VR and multi-user
AR. We tested all combinations of individual immersion (VR+VR,
AR+AR, VR+AR, AR+VR) to differentiate between the effects of im-
mersion type and the symmetry or asymmetry between individual
immersions while also varying the physical setup (collocated vs dis-
tributed). We analyzed two types of joint action (walking through
an aperture and cutting fruit while holding a virtual rope) that differ
in terms of spatial and temporal demand. Task performance and
spatial metrics were evaluated alongside subjective questionnaire
responses. Our results contribute to the understanding of joint ac-
tion in CMR and are discussed with respect to the design of CMR,
which could improve users’ experience.

2 RELATEDWORK
2.1 Collaboration and User Embodiment in MR
Collaboration in MR has been studied extensively [44], often with
a focus on affordances and roles of users on different interface ends.
This includes the immersion (e.g., VR or AR), the physical setup (e.g.,
distributed or collocated), and the interaction timing (e.g., synchro-
nous or asynchronous) [9]. Piumsomboon et al. proposed different
proximity cues (FoV frustum, eye gaze, and head-direction ray) to
improve MR collaboration [35] finding that a combination of FoV
frustum and head-direction ray was beneficial for the effectiveness
of collaboration. VR users emerged as leaders in the collaboration;
presumably because of the limited field of view (FoV) of the AR
display used in the study (Microsoft HoloLens). Discussing implica-
tions, the authors advise against the choice of MR interfaces that
induce disparity between the users. In the study of Pan et al. [33],
AR users emerged as leaders in collaboratively editing a virtual
planet in AR-desktop and AR-VR-without-Body setups, with the
leadership effects emerging in 3D but not 2D interactions. These
results are in line with an earlier study in a mixed setup in which
the most immersed user emerged as a leader [47]. Mueller et al.

discuss how different handheld interfaces influence user experi-
ence, workload, and group performance [31]. The authors compare
AR-AR vs. VR-VR conditions for a collaborative search task, con-
sidering collocated and distributed setups. Contrary to the author’s
hypothesis that the VR setup would have been preferred in the
distributed setup due to a lack of common spatial references, the
outcomes indicate that the users’ preferences were not affected by
the setups. Moreover, the social presence was reported higher in
AR than VR, independently of the setup.

User embodiment is one of the most important design decisions
for CMR and has often been researched. It is known that tracking
users’ heads, hands, and feet improves the sense of embodiment
(discussed in detail in [20]) and spatial presence [10] and that hav-
ing a self-avatar helps with spatial judgments [30]. Various specific
user representations have been proposed for CMR. For example,
Piumsomboon et al. [36] proposed to miniaturize the remote user’s
avatar to reduce the negative effects of narrow FoV in AR. De Pace
et al. [7] compared the use of abstract metaphors vs. avatar repre-
sentations in an assembly task with audio and no-audio conditions.
While the combination of avatar and no audio enhanced the sense of
presence for the remote user, the effective task completion appeared
to rely significantly on the use of abstract metaphors. A similar
study regarding the importance of speech interfaces for CMR can be
found in [23]. Yu et al. compared the use of an avatar based on point
cloud volumetric reconstruction and a virtual human avatar of the
AR user in a telepresence scenario. Despite the low quality (noise,
partially missing features) of the point cloud avatar, it scored better
in terms of co-presence, behavioral realism, and humanness [59].
A similar study confirmed the results about superior co-presence
achieved with a volumetrically reconstructed avatar [43], with the
authors advising against full-body avatars unless they have very
realistic animations. Finally, Piumsomboon et al. [37] proposed a
Giant-Miniature (i.e., local AR and remote VR) MR collaborative
system that supports 360 video sharing and tangible interaction.
Their research suggests that optimal positioning of the 360-degree
camera at the user’s shoulder height enables the remote VR user
to experience the local AR user’s environment. Additionally, the
avatar representation of the remote Miniature VR user enhances
collaborative interactions.

2.2 Joint Action in VR
The study of joint action suggests that we naturally coordinate our
actions with other people [45]. It is proposed that the success of
joint action depends on knowing what others perceive or don’t
perceive, what they will do through action observation and what
they should do, and aligning their own actions with those of another
person in time and space [45]. The spatial and temporal alignment
of multiple persons’ actions can involve a few body parts (e.g. only
hands or arms) or the entire body.

Research on joint actions that are restricted to hands and arms
has often focused on pick-and-place tasks in VR [1, 25], analyzing
and modeling the choice of passing and not passing an object to the
partner and predicting user behavior in several joint pick-and-place
tasks. The decision of whether to pass the object or not was found
to be primarily influenced by user-target distance [25]. Bunlon et
al. [6] demonstrated that the partner’s hand appearance (robotic
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human-like) did not influence the effectiveness of the studied joint
action in a VE. Wang et al. [56] proposed a collaborative model
that describes the cooperative behavior of a human dyad when
pushing a virtual object using a haptic interface, finding that the
dyad achieves the best performance when the leader takes more
responsibility than the follower.

Prior research that is most relevant to our work focuses on joint
action involving large, full-body movements. In one of the first
experiments on this type of joint action in VR, Streuber et al. [49]
analyzed the extent to which two users optimize their walking
behavior while walking individually and jointly connected by a
ladder. The task effort was shown to be split equally between the
leader and the follower, thus suggesting the existence of a virtual
joint body. Later, Tarr et al. [50] investigated how synchronized
movements affect social attitudes and behaviors within groups
made of users embodied as avatars and virtual agents. The results
showed that participants moving in synchrony reported higher
levels of social closeness to the agents than those moving in non-
synchrony.

Joint actions in VR between human-human and human-agent
conditions have been also explored for crossing roads in [17, 18].
The experiments showed that the users largely treated the virtual
agents in the same way as real human partners when jointly cross-
ing roads, independently of whether the partner was acting in a
safe or risky modality. Buck et al. [4] analyzed the behavior of pairs
of participants jointly passing through an aperture in the RE and
in VR. By involving a huge and representative sample size (of more
than 100 participants), the authors demonstrated that during real
conditions, gender greatly affected the entering order, whereas no
such effect was produced in VR. Evaluating triadic jumping in the
real and VR conditions, Naito et al. [32] found no differences in the
execution order between the RE and VR.

2.3 Proxemics in Collaborative VEs
Our focus is on collaborative work in MR with tasks that require
sharing of the virtual, and sometimes also the physical space; there-
fore, we consider how people regulate shared space. The proxemics
theory explores the influence of space and distance on interpersonal
relationships [14] and studies how people perceive and use their
spatial organization cues to mediate interactions. Recent works
indicate that proxemics plays an important role in interactions,
including studies on robotics [21], VR [3, 29], and improving inter-
action for users with visual impairments [16].

Studies of collision avoidance in VR are of particular interest
to this work. Bühler et al. [5] analyzed how pedestrians regulate
interpersonal distances in real and virtual conditions, showing that
users maintained greater distances from others in VR. Similar out-
comes can be found in [42]. Podkosova et al. [39] presented a study
on collision avoidance in the real world and in VR; the physical
location of users immersed in VR varied between a collocated and a
distributed setup. Users kept further apart from each other and walk
slower in the collocated VR condition than in distributed VR and
the real scenario. Ríos et al. [41] observed similar effects; also, when
animations and sounds were played in sync with avatar movements,
users were closer to each other in VR.

3 USER STUDY
3.1 Study Design and Tasks
Our experiment was conducted with pairs of users and had a mixed
2 x 4 design. Physical Setup (Distributed vs Collocated) was a
between-subject factor: each pair of participants either shared or
did not share the physical workspace. Group Immersion was a
within-subject factor with four levels that resulted from the com-
binations of the immersion type of each participant from a pair.
These levels are VR+VR when both participants were immersed
into VR; AR+AR, when both participants were immersed into AR;
VR+AR and AR+VR, when one of the participants was in VR and
the other one in AR. The latter two conditions are identical if seen
on the group level and represent a typical MR setup. We opted for a
full factorial design to be able to distinguish between the effects of
group immersion and individual immersion (see 3.3.4); therefore we
distinguish betweenAR+VR andVR+AR in our analysis. Each pair
of participants experienced all four levels of Group Immersion,
counter-balanced with Latin Square.

Participants were asked to perform two types of collaborative
joint action tasks in the VE while holding a virtual Rope. The rope
was introduced to strengthen the necessity of joint action and
emphasize the collaborative nature of the tasks. To hold the rope,
each participant from a pair could grab one end of the rope marked
with a cube. Each participant would always hold their allocated
cube, colored in green in their application view. The rope could
stretch until a certain maximum distance (1.2𝑚), meaning that users
had to stay close enough to each other to perform the tasks. If a
user tried to stretch the rope too far, this user’s cube snapped from
their hand and the user had to grab the cube again. We designed
two different joint action tasks - Gate Task and Fruit Task.

InGate Task, participants had to pass through a virtual aperture
together (Figure 1). The aperture’s width had two levels: Narrow
Gatewhere participants could not pass simultaneously (0.70𝑚) and
Wide Gate where participants could pass side-by-side (1.40𝑚). A
virtual arrow on the ground under the gate indicated the direction
in which to cross the gate. Participants were instructed to avoid
colliding with the gate.

In Fruit Task, participants had to use the rope they were holding
to slice a fruit that was moving towards them (Figure 1). To do it,
participants had to make the rope collide with the fruit. However,
the fruit could only be cut if the rope was sufficiently stretched (to
the length of at least 0.85𝑚, threshold empirically set during the
development); when this happened, participants saw two halves
of the sliced fruit falling to the ground. If the rope was too limp
when it collided with the fruit, the fruit disappeared but was not
counted as successfully cut, and no fruit halves were visible. This
way, participants from a pair had to achieve just the right balance
in how far they stretched the rope to cut the fruit in order to avoid
the rope from being snapped.

Participants performed 9 Fruit and 12 Gate tasks in each exper-
imental block corresponding to one condition of Group Immersion.
The sequence of tasks in each experimental block was randomized,
with Gate and Fruit tasks mixed together. Prior to each task, both
participants from a pair had to take specific starting positions, by
standing on a pair of marked spots displayed in the environment.
Starting positions were introduced to ensure that the distance that
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participants needed to cover to approach a gate or a fruit was com-
parable between multiple task repetitions. The starting positions
formed a 5x5 m large square within the environment. The gate in
every Gate task appeared in the middle of this square, and the fruit
in every Fruit task was moving towards the center of the square
from the left, right, or opposite of where the participants were
standing. The first pair of starting positions in a block was fixed to
one side of the square, while all subsequent starting positions were
randomized. This spatial arrangement and the randomization of the
task order were designed to prevent the impression of repetitive-
ness that might develop after several tasks. Figure 2 shows users at
reposition and during Gate and Fruit tasks in VR+VR condition,
and various user views are shown in Figure 1.

The embodiment was achieved with either a video see-through
of a user’s own body or with full-body virtual avatars (Figure 3)
animated with Inverse Kinematics (IK). A virtual avatar was always
used as a self-avatar when a participant was immersed in VR, and a
video see-through view of their own body was always visible when
they were immersed in AR. In the latter case, the rendering of the
self-avatar was disabled but the avatar object was used to trigger
events in the VE. The representation of the collaboration partner as
seen by each participant from a pair depended on Physical Setup.
In the Distributed condition, the other user was always seen as
a fully animated virtual avatar. In the Collocated condition, the
other user was seen as a virtual avatar in VR and as a video see-
through view of the other user in AR. We used two male and two
female virtual avatars.

3.2 Hypotheses
Based on our analysis and previous research, we formulate hy-
potheses for the influence of immersion, physical setup, and their
combinations on task performance (HTP), spatial behavior (HSp),
and co-presence (HCoPr). Previous work indicates that collocated
users might be faster in performing spatial tasks than remotely
connected users due to common spatial references [31]. Therefore,
we hypothesize [HTP1]: Task performance will be better for Col-
located groups than for Distributed groups. Further, [HTP2]:
Group immersion will lead to differences in task performance.
Physical collocation leads to more careful spatial behavior in pre-
vious works [38, 39]; in accordance with these results, [HSp1]:
Collocated groups will display more careful spatial behavior than
Distributed ones. Furthermore, users of previous studies often
kept larger interpersonal distances in the real world compared to
VR [5, 39]. Since AR provides similar spatial references to the real
world, we propose [HSp2]: VR will lead to more careful spatial be-
havior than AR. Due to the effects of physical proximity, we propose
[HCoPr1]: Co-presence will be higher in Collocated compared to
Distributed groups. Since real user representation leads to higher
co-presence than avatar-based one in previous work [60], we for-
mulate [HCoPr2]: AR will lead to higher co-presence than VR for
Collocated groups.

3.3 Measures
3.3.1 Spatial analysis and task performance. During each task, we
recorded positions and orientations of users’ HMDs, controllers, and
all trackers as well as timestamps in every frame. The start and end

time of the task was recorded as well. A task started when the task
object (the gate to go through or the fruit to slice) was spawned and
ended when the task object disappeared and the starting positions
for the next task were displayed in the environment. Several types
of events were recorded as well: rope losses (when a user stops
pressing the trigger to hold the rope) and rope snaps (when a user
stretches the rope too much and it snaps away from their hand),
successful slicing of the fruit, user collision with the gate, users
entering and exiting the gate. We then computed the following
metrics to evaluate joint action.

Regarding the Fruit Task, Percentage of cut fruits is the ratio
between the number of trials in which the fruit was sliced success-
fully to the number of all fruit trials. Duration of Fruit Task was
also computed. Time of fruit cut is the time at which the fruit was
successfully sliced since the beginning of the task trial. Distance
walked to cut fruit is the distance (averaged between two users
from a group) that users walked from their starting position before
slicing the fruit.

Regarding Gate Task, we computed Duration of Gate Task and
Time in gate as performance metrics, which corresponds to the
time it took a pair of participants to pass the gate (starts when the
first user enters the gate and ends when the second user leaves
the gate). Number of gate collisions is the number of all collisions
with gates during one experimental block. Regarding proxemics
of the joint action, Average player distance in gate is the average
distance between two users from a pair while they are crossing the
gate. This metric is calculated by computing the distance between
two users in all frames in which at least one of them is in the gate
and taking the average value. Average head rotation difference in
gate is the average angle (along the up-axis) between the forward
vectors of users’ HMDs while they are crossing the gate. This metric
reflects how much participants from a pair looked at each other
while crossing the gate. To compute this metric, we calculate the
angle between the HMDs’ forward vectors in every frame while
at least one player is in the gate and compute the average value.
If players are looking in approximately the same direction, the
difference angle will be close to 0°. If users are looking at each other,
the angle will be close to 180°. This way, the closer the average head
rotation difference to 180°, the more frequently users looked at each
other while in the gate. Average pelvis rotation difference in gate is
the average angle between forward vectors of user avatars; pelvises
in the gate. This metric is calculated in the same way as average
head rotation difference in gate but by taking the forward vector of
the pelvis bone in each user’s avatar instead of the forward vector
of the HMD. This metric reflects the spatial orientation of the pair
of users while they are crossing the gate, independently from head
movements.

Fruit Task and Gate Task, Number of rope snaps is the number
of times a user stretched the rope too much so that it snapped
away from their hand. This metric characterizes the ease of spatial
coordination since it depends on the distance between two rope
ends held by users. Number of rope losses is the number of times a
user stopped holding the rope by pressing the trigger button.

3.3.2 Subjective metrics. Participants filled in post-block question-
naires addressing their subjective perception of embodiment (short
embodiment questionnaire, pESQ [11]), workload (NASA TLX [15]),
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Figure 2: Test views from Unity3D editor: taking starting positions (left); going through a gate (middle); cutting a fruit (right).

Figure 3: The four avatars used for the experiments.

presence, co-presence, and collaboration (from existing studies [33]).
The post-block questions are presented in Table 1. At the end of
the experiment, participants answered questions about the relative
ease of VR and AR for each task (Ease-Fruit and Ease-Gate) and their
preferred immersion interface (Pref-Setup) and provided free-form
comments.

3.3.3 Simulator Sickness Questionnaire. We administer the Simula-
tor Sickness Questionnaire (SSQ) before the experiment and after
each block and compute the pre- and post-block SSQ score accord-
ingly to the methodology described in [19]. We also computed a
delta SSQ score for each scale (i.e., the post-block score minus the
pre-block score) to gain insights into cybersickness variations after
each block.

3.3.4 Group and individual analysis. To analyze the effect of im-
mersion type in detail, we distinguish between Group Immersion
(VR+VR, AR+AR, VR+AR and AR+VR) and Individual Immer-
sion, which accounts for the immersive interface (VR or AR) each
user from a pair had in each of the four group conditions. Since VR
and AR were repeated twice for each user, we account for the group
setup in the individual measure to perform repeated-measures sta-
tistical tests. In the result, our condition Individual Immersion
has four levels: AR, when the target user was in AR and their part-
ner also in AR; AR-M, when the user was in AR and their partner
in VR (M for "Mixed" group setup); VR and VR-M.

Some of the metrics described above reflect joint action and
can be calculated on the group level only. Other metrics reflect
individual actions or experiences and are calculated individually
for each participant from a pair. Individual metrics are: Number of
collisions with gate, Number of rope losses, Number of rope snaps, and
all questionnaire items. All other described metrics related to Fruit
Task and Gate Task are group metrics.

3.4 Participants and Apparatus
The user study took place in a large room (12x12 m); 46 users (13
female and 33 male, 23.32±6.8, mean±SD) participated. 12 pairs of
participants (24 users) were assigned to the Distributed condition
of Physical Setup, 11 pairs (22 users) to the Collocated one.
Most of the participants had a strong experience with video games
and had experienced VR or AR at least once; however with a low
experience of HMD-based AR. Participants signed an informed
consent form and were naive to the purpose of the experiment. The
study conformed with the standards of the Declaration of Helsinki.
All participants finished the experiment without any withdrawal.

The large room in which the experiment took place was divided
into two sub-rooms (7x6 m each) with a thick curtain. These two
sub-rooms were used as individual workspaces for the participants
in the Distributed condition. In the Collocated condition, one of
the sub-rooms was used as the shared workspace. We used HTC
Vive Pro HMDs with Vive Wireless Adapter1 to enable participants
to freely walk inside the workspace. Each user was equipped with
two HTC Vive controllers and three HTC Vive trackers to track the
users’ hands, feet, and pelvis, respectively. Three HTC Vive base
stations were installed in each sub-room, thus providing reliable
coverage of the workspace.

We developed the collaborative experimental platform with
Unity3D (2019.4.3f1) and Photon Networking for Unity3D (PUN2)
library for the networking functionality. The AR view was im-
plemented with Vive SRWorks SDK for Unity3D2 that uses two
front-facing RGB cameras of the HTC Vive Pro to create a stereo
background image of the environment for the video see-through
effect (resolution was 480p with an average latency of 200ms). Each
user application ran at a frame rate of at least 90Hz. The virtual
environment consisted of a virtual replica of the experimental room.
The virtual rope was designed with the ObiRope asset for Unity3D,
and we used Mixamo avatars to provide virtual user embodiment.
The IK solution used to animate the avatars was taken from the
AvatarGo project [40].

3.5 Procedure
At the beginning of the experiment, each pair of participants was
assigned to either Distributed or Collocated setup. Each pair
performed four blocks of the experiment corresponding to four con-
ditions of Group Immersion. Before starting the experiment, the
participants were introduced to the user study, gave their written
1https://www.vive.com/eu/accessory/wireless-adapter/
2https://developer-express.vive.com/resources/vive-sense/srworks-sdk/

https://www.vive.com/eu/accessory/wireless-adapter/
https://developer-express.vive.com/resources/vive-sense/srworks-sdk/
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Table 1: Post-block questionnaire including the following
dimensions: embodiment (pESQ), presence (Pr), co-presence
(CoPr), collaboration (Col), workload (TLX).

Embodiment - pESQ (5 Point Likert Scale)

pESQ1 Overall, I felt as if my body was located where
I saw the virtual body to be.

pESQ2 The movements of the virtual body
were caused by my movements.

pESQ3 I felt like my body was actually
there in the environment.

pESQ4 I felt like my bodily movements occurred
within the environment

pESQ5 I felt like the environment affected my body.
Presence - Pr (7 Point Likert Scale)

Pr1 There was a sense of being “really there"
inside the current environment.

Pr2 There were times during the experience when
the real world of the laboratory in which the
experience was really taking place, was forgotten.

Co-Presence - CoPr (7 Point Likert Scale)

CoPr1 The experience was more like working with other
people rather than interacting with a computer

CoPr2 During the time of the experience, I felt there was
a sense of being with the other person.

CoPr3 The experience resembled being together with
another person in a real-world setting.

CoPr4 During the time of the experience, I forgot about
the other person and concentrated on the task
as if I was the only one.

Collaboration - Col (5 Point Likert Scale)

Col1 I could understand what my partner was trying
to accomplish by looking at their body movements.

Col2 I enjoyed the experience in a similar manner
to a previous real meeting that was enjoyable.

Nasa-TLX - TLX (10 Point Likert Scale)

TLX-Mental How mentally demanding was the task?
TLX-Physical How physically demanding was the task?
TLX-Temporal How hurried or rushed was the pace of the task?
TLX-Performance How successful were you in accomplishing

what you were asked to do?
TLX-Effort How hard did you have to work to accomplish

your level of performance?
TLX-Frustration How insecure, discouraged, irritated, stressed,

and annoyed were you?

consent to participate in the experiment, and filled out a demo-
graphics questionnaire (age, gender, amount of experience playing
video games, and exposure to VR and AR) and pre-test SSQ. Then,
the participants were equipped with the hardware and performed
a training scene for around 5 minutes. In the training scene, they
could get familiar with the avatars, the rope behavior, and the fruit
and gate task performed once each. The training scene was always
done in the VR+VR condition of Group Immersion. After the
training scene, the first study block started.

Each block contained the following steps: (1) Users calibrated
their avatars to their height and body dimensions. To do it, each par-
ticipant took a T-pose posture, pressed the trigger button to spawn
their self-avatar, then stepped "inside" this avatar and aligned the
position of their feet, hands, and head with the model. On the sec-
ond trigger press, the alignment was confirmed and the participant
was embodied. (2) Once the calibration was done, users could see

each other in the VE (in the Collocated setup, users immersed in
AR could see their interaction partners from the start of the scene).
Users could grab the rope by touching their end cube with a con-
troller and holding the trigger button. (3) The first pair of starting
positions appeared and the users walked to stand on them. When
they reached the starting positions, the first task started. (4) Users
performed the task, after which a new pair of starting positions ap-
peared. This was repeated until all tasks of the block were done. (5)
Users removed their HMDs and completed the post-block SSQ and
the post-block questionnaire using two dedicated laptops. After the
last block, participants filled out the post-experiment questionnaire
and were debriefed about the purpose of the study. Participants
were not aware that time was recorded, thus they could interact
naturally without rushing to complete the tasks. Moreover, they
could talk to each other in both setups without using any kind of
device.

4 RESULTS
This section reports the results of statistical tests related to our
metrics described above. For normally-distributed metrics (that
were assessed using the Shapiro-Wilk test), we performed a Mixed
analysis of variance (ANOVA) with repeated-measures factors spec-
ified separately for each metric below and Physical Setup as the
between-subject factor in all cases. Greenhouse-Geisser adjust-
ments to the degrees of freedom were applied when the sphericity
assumption was violated. For metrics with distributions deviating
from normal, we used the non-parametric Aligned Rank Transform
(ART) test [57].Post-hoc analysis was based on pairwise t-tests with
Bonferroni corrections when the distribution of the dependent vari-
ables was normal or the procedure for multifactor contrast tests
presented in [8]. In the interest of brevity, we report only statisti-
cally significant findings including size effect with eta-square value.
When relevant, some non-statistically significant findings are re-
ported. Table 2 sums up the main results presented in this section.
For further details, please refer to the following subsections.

Table 2: Main results found during the experiment.

Metric Result
Fruit
Percentage of fruit cut AR+AR > VR+VR
Trial duration VR+VR > AR+AR
Gate
Player distance in gate Distributed > Collocated; Narrow >Wide
Time in Gate Narrow >Wide
Head rotation difference in gate Collocated > Distributed; Wide > Narrow
Pelvis rotation difference in gate Collocated > Distributed; Narrow >Wide
Rope
Number of rope losses VR > AR; Fruit > Gate
Number of rope snaps Fruit > Gate
Questionnaire
Embodiment AR > VR
Co-presence Collocated > Distributed; AR > VR
Nasa-TLX-Effort Distributed > Collocated

4.1 Spatial analysis and task performance
4.1.1 Fruit Task. The reported metrics were analyzed with Mixed
ANOVA with Group Immersion as the repeated-measures factor.
We found a statistically significant effect of Group Immersion
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on the Percentage of cut fruits (𝐹3,57 = 4.39, 𝑝 < 0.05, 𝜂2𝑝 = 0.19).
Specifically, participants cut a higher percentage of fruits inAR+AR
(M = 76.0%; SD = 15.87%) than in VR+VR (M = 60.35%; SD = 20.16%)
as observed in pairwise comparisons. The average trial Duration
was higher in VR+VR (M = 6.002sec; SD = 0.22sec) than inAR+AR
(M = 5.16sec; SD = 0.16sec), in the post-hoc of Mixed ANOVA with
a significant effect of Group Immersion (𝐹3,54 = 5.82, 𝑝 < 0.05,
𝜂2𝑝 = 0.24). Figure 4 illustrates these results.

4.1.2 Gate Task. The reported metrics were analyzed with Mixed
ANOVA withGateWidth andGroup Immersion as the repeated-
measures factors. Gate Width (𝐹1,17 = 17.62, 𝑝 < 0.001, 𝜂2𝑝 =

0.51), Physical Setup (𝐹1,17 = 20.17, 𝑝 < 0.001, 𝜂2𝑝 = 0.54) and
the interaction of Gate Width x Physical Setup (𝐹1,17 = 4.99,
𝑝 < 0.05, 𝜂2𝑝 = 0.23) had a statistically significant effect for Average
player distance in gate. Specifically, participants in the Distributed
setup (M = 1.64m; SD = 0.06m) were further apart from each other
than participants in the Collocated setup (M = 1.28m; SD = 0.06m),
and further apart in Narrow Gate (M = 1.55m; SD = 0.04m) than
in Wide Gate (M = 1.38m; SD = 0.05m). The difference of Average
player distance in gate betweenWide Gate and Narrow Gate is
larger for Distributed groups (Narrow Gate M = 1.41m; SD =

0.06m, Wide Gate M = 1.15m; SD = 0.07m) than for Collocated
ones (Narrow Gate M = 1.68m; SD = 0.06m, Wide Gate M =

1.60m; SD = 0.07m). For Time in Gate, Gate Width had statistically
significant effect (𝐹1,19 = 67.12, 𝑝 < 0.001, 𝜂2𝑝 = 0.78) - it took
participants longer to pass through Narrow Gate (M = 3.42sec;
SD = 0.16sec) than throughWide Gate (M = 2.45sec; SD = 0.15sec).

For GateWidth (𝐹1,17 = 561.62, 𝑝 < 0.001, 𝜂2𝑝 = 0.97), Physical
Setup (𝐹1,17 = 12.69, 𝑝 < 0.05, 𝜂2𝑝 = 0.43) and the interaction Gate
Width x Physical Setup (𝐹1,17 = 10.53, 𝑝 < 0.05, 𝜂2𝑝 = 0.38) had
significant effect for Average head rotation difference in gate. Users
looked at each other much more in Wide Gate (M = 112.49°; SD =

4.75°) compared to Narrow Gate (M = 19.92°; SD = 1.10°), and more
in Collocated setup (M = 73.83°; SD = 4.06°) than in Distributed
(M = 51.67°; SD = 3.46°). The difference between Narrow Gate and
Wide Gate is smaller for Distributed groups (in Narrow Gate M
= 16.14 °; SD = 1.43 °,Wide Gate M = 87.19°; SD = 5.71°) than for
Collocated ones (Narrow GateM = 23.70°; SD = 1.68°,Wide Gate
M = 123.95°; SD = 6.69°).

ForAverage pelvis rotation difference in gate,GateWidth (𝐹1,17 =
8.91, 𝑝 < 0.05, 𝜂2𝑝 = 0.34), Physical Setup (𝐹1,17 = 6.56, 𝑝 < 0.05,
𝜂2𝑝 = 0.12) and the interaction Gate Width x Physical Setup
(𝐹1,17 = 7.15, 𝑝 < 0.05, 𝜂2𝑝 = 0.30) have a significant effect. Users
were more oriented towards each other in Collocated setup (M =

116.63°; SD = 5.02°) than in Distributed (M = 74.20°; SD = 4.28°),
and in Narrow Gate (M = 102.82°; SD = 4.38°) compared to Wide
Gate (M = 88.01°; SD = 3.87°). The difference betweenNarrow Gate
andWide Gate is much larger for Distributed groups (Narrow
Gate M = 88.24°; SD = 5.68°, Wide Gate M = 60.16°; SD = 5.02°)
than for Collocated ones (Narrow Gate M = 117.40°; SD = 6.66°,
Wide Gate M = 115.86°; SD = 5.88°) where the average values are
nearly the same.

Number of gate collisions was low in all conditions (Median = 2,
summed over all gate trials) and was not affected by any condition.
Duration of Gate Task was not different in any condition either

(M = 6.72sec; SD = 2.32sec). We did not observe any influence
of Individual Immersion on leader-follower behavior. In the
majority of groups, one of two users was the first one to go through
the gates in most cases. The discussed proxemics-related effects of
Gate Task are shown in Figure 4.

4.1.3 Rope losses and rope snaps. We used the ART test with Task
Type (Fruit vs Gate) and Individual Immersion as repeated-
measures factor to analyze them on the individual level. ForNumber
of rope losses, we found a significant effect of Individual Immer-
sion (𝐹3,126 = 7.64, 𝑝 < 0.001, 𝜂2𝑝 = 0.15), Task Type (𝐹1,42 = 35.93,
𝑝 < 0.001, 𝜂2𝑝 = 0.46).Post-hoc showed that there were more rope
losses per trial in VR (M = 2.0; SD = 3.1) than in AR (M = 1.0; SD =

2.4) and in Gate Task (M = 1.9; SD = 3.0) than in Fruit Task (M
= 0.7; SD = 1.4). For Number of rope snaps, we found a significant
effect of Task Type (𝐹1,42 = 147.00, 𝑝 < 0.001, 𝜂2𝑝 = 0.77), where
post-hoc tests showed that there were more rope snaps per trial in
Fruit Task (M = 2.5; SD = 1.9) than in Gate Task (M = 0.6; SD =

1.0).

4.2 Subjective questionnaires
4.2.1 Post-block questionnaire. Figure 5 shows box-plots for all
scores of post-block questions. Regarding the pESQ, we found a
significant effect of Individual Immersion on pESQ1 (𝐹3,132 =

0.07, 𝑝 < 0.05, 𝜂2𝑝 = 0.06), where post-hoc showed that scores were
higher inAR (M = 4.3; SD = 0.7) than inVR (M = 3.9; SD = 1.0). This
was also observed on pESQ2 (𝐹3,132 = 4.28, 𝑝 < 0.01, 𝜂2𝑝 = 0.09),
where in post-hoc analyses scores were higher inAR (M = 4.6; SD =

0.6) than in VR (M = 4.3; SD = 0.8), pESQ3 (𝐹3,132 = 5.76, 𝑝 < 0.001,
𝜂2𝑝 = 0.11) where scores were higher in AR (M = 4.3; SD = 0.8) than
in VR (M = 3.9; SD = 0.7), and pESQ4 (𝐹3,132 = 3.89, 𝑝 < 0.05, 𝜂2𝑝 =

0.08) where post-hoc analyses did not show differences between
levels of Individual Immersion. For pESQ5, we found a significant
effect of Physical Setup (𝐹1,44 = 4.08, 𝑝 < 0.05, 𝜂2𝑝 = 0.08), where
in post-hoc analyses scores were higher for Collocated groups (M
= 3.5; SD = 1.3) than for Distributed ones (M = 2.6; SD = 1.5).

Regarding Presence and Co-Presence, there was no significant
effect of Physical Setup (𝐹1,44 = 0.45, 𝑝 ==0.49) or Individual
Immersion (𝐹3,132 = 0.80, 𝑝 ==0.50) on Pr1. However, we found an
effect of Individual Immersion on Pr2 (𝐹3,132 = 29.98, 𝑝 < 0.001,
𝜂2𝑝 = 0.40), where post-hoc showed higher scores inVR (M = 5.2; SD
= 1.7) than in AR (M = 3.2; SD = 1.9). We found a significant effect
of Physical Setup (𝐹1,44 = 3.41, 𝑝 < 0.05, 𝜂2𝑝 = 0.07), Individual
Immersion (𝐹3,132 = 3.70, 𝑝 < 0.05, 𝜂2𝑝 = 0.07) and an interaction
effect (𝐹3,132 = 2.95, 𝑝 < 0.05, 𝜂2𝑝 = 0.06) on CoPr2. In post-hoc
analyses, scores were higher in the Collocated setup (M = 6.2; SD
= 1.1) than in the Distributed one (M = 5.6; SD = 1.2), higher in
AR (M = 6.0; SD = 1.2) than in VR (M = 5.6; SD = 1.1), and that
highest scores were reached in Collocated VR (M = 6.09; SD =

0.9) and lowest in Distributed AR (M = 5.4; SD = 1.1). We found
a significant effect of Physical Setup (𝐹1,44 = 11.88, 𝑝 < 0.01,
𝜂2𝑝 = 0.21) and Individual Immersion (𝐹3,132 = 5.79, 𝑝 < 0.001,
𝜂2𝑝 = 0.11) on CoPr3. In post-hoc analyses, scores were higher in
the Collocated setup (M = 5.3; SD = 1.4) than in the Distributed
one (M = 4.0; SD = 1.4), and higher in AR (M = 4.9; SD = 1.6) than
in VR (M = 4.4; SD = 1.5).
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Figure 4: The most prominent results of spatial analysis. Left: average percentage of cut fruits and fruit trial time. Right:
average player distances and head and pelvis rotation differences in the gate. The black bars indicate pairwise comparisons.

Figure 5: Boxplot for each question from the post-block questionnaire (Table 1) per Individual Immersion and Physical Setup.
The black bars indicate pairwise comparisons and the green bar an effect of the Individual Immersion.

Regarding collaboration, we did not find any significant effect
of Physical Setup (𝐹1,44 = 0.21, 𝑝 ==0.64) or the Individual
Immersion (𝐹3,132 = 0.80, 𝑝 ==0.49) on Col1. However, we found
a significant effect of Physical Setup (𝐹1,44 = 10.51, 𝑝 < 0.01,
𝜂2𝑝 = 0.19) on Col2, where post-hoc analyses showed higher scores
for Collocated groups (M = 3.8; SD = 1.1) than for Distributed
ones (M = 2.9; SD = 1.1).

Regarding Nasa-TLX scores, there was a significant effect of
Physical Setup (𝐹1,44 = 8.18, 𝑝 < 0.01, 𝜂2𝑝 = 0.15) on TLX-Physical,
with higher scores in Distributed setup (M = 3.6; SD = 1.8) than
Collocated (M = 2.1; SD = 1.1). We found an interaction effect
of Physical Setup x Individual Immersion (𝐹3,132 = 2.94, 𝑝 <

0.03, 𝜂2𝑝 = 0.06) on TLX-Effort, where scores were the highest for
Distributed AR (M = 4.5; SD = 2.0) and the lowest for Collocated
VR (M = 3.5; SD = 1.7).

4.2.2 Post Experiment Questionnaire. Figure 6 shows the distribu-
tion of answers for the post-questionnaires. A chi-square test on
Pref-Setup showed that answer distributions for Collocated and
Distributed groups were independent from each other (𝜒2 (8.63) =
2, 𝑝 < 0.05). For Ease-Gate and Ease-Fruit, answer distributions of

Figure 6: Post-questionnaire histogram for the Ease-Fruit,
Ease-Gate, and Setup-Pref per Immersion and Physical Setup.

Collocated and Distributed groups were dependent in the chi-
square test (𝜒2 (2) = 0.08, 𝑝 > 0.05 for Ease-Gate, 𝜒2 (2) = 2.05,
𝑝 > 0.05 for Ease-Fruit).

4.2.3 Simulator Sickness Questionnaire. Table 3 reports the aver-
age and the standard deviation of delta SSQ scores for each scale,
grouped by Individual Immersion. We found a significant ef-
fect of Individual immersion on oculomotor scale 𝜒2 (3) = 6.6,
𝑝 < 0.05. However, post-hoc did not show any difference between
the conditions (𝑝 > 0.05).
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Table 3: SSQ scores per individual immersion for each scale.

Nausea Disorientation Oculomotor Total
VR 1.45±11.00 1.10±18.32 3.95±14.08 5.40±82.31

VR-M 3.11±10.25 2.11±28.14 3.79±14.35 18.41±124.39
AR 3.94±13.42 4.53±23.85 9.88±16.75 30.80±106.01

AR-M 4.52±23.25 2.11±24.54 5.93±17.86 10.11±103.06

5 DISCUSSION
5.1 Effects of Physical Setup
We did not observe any differences in task performance metrics
between Collocated and Distributed groups. The average task
duration for both Fruit Task and Gate Task was independent of
whether users shared the physical space or were distributed, con-
trary to our expectation of faster completion times in Collocated
setup that was reported in previous research [31]. Users collided
with gates very infrequently in all conditions - only about twice
during 12 gate tasks. It appears that users had sufficient spatial ref-
erences to pass through the gate in all setups. The performance of
fruit slicing was not affected by Physical Setup either. Our hypoth-
esis [HTP1] has to be rejected. Although task performance itself
was not affected, we found some influence of Physical Setup on
the workload measures. The physical workload was judged slightly
higher in the Distributed setup. These results need further inves-
tigation and we would suggest focusing on two research axes: (1)
task performance might depend on how well people know each
other [46] and (2) task performance could be influenced by using
virtual agents in CMR [24].

Participants were more careful in the Collocated setup than
in the Distributed one: they kept larger distances to each other
while crossing the gate, looked at each other, and were rotated
towards each other more during Gate Task. More careful spatial
behavior in the Collocated setup is also reflected in the differences
in metrics related to the width of the gate. To cross a Narrow Gate,
two strategies were employed. Frequently, the first user to cross
the gate would walk forward, and rotate to look at the second user
after stepping through the gate. Alternatively, the first user could
start crossing the gate backward, while looking at the collaborator
and the rope. With Wide Gate, participants sometimes chose to
walk side by side, which resulted in them being closer to each other
while oriented in the same direction. This lead to differences in
Average player distance and Average pelvis rotation differ-
ence between Narrow Gate andWide Gate in the Distributed
condition. These differences were much smaller in the Collocated
condition, showing that users choose the same, safer technique
of going one after another to cross both types of gates. All these
results confirm [HSp1], in line with previous research, but ad-
ditional factors such audio-visual cues [28] could also influence
spatial behavior between participants and should be investigated.

The Collocated setup scored higher on two co-presence items,
with users judging it to provide more of a sense of being with
another person. In addition, one of the collaboration items (Col1)
scored higher in the Collocated setup and the reported enjoy-
ment was slightly lower in the Distributed setup. [HCoPr1] is
confirmed. Physical Setup had an effect on user preferences con-
cerning the type of immersion: participants in Distributed groups

preferred VR to AR, while in the Collocated groups AR was pre-
ferred., We cannot offer a definitive explanation of this difference in
the immersion type preference; but one plausible interpretation is
that AR allowed a better understanding of the spatial arrangement
and therefore more security, which was needed in the Collocated
setup. We analyzed the chosen immersion preference with the help
of user comments with both positive and negative feedback. In
free-form comments regarding VR, the main positive remark is that
VR looked "clean" (i.e., without noise and smooth), more immersive,
and the full body avatar helped to understand motion. The negative
comments were that sometimes the avatar IK pose was not entirely
correct and that some users were reluctant to move fast to cut the
fruit because they could not see the real physical boundaries of the
workspace. Regarding AR, the main positive comment was that it
provided good spatial judgments. However, it felt more exhaust-
ing to act in AR because of the blurry rendering of the video see-
through. The blurriness of AR has indeed resulted in slightly higher
oculomotor SSQ results, most probably due to its higher latency and
lower quality, and the rest frame theory [26] (i.e., the discrepancy
between the RE and the virtual fruit motion could cause instability
of representation between stationary and moving objects).

5.2 Effects of Immersion Type
During the Fruit task, the percentage of cut fruit was higher and
the fruits were cut faster in AR+AR than VR+VR. We did not
see any striking effect of the mixed setup; mixed Group Immer-
sion lead to results that were in between VR+VR and AR+AR.
We suggest that AR provided better spatial references to move
and guide the other person to cut the fruit, resulting in the worst
performance in VR+VR. Yet, users found it was easier to cut the
fruit in VR as shown in Figure 6, revealing an inconsistency be-
tween the objective of users and their subjective experience. In
the Gate task no performance differences in terms of completion
times or number of collisions were found. We then partially confirm
[HTP2], where AR+AR groups performed better than VR+VR
groups in the Fruit task. Previous work showed similar results for
single-user tasks [2, 22] but we are aware that AR may always lead
to higher task performance than VR. The interesting result in our
study is that asymmetric setups (VR+AR) were never providing
the highest task performance but also never the worst. Future work
could investigate more about how performance could be improved
in asymmetric setups by checking whether the task performance is
affected by the VR or AR user.

The number of times when the rope snapped out of the user’s
hand and when the user simply left the rope can be attributed
to the difficulty of the task. Number of rope snaps is a measure of
spatial coordination between two users; it is not surprising that they
occurred more frequently when users needed to coordinate quickly
in the Fruit Task. The significance of Number of rope losses is not
as evident; they can either be a result of tiredness from having to
carry the rope around all the time or a manifestation of the mental
load of the task (users have to pass through the gate while also
carrying the rope). Naturally, there were fewer rope losses in Fruit
Task, where user attention was focused on holding the rope in a
good way. Gate Task, on the other hand, took longer and required
a more sophisticated trajectory with the focus on another object in
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the scene (the gate), so participants were more likely to both forget
about the rope and to change hands while holding it. However, it is
not so clear why more rope losses occurred in VR than in AR. It
might be a sign of greater workload or difficulty in managing the
spatial arrangements of bodies and held objects in VR.

Similarly to [HSp1], we wanted to investigate in [HSp2] which
immersion type will provoke more careful spatial behavior. There
was no effect regarding head and pelvis rotations on Group im-
mersion, as well as the distance between players, showing that
spatial behavior was similar in all combinations of VR and AR im-
mersion. Our assumption that spatial behavior in AR would be
similar to that of the real world and thus different from VR did not
hold; we thus reject [HSp2]. One reason could be the low resolu-
tion of the AR immersion that did not reproduce a close enough
real-life situation. There was no effect of immersion on leadership
behavior in crossing the gate. While previous work found that the
most immersed user usually emerges as the leader, our result is not
surprising since our setup in fact does not make one or another
user more or less immersed: the large FoV of HTC Vive Pro ensures
that virtual objects are seen as clearly for the AR user as for the VR
user. While the quality of AR was definitely inferior to that of VR,
it did not result in any disadvantage for the AR user.

Higher scores for Pr2 question were reported in VR than in AR.
This was expected, as VR fully blocks the RE whereas AR provides
a video see-through of the RE with a few virtual objects (a rope,
gate, and fruit). It would be difficult to forget about the real location
in this setup. Regarding co-presence, AR scored better than VR for
the sense of being with the other person. However, no differences
were observed regarding collaboration between AR and VR. These
results are similar to a recent study [13], where authors argue that if
feeling physically present with a teammate is essential, AR could be
preferred over VR. Our results confirm [HCoPr2] at least partially,
co-presence being higher in AR than in VR.

We decided to choose a short questionnaire over gold standard
ones [34] to assess embodiment, as our main research question
was not to focus on the embodiment entirely but rather on having
insights about how the differences in the setup may impact embod-
iment. In the pESQ, pESQ1, and pESQ3 assess users’ self-location,
pESQ2 and pESQ4 users’ agency and pESQ5 body ownership. Our
results showed that participants felt higher self-location and agency
in AR than in VR, whereas body ownership was similar across
both immersion types. A real but low-quality representation of
users with latency still yielded higher embodiment than the virtual
avatars, a result similar to previous findings [60]. We suggest that
the lack of personalization of our avatar may have also yielded
lower scores in VR immersion [54]. According to our embodiment
results, designers of CMR should consider choosing AR for users
for whom self-location and agency are most important. It is worth
noticing that the employed IK avatar solution is not fully accurate
in computing the elbow’s pose and thus, the sense of embodiment
could have been negatively affected in the setups that allowed the
users to see the virtual avatars. Yet, participants did not necessarily
notice or complain about it.

We are aware that evaluating co-presence, presence, and embod-
iment in AR compared to VR is a difficult topic. For example, there
is a distinction between presence in AR and the extensively studied
notion of presence in VR, which raises uncertainties about the reli-
ability of the conventional presence questionnaire when applied

to AR scenarios [12]. While several works discussed this concern,
few questionnaires for measuring presence in the spectrum of MR
have been proposed [51]. Thus, further work and research should
be considered to understand better how the difference between AR
and VR immersion could impact users’ experience in CMR.

6 LIMITATIONS AND FUTUREWORK
The analyses of individual immersion and location setup provided
interesting insights about how such factors could influence users’
collaboration in VEs. However, future work should investigate ad-
ditional research to address a few limitations in our current work
that we will describe hereafter. First, we are aware that our sample
has some limitations: we did not reach a gender balance, and users
mainly were familiar with each other since they were recruited as
groups. However, our results still provide interesting insights into
collaboration in VEs since we mainly collaborate with people we
know. Further experiments should be conducted to understand bet-
ter how gender and levels of users’ familiarity (known vs. unknown
people) could influence collaboration in MR. Our experiment only
uses four avatars (two males and two females). Yet, the absence of
avatar personalization could diminish users’ sense of embodiment
and identification with their virtual representations. Future work
will consider users’ ability to customize their avatars with features
such as appearance or clothing to foster stronger body ownership,
thus enhancing user immersion in the virtual space. In addition,
future works will have to consider expanding the range of tasks
and environments beyond spatial exploration. Incorporating tasks
that involve cognitive load or assessing interactions in asynchro-
nous settings would help researchers to understand the cognitive
demands and social dynamics of collaboration in VEs. This also in-
cludes analyzing users’ vision dysfunctions and the changes in the
language spoken to assess whether they have an impact on task per-
formance and embodiment. Considering the apparatus, while our
study focused on consumers’ HMD, we know that the see-through
AR provided by the HTC Vive is not the best in terms of resolution
and framerate. Thus, future work should consider assessing alter-
native AR devices such as the Zedmini or the Varjo XR-3 to see if
the quality of the AR rendering could also affect user experience.

7 CONCLUSION
Factors that are important to CMR such as type of immersion and
physical location have not been studied in conjunction with joint
action. This paper proposed a study investigating the influence
of these factors on task performance, spatial behavior of users,
and their subjective perceptions in two types of joint action tasks.
The main outcomes indicate that AR leads to better performance
than VR for joint tasks where the temporal aspect is important.
Moreover, independently of the immersion type, users perform
joint actions more carefully in the collocated setup than in the
distributed one. However, this is only a first step toward better
understanding collaboration with MR setups during joint action
tasks. This work opens new perspectives on how the interaction
between the physical workspace is shared or not by users and
the way they are immersed in the VE should be considered when
designing CMR applications.
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