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Abstract
Bosonic Josephson junctions (BJJs) have been realised across various platforms
and their dynamics have been extensively studied since their first discovery in
the 1990s. While prior studies have predominantly delved into the mean-field
dynamics of BJJ, we focus on the dynamics of quantum-correlated states in the
BJJ with an emphasis on fluctuations. Our specific BJJ involves a pair of one-
dimensional (1D) Bose gases trapped in a double well on an atom chip. In order
to prepare the many-body system in the strongly quantum-correlated regime,
we employ a splitting procedure that protects dynamics in the relative degree of
freedom between the two 1D Bose gases from the thermal noises which otherwise
dominate over the quantum noises at finite temperatures. Furthermore, we
show how to optimise the quantum correlations in the multimode BJJ and
demonstrate how the improved correlations prolong the phase coherence in the
spatially extended 1D system. Our work provides new ways for engineering
correlations and entanglement in the external degree of freedom of interacting
many-body systems.





Zusammenfassung
Bosonische Josephson-Kontakt (BJJ) wurden bisher in verschiedensten physikalis-
chen Systemen realisiert und deren Dynamik seit ihrer Entdeckung in den 1990er
Jahren eingehend untersucht. Während frühere Studien sich hauptsächlich mit
der Betrachtung von Mean-Field Effekten beschäftigten, konzentrieren wir uns
auf die Dynamik von quanten-korrelierten Zuständen der BJJ wobei ein Schwer-
punkt auf Fluktuationen gesetzt wird. Im speziellen handelt es sich bei unserer
BJJ um ein Paar eindimensionaler (1D) Bose-Gase, die auf einem Atom-Chip in
einem Double-Well Potential gehalten werden. Um das Quantenvielteilchensys-
tem in einem Regime starker Quantenkorrelationen setzen wir ein Trennungsver-
fahren ein, dass die Dynamik der relativen Freiheitsgrade unseres Systems vor
thermischem Rauschen schützt, welches ansonsten bei endlichen Temperaturen
das Quanten-Rauschen dominieren würde. Darüber hinaus zeigen wir, wie
sich die Quantenkorrelationen im Multimode-BJJ optimieren lassen und wie
die so verbesserten Korrelationen zu einer Verlängerung der Phasenkohärenz
im räumlich ausgedehnten 1D-System führen. Unsere Arbeit weist neue Wege
auf, um gezielt Korrelationen und Verschränkung der externen Freiheitsgrade
wechselwirkender Vielteilchensystem herbeizuführen und deren Dynamik zu un-
tersuchen.
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Chapter 1

Introduction

The world of quantum physics continually unveils remarkable opportunities
to understand fundamental phenomena and develop cutting-edge technologies.
Within this landscape, the exploration of quantum-correlated states has cap-
tivated us with their distinct quantum behaviours. Since the pioneering ex-
perimental achievements [1, 2], squeezed states have been realized in diverse
experimental systems, especially with Bose-Einstein condensates (BECs) [3–
5]. In particular, spin squeezing [6] has attracted considerable attention due
to its implications for enhancing the precision of quantum measurements be-
yond classical limits. These states hold great promise for quantum metrology
[7, 8] and quantum sensing [9] applications, where improved sensitivity is cru-
cial. Employing the controlled interactions within complex many-body systems,
spin-squeezed states exhibit enhanced measurement precision, which enables
breakthroughs in fields ranging from atomic clocks [10] to gravitational wave
detection [11].

The computational challenges posed by simulating the emergent dynamics in
complex many-body systems are substantial. Rapidly growing entanglement
[12–15] and complex higher-order quantum correlations [16] make such simu-
lations computationally demanding. The introduction of experimental systems
as quantum simulators [17–20] offers a novel approach to address these chal-
lenges. In this thesis, we intend a structured exploration into the generation
and evolution of spin-squeezed states with our experimental framework of 1D
Bose gases. Within the limit of our experimental capabilities, we hope to de-
velop some grasp of the relaxation and thermalization processes in a pair of
initially correlated 1D quantum gases [16, 21, 22]. This not only enriches our
comprehension of complex quantum behaviours but hopefully also paves the
way for harnessing these phenomena to advance quantum metrology, quantum
sensing, and the broader quantum technology landscape.

We start by experimentally initialising a pair of 1D Bose gases in a double well
along the transversal direction, which realises an elongated bosonic Josephson
junction [23, 24]. The system can be well described as a generic two-mode
model [25], as the system energetically only occupies the two lowest single-
particle states (modes). Preparing them by splitting up a single gas into two
is a simple yet effective way to engineer correlations between them, in terms of
number squeezing [3]. By investigating closely the exact splitting procedure, we
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can control the level of imprinted correlations. From here, we make a connection
to the inherent multimode nature of the 1D Bose gas and seek agreement with
low-energy effective field theories, such as Tomonaga Luttinger Liquid [26–28]
and sine-Gordon model [16, 29, 30]. This experimental work intends to bridge
the two-mode models at zero temperature and 1D field theories that cover 1D
systems at finite temperatures.

The remainder of this thesis is organized as follows:

Chapter 2 provides a brief review of the theoretical foundations of the bosonic
Josephson junction and spin squeezing and the framework of one-dimensional
Bose gases in the weakly interacting quasicondensate regime and the low-energy
field theory models.

Chapter 3 presents the experimental system of 1D BECs trapped in a double
well and its readout, including characterization and calibration of symmetric
double wells.

Chapter 4 demonstrates two different approaches to the preparation of BECs
in a double well with a focus on the resulting noises in the relative degree of
freedom of quantum or thermal origins.

Chapter 5 delves into the mean-field dynamics of tunnel-coupled BECs. We
explore the frequency scaling in Josephson oscillations of both the global ob-
servables and the local observables.

Chapter 6 discusses the observation of oscillatory dynamics of the quantum
fluctuations between BECs in double wells with finite tunnel coupling and ex-
amines the tunability of these oscillations.

Chapter 7 optimises spin-squeezed states and presents the following dynamics
in a decoupled double well as a result of different levels of spin squeezing.

Chapter 8 envisions future directions of investigation built on the current
experimental findings.



3

Chapter 2

Bose–Einstein condensates in a
double well

This theory chapter delves into the mathematical framework and models used
to understand the rich dynamics of tunnel-coupled Bose-Einstein condensates
(BECs) in extended one dimension (1D). We begin by introducing the two-
mode models, which provide a simple yet powerful description of the coherent
tunnelling dynamics between the two tunnel-coupled BECs. These models allow
us to gain valuable insights into Josephson oscillations and later the dynamical
evolution of quantum fluctuations observed in the system.

Furthermore, we identify the regime of the 1D interacting Bose gases in the
experiment and introduce effective field theory describing the properties of the
1D Bose gases. This theoretical framework provides a good foundation for
understanding the emerging dynamics in one-dimensional quasicondensates in
double wells.

2.1 Generic two-mode model
The section is dedicated to describing BECs in a double well as a macroscopic
coherent system, which only occupy the two lowest single-particle states. This is
typically known as the two-mode model (M = 2). The finite temperature effect
is left out of the picture for now. A good review of the two-mode model can be
found in Dalton et al. [25]. This first model is the well-known Bose-Hubbard
(BH) model, which focuses on solving Hamiltonian with time-independent or-
bitals. The second model is the multi-configurational time-dependent Hartree
approach for bosons (MCTDHB) [31–33]. MCTDHB is a many-body simula-
tion method that solves the time-dependent Schrödinger equation. Lastly, I
will connect to the spin representation and introduce the critical quantities in
quantum metrology relevant to understanding the experimental results in this
thesis work.

For many body systems of indistinguishable particles, second quantization (field
quantization) is a more suitable way to express the quantum state, where only
the number of particles occupying a certain quantum state is important. For a
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single-component BEC in a double well, the full Hamiltonian is written as

Ĥ =

�
dr

�
h̄2

2m
∇Ψ̂† · ∇Ψ̂ + Ψ̂†V Ψ̂ +

g

2
Ψ̂†Ψ̂†Ψ̂Ψ̂

�
, (2.1)

where V is the external trapping potential and g is the coupling constant and
when restricted to the s−wave scattering with scattering length as is given by

g =
4π2h̄2as

m
. (2.2)

In its most general format, the field operator is expressed as

Ψ̂(r, t) =
M�
i=1

âi(t)ψi(r, t),

Ψ̂†(r, t) =
M�
i=1

â†i (t)ψ
∗
i (r, t),

(2.3)

where the occupancy âi(t) and modes ψi(r, t) are both time-dependent and fulfill
the commutation relations�

drψ∗
i (r, t)ψj(r, t) = δij,�

i

ψi(r, t)ψ
∗
i (r

′, t) = δ(r− r′),

[âi, â
†
j] = δij.

(2.4)

A state vector in the complete orthonormal Fock basis of M one-particle wave
functions referred to as modes or orbitals (in MCTDHB language), is expressed
as

|n; t⟩ = |n1, n2, ..., nM ; t⟩
=

1√
n1!n2!...nM !

�
â†1(t)

�n1
�
â†2(t)

�n2

...
�
â†M(t)

�nM |0⟩, (2.5)

where n = (n1, n2, ..., nM) represents the configuration and âi(t)
† creates a

particle in the ith mode. We can then express a pure quantum state as a
sum over all configurations of mode occupancy numbers

|Ψ(t)⟩ =
�
n

Cn(t)|n; t⟩, (2.6)

where Cn is the time-dependent coefficient of each configuration. In the case
M → ∞, this expression is exact. However, the computation is then exponen-
tially more expensive. To describe BECs in a double well, as we will introduce
in the upcoming subsections, we use up to M = 2 modes.
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Generally, we can define the p-th order density matrix to extend the represen-
tation to include mixed states

ρ(p)(r1, r2, ..., rp|r′1, r′2, ..., r′p; t) =
N !

(N − p)!�
Ψ(r1, r2, ..., rp, rp+1, ..., rN ; t)Ψ

∗(r′1, r
′
2, ..., r

′
p, r

′
p+1, ..., r

′
N ; t)drp+1...drN ,

(2.7)
where the diagonal of the matrix is the p-body probability distribution, and the
off-diagonal elements determine the p-th order coherence. Equivalently, we can
express it using the wave function in the spatial space |Ψ(r)⟩ = ⟨r|Ψ⟩

ρ(p)(r1, ..., rp|r′1, ..., r′p; t) = ⟨Ψ(t)|Ψ̂†(r′1)...Ψ̂
†(r′p)Ψ̂(rp)...Ψ̂(r1)|Ψ(t)⟩, (2.8)

and similarly expressing it with wave function in the momentum space |Ψ(k)⟩.
Suppose only a single eigenvalue of the reduced density matrix is macroscopic
(significant). In that case, the system can be well described with GPE, and we
need only M = 1 mode to characterize the quantum mechanical picture of the
system. On the other hand, if more than one eigenvalue is macroscopic, the
condensates are fragmented [34], and M > 1 modes are needed.

From hereon, we assume that BECs in a double well only occupy the two lowest
modes, M = 2. In the limiting case, where only a single mode is occupied, the
system can be described by the mean-field theory (M = 1), for instance, the
Gross-Pitaevskii equation (GPE). With the two-mode model, one can capture
the essential features of many body systems, such as correlations. In addition
to tunnel-coupled BECs (single component BEC in double wells), the two-mode
model can also describe BEC with two internal states in a single well, such as
two-component BEC [4, 35, 36] and spin BECs [5, 37]. In the next, we will
delve into two different two-mode models, where the main difference between

Figure 2.1: Two modes for BEC in a double well Left panel: two modes consti-
tute of ground state ψg and first-excited state ψe Right panel: two modes constitute
of left-localised state ψL and right-localised state ψR. They are interconvertible ac-
cording to Eq. (2.10).

.
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BH and MCTDHB is that the modes ψi (in Eq.(2.3)) are time-independent in
the Bose-Hubbard model and time-dependent in MCTDHB.

2.1.1 Two-mode Bose-Hubbard model

A wildly known two-mode model is the Bose-Hubbard (BH) model [38]. The
modes in the BH model are time-independent. The Hamiltonian of a two-mode
BH model can then be approximated as

Ĥ = −J(â†LâR + â†RâL) +
U

2

�
i=L,R

â†i â
†
i âiâi, (2.9)

where annihilation âi and creation operator â†i on the spatially localized modes
ψL and ψR in the left and right well respectively

ψL(r) =
ψg(r) + ψe(r)√

2
,

ψR(r) =
ψg(r)− ψe(r)√

2
,

(2.10)

as a superposition of the single particle ground state Ψg and first excited state
Ψe (see Fig. 2.1). So that the general field operator (defined in Eq. (2.3)) within
M = 2 mode model (consisting of ψL and ψR) is expressed

Ψ̂(r) = âLψL(r) + âRψR(r). (2.11)

The inter-particle interaction energy U and the tunnel coupling energy J is
obtained

U ≡ 2g

�
d3r|ψL(r)|2|ψR(r)|2,

J ≡
�

d3r

�
h̄2

2m
∇ψ∗

L(r)∇ψR(r) + ψ∗
L(r)V (r)ψR(r)



,

(2.12)

where V (r) is the trapping potential and g is the inter-particle interaction
strength. The corresponding Fock basis for solving the two-mode BH Hamilto-
nian in Eq. (2.9) is

{|NL, NR⟩}, where NL +NR = N, and NL,R ∈ [0, N ], (2.13)

here NL and NR represent the atom number in each of the spatial modes and
the total atom number N is conserved. To achieve a semiclassical mean-field
approximation, we define the creation and annihilation operators for each mode
as follows [39]

âi =

�
N̂ie

iΦ̂i , (2.14)

â†i = e−iΦ̂i

�
N̂i, (2.15)
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Here i = L or R for each mode. Conversely, one can express the number
operator as

N̂i = â†i âi (2.16)

And the phase operator Φ̂i fulfils the commutation relation,

[Φ̂i, N̂i] = i, (2.17)

where we pick the definition by Dirac, et. al. [40]. Note that the phase operator
Φ̂ definition is not very rigorous and breaks down for larger phase fluctuation
[41]. The coherent state can be expressed as [42]

|Ψ⟩ = 1√
N !

�
a†L + a†R

�N

|0⟩, (2.18)

with |0⟩ representing the vacuum state. This is an eigenstate for the limiting
case where U = 0. To derive a more general description, we define the conjugate
observables in the relative degree of freedom between two BECs, respectively
the relative number, N̂−, and relative phase, Φ̂, as

N̂− = N̂L − N̂R, (2.19)

Φ̂ = Φ̂L − Φ̂R. (2.20)

Using the convention that

cos Φ̂ =
exp(iΦ̂) + exp(−iΦ̂)

2
, and n̂ =

N̂−
N

, (2.21)

we can re-express the BH Hamiltonian in Eq.(2.9) as

Ĥ = −2J
√
1− n̂2cos Φ̂ +

UN

4
(1− n̂2)− U

2
, (2.22)

In the continuous limit, N → ∞, one can omit the last term and treat all
operators as classical fields

H = −2J
√
1− n2cosΦ +

UN

4

�
1− n2

�
. (2.23)

The time evolution of relative number N− or relative phase Φ can be computed
using the Heisenberg equation of motion

−ih̄
∂N−
∂t

= [H,N−], and − ih̄
∂Φ

∂t
= [H,Φ], (2.24)

which is useful to derive mean-field dynamics of experimentally accessible ob-
servables in Chpt. 5 and semiclassical simulations in Sec. 6.2.1. Improved two-
mode BH models such as including a time-dependent tunnel coupling [43] have
been developed. But within the scope of this thesis, only the simplest version
of the BH model ( Eq. (2.9)) is used.
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2.1.2 Multi-configurational time-dependent Hatree method
for bosons (M = 2)

To capture the full quantum mechanical picture of BECs in double well, in
terms of quantifying correlations and coherence, we can consult with two-mode
MCTDHB [31–33]. Here modes refer to the single-particle eigenstates. This
method is at its core a wavepacket propagation method, which can be broken
down into three parts: the initialisation of the wavepacket, the propagation of
the wavepacket and the analysis of the wavepacket. MCTDHB method is an effi-
cient man-body simulation method that solves the time-dependent Schrödinger
equation using a variational method based on multi-configurational wavefunc-
tion ansatz.

With the configured quantum state expressed in Fock basis (Eq.(2.6)), the key
for solving the time-dependent Schrödinger equation

Ĥ|Ψ⟩ = i∂t|Ψ⟩, (2.25)

is to use Eq.(2.6) as an Ansatz and apply the time-dependent variational method.
We define an action functional

S =

�
dt

�
⟨Ψ(t)|Ĥ − i

∂

∂t
|Ψ(t)⟩ −

M�
k,j=1

µkj[⟨ψk|ψj⟩ − δkj]

�
, (2.26)

and look for a stationary S with respect to variation of the coefficients Cn and
orbitals ψk to allocate the ground state |Ψ⟩ with ensured orthonormal basis.

Within the scope of this thesis, M = 2 in Eq. (2.5) is sufficient to capture the
physics of a macroscopic bosonic Josephson junction. By picking the two lowest
single-particle eigenstates ψ1 and ψ2 as the two natural orbitals with opposite
parity, we can express the state of a N -body system as

|Ψ(t)⟩ =
N+1�
i=1

Ci(t)|ni
1, n

i
2; t⟩, ni

1, n
i
2 ∈ [0, N ], ni

1 + ni
2 = N. (2.27)

To best resemble typical cold atom experimental readout of single shot images,
projective measurement can be performed in either real space |ψ(r, t)|2 or mo-
mentum space |ψ(k, t)|2. More details can be found in a colloquium by A. Lode,
et. al. [33]. Correlations can be shown in the variance of operators

∆Â2 = ⟨Â2⟩ − ⟨Â⟩2, (2.28)

which has contributions from the two-body operators. We can apply this to
estimate the variance in spatial and momentum space. The correlation is a
many-body feature that is ignored in mean-field theories.
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2.2 Spin representation
In this section, we introduce concepts in quantum metrology, such as spin
squeezing and many-body entanglement. These concepts clarify the main mo-
tivation of this thesis work, which is to optimise spin squeezing in BEC in a
decoupled double well serving as an input state with the quantum-enhanced
sensitivity of an interferometer. The majority of this section is inspired by a
review of quantum metrology with nonclassical states [8].

2.2.1 Collective spin picture

To model the tunnel-coupled BECs on the Bloch sphere, we can treat the N -
boson system as a collective spin system of 1/2 spin particles. The total spin
angular momentum length is equal to S = N/2. The Hamiltonian of the sym-
metric two-mode BH model in Eq.(2.9) can be re-expressed in the pseudo-spin
picture as

Ĥ = UŜ2
z − 2JŜx, (2.29)

where U is the interaction energy, Ω is the coupling energy and the Schwinger
pseudo-spin operators are defined as,

Ŝx =
1

2
(â†1â2 + â†2â1) (2.30)

Ŝy =
1

2i
(â†1â2 − â†2â1), (2.31)

Ŝz =
1

2
(â†1â1 − â†2â2) (2.32)

which fulfill the angular momentum commutation relation [Ŝi, Ŝj] = ϵijkŜk and
commute with N̂ = â†1â1 + â†2â2. Even though Ŝy does not appear in this
particular Hamiltonian, but is defined for completeness. Ŝ2

z is a nonlinear term
accounting for the atom-atom interaction.

2.2.2 Spin squeezing

The ground state of a bosonic Josephson junction with repulsive interactions,
U > 0, can be categorized according to the interplay factor [44]

Λ =
UN

2J
. (2.33)

In the limit 0 < Λ ≪ 1, known as the Rabi regime, the ground state of the BJJ
is a spin coherent state, ∝ (â†1+ â†2)

N |0⟩, where the binomial occupation of each
mode yields

(∆Ŝy)
2 = (∆Ŝz)

2 =
N

4
. (2.34)

This corresponds roughly to the noninteracting case U = 0. The phase co-
herence ⟨Ŝx⟩ ≈ N/2, signifies a well-defined relative phase between the modes.
As Λ increases, the number fluctuations between the two modes become less



10 Chapter 2. Bose–Einstein condensates in a double well

favourable (due to the preferred minimization of energy). In the limit Λ ≫ N2,
the phase distribution is almost completely uniform, namely wrapped around
2π. The ground state of BJJ approaches the twin Fock state with vanishing
number fluctuations (Λ → ∞), which is represented with

(â†1)
N(â†2)

N |0⟩ =
"""N
2
,
N

2

�
, with even N,

=
1√
2

�"""N + 1

2
,
N − 1

2

�
+
"""N − 1

2
,
N + 1

2

��
, with odd N.

(2.35)
In the Josephson regime 1 ≪ Λ ≪ N2, the number and phase fluctuation can
be approximated to be

∆Ŝ2
y ≈ N

√
Λ

4
, ∆Ŝ2

z ≈ N

4
√
Λ
. (2.36)

The spin-squeezed state is a class of metrologically useful entangled states.
Whereby the metrological spin squeezing factor is defined as [45]

ξ2S =
N(∆Ŝz)

2

⟨Ŝx⟩2
. (2.37)

The state is metrologically spin squeezed if ξ2S < 1 is fulfilled. The ground state
of BJJ with positive nonlinearity, U > 0, is spin squeezed with expectation
value ξ2S = 1√

1+Λ
in the Rabi and Josephson regime and ξ2S = 2

N+2
(even N) in

the Fock regime.

Now let us draw a direct connection to the earlier definition of the conjugate
variables N̂− and Φ̂ in the two-mode BH model. The spin operator Ŝz represents
the population imbalance between the left and right condensate with its first
momentum and the variance as defined in Eq. (2.28) equal to

⟨N̂−⟩ = 2⟨Ŝz⟩, ∆N̂2
− = 4∆Ŝ2

z . (2.38)

If the spin vector aligns with the x-axis on the Bloch sphere (this is the case
with a well-defined phase in the Rabi regime), the corresponding analogy of the
relative phase can be approximated to be

Φ̂ = arctan

�
⟨Ŝy⟩
⟨Ŝx⟩

�
, ∆Φ̂2 =

∆Ŝ2
y

|⟨Ŝx⟩|
. (2.39)

The uncertainty principle is defined as

∆N̂2
−∆Φ̂2 ≥ 1. (2.40)

Whereas the standard quantum limit (SQL), corresponding to fluctuations of
the spin coherent state, is

∆N̂2
− = N, and ∆Φ̂2 =

1

N
. (2.41)
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and the Heisenberg limit is

∆N̂2
− = N2, and ∆Φ̂2 =

1

N2
, (2.42)

which can be reached with a genuine N -particle entangled state and can thus
never be violated. We investigate later more in detail in Sec. 3.3.1 and Sec. 3.3.2
the evaluation of experimental data and estimation of number and phase squeez-
ing factors and spin squeezing factors [6], as well as the dynamical generations
of spin-squeezed state in Chpt. 6.

2.3 1D quasicondensates
In general, the full behaviour of the tunnel-coupled BECs, especially with 1D
quasi-condensates, extends beyond the two-mode theories. In particular, the
thermal excitations are non-negligible in the longitudinal direction. We cover
here in Sec.2.3.1 the regime of our 1D Bose gas and in Sec.2.3.2 the effective
field description in low energy expansion of a single 1D quasicondensate and
1D quasicondensates in a double well. The effective field theory predicts in-
triguing multimode dynamics in 1D quasicondensates, providing insight into
our experimental observations presented in Sec. 7.3 and Chpt. 8.

2.3.1 1D weakly interacting Bose gases

In one-dimensional Bose gases, the confinement along two spatial dimensions
restricts the motion of particles, resulting in enhanced interactions and a richer
interplay between kinetic and potential energy. Based on the interplay between
the different terms, we can categorize the 1D system into different regimes.
First, the Lieb-Liniger parameter is a measure of the interaction strength per
density in the system

γ =
g1Dρ1d

h̄2ρ21d/m
=

mg1D

h̄2ρ1d
, (2.43)

where ρ1d is the longitudinal atomic density and m is the atomic mass. γ ≪ 1
represents the weakly interacting regime, which is the case for our 1D Bose gases
of Rubidium−87 atoms. Moreover, we find ourselves in the quasicondensate
regime, if the reduced temperature T ′ = T/Td <

√
γ, where the degeneracy

temperature Td is expressed as

Td =
h̄2ρ21d
2mkB

, (2.44)

indicating the temperature when the de Broglie wavelength is equal to the in-
terparticle distance. With the typical experimental setting, we quantify our
system as weakly interacting 1D quasicondensates. This regime is characterised
by suppressed density fluctuations and pronounced phase fluctuations. Not
that, in contrast to their higher-dimensional counterparts, 1D Bose gases do
not condense to true BEC even at low enough temperatures. This originates
from the dimensional dependence of the density of states D(ϵ) ∝ ϵd/2−1, where
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d is dimensionality [46]. In d = 1 dimensional gases, D(ϵ) → ∞ as energy
approaches zeros ϵ → 0. The divergent state density prevents macroscopic oc-
cupation of a single quantum state at low temperatures, therefore the formation
of true BECs in 1D is not possible.

Local observables in quasicondensates can be treated like observables in in-
dependent true condensates, while the global phase coherence is absent. The
Hamiltonian with repulsive contact interaction can be expressed as

Ĥ =

�
dzψ̂†(z)

�
− h̄2

2m
∂2
z + V (z)− µ+

g1D
2

ψ̂†(z)ψ̂(z)


ψ̂(z), (2.45)

where µ is the chemical potential and V (z) the potential energy and g1D is the
effective 1D interaction strength along the longitudinal direction

g1D ≈ 2h̄asω⊥, (2.46)

where ω⊥ =
√
ωxωy is the radial trap frequency. A more detailed expression of

g1D can be found in [47]. The field operator can be written in the phase-density
representation

ψ̂(z) =
�
ρ̂(z) exp(iϕ̂(z)). (2.47)

Without the trapping potential V (z) in Eq. (2.45), the Hamiltonian is known as
the Lieb-Liniger model and is exactly solvable [48]. However, with trapping po-
tential included, the Lieb-Liniger model is excessive for computing the system’s
dynamics. Therefore we will introduce an effective model in the following sec-
tion, providing a more accessible means of understanding the underlying physics
within the experimental system.

2.3.2 Effective field theory

Instead of solving the complex Hamiltonian in Eq. (2.45), effective models, such
as the Luttinger liquid and Bogoliubov’s theory, simplify the calculation a lot
by only collecting the leading terms in the Hamiltonian. As we will show later,
these field descriptions in the low excitation regime can explain the dynamics
of 1D Bose gases observed in the experiment. We will introduce in this section
the effective field theory of a single condensate and a pair of condensates with
finite or vanishing tunnel coupling.

2.3.2.1 Single quasicondensates

In weakly interacting condensates with suppressed density fluctuations, we can
approximate the density operator with a mean density ρ(z, t) and a density
fluctuation operator δρ̂(z, t) and express the field operator as

ψ̂(z, t) =
�

ρ(z, t) + δρ̂(z, t) exp (iϕ̂(z, t)), (2.48)

where ϕ̂(z, t) is the spatially fluctuating phase. The bosonic commutation rela-
tion [δρ̂, ϕ̂] = iδ(z, z′) is obeyed. Assuming small density fluctuation |δρ̂|/ρ ≪ 1
and long wavelength phase fluctuations |∂zϕ̂|/ρ ≪ 1 (low energy excitations),
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we insert this density-phase representation in Eq. (2.48) into the Hamiltonian in
Eq. (2.45) and expand it to the second order. The zeroth order is the well-known
Gross-Pitaevskii equation involving only the mean density ρ�

− h̄2

2m

�
∂

∂z

�2

+ V (z)− µ+ g1Dρ(z)

��
ρ(z) = 0. (2.49)

The first order Ĥ(1) vanishes, making the second order Ĥ(2) the dominant term
for the fluctuations. By further applying the local density approximation, i.e.
ignoring the kinetic energy of the mean density, ∂2

z

�
ρ(z) ≪ 1, we express the

second-order Hamiltonian as

Ĥ(2) =

�
dz

 h̄2

8mρ(z)

�
∂δρ̂

∂z

�2

+
g1D
2

δρ̂2 +
h̄2ρ(z)

2m

�
∂ϕ̂

∂z

�2
 . (2.50)

The first term is known as the quantum pressure term. At the long wavelength
limit, ∂zδρ ≪ 1, which corresponds to the low energy regime, the first term
is much smaller than the second term. We can thus simplify the second-order
Hamiltonian H(2) to the Tomonaga-Luttinger liquid Hamiltonian [26–28]

ĤTLL =

�
dz

g1D
2

δρ̂2 +
h̄2ρ(z)

2m

�
∂ϕ̂

∂z

�2
 . (2.51)

This model is an important low-energy description of 1D problems and is used to
describe most of the experimental findings in this thesis. Since the mean density
ρ(z) depends on the trap V (z), the exact solution of the Tomogana-Luttinger
liquid depends on the trap geometry [49].

The simplest case is assuming a box potential of length L, leading to homoge-
neous atomic density, ρ(z) = ρ1d. We can then expand the phase and number
fluctuation operators with wave numbers kj = jπ/L,

ϕ̂(z) =
�

2/L
∞�
j=1

cos(kjz)ϕ̂j +
ϕ̂0√
L
,

δρ̂(z) =
�

2/L
∞�
j=1

cos(kjz)δρ̂j +
δρ̂0√
L
,

(2.52)

and feeding this into the Hamiltonian from Eq.(2.51) with enforced Neumann
boundary conditions typical for a hard-wall box potential,

∂ϕ̂

∂z
|z=0,L =

∂δρ̂

∂z
|z=0,L = 0, (2.53)
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we obtain the quadratic Hamiltonian1

Ĥ
(2)
TLL =

∞�
j=1

�
g1D
2

δρ̂2j +
h̄2k2

j

2m
ρ1dϕ̂

2
j

�
+

g1D
2

δρ̂20. (2.54)

Note that the j = 0 mode in the relative phase field ϕ̂0 does not enter the
Hamiltonian. ϕ̂0 corresponds to the global phase of the single quasicondensate.
Furthermore, by introducing creation and annihilation operators for the phonon
excitations [46]

b̂j =
1√
2

�√
g1Dδρ̂j + i

h̄kj
√
ρ1d

m
ϕ̂j

�
,

b̂†j =
1√
2

�√
g1Dδρ̂j − i

h̄kj
√
ρ1d

m
ϕ̂j

� (2.55)

we can rewrite the Hamiltonian in Eq. (2.54) for k ̸= 0 modes as a set of
independent harmonic oscillators

Ĥ
(2)
TLL =

∞�
j ̸=0

h̄ωj

�
b̂†j b̂j +

1

2

�
, (2.56)

where in the full Bogoliubov spectrum the eigenenergy is expressed as ϵj = h̄ωj

with
ωj = ckj

�
1 + ξ2hk

2
j/4, (2.57)

with the healing length2

ξh =
h̄√

g1Dρ1dm
(2.58)

and the phonon speed

c =

�
g1Dρ1d
m

. (2.59)

In typical experimental conditions, ξhk ≪ 1, we can safely restrict ourselves to a
linear dispersion regime ωj = ckj. At thermal equilibrium, the mode occupation
follows the Bose statistics nj = 1/[exp(h̄ωj/kBT )−1] and in the high occupation
regime (nj ≫ 1) can be approximated as

nj = ⟨b̂†j b̂j⟩ =
kBT

h̄ωj

, (2.60)

where T is the thermal temperature in the quasicondensate. From here, we will
treat δρ and ϕ as classical fields, since nj ≫ 1 in the experimentally accessible
regime3. From the thermal density distribution and by using the quadratic
Hamiltonian in Eq (2.54), one can derive that the Gaussian thermal states are

1δρ̂j and ϕ̂j fulfill the commutation relation [δρ̂j , ϕ̂k] = iδj,k
2Note that in some other works, the healing length sometimes is defined with an additional

factor 1/
√
2. In that case, the Eq. (2.57) is redefined accordingly.

3For general references, h̄ω1/kB ≈ 0.5 nK.
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fully characterised by the fluctuation amplitudes

⟨ϕ2
j⟩ =

mkBT

h̄2ρ1dk2
j

, ⟨δρ2j⟩ =
kBT

g1D
. (2.61)

At thermal equilibrium, the first-order phase coherence between two spatial
points z and z′ in a single quasi-condensate

C(z, z′) = ⟨ψ̂†(z)ψ̂(z′)⟩
⟨ψ̂†(z)ψ̂(z)⟩⟨ψ̂†(z′)ψ̂(z′)⟩ , (2.62)

decays exponentially over the thermal coherence length λT

C(z, z′) = exp(−|z − z′|/λT ), (2.63)

where

λT =
2h̄2ρ1d
mkBT

. (2.64)

For reference, the thermal coherence length is λT ≈ 11µm with temperature
T = 50 nK and peak density ρ1d(z = 0) = 50µm−1 in the typical magnetic
traps used in this thesis.

In the case of a harmonic trap V (z) = 1
2
mωzz

2, where the mean density is
spatially dependent, the expansion basis in Eq. (2.52) should be replaced by
Legendre polynomials [50] and the mode energies are

ωj = ωz

�
j(j + 1)

2
, (2.65)

which are not equally spaced and incommensurate. As we will see in Sec. 2.3.2.2
and Chpt. 7, this spectrum and inhomogeneity in the mean density make com-
parison to the observed dynamics in the decoupled traps more challenging. Fur-
thermore, we should note that including higher order expansion of the Hamil-
tonian breaks the integrability and couplings between the modes as described
in Eq. (2.56) are present.

The presented Bogoliubov transformation and the effective model in this section
can be easily extended for describing 1D quasicondensates in a double well with
finite or vanishing tunnel coupling. The observables in the relative degree of
freedom between the two condensates are directly accessible in the experiment,
making them highly relevant for experimental studies.

2.3.2.2 Quasicondensates in a double well

Now let us consider a pair of tunnel-coupled 1D quasicondensates. Built on the
effective field theory of a single quasicondensate in Sec. 2.3.2.1, we first introduce
the Hamiltonian for describing the tunnel-coupled condensates can be simply
expressed as

Ĥ = ĤL + ĤR + Ĥt, (2.66)
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where ĤL and ĤR are the Hamiltonian for each of the condensates expressed
as in Eq. (2.45) and

Ĥt = −h̄J

�
dz

�
ψ̂†
L(z)ψ̂R(z) + ψ̂†

Rψ̂L(z)



(2.67)

governs the dynamics between the two tunnel-coupled condensates. To trans-

Z

Figure 2.2: Spatial relative observables definition Each quasicondensate
presents locally fluctuating phase ϕL(z) and ϕR(z). We define the relative phase
between the two condensates ϕ(z) = ϕL(z) − ϕR(z). To study beyond zero momen-
tum mode, we investigate the spatial distant relative phase θ(z, z′) between two spatial
points in the relative phase field.

form into a more convenient basis4, we define the local conjugate observables
in the relative degree of freedom between the two condensates as depicted in
Fig. 2.2

ρ̂−(z) = ρ̂L(z)− ρ̂R(z),

ϕ̂−(z) = ϕ̂L(z)− ϕ̂R(z),
(2.68)

and the common degree of freedom as

ρ̂+(z) = ρ̂L(z) + ρ̂R(z),

ϕ̂+(z) = ϕ̂L(z) + ϕ̂R(z).
(2.69)

Assuming balanced condensates, ρL(z) = ρR(z) = ρ0(z), we can then rewrite
the Hamiltonian of BECs in a double well as

Ĥ = Ĥ+ + Ĥ− + Ĥt, (2.70)

decomposed into Hamiltonian in the relative degree of freedom (−) and common
degree of freedom (+) and the tunneling term Ht. Similarly to Eq. (2.48), using

4We define the operators to best match with our experimental analysis. With our defini-
tion, the commutation relations need to be modified with an additional factor of 2.
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the relative density fluctuations representing the density fluctuations subtracted
from the mean relative density field δρ̂−(z) = ρ̂−(z)−ρ−(z), we can express the
Ĥ± as the Tomonaga-Luttinger liquid Hamiltonian

Ĥ
(2)
± =

�
dz

g1D
4

δρ̂2±(z) +
h̄2ρ0(z)

4m

�
∂ϕ̂±
∂z

�2
 . (2.71)

In decoupled double wells (J = 0), the Hamiltonian is simply

Ĥ(2) = Ĥ
(2)
+ + Ĥ

(2)
− . (2.72)

The relative and common DoF are completely independent of each other in the
case of balanced and decoupled condensates. Furthermore, we take note that
δρ̂− = (ρ̂L − ρ̂R)− (ρL − ρR) = ρ̂−. Thus we can simply plugging ⟨δρ2−⟩ = ⟨ρ2−⟩
into Eq. (2.73) and obtain density fluctuation amplitudes for each mode as

⟨ρ2−,j⟩ = ⟨δρ2−,j⟩ =
2kBT

g1D
, ⟨ϕ2

−,j⟩ =
2

λTk2
j

(2.73)

where ρ1d denotes the atomic density in each of the condensates. From here we
will drop the minus sign in the relative phase ϕ̂− and simply use ϕ̂. One can
derive that the variance of the phase difference between two spatial points in
the relative phase field θ(z, z′) = ϕ(z)− ϕ(z′) is expressed as

⟨θ(z, z′)2⟩ = |z′ − z|
λT

, where θ(z, z′) = ϕ(z)− ϕ(z′), (2.74)

thereby we recover the two-point phase correlation function of the relative phase,
similar to what previously is shown in Eq. (2.63) for a single condensate,

C(z, z′) = ⟨cos θ(z, z′)⟩ = exp

�
−⟨θ(z, z′)2⟩

2

�
= exp

�
−|z − z′|

2λT

�
. (2.75)

Note that there is a factor of 2 in front of the thermal coherence length here
compared to for a single condensate in Eq. (2.64).

Now let us turn to the case of finite tunnel coupling and simplify the tun-
nelling term in Eq. (2.67). We can neglect density fluctuations in the tunnelling
Hamiltonian, namely use the expression ψ̂i =

�
ρ0(z) exp(iϕ̂i(z)), i ∈ [L, R]

in Eq. (2.67). This is valid in the low excitation regime, thus we obtain the
following expression for the tunnelling term

Ĥt = −2h̄J

�
dzρ0(z) cos(ϕ̂(z)). (2.76)

Together with the Hamiltonian in the relative DoF in Eq (2.71), we have derived
the well known sine-Gordon Hamiltonian [16, 29, 30]

ĤSG = Ĥ
(2)
− −

�
dz2h̄Jρ0(z) cos(ϕ̂(z)). (2.77)
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In the context of the sine-Gordon model for tunnel-coupled BECs, the inter-
play between thermal fluctuations and the nonlinear interactions described by
the sine-Gordon equation is crucial in characterizing the system’s behaviour at
finite temperatures. This is in principle relevant to the experimental findings
in Chpt. 6. But as we restrict the measurements to the global observables, i.e.
global relative number N− and global phase Φ, in tunnel-coupled double wells
(see Chpt. 6), we will spare further discussion on the sine-Gordon model here.
For the main experimental observations of the 1D dynamics in the decoupled
trap presented in Sec. 7.3, we will describe the time evolution of non-equilibrium
states accordingly in the same chapter.
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Chapter 3

Experimental system and readout

As the experimental setup has been described in detail by previous PhD theses
[51–53], we only provide a concise description to stage this thesis within context.
First, we will briefly cover the production of BEC from Rubidium vapours in
ultra-high vacuum and its trapping with magnetic fields created with an atom
chip. Then, we explain the radio frequency (RF) dressing technique used to
smoothly transform the transversal trap from a single well to a double well.
Thereafter, we introduce the imaging systems and the experimental readouts,
in particular, the evaluation of fluctuations of experimentally accessible observ-
ables in a double well configuration highly relevant for Chpt. 4 and Chpt. 6.

3.1 BEC production
In this section, we provide a concise overview of the experimental process for
producing BECs in an elongated trap from hot Rubidium vapours. We refer to
previous theses [51–53] for more details. Additionally, we introduce the use of
the RF dressing technique, which is employed to transform the magnetic trap in
one axial direction. This technique is closely aligned with the primary scientific
focus of this thesis, where we employ BECs in a double well as matter-wave
interferometry.

3.1.1 Experimental sequence

We use a single ultra-high vacuum chamber1 for cooling and trapping of the
Rubidium-87 atoms. The entire experiment is controlled with an ADwin sys-
tem2 offering 32 analogue and 64 digital channels with time resolution 25µs
which are all controlled with a "home-built" user interface in MATLAB. Each
experimental cycle takes 34.3 s. We divide the experimental cycle into different
phases.

The first stage is often referred to as the Magneto-Optical Trap (MOT) phase.
In our setup, we use a mirror-MOT configuration standard for atom chip experi-
ments with only two pairs of counter-propagating laser beams. We laser cool [54]

1at pressure ≈ 3 · 10−11 mbar measured with ion gauge
2Jäger ADwin Pro
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500 µm
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Bbias

ITrans

IRF
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a. b.

c. d.

Figure 3.1: Magnetic trap configurations a Copper structures for creating rough
magnetic Z-trap (red), U-trap (blue) and two I-wires for Stern-Gerlach separation. b.
picture of atom chip used in this experiment. c. Layout of wires on the atom chip.
Pads on the outer region are connectors. Black, dark green and red wires and pads
are used in the experiment. d. Zoomed-in region of c including all the active wires
on the atom chip used for creating the final trap of the experiment together with
external magnetic fields from the coils. The black wire is the main trapping wire
for radial confinement, internally referred to as 80µm wire. Two red wires are used
for radio frequency (RF) dressing. Green wires create an H-trap for the longitudinal
confinement. The figure is adapted from [51].

and trap the Rubidium-87 atoms in a quadrupole magnetic trap created by U-
shaped copper wire lying above the atom chip in the vacuum chamber, as shown
in Fig. 3.1a. We refer to literature for more details on techniques, such as laser
cooling [54] and magnetic trapping of Rubidium atoms [55, 56]. At the end of
the MOT phase, the atoms are optically pumped into state |F = 1,mF = −1⟩,
where F is the total angular momentum and mF is the component along the
local magnetic field. The potential energy of neutral atoms in a static magnetic
field is expressed by

Vs(r) = mFgFµB|Bs(r)|, (3.1)

where µB is the Bohr magneton and Bs(r) is the local static magnetic field.
The Landé factor is gF ≈ −1/2 for the F = 1 hyperfine state, and mF is the
quantum number along the local magnetic field. The |F = 1,mF = −1⟩ state
is thus a low field seeker, V (r) < 0, making it a magnetically trappable state at
local field minimum.

After the MOT stage, which prepares the atomic cloud to the temperature at
milliKelvin level, we load the atoms into a magnetic Z-trap (created by the cop-
per wire shown in Fig. 3.1a). In this "macro" Z-trap, we perform evaporative
cooling by sending radio-frequency (RF) through the U-wire (see Fig. 3.1a) to
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couple out hotter atoms, to lower the temperature after thermalization [57] fur-
ther. From there, we transfer the cloud from the Z-trap into the final elongated
magnetic chip trap created using an 80µm wide straight wire in combination
with a Bias field for tight radial confinement and an H-shaped chip wire for shal-
low axial confinement. Chip wire layouts and homogeneous field orientations
are shown in Fig. 3.1d. The evaporation cooling sequence is also performed
during the trap loading phase. The exact sweeping frequencies and shapes can
be found in other PhD theses[53]. The final experimental system consists of
magnetically trapped elongated BECs with an aspect ratio of the radial and
axial trap ∼ 100.

x

y

RF1 RF280μm
Atom Chip

Bbias

Bioffe

BRF,1 BRF,2

δδ

l0

d0 d0

Figure 3.2: Magnetic trap created by atom chip. In addition to the static trap
created with the main trapping wire (gold rectangle) and external Bias field which
traps a single condensate. Radiofrequency (RF) is applied through the two symmetri-
cally positioned RF wires (dark rectangle) around the trap wire to enable the creation
of an RF-dressed double well along the transversal direction, x-direction, which is
orthogonal to gravity. With two BECs, we can read out the relative observables be-
tween them: the relative phase Φ inferred from the interference pattern formed after
long time-of-flight and the relative atom number N− which is obtained by kicking the
condensates apart before trap release so that they are spatially separated after TOF.

3.1.2 Radio frequency dressed double wells

In addition to forming a single elongated magnetic trap with static magnetic
field, we can employ the RF dressing technique [58, 59] to allow a precise modu-
lation of the transversal trapping potential and enable a smooth transition from
a single well to a double well. RF dressing makes use of coupling of atomic state
to an oscillating field which together with the static field, yields new eigenstates
and eigenenergies [58]. The Hamiltonian of an atom in the superimposed fields
of static and oscillatory fields can be described by

H = gFµBF · [Bs(r) +Bo(r)] , (3.2)

where the static magnetic field can be expressed as

Bs(r) = −Gr(sin ϵx̂+ cos ϵŷ) + Bioffeẑ, (3.3)
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here G is the radial field gradient, radial distance is r =
�
x2 + y2, ϵ is the

polar angle in the xy− plane, and Bioffe is the homogeneous Ioffe field along
axial z−direction. See Fig. 3.2 for the orientation of the coordinate system,
where y−direction is parallel to the gravity, x−direction is orthogonal to the
gravity and z-direction is the axial direction of the elongated trap, indicating
the weak confinement direction. The origin of this polar coordinate system is
set to the static trap minimum located at a distance

l0 =
µ0I80
2πBbias

(3.4)

right below the 80µm wide main trapping wire. The distance l0 is therefore
determined by the current I80 through the main trapping wire and the homoge-
neous field Bbias along x−direction. The oscillatory RF field can be expressed
by

Bo(r, t) = BRF,1 cos(ωRF t)−BRF,2 cos(ωRF t+ β), (3.5)

where B1,2
RF is RF field with frequency ωRF applied through the two straight RF

wires parallel to the 80µm wire, as shown in Fig. 3.1d. By applying a unitary
transformation on the Hamiltonian in Eq. (3.2) to the rotating frame of the RF
field, we can express the adiabatic potential given by the combined magnetic
fields as

V (r) = h̄m′
F

�
∆(r)2 + Ω(r)2, (3.6)

where m′
F is the quantum number in the dressed picture; the local RF detuning

is
∆(r) =

gFµB

h̄
|Bs| − ωRF ; (3.7)

and the Rabi frequency
Ω(r) =

gFµB

h̄
B⊥

RF(r) (3.8)

is represented by the radial components of the RF field orthogonal to the local
static field. Each of the RF fields at the trap centre can be decomposed into

BRF,1 = |BRF,1|(cos δŷ − sin δx̂),

BRF,2 = |BRF,2|(cos δŷ + sin δx̂),
(3.9)

where tan δ = l0/d0 with the distance between the RF wire and 80µm main
trapping wire, d0 = 55µm and l0 depends on the exact static trap configuration
based on Eq.(3.4) (see Fig. 3.2). Experimentally the two RF fields are indepen-
dently controllable. By tuning the relative phase β between the two RF fields,
one can realise trapping potentials such as ring trap, horizontal vertical double
wells, etc. [58]. Within the framework of this thesis, we focus on the creation
of horizontal double wells (perpendicular to gravity) with RF dressing.

For this purpose, we set β = 0 to create a linearly polarized RF field perpendic-
ular to the chip surface, namely along y−direction. We can then simplify the
Rabi frequency to Ω(r) = ŝ × (BRF,1 −BRF,2), where ŝ = Bs/|Bs| is the unit
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Figure 3.3: Trap simulation on RF dressed double wells a. transversal in-situ
density as a function RF amplitude, A, based on trap simulations within the rotating
wave approximation. b. Inferred single particle tunneling strength J based on the
single particle eigenenergies in Eq.(3.13).

vector of the local static field. We can rewrite it in the polar coordinates to

h̄2Ω =

�
gFµBBRF

2

�2
B2

ioffe +G2r2 sin(α + ϵ)2

|Bs|2 , (3.10)

here α is the split angle related to the ratio between the two RF fields and ϵ is
the polar angle in the static field from Eq.(3.3). To rotate the orientation of the
double well in the xy−plane, we can modify the relative currents sent through
the two RF wires with split angle α with

I2 = I02 (cosα +
sinα

2 tan δ
). (3.11)

For symmetric double wells, it requires I01 = I02 and α = 0o in ideal cases.
We will get into more details in Sec. 3.4.2 on the experimental calibration of
symmetric double wells.

For convenience, we rescale the amplitude of the applied RF field to its maxi-
mum current Imax = 80.25mA and defined it as

A = I/Imax. (3.12)

This is our main control parameter for creating double wells. We show in
Fig. 3.3 a the simulated in-trap single particle probability distribution |ψ(x)|2
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in the symmetric double wells as a function of the applied amplitude A. In
Fig. 3.3b, we also plot the inferred single particle tunnelling strength with def-
inition,

J =
E1 − E0

2
, (3.13)

where E0,1 is respectively the single particle eigenenergies of the ground and
first excited state. The tunnelling strength is a highly relevant parameter for
the dynamics between the BECs, as presented later in the thesis.

3.2 Imaging systems
Two independent imaging systems are used on our setup which are both de-
structive and take two-dimensional pictures of the atomic clouds after Time-
Of-flight(TOF). One is absorption imaging and the other one is fluorescence
imaging system. The main purpose of the current absorption imaging system
is to estimate the total atom number, though in principle one can use it to
estimate the temperature of BECs from density ripples [60]. We typically use
this in combination with the fluorescence imaging system to infer the number
of photons per atom collected on fluorescence images.

3.2.1 Absorption imaging system

Absorption imaging is broadly employed in ultracold atom experiments for its
straightforward implementation. As the name suggests, a collimated resonant
laser pulse (with duration ∼ 100µm) is shone onto the atoms after some TOF
(2− 18ms on our setup) along the x-direction which drives the transition F =
2 → F ′ = 3. Since the scattered photon is dictated by the dipole radiation
pattern, the region of the beam passing through the atomic cloud is attenuated
by

Io(y, z)

Ii(y, z)
= exp(−σsρ(y, z)), (3.14)

where Io is outgoing beam intensity; Ii is the incoming intensity; ρ(y, z) is the
atomic density after TOF and σs is the scattering cross section of driven optical
transition. At the moment, we drive the σ+ transition (|F = 2,mF = 2⟩ ↔
|F ′ = 3,m′

F = 3⟩) on the experiment.

The expected ideal cross-section in the low-intensity regime is σs = 3λ2
L/2π ≈

0.291µm2 [56]. We found out that the effective scattering cross section on
the experiment is smaller which is due to some imperfect alignment of the
quantization axis and pumping effect. We estimate the effective cross-section
to be σ′

s = σs/1.2, where 1.2 is an empirical factor measured directly on the
experiment by using the technique developed in [61].
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In practice, we sum up the number of atoms measured per pixel on the absorp-
tion camera3,

N =
�
j

nj =
�
j

A

σ′
s

ln(Sj
o/S

j
i ), (3.15)

here A = 2.11µm is the pixel size in the objective plane, provided 5.5µm ×
5.5µm pixel size of the camera sensor and 3.78 magnification of the telescope.
And Sj

o and Sj
i are respectively the number of photons collected on the j-th

pixel in the image with and without atoms which are taken consecutively per
experimental cycle.

3.2.2 Fluorescence imaging system

As mentioned in Sec. 3.2, we use the fluorescence imaging system as the main
imaging system. It has a high dynamic range and a very good signal-to-noise
ratio. This imaging system is usually referred to as the Light Sheet (LS) system.
Its implementation is described in excellent detail in R. Bücker’s diploma thesis
[62, 63].

The LS system involves a pair of counter-propagating (lin-⊥-lin polarization)
"vertically squeezed" plane laser beams ( with vertical beam waist 2w0 ≈
40µm), which also drive the transition F = 2 → F ′ = 3. The beam lies
≈ 1 cm below the atom chip. The TOF of LS imaging is determined by the
beam position and is currently fixed at 43.4ms. Each atom spends roughly
100µs in the LS and the total cloud takes around 2ms to fall through the LS
beam. Shorter imaging pulses can be used to probe only a fraction of the cloud.
We have for instance tried shorter imaging pulses to figure out the vertical ori-
entation of our BECs with respect to the LS and to improve the contrast of the
interference fringes.

Finally the EMCCD chip4 collects a small fraction (2 − 3%) of the emitted
photons. The pixel size in the objective space is 4µm× 4µm. But the effective
imaging resolution, especially on single atom detection is worse. This is due
to the random walk of atoms inside the LS while it scatters photons. We will
characterise this in Sec.3.3.1. We usually choose ±3MHz detuning from the
optical resonance to minimize this "blurring" effect.

The main calibrations needed on fluorescence images are: (1) determining the
gain factor g from the electron multiplying process of the camera chip. This is
calibrated with every single experimental image by fitting the digital counts per
pixel C on a reference image (taken with no light) with function 1

g
exp−C/g. (2)

correcting for the background signal b caused by either clock-induced charges
(CIC) or stray light from the LS and reflection of scattered light from the atom
chip surface. This is estimated by taking an atom-free region on the camera
chip. (3) estimating the average photons per atom p collected on camera. This
is done by preparing BECs with different atom numbers and alternating between

3BASLER© acA2000-165µm CMOS camera (CMV2000) is in use since 2019.
4Andor iXon+ 897 was in use until October 2022, with which all the experimental data

has been taken.
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fluorescence imaging (with total fluorescence signal S) and absorption imaging
to obtain atom number N to extrapolate p with the linear function S = pN .

We note that both photons per atom p and the number of counts C per photon
are random variables, thus their distribution will also contribute to additional
noises. It was investigated in detail in [51, 62]. Assuming the variance of
the detected photons is given by photon shot noise and taking into account
the added noise from the electron multiplication process, one can estimate the
contributed variance from shot noises ∆snS

2 = 2S, where S is the primary
photons. Other details on the EMCCD chip readout and noise correction for
evaluating number squeezing factors are discussed in Sec. 3.3.1.

3.3 BECs in double well readout
In this section, we will introduce the experimental readout of BECs in double
wells with a particular focus on statistical estimation. In the lower panel of
Fig. 3.4, standard experimental images for the two experimental readouts are
displayed. They are taken using our fluorescence imaging system after con-
densates are released from the trap and have undergone a long TOF. In the
following subsections, we will study in detail the evaluation of each type of
readout.

NL

N-

NR

Φ
x

z

a. b.

x

y

z

Figure 3.4: Experimental readout and statistical evaluation. (a) relative
atom number, N− = NL−NR, and relative phase, Φ, measurement of BEC in double
wells after TOF expansion. We evaluate the global observables by integrating along
z−direction. b. Histogram of Φ and N− of experimental data. A solid black line,
labelled SQL, denotes the standard quantum limit which follows a binomial distribu-
tion. The dotted grey line indicates the detection noise distribution.
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3.3.1 Relative number readout

The relative number measurement is obtained by raising the RF amplitude
swiftly right before switching off the trap. The clouds then receive a transversal
kick outwards, so that after TOF they become spatially separated on the LS
image (see Fig. 3.5). Detailed tuning on the kick sequence has been investigated
in Sec. 3.4.3.1 which involves the quench duration5, kick amplitude Akick and
final hold time in the double well at Akick.

With the obtained 2D atomic density in the xz−plane (see Fig. 3.4), for the
majority of the data analysis we sum up all the detected signals within the
region of interest (ROI) for each condensate and obtain photon signals SL and
SR, such as shown in Fig. 3.5. Usually, we pre-calibrate the average collected
photons per atom in LS, p, by combining signals detected with LS and atom
number directly extracted from absorption image, leading to

N =
S

p
. (3.16)

Hence we can easily deduce the atom number in each condensate NL and NR.

Figure 3.5: Experimental image for relative number readout The red rect-
angle marks the region of interrogation (ROI) with signals from atoms. The white
rectangle marks ROI for background correction. Both ROIs have the same area. Sig-
nal indicates the primary photons.

If we are only interested in the mean values of relative atom number ⟨N−⟩ =
⟨NL − NR⟩, the routine is now complete. We can simply evaluate the relative
imbalance

n = N−/N, (3.17)

where N = NL +NR is the total atom number (see for instance Fig. 3.11) with
a single shot or averaging over a few shots to obtain ⟨n⟩. However, the main
topic of this thesis is to assess quantum fluctuation. We quantify it with the
number squeezing factor, which is defined as the ratio between the variance of

5quench in this case refers to a fast ramp-up of RF dressing amplitude.
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the relative atom number, ∆N2
−, and the variance of the binomial distribution,

∆N2
−,B = N

ξ2N =
∆N2

−
∆N2

−,B

=
∆N2

−
N

. (3.18)

Starting with the statistical variance on the detected relative photon signal,
S− = SL−SR, where we neglect for now the distribution of the emitted photons
per atom and assume an average photon per atom p and the other noises

∆S2
− = ∆(p ·N−)2 = p2∆N2

− = ξ2N · p · S, (3.19)

we redefine the number squeezing factor as

ξ2N,raw =
∆S2

−
pS

. (3.20)

In order to properly evaluate the number squeezing factor, we need to correct
the excess detection noise by subtracting it from ∆S2

−. First of all, the number
of photons detected from each atom and the number of electron counts caused
by each primary photon are both random variables, so their contribution to the
measured statistical distribution needs to be taken into account.

If we define S as the expectation value of the number of primary photons de-
tected on a certain area of the CCD chip and Ŝ as the random variable with
expectation value S. The photon shot noise is estimated to be ∆snŜ

2 = S. In
addition, the noise on the primary photon signal is doubled after the electron
multiplication process of the EMCCD chip [64], therefore the actual photon
shot noise is

∆snŜ
2 = 2S. (3.21)

Secondly, background signals, b̂, originated from clock-induced charges and stray
light are indistinguishable from actual signals from atom. Since they are more
dominant in low-density areas, we pick an atom-free region in the LS image (see
Fig. 3.5) and sum up the detected signals in this ROI to estimate b̂. We then
estimate the noise contribution from the background signal to be

∆b2 ≈ ∆snb̂
2 = 2b, (3.22)

where the actual measured ∆b̂2 is slightly higher than 2b[63]. So the total
detection noise is

∆DŜ
2 = 2S +∆b̂2. (3.23)

With detection noise subtracted, eq.(3.18) is revisited to

ξ2N =
∆S2

− −∆DS
2

pS
=

∆S2
− − 2S −∆b2

pS
. (3.24)

the error bar on ∆S2
− is calculated using the bootstrapping method6, and the

6bootci with 32% confidence interval in MATLAB
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corresponding error bar on number squeezing factor is obtained by using error
propagation. The exact details on extracting the primary electrons from the
raw EMCCD images have been studied extensively in [63].

So far, we have assumed a perfectly symmetric splitting, namely ⟨n⟩ = 0, for
the calculation of the number squeezing factor. If we now take into account
a nonzero imbalance, the formula of the number squeezing factor in Eq.(3.18)
needs to be revised. We revisit the relative signal to be [3]

 S− = S− − (2m− 1)S, (3.25)

so that the relative signal between the left and right condensates is ⟨ S−⟩ = 0.
Here m is the probability of a single atom ending up in the left well,

m =
⟨SL⟩
⟨S⟩ =

1

2

⟨S⟩+ ⟨S−⟩
⟨S⟩ =

1

2
+

n

2
. (3.26)

In other words, we define  S− = S− − nS. In addition, we rewrite the variance
of the binomial distribution with a more general definition

∆N2
−,B = 4(1−m)mN, (3.27)

we can then rewrite the binomial variance with the relative imbalance as

∆N2
−,B = (1− n2)N. (3.28)

As one can see ∆N2
−,B is at maximum with balanced BECs n = 0. We can revise

the number squeezing factor definition from Eq. (3.18) to The revised number
squeezing factor is then

!ξ2N =
∆ S2

− − 2S −∆b2

(1− n2) · pS =
∆(S− − nS)2 − 2S −∆b2

(1− n2) · pS ., (3.29)

where the revised !ξ2N yields a correct number squeezing factor also for nonzero
imbalances.

3.3.2 Relative phase readout

Matter-wave interferometry provides a unique way of accessing the quantum
phase. There are different ways of reading out the relative phase between the
two condensates, for instance, the adiabatic recombiner that has been used
in the Mach-Zenhder interferometer project conducted on this experiment [65]
or the TOF recombination procedure. Here we use the latter as it is more
straightforward.

By releasing the BECs from the double well, the clouds will expand rapidly
in the radial direction, overlap with each other and form interference patterns
during TOF (see Fig. 3.6a). After the long TOF (tTOF ≫ 1/f⊥ ) with LS imag-
ing, this is equivalent to a Fourier transform of the in-trap density distribution,
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Figure 3.6: Extraction of the relative phase, Φ a. An example of an interference
pattern with the fluorescence imaging system. The white solid line is the integrated
interference pattern. b. Extracting relative phase from the integrated interference
pattern by fitting with Gaussian envelope with cosine modulation. c. Modulus of
Fourier transform of the integrated fringe (black) and the fit with three Gaussian
peaks (red). The ratio between the central peak and the side peak represents the
fringe visibility C = |max(kL)/max(kC)| and + markers the momentum k0 from
Eq.(3.35). d. The imaginary part of the Fourier transform whose value at k0 (red
dashed line) is the relative phase Φ.

namely it represents the momentum distribution of the two condensates. An
example of obtained 2D interference pattern is shown in Fig. 3.6a.

To enhance the fringe visibility, we apply a weak inhomogeneous magnetic field
in the longitudinal direction using "Cu-I" wires (black wires in Fig. 3.2 a) to
spatially separate the three mF states. This is typically referred to as the Stern-
Gerlach separation. The field is turned on 1ms after trap release to ensure the
two BECs have overlapped with each other. The relative mF state population
used to fluctuate depending on the duration of the RF dressing sequence. This
is caused by a mismatch of the switch-off timing between the magnetic trap and
the RF dressing field. After the implementation of a new RF dressing source
at the end of 2021. More details are given in Sec. 3.4.1. The state population is
now stabilized over hold time. We usually pick the most populated mF states
which is mF = −1 for relative phase extraction (see Sec. 3.3.2).

By evaluating a slice of fringe pattern along the longitudinal direction, we can
gain information on the relative phase at each spatial position. This is very
important for quasicondensates with pronounced local fluctuating phases. As
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we will see in Chpt. 7, the capability of reading out the local relative phase
is very important. In the first iteration, we ignore the longitudinal degree of
freedom and focus on the extraction of the relative phase based on integrated
fringes which gives us the global relative phase. For extracting the local relative
phase, the same procedure follows.

There are two extraction methods that we use. The first one is by fitting the
(integrated) fringes with the function

n(x) = g(x− x0) [1 + C cos (k0 · (x− x0) + Φ)] , (3.30)

where Φ is the (global) relative phase, C is the fringe visibility and g is a
Gaussian envelope

g(x− x0) =
N�
πσ2

T

· exp
�
−(x− x0)

2

2σ2
T

�
(3.31)

with center x0 and transversal width σT after TOF as fitted parameter. Assum-
ing a ballistic expansion, we can express the transversal width as a function of
TOF

σT (t)
2 = a2⊥ +

�
h̄t

ma⊥

�2

= a2⊥(1 + ω2
⊥t

2), (3.32)

here we use the Gaussian width of the in-trap wavepacket a⊥ =
�
h̄/(mω⊥).

To take into account interaction broadened in-trap cloud width, we can use
instead ab = a⊥

√
1 + 2asρ1d. For more discussion and interaction-dependent

TOF expansion, we refer to Rauer’s PhD thesis [66]. The wave number k0 of
stationary wavepackets depends on the TOF duration tF with the expression

k0(tF ) =
dmω2

⊥tF
h̄(1 + ω2

⊥t
2
F )

=
dω⊥tF
σ2
T

, (3.33)

where d is the intercloud distance. The wave number is related to the fringe
spacing

λfs =
2π

k0
, (3.34)

which represents the distance between two neighbouring maxima within the
interference pattern. We show the fit of integrated fringes based on Eq. (3.30)
in Fig. 3.6b. The fringe contrast is 0 ≤ C ≤ 1, ideally, quantifying the coherence
property of a matter-wave source. In reality, it is reduced by technical noises.
By directly fitting on the integrated fringes, C is further lowered by spatially
fluctuating relative phase along the quasicondensate.

Another relative phase extraction method is to Fourier transform along the
x−direction of the 2D interference pattern (upper left panel in Fig. 3.6). We
then obtain from Fourier transforming the interference pattern expressed in
Eq. (3.30),

S(k) =
√
2πG(k)eikx0 ∗

�
δk +

C

2
[δ(k − k0)e

iΦ + δ(k + k0)e
−iΦ]



, (3.35)
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where G(k) is the Fourier transform of g(x) and δk is the Dirac delta function.
The modulus of integrated S(k) is shown in Fig. 3.6 c and the complex argument
of integrated S(k) is plotted in Fig. 3.6d. The relative phase is obtained by

Φ = Arg
�� k0+dk

k0−dk

dkG(k)



, (3.36)

where the exact choice of integration region dk is not so crucial. And the fringe
visibility is evaluated as

C = 2 ·
� k0+dk

k0−dk
|G(k)|� dk

−dk
|G(k)|

. (3.37)

It has been previously checked that the extraction method with Fourier trans-
form gives more precise and robust results [53]. So this is the main method we
use within the scope of this thesis. The direct fit on the fringe is mainly used to
determine the centre of the Gaussian envelope, x0. Further discussion on fixing
or fitting x0 depends on the details of the preparation of the double well and
has been investigated earlier [53].

As the relative phase is a circular variable, we introduce the circular mean to
estimate the expectation value of Φ

⟨Φ⟩ = Arg

�
1

M

M�
j=1

exp(iΦj)

�
= Arg(r), (3.38)

based on M statistical repetitions and r is referred to as resultant. Following
the same concept as the number squeezing factor, which is to rescale the vari-
ance with respect to the variance of a binomial distribution ∆BΦ

2 = 1/N (the
standard quantum limit), we define

ξ2Φ = ∆Φ2 ·N, (3.39)

as the phase squeezing factor. Here ∆Φ is the standard deviation of a normal
distribution wrapped around 2π

|r| = exp

�
−∆Φ2

2

�
, (3.40)

thus we can estimate the standard deviation of the relative phase with

∆Φ =

�
ln

�
1

r2

�
=

�
−2 ln |r|. (3.41)

For number squeezed state, ξ2N < 1, the phase squeezing factor is always ξ2Φ > 1
to obey the Heisenberg uncertainty principle, ξ2N · ξ2Φ ≥ 1. Combining the
fluctuations in the conjugate quadratures, we introduce the spin squeezing factor
ξ2S [6]. Spin squeezing factor is a metrologically useful quantity and a witness



3.4. Double well characterisation 33

for many-body entanglement [67]. The spin squeezing factor is defined as

ξ2S =
ξ2N

⟨cosΦ⟩2 , (3.42)

where the phase coherence factor ⟨cosΦ⟩ is another measure for the phase spread
and is evaluated as the statistical average of M realisations

⟨cosΦ⟩ = 1

M

M�
j=1

cos(Φj − ⟨Φ⟩). (3.43)

We subtract the mean value ⟨Φ⟩ to get rid of the influence of a nonzero ⟨Φ⟩
on the estimation of the phase coherence factor with imperfect experimental
results. Note that, in case of small phase spread, sinΦ ≈ 0, we can approximate
⟨cosΦ⟩ ≈ cos∆Φ ≈ 1 − ∆Φ2

2
. The spin-squeezed state, indicated by ξ2S < 1, is

a class of entangled many-body states [8].

3.4 Double well characterisation
In reality, it is almost inevitable to encounter imperfection in experimental
realisations. In the effort towards achieving a completely symmetric double
well, orthogonal to gravity (which is along y−direction), we have performed
different types of measurements to first compare the experimental double wells
to the simulated ones and then to find the right settings for symmetric double
wells. It is also worth noting that since the vacuum opening in 2017, the field
alignment might have changed slightly, especially big bias and small Ioffe fields.
Hence a new calibration after the vacuum opening in 2017 is much needed.

3.4.1 Comparison with trap simulation

Characterisation of a system is a first step towards controlling it. The initial
scientific attempt of running an open-loop optimisation on the experiment mo-
tivates an exact mapping of the various double wells7. It has later been proven
to be challenging to simulate the 1D experimental system using the many-body
simulation MCTDHB (discussed later in Sec. 6.2.2). Nevertheless, it is benefi-
cial to characterize the double wells and compare them to the trap simulation
on RF-dressed double wells, especially for the determination of tunnel coupling
strength.

A comprehensive simulation of the static and dressed trap based on the atom
chip wires used in the experiment was developed earlier8. By plugging in the
settings for OCT trap (named after historical reason) configuration (defined
in Tab. A.1), the simulation gives characteristics of a 3D trap in terms trap
bottom, trap frequency, barrier height, and etc. In Fig. 3.7, we compare the
simulated double well potentials to the experimentally measured double wells

7in collaboration with Phila Rembold
8Developed by Aurelian Perrin
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a. b.

Figure 3.7: Double well characterization a. Comparison between trap simu-
lation and experiment. Tabor and Keysight are two different AWGs used for RF
dressing on the experimental setup. Split angle, α, defines the ratio of peak-to-peak
voltage of the RF signals sent through the two RF dressing wires. α = 0 indicates
equal RF amplitudes through the two wires. Angle β is the relative phase between the
two RF fields from the independent channels. b. Measured transversal trap frequency
fx and vertical trap frequency fy in dressed double well with Keysight.

with respective to inter-well distance d, which can be experimentally inferred
from the interference pattern (see Sec. 3.3.2).

During the course of this thesis work, two different Arbitrary Waveform Gen-
erators (AWGs) have been used in the experiment as RF dressing sources. We
refer to them as Tabor9 and Keysight10. Tabor was in use until December 2021
and Keysight has been in use since then to date. As one can see in Fig. 3.7a,
Keysight AWG gives better-matched double well potentials with the trap sim-
ulation. As one can see, symmetric double wells (α = β = 0o in simulation)
are obtained with experimental parameters β = 20o with Keysight AWG. Split
angle α results in a relatively small influence on d, as one can see in Fig. 3.10.
While RF dressed double wells with Tabor match more with simulated traps at
β = 5o. By directly checking the output waveform with Keysight, we see more
clean sine waves compared to Tabor which gives a higher harmonics component
on top of the designed sine wave. Note that at large RF dressing amplitudes,
A ≥ 0.66 at β = 0o, the trap simulation does not work very reliably.

In Fig. 3.7b, we plot the experimentally measured transversal trap frequency, fx
and vertical trap frequency fy for variously dressed trap. As a comparison, we
also plot the fitted trap frequencies from simulated double wells. The change in
vertical trap frequency as a function of RF dressing amplitude is less significant

9Tabor Electronics 50MS/s Dual-Channel Arbitrary Waveform Generator WW5062
10Keysight 33600A Series Waveform generator, 120 MHz, 2-channel
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compared to the transversal trap frequency. Around A = 0.42, this is the
critical point transitioning from a single well to a double well.

3.4.2 Symmetric double well calibration

To prepare BJJ at the stable fixed point of the classical phase space, i.e.
⟨n⟩ = ⟨Φ⟩ = 0, it is very important to ensure a completely symmetric split-
ting. In practice, it requires at first careful calibration of the initial static trap
characterized by the trap bottom and trap frequency. This is crucial since the
detuning between the RF dressing frequency and trap bottom ∆0 influences the
resulting RF dressed trap. We do not get into details of calibration of the static
trap, as it has been described in previous thesis work [51, 52]. Here we focus
on the calibration of a symmetric double well by looking at either the energy
offset between the two wells or the mean imbalance after splitting.

3.4.2.1 Double well trap bottom spectroscopy

For more precise calibration of symmetric double well with respect to the split
angle α, we perform a trap bottom (TB) spectroscopy on the double well A =
0.65 (MZI). What we refer to as "Trap Bottom" (TB) is the Larmor frequency
of atoms at the trap centre. In the dressed trap, the TB can be expressed with
the effective magnetic field  B [58]

νTB =
gFµB

h̄
·  B,  B =

BRF

2

�
1 +

h̄∆0

gFµBB0

, (3.44)

where B0 is the static trap at the trap centre and ∆0 is the RF detuning at
the trap centre, as defined in Eq.(3.7). This expression is only qualitatively
accurate, hence we do not expect a perfect match with the experiment.

The TB spectroscopy is essentially an RF spectroscopy [68]. By applying a
weak RF field11 onto the atoms, we couple out the atoms from the trapped
state to an untrapped state. The applied RF pulse is typically 20ms long to
cancel out the 50,Hz electronic noise from the power grid. By allowing some
additional time after the RF pulse, the untrapped atoms will leave the trap
early and therefore do not end up in the final image. At the resonance, namely,
when the applied RF frequency is equal to νTB, the coupling is maximized and
all atoms are outcoupled. For double wells, in order to read out the signals in
each condensate separately, we add a kick sequence before the trap release the
same way as a typical relative number readout.

In Fig. 3.8, we show the results of the double well TB spectroscopy by scanning
the applied RF frequency. We perform the spectroscopy for different split angles
α. By fitting the detected signals of each condensate ⟨SL⟩ (Fig. 3.8 a) and
⟨SR⟩ (Fig. 3.8b) and by fitting the summed signal ⟨SL + SR⟩ (Fig. 3.8 c) with
a Lorentzian function, we can extrapolate the respective TB in each well, TBL

11the same source as evaporative cooling, but significantly reduced intensity
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a. b.

c. d.

Figure 3.8: Double well trap bottom spectroscopy. Detected signal on LS as
a function of RF sweeping frequency with varying α which defines the ratio of RF
dressing amplitude between the two RF wires. Trap bottom spectroscopy of left well
by counting signal of the left condensate ⟨SL⟩ (a.) and the right condensate ⟨SL⟩
(b.) and of the total signal of right condensate ⟨SR⟩ (c). d. Relative imbalance,
⟨n⟩ = ⟨SL − SR⟩/⟨SL + SR⟩, as function of RF frequency. The lines in a-c are fitted
Lorentzian functions to extrapolate the trap bottom.

and TBR and the collective TB of the combined signal SL + SR, where

TB =
TBL + TBR

2
(3.45)

In Fig. 3.8d, we plot the measured relative imbalance ⟨n⟩ as a function of the
RF frequency. We see that with increasing split angle α, the slope of ⟨n⟩
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at the TB resonance ("jump" between the extrema) changes from negative to
positive. The change is at the α which produces a symmetric double well. The
RF frequency at the maximum and minimum of ⟨n⟩ marks the TB of each well.
Inspired by producing imbalance ⟨n⟩ ≈ 1, we could for instance also use this as
a means to produce BECs in double wells with strong imbalance.

Figure 3.9: Experimentally measured trap bottom as a function of split
angle α in double well A = 0.65. Left panel: Fitted Trap bottom of left well (TBL)
and of right well (TBR) together with the averaged TB from Fig. 3.8 as a function
of split angle α which signifies the ratio between RF amplitude through the two RF
wires. Right panel: the difference between left well TBL and right well TBR (circle
marker) as a function of α together with a linear fit (solid line). A linear fit points
towards a symmetric angle at α0 ≈ 7.2o.

We show in Fig. 3.9a the extrapolated trap bottoms from Fig. 3.8 with different
split angles α. The TBs are symmetric around and highest at α = 0o, which
matches the simulation shown in Fig. 3.10 c. We show in Fig. 3.10 a the simu-
lated double well for three different values of α. The minimum of the double
wells are subtracted (as shown in Fig. 3.10a).

The discrepancy between the left and right TBs,

∆TB = TBL − TBR, (3.46)

shows a linear dependence on split angle, as plotted in Fig. 3.9b. A linear
fit on ∆TB gives that at split angle α = 7.2o, the experimental double well
is balanced in terms of energy. This is in contrast to the simulation result in
Fig.3.10d, which represents an ideal situation with perfectly balanced RF power
from the two wires. The slope of ∆TB inferred from the simulation is twice as
large as the experimentally probed one.

It is worth noting that for very strongly tunnel-coupled double wells, the res-
olution of the double well TB spectroscopy is not good enough to resolve the
energy difference between the left and right well. The outcoupling RF pulse du-
ration sets the lower bound on the frequency resolution ∆f = 0.05 kHz. Other
technical factors, like power broadening, also deteriorate this resolution.
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a. b.

c. d.

Figure 3.10: Trap bottom of double well inferred from trap simulation
with β = −15o and currents through both RF wires are set to the maximal 80.25mA.
The static trap is in MZI configuration (see Tab. A.1) and dressing RF amplitude is
A = 0.65. a. Simulated transversal double well potentials with different split angles
α (minimum energy is offset to 0). b. Calculated trap bottom of left (red), right
well (blue) and the mean (black) as a function of α. c Trap bottoms of the left
well (TBL), the right well ( TBR) and the mean TB. d. Trap bottom difference
∆TB = TBL − TBR as a function of α. As expected a symmetric double well
∆TB = 0 at α = 0o.

In Fig. 3.10b, we also plot the calculated tunnel coupling strength based on the
two lowest single-particle eigenstates in the simulated double well. As one can
see, by introducing a tilt in the decoupled double well (J ≈ 0), one enables
immediate finite tunnel coupling. This is another reason that one should also
properly calibrate the double wells.

3.4.2.2 Relative imbalance

After a double well trap bottom spectroscopy which calibrates a symmetric
double well in terms of equal energy minimum between the left and right well
at a specific dressing amplitude A. Due to experimental imperfections of the
two RF wires, at different RF-dressed double wells, the split angle α0 offering
an energetically balanced double well is dressing amplitude dependent. This
means that after a linear ramp-up, the α that results in zero relative imbalance
⟨n⟩ = 0 might deviate from the estimated α0 with a double well trap bottom
spectroscopy at a particular double well.
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Figure 3.11: Relative imbalance vs split angle Left panel: transversal carpet
with N− readout as a result of varying split angle α Right panel: Experimentally
measured relative imbalance n = N−/N as a function of α. Angle α = 7.3o gives zero
imbalance.

In Fig. 3.11 we plot the measured imbalance as a function of split angle α and
its linear fit in the double well with A = 0.65 (MZI). The linear fit estimates
that α = 7.3o gives a balanced double well n = 0. Here we use the same trap
as the one for double well trap bottom spectroscopy in Fig. 3.9, which infers a
symmetric split angle α = 7.2o. These two approaches show comparable split
angles for symmetric double wells. Another way of calibrating for the symmetric
double well is using the relative phase evolution over time ⟨Φ⟩ whose rate is
proportional to the energy difference between the two wells. The symmetric
double well corresponds to a situation where ⟨Φ⟩. However, this method only
works for decoupled double wells, thus not suitable for the calibration of tunnel-
coupled double wells. Furthermore, this calibration requires zero imbalance.
More details on this can be found in Berrada’s thesis [53].

3.4.3 Optimize number squeezing readout

For reading out the relative atom number, a kick sequence is applied to separate
the two clouds which involves swiftly ramping up the RF amplitude right before
trap release. The exact kick sequence depends on the double well that one wants
to read out from. In this section, we focus on reading out from a decoupled
double well12 at A = 0.65 and investigate how the kick amplitude influences
the number squeezing factor readout and how a small imbalance affects the
obtained number squeezing.

3.4.3.1 Optimize kick amplitude

The kick sequence involves 4 parameters, namely the initial double well, the rise
time, the kick amplitude and the hold time in the final double well. They all
play a role in the resulting transversal profile after TOF. For reading out in the
relative number quadrature, we usually optimize the kick sequence with visual

12in the OCT trap configuration (see Tab. A.1)
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x (pixel)

a.

b. c.

Figure 3.12: Impact of kick amplitude on number squeezing factor by eval-
uating on split BECs in A = 0.65 trap with split speed κ = 0.02ms−1. a. transversal
profile as a function of kick amplitude Akick which is raised up to during 0.15ms and
hold at Akick for 0.125ms. b. Total atom number within the region of interrogation.
c. The measured global number squeezing factor, ξ2N , with various Akick.

reference on the separation of the two clouds after TOF, as the parameter space
is large and using the number squeezing factor as a figure of merit is very costly.

It is however not straightforward to estimate what kind of influence each pa-
rameter in the kick sequence has on the final evaluation of the number squeez-
ing. This is especially true for strongly tunnel-coupled double wells where the
overlap between the two condensates is nonnegligible. Here we investigate the
influence of the kicking amplitude Akick, while the rest of the parameters are
pre-calibrated. We want to emphasize that the purpose of this section is to
mainly demonstrate the influence of kick sequence on the evaluation of the
number squeezing factors. We do not claim that everything is fully understood.

First, we prepare BECs in a decoupled double well A = 0.65 by splitting from
a single well with speed κ = 0.02ms−1 at a constant split angle α = 9.5o. To
read out the number squeezing factors, we linearly ramp up the RF amplitude
to Akick in 0.15ms and hold at Akick for 0.125ms. We show in Fig. 3.12a the
averaged transversal profiles with varying kick amplitude and in b the detected
total atom number within the ROI (marked by black vertical lines in a). As one
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can see the clouds become more spatially separated as kick amplitude increases.
At the same time, there is a slight decrease of detected atom number up until
Akick = 0.84. Beyond this amplitude, the detected atom number drops suddenly.
We estimate that at Akick = 0.85, around 5% of atoms land outside the field of
view.

Fig. 3.12c shows the detected number squeezing factors as a function of Akick.
It is surprising how the kick amplitude has such a strong influence on the final
evaluation of number squeezing. A difference in the detected number squeezing
factor ∼ 0.3 corresponds to a difference in relative atom number variance ∆N2

−
of ∼ 1000 atoms. To rule out any other possible sources of errors, we also
directly looked at the uncorrected variance of the primary photons ∆2S−, which
shows the same trend and yields a difference of ∼ 1 · 104 photons (with average
photons per atom p = 10.5) between Akick = 0.81 and Akick = 0.84. The source
of this large deviation is yet unknown. It is unlikely that the overlapped region
between the two condensates in the centre can lead to such a large difference
since it is only a matter of a few atoms as we can see in Fig. 3.12a.

For consistency, when reading out the relative number, especially in Chpt. 6, we
always fix the kick sequence. This effect of kick sequence is also more significant
for the decoupled traps, compared to tunnel-coupled traps, due to the limited
field of view on the fluorescence imaging camera. To eliminate doubts about
enhanced number squeezing as an artefact of the readout, we will show later
other evidence of improved number squeezing such as reduced phase diffusion
rates in Sec.7.2.

3.4.3.2 Optimize imbalance

Despite careful calibration on symmetric double wells as discussed in Sec. 3.4.2,
it is still experimentally challenging to achieve a complete symmetric splitting.
Thus we deliberately investigate how a small imbalance influences the resulting
number squeezing. We emphasize that contrary to the previous subsection
on kick amplitude, where the influence is on the readout procedure, here we
examine the influence of the actual quantum state.

We prepare the different imbalances by changing the split angle α when split
from a single well to a decoupled double well A = 0.65 at split speed κ =
0.02ms−1. We show in Fig. 3.13a the resulting number squeezing factors at
various split angles α. The best number squeezing is achieved at α = 9o. The
corresponding imbalances ⟨n = N−/N⟩ are displayed in Fig. 3.131,b. From the
mean imbalance n, we identify the symmetric split angle α ≈ 9.3o. It is slightly
puzzling since even though the imbalance at α = 9.5o is smaller than at α = 9o,
the obtained number squeezing is better at α = 9o. One of the possible reasons
is that the fluorescence imaging light is inhomogeneous so that the averaged
photons per atoms p is nonconstant across the ROI. This could lead to small
deviations in the calibration of imbalance. Namely, the calculated imbalance

n =
SL − SR

SL + SR

=
pLNL − pRNR

pLNL + pRNR

̸= NL −NR

NL +NR

, (3.47)
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a. b.

Figure 3.13: Impact of relative imbalance on number squeezing with kick
amplitude Akick = 0.81 from Fig. 3.12. We prepare a slight initial imbalance, n,
between the two split condensates by varying the ratio of the RF amplitudes using
split angle α,

a. b.

Figure 3.14: Number squeezing factor with strong imabalance a. Preparing
states with stronger imbalance with split angle α in various tunnel-coupled double
wells, denoted as A. b. Evaluated number squeezing factors based on Eq. (3.18) (dot
markers) and based on Eq. (3.29) (star markers).

since the photon per atom of the left condensate pL and of the right condensate
pR is nonequal, pL ̸= pR. Assuming a real zero imbalance at α = 9o, we
estimate a difference of the photon per atom between the ROI for the left and
right condensate to be ∼ 0.5%, which is rather insignificant. Thus we hereon
disregard the influence of inhomogeneous p on the number squeezing factor.

The presented number squeezing factors in Fig. 3.13a is calculated based on
Eq. (3.18) where zero imbalance is presumed. Using the revised number squeez-
ing formula Eq. (3.29) to calculate, we obtain very compatible results !ξ2N ≃ ξ2N .
This is possibly due to that the introduced imbalance is still too small to result
in significant changes in number squeezing. But it is good confirmation that
with small imbalances, Eq. (3.18) gives the right number squeezing factor

In order to check the influence of the revised number squeezing factor (defined
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in Eq. (3.29)) which works for any imbalances, we prepare BECs in double
wells with stronger imbalances. In Fig. 3.14 we compare estimated number
squeezing factors ξ2N from Eq. (3.18) and !ξ2N from Eq. (3.29) of BECs with strong
imbalances (up to n ≈ 0.2) in various tunnel-coupled double wells. We see that
for negligible imbalances n ≈ 0 at split angle α = 10o, there are no visible
differences between ξ2N and !ξ2N . With larger imbalances at α = 5o and α = 0o,
the discrepancy between ξ2N and !ξ2N becomes more significant. We also note
that the resulting number squeezing factors !ξ2N in more tunnel-coupled double
wells A = 0.567 decreases with smaller imbalances.

With the previous discussion, we remark that Eq. (3.18) and Eq. (3.29) are com-
parable at small imbalances. We will be using Eq. (3.18) for evaluation in the
remainder of the thesis, where only balanced BECs are generated.
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Chapter 4

Preparation of BECs in double
wells

In this chapter, we are presenting some experimental observations and the cor-
responding discussions on two approaches to experimental preparation of BECs
in a double well (shown in Fig. 4.1). The first approach is by directly evapora-
tive cooling into a double well. The second approach involves splitting a BEC
in a single well by smoothly modifying the trapping potential to a double well.

On the contrary to Chap. 5, we aim to prepare BEC in double wells at its classi-
cal stable fixed point, namely ⟨n⟩ = ⟨Φ⟩ = 0. We investigate the fluctuations of
the observables which originate from either thermal or quantum properties. We
compare the two approaches in terms of fluctuations in both conjugate observ-
ables and discuss emerging phenomena one can investigate with each approach.

split

split

cool

cool
J

J

a.

b.

Figure 4.1: Preparing BECs in a double well a. Direct Cooling: We first
transform a single well into a double well and condense the thermal cloud into BECs
in a double well with evaporative cooling. b. BEC splitting: We first prepare a BEC
in a single well with evaporative cooling and split a BEC into two by ramping up the
RF dressing amplitude to transform it into a double well.

4.1 Direct cooling
The direct cooling approach implies preparing first a double well with thermal
gas and performing evaporative cooling in the double well to achieve one con-
densate in each well (in Fig. 4.1a). With this approach, the fluctuations of the
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quantum observables in the relative degree of freedom between the two con-
densates are dominated by thermal noises. This approach was first used in the
MIT experiment [69] to demonstrate BEC as a coherent wave source.

In the experiment, in order to perform direct cooling into double wells, the
evaporative cooling sequence needs to be adjusted accordingly. The evaporation
sequence consists of segments of frequency sweeping while the RF power is kept
constant within each segment. The evaporation shape, P , which is the exponent
of the frequency sweeps, ν(t) ∝ ν0 exp(1/Pt), needs to be reduced compared to
the standard sequence for cooling into a single well. The initial RF evaporation
frequency ν0 and the evaporation duration can also be scanned to optimise the
sequence. After the optimization, we managed to cool into a range of double
wells up to A = 0.6. In principle, cooling into more decoupled double wells is
also possible. But as we will see later, the fringe visibility becomes very poor
for more decoupled double wells and is hard to gain information from with the
current imaging resolution.

Standard Quantum Limit

Figure 4.2: Number fluctuation with direct cooling into double wells Mea-
sured number squeezing factor, ξ2N after direct cooling into double wells A = 0.5 and
0.6 as a function of hold time after cooling.

In Fig. 4.2, we show the measured number squeezing factors with direct cooling
into a strongly tunnel-coupled double well at A = 0.5 and a weakly tunnel-
coupled double well at A = 0.6. After the initial preparation, we hold the
BECs in the trap for up to 100ms to check their stability and heating rate.
As one can see, the number squeezing factors remains quite constant over the
holding time. This is the first indication of the effectiveness of the direct cooling
sequence.

As for the values of the obtained number squeezing factor ξ2N in Fig. 4.2, we can
understand this with the thermal occupation of the plasmon modes in the BJJ
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at finite temperature T [70],

Np =
1

exp(h̄ωp/kBT )− 1
, (4.1)

where Np is the occupation number and h̄ωp is plasmon energy. We recall the
angular frequency ωp = 2πfp with fp representing the plasma frequency as
defined in Eq. (5.3). It has been shown in [70], that the Josephson plasmon can
be treated as Bogoliubov quasiparticles of the BJJ. In less tunnel-coupled double
wells by employing larger RF dressing amplitude A, the plasmon energy h̄ωp

decreases. See Fig. 3.3 for exponentially decreasing tunnel coupling strength
with A. This means that the occupation number Np is thus much higher in
less tunnel-coupled traps at the same temperature T . The plasmon energies
correspond to h̄ωp/kB ≈ 15 nK for A = 0.5 and 1 nK for A = 0.6.

The relative number fluctuations between BECs at finite temperatures obey

⟨∆N2
−⟩T>0 = (2Np + 1) ⟨∆N2

−⟩T=0, (4.2)

where ⟨∆N2
−⟩T=0 indicates the quantum fluctuations of the ground state in BJJ

at zero temperature. From the BJJ Hamiltonian in Eq. (2.23), we can deduce
the expected ground state fluctuations to be ⟨∆N2

−⟩T=0 = N/
√
1 + Λ. Thus,

the expected number squeezing factors at finite temperatures can be expressed
as

ξ2N,T = (2Np + 1)ξ2N,0 =
2Np + 1√
1 + Λ

. (4.3)

With direct cooling, the thermal noise dominates the fluctuations in the rela-
tive degree of freedom with Np ≪ 1. And as expected, the measured number
squeezing factors from BEC with finite temperatures ξ2N |T>0 in Fig 4.2 are much
larger in the less tunnel-coupled double well.

Conversely, from measured plasma frequencies ωp and analytically estimated
ground state squeezing factors ξ2N,0 in Eq. (4.3), we can in principle infer the
temperatures of BECS obtained with direct cooling. Based on the squeezing
factors in Fig. 4.2, we can estimate the temperature to be T ≈ 30 nK in the A =
0.5 trap and T ≈ 150 nK in the A = 0.6 trap. Note that in order to correctly
estimate ξ2N,0 for A = 0.6 trap, we insert the experimentally measured plasma
frequency to Eq. (5.3) to derive Λ. This is because the interaction broadened
transversal profile increases tunnel coupling compared to estimated from single-
particle eigenstates in Fig. 3.3. The influence of this broadening becomes more
pronounced in less tunnel-coupled traps.

In Fig. 4.3, we show the measurements in the conjugate phase quadrature re-
sulting from direct cooling. We infer quantities involving both the global phase
and the local observables. First, the standard deviation of the global phase
∆Φ estimates the distribution of the global phase. This is the complementary
quantity to the number squeezing factors. With direct cooling into a strongly
coupled double well A = 0.5, the obtained average global phase squeezing factor
(defined as in Eq. (3.41)) is ξ2Φ ∼ 100. This is much larger than the expected
ground state phase squeezing factor at zero temperature, which we attribute to
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Figure 4.3: Phase fluctuations with direct cooling into double wells with
A = 0.5 (Upper panel) and A = 0.6 trap (Lower panel). ∆Φ is the standard deviation
of the global phase. C is the averaged single-slice fringe visibility averaged over the
central region of the condensates. ⟨C2⟩ is the spatial phase coherence factor.

the thermal occupation of Josephson plasmon, similar to the number squeezing
factor in Eq. (4.2). The global phase fluctuation ∆Φ exhibits oscillatory dy-
namics over time after cooling into the double well. This dynamical evolution
is highly interesting and will be investigated further in Chap. 6. In addition,
we see that ∆Φ decreases over time with a rate ∂t∆Φ = −8mrad/ms. This
rephasing stems from the phase-locking mechanism introduced by the strong
tunnel coupling. On the other hand, in the weakly tunnel-coupled double well
at A = 0.6 (lower panels in Fig. 4.3), the global phase distribution is completely
randomized, characterized with ∆Φ ≈ 2. This is a sign of weak tunnel coupling
J ≈ 0.

The average contrast of single-pixel interference pattern C serves primarily as a
measure of first-order phase coherence. This verifies BECs as a phase coherent
matter-wave source. In the case of 1D quasicondensates, the coherence length
along the single condensates, λT , reduces as the temperature increases (see
Eq. (2.64)). At higher temperatures, λT falls below the imaging resolution,
resulting in a decrease in the visibility of interference patterns on the single
pixel level1. For instance, we see in the middle panels in Fig. 4.3 that C ≈ 0.2
in the weakly coupled double well. For strongly coupled quasicondensates, the
coherence length of the relative phase is restored by the tunnel coupling (see
the upper middle panel in Fig. 4.3).

1See [71] for more detail on the full distribution function of contrast.
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Lastly, we infer the mean square contrast

⟨C2⟩ =
�
z,z′

C(z, z′), (4.4)

where the spatial phase coherence factor C(z, z′) is defined in Eq. (2.63). ⟨C2⟩
gives an impression of the overall spatial phase coherence, which is a result of the
interplay between the thermal coherence length and phase restoration length of
the double well [72]. Thus it provides insight into both the BEC temperature
from the direct cooling and the tunnel coupling strength of the double well. The
mean squared contrast ⟨C2⟩ ≈ 1 in A = 0.5 indicates a strong tunnel coupling.
⟨C2⟩ ≈ 0.3 in A = 0.6 shows a weaker but non-vanishing tunnel coupling. In
addition, we observe an oscillatory behaviour of ⟨C2⟩, which is connected to the
evolution of non-equilibrium states (discussed more in Chap. 6).

In this section, we gain some quantitative insight into the direct cooling ap-
proach which prepares BECs in double wells at thermal equilibrium. However,
with the dominant thermal noise in the relative atom number fluctuations, such
an approach is not feasible for preparing strongly correlated BECs in double
well at the quantum regime.

4.2 BEC splitting
The other approach is to first evaporative cool into a single well and split this
initial condensate into two by ramping up the amplitude of the RF dressing
linearly. We usually start with a single quadratic trap with small dressing
amplitude A = 0.28 to avoid equal energy level spacing and drastic change in
longitudinal trap frequency compared to the static trap.

The BEC splitting approach is a well-known procedure [73]. When performed
adiabatically, the system can follow the ground state of the time-dependent
Hamiltonian. However, during the splitting process, the two lowest eigenstates
become energetically degenerate at some point. Namely, 1/J blows up. In the
many-body system, the adiabatic condition can be formulated as [74]

|ω̇p| ≪ ω2
p, (4.5)

here again, ωp is the plasma frequency. This means that the adiabaticity is
inevitably broken when splitting to decoupled double wells, ωp ≈ 0. In the
case of a simple linear ramp-up of the RF dressing amplitude, a true adiabatic
splitting dictates an infinitely slow splitting.

We show in Fig. 4.4 the obtained number squeezing factors in number and phase
quadrature in various double wells, noted as A, after a single ramp-up [75] from
the single well A = 0.28 at a constant splitting speed

κ =
δA
δt

= 0.02ms−1. (4.6)
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standard quantum limit

Figure 4.4: Measured squeezing factors in double wells. Squeezing factors
directly measured after splitting from a single well to a double well A with splitting
speed κ = 0.02ms−1. The standard quantum limit is marked as a solid grey line.
Shaded regions represent ground state fluctuations at zero temperature with atom
number N = [2000, 5000].

Splitting speed here is an indirect indicator for the adiabaticity condition

ω̇p ∝ J̇ =
∂J

∂A · κ. (4.7)

When first entering the Josephson regime by transforming the double well,
the adiabaticity condition in Eq. (4.5) is easy to fulfil, as ωp ≫ 1. But as the
tunnelling strength decreases exponentially as shown in Fig. 3.3, the adiabaticity
condition is bound to be broken during the BEC splitting with a finite duration.

As we prepare our system around the stable fixed point of the phase space,
⟨N−⟩ = 0 and ⟨Φ⟩ = 0, provided small fluctuations in the lower energy states,
the BH Hamiltonian in Eq. (2.23) can be further linearized and expressed in
harmonic approximation as

Hhc =
hfp
2

�
Φ2

2∆0Φ2
+

N2
−

2∆0N2−

�
, (4.8)
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where the ground state fluctuations are

∆0N
2
− =

N√
1 + Λ

, and ∆0Φ
2 =

√
1 + Λ

N
. (4.9)

With this, we can estimate the expected ground state squeezing factors of BH
model to be

ξ2N,0 =
1√

1 + Λ
, and ξ2Φ,0 =

√
1 + Λ. (4.10)

The shaded bands in Fig. 4.4 are the expected ground state squeezing factors at
zero temperature [76] based on the harmonic approximation of BJJ in Eq. (2.23).
The total atom numbers of the experimental results are on average ≈ 4000. As
one can see in Fig. 4.4, in more strongly coupled double wells with large plasma
frequency, the obtained number squeezing factors with BEC splitting are close
to the expected ground state squeezing factor ξ2N,0.

On the other hand, the phase squeezing factor is on average an order of magni-
tude above the expected phase squeezing factor ξ2Φ,0. Generally, this is due to
the inter-atomic interaction-induced phase diffusion during the splitting proce-
dure. For very strongly coupled double wells, the readout error on the relative
phase also inserts a lower bound on the evaluated ξ2Φ.

With typical linear ramps, the phase space fluctuations end up larger than the
Heisenberg limit, ξ2N · ξ2Φ ≫ 1. This is first of all due to the interaction-induced
phase diffusion during the ramp-up. Secondly, the adiabaticity condition is no
longer fulfilled at one point during the finite ramp. However, BECs splitting
still places the fluctuations in the relative degree of freedom in the quantum
regime. Based on these findings, we investigate on the dynamics of quantum
fluctuations of the many-body system in a finitely tunnel-coupled double well
in the following chapters.
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Chapter 5

Mean-field dynamics in bosonic
Josephson junction

In this chapter, we study the emerging mean-field dynamics between tunnel-
coupled BECs, realising an extended bosonic Josephson junction. This mirrors
the well-known Josephson effect [77] observed in superconductors and other
macroscopic quantum systems [78]. We delve into the experimental aspects of
Josephson oscillations in tunnel-coupled BECs. In Sec. 5.1 we will treat the
BEC as a macroscopic system and only consider the dynamics in the global
degree of freedom. In Sec. 5.2, we investigate the local Josephson oscillations
along the tunnel-coupled 1D quasicondensates to investigate their dependence
on atomic density and furthermore how local Josephson oscillations along the
condensates are coupled.

5.1 Global Josephson oscillations
The main experimental association of the Josephson oscillations realised with
BECs is mostly restricted to the mean-field dynamics between two macroscopic
quantum states. In the classical picture (N → ∞), the BH Hamiltonian for
asymmetric double wells can be expressed as

H =
Λ

2
n2 −

√
1− n2 cosΦ + ∆E · n, (5.1)

where n = N−/N is the relative imbalance, Φ is the relative phase and ∆E =
E0

L − E0
R is the zero point energy difference between the left and right well.

From this rigid pendulum equation, one can derive the time evolution of the
two observables which are two coupled first-order differential equations

ṅ(t) ≈ −2J

h̄

√
1− n2 sinΦ(t),

Φ̇(t) ≈ NU

h̄
n(t) +

2J

h̄

n(t)�
1− n2(t)

cosΦ(t) + ∆E.
(5.2)

By introducing an initial offset with either n(0) ̸= 0 or Φ(0) ̸= 0, one can
observe a Josephson oscillation in both quadratures of the mean values ⟨n(t)⟩
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Figure 5.1: Extracting plasma frequency experimentally. Evolution of the
expectation value of relative imbalance ⟨n⟩ = ⟨N−/N⟩ in a coupled double well. By
introducing an initial imbalance ⟨np(0)⟩ > 0, the mean value (grey marker) undergoes
a Josephson oscillation. While for typical symmetric splitting, ⟨nξ⟩ (orange marker)
remains around zero.

and ⟨Φ(t)⟩. We show an exemplary measurement in Fig, 5.1 with grey markers.
The oscillation frequency is expressed as

fp =
2J

h

�
cosΦ0 + Λ, (5.3)

where Φ0 is the initial relative phase. This frequency fp is usually referred
to as plasma frequency [39]. Though not predicted by Eq. (5.2), we observe a
relaxation of the Josephson oscillations in our tunnel coupled 1D BECs. This
has been investigated to a great extent by M. Pigneur, et.al. [23], where an
empirical damping term is added. Later a numerical investigation with 3D
GPE simulations by J.F. Mennemann [24] was conducted. The authors found
that the damping in both global and local Josephson oscillations are related
to the dephasing of free quasiparticle modes in the low-energy effective sine-
Gordon model. The relaxation to the phase-locked state is associated with
the breakdown of the field theory. Experimentally, we simply use a damped
pendulum model to fit the Josephson oscillations

∂2

∂t2
Φ(t) + η

∂

∂t
Φ(t) + ω2

p sinΦ(t) = 0, (5.4)

where η is the damping factor and ωp = 2πfp is the angular frequency. The
solid grey line in Fig. 5.1 is the fitted result. From the expression in Eq. (5.3),
we see that the plasma frequency fp depends on two tunable parameters: the
tunnel coupling strength J and the total atom number N .

Experimentally, we can adjust J by modifying the RF amplitude A. Atom num-
ber N is tuned by changing the final frequency of the evaporation cooling. We
performed Josephson oscillation measurements in the OCT trap configuration
by varying both the RF amplitude A and atom number N . The extrapolated
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plasma frequencies (circle markers) are shown in Fig. 5.2. We also plot the de-
rived plasma frequencies based on Eq. (5.3) (solid lines) with obtained J from
the trap simulation (Fig. 3.3).

It is important to note that for less tunnel-coupled double wells, a small initial
imbalance could already lead to self-trapping [73]. This is identified as the
mean values of imbalance oscillate around a nonzero value, ⟨n(t)⟩ ≠ 0, and the
relative phase grows linearly beyond 2π. Thus very precise preparation of the
initial conditions is needed to track Josephson oscillations in the less tunnel-
coupled double wells. Additionally, the estimation as J based on single particle
eigenenergies is not very precise, since the repulsive interactions alter effective
eigenstates and the transversal swelling is total atom number dependent.

Figure 5.2: Experimentally measured plasma frequencies. The plasma fre-
quency is measured with relative phase readout in double wells, represented by RF
amplitudes A, with varying atom numbers in the OCT trap configuration. Circle
markers are experimental results. Solid lines are plasma frequencies from Eq. (5.3) by
inserting extrapolated J from simulation with β = 8.5o.

The measurements are performed with Tabor AWG as the RF dressing source.
Since we know from the comparison of inter-well distance in Fig. 3.7 that Tabor
AWG delivers weaker dressing, we set α = 8.5o in the simulation to match
with the experimental inter-well distance.1 This serves as a good guideline for
qualitative comparison.

In principle, we do not expect a quantitative match between the experimen-
tally measured plasma frequencies and the approximated analytical expression
in Eq. (5.3). This is mostly because the tunnel-coupling strength J used in
Eq. (5.3) is based on Eq. (3.13) where single particle eigenstates are used. While

1Ideally, one would also acquire a match in terms of trap frequencies, but this is not
measured systematically on the experiment with Tabor AWG.
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in reality, the interaction broadens the transversal wavefunctions, thus the real J
is larger than the estimation based on Eq. (3.13). When cooling into higher final
evaporation frequencies, the produced BECs are at higher thermal temperatures
and potentially with larger thermal fractions. The influence of thermal temper-
atures on Josephson oscillations is not investigated further in this thesis. But
we refer to a theoretical study on Josephson oscillation between tunnel-coupled
BECs at finite temperatures [30]. There the authors showed that thermal noises
lead to decreasing plasma frequencies. In addition, simulation results with 3D
GPE [24] suggest that the plasma frequency scaling is not simply fp ∝ √

N .
Single-particle tunnel coupling J contributes additionally to the exponent. To
confirm this experimentally, a larger range of atom numbers is needed, which is
challenging within the current trap configurations.

5.2 Density dependent Josephson oscillations
Aside from the global Josephson oscillations, by treating the quasicondensates
as arrays of individual BECs, we anticipate observing oscillations in the local
observables, i.e. relative density ρ−(z) and relative phase ϕ(z). Without much
introduction into the equation of motion of the phase field (valid in both quan-
tum and classical picture) based on the sine-Gordon model in Eq. (2.77) (see
Sec. 2.3.2.2)

∂2

∂t2
ϕ(z, t)− c2(z)

∂2

∂z2
ϕ(z, t) + ω2

p(z) sinϕ(z, t) = 0, (5.5)

where the local plasma frequency ωp(z) and local phonon speed c(z) are

ωp(z) =

�
4Jg1Dρ(z)

h̄
, c(z) =

�
g1Dρ(z)

m
, (5.6)

and ρ(z) is the atomic density in the split condensates (assuming ρL(z) ≈
ρR(z)). With a harmonic magnetic trap, the longitudinal atomic density ρ(z)
is inhomogenous. By assuming that there is no phase gradient along the con-
densates, ∂zϕ(z, t) = 0, we can further simplify the expression in Eq. (5.6).
Moreover, we add an additional damping term as a continuation of our dis-
cussion on the relaxation of Josephson oscillations in Sec. 5.1. Thus the local
Josephson oscillations can be described by

∂2

∂t2
ϕ(z, t) + η(z)

∂

∂t
ϕ(z, t) + ωp(z) sinϕ(z, t) = 0, (5.7)

with η(z) and ωp(z) = 2πfp(z) are independently fitted at each spatial position
z. We show in Fig. 5.3a examples of the induced local Josephson oscillations in
a strongly coupled double well at A = 0.5 (MZI) at three different z positions.

The presented experimental result in Fig. 5.3 is initialised by directly cooling
into a tilted double well at A = 0.5 trap in the MZI trap configuration (see
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a.

b. c.

s

Figure 5.3: Density dependent Josephson oscillations a. spatially resolved
Josephson oscillations in strongly coupled double well A = 0.5 (MZI). b. Extracted
local plasma frequencies along the condensates. z = 0 remarks the centre of the con-
densate. The grey solid line shows the total 1D atomic density profile, corresponding
roughly to twice the atomic density in each condensate ρs(z) ≈ 2ρ(z). c. Extracted
local damping rate at position z.

Tab. A.1). Thus a non-zero initial imbalance is prepared2, n ̸= 0, as shown in
Fig. 5.4. Then we tilt to the symmetric double well by adjusting the split angle
α (see Sec. 3.4.2 for more details) and hold in the symmetric double well for
a variable time for Josephson oscillation. To read out the local relative phase
with better resolution, we swiftly ramp up to the decoupled trap A = 0.68 right
before trap release.

In the weakly interacting regime, the Thomas-Fermi approximation, δρ(z)/ρ(z) ≪
1, can be used to describe the longitudinal profile of the condensates

ρ(z) = ρ0(1−  z2),  z =
z

RTF

, (5.8)

where RTF is the Thomas-Fermi radius. In the strongly tunnel-coupled trap
A = 0.5, the trap simulation infers a tunnel coupling strength is J = 75Hz and
we estimate the interaction strength g1D/h ≈ 20Hz · µm based on Eq. (2.46).

2For this measurement, the Stern-Gerlach separation routine is used. We summed up the
imbalance in each mF state to estimate the imbalance n. It is not yet clear how Stern-Gerlach
influences the imbalance readout, as the imbalance of each mF state after separation is very
different from each other.
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Inserting these into Eq. (5.6), we expect local plasma frequencies to have a
dependence on the atomic density fp(z) ≈

�
ρ(z) · 80Hz · µm

1
2 . In Fig. 5.3b,

the total atomic density of the two condensates is plotted as a function of
the spatial position z (grey line). The atomic densities in each condensate
are thus roughly half of the plotted values ρ(z) = ρs(z)/2. The fitted plasma
frequencies in Fig. 5.3 show a dependence on the longitudinal atomic density. As
we can see, the variation in plasma frequencies along the condensates is much
smaller than the expected density dependence fp ∝ √

ρ from Eq. (5.6). This
raises questions on the validity of Eq. (5.7), where one assumed no initial phase
gradient. As we see in Fig. 5.3a, there is an initial phase difference of ≈ 0.3π
across the condensates. This non-zero phase gradient, ∂zϕ(z) ̸= 0, couples the
local Josephson oscillations, as the second term in Eq. (5.5) is non-negligible in
this case.

Figure 5.4: Global Josephson oscillation with relative number readout
Complementary measurement as in Fig. 5.3 with exact experimental preparation rou-
tine in A = 0.5 (MZI), except no final ramp-up to decoupled trap.

As being investigated in [72], by solving the Eq. (5.5) with fixed initial con-
dition of zero spatial phase gradient, ∂zϕ(z, t)|t=0 = 0, and zero imbalance,
∂tϕ(z, t)|t=0 = 0, it was found that the solution of Eq. (5.5) yields slower Joseph-
son oscillations in the condensate centre (z = 0) and faster oscillations on the
edges. This means that the overall variation in plasma frequencies is suppressed
compared to the formula in Eq. (5.6). This also aligns with our experimental
observation in Fig. 5.3b. We should point out that the experimental results in
[72] display a larger spatial variation of the plasma frequencies with respect to
Eq. (5.6). The author in [72] attributes this to a density-dependent local tunnel
coupling J(z). As the measured plasma frequencies in our case are a few times
faster than [72], namely the double well is more strongly coupled, thus we as-
sume that the relative change of tunnel coupling strength along the condensates
is not as significant.

In Fig. 5.3c, we plot the independently fitted damping rates at each spatial
position. The Josephson oscillations on the edges of the condensates are more
strongly damped compared to the ones around the centre. We refer to [24] for
analytical insights, where the authors derived a set of linearized equations of
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motion for the relative phase field ϕ(z) for the harmonically trapped systems

∂

∂ z
�
(1−  z2) ∂

∂ zϕ(z)


+

2
�
ω2
n − ω2

p(z)(1−  z2)�
ω2
z

ϕ(z) = 0, (5.9)

where the ωn are the frequencies fulfilling ϕ(t) ∼ exp(iωnt) and ωp is defined in
Eq. (5.6) and ωz is the longitudinal trap frequency. The coupling between the
local Josephons oscillations is explicitly expressed in Eq. (5.9). By solving this
equation exactly (angular oblate spheroidal wave functions [79]) and expressing
ϕ(z) and δρ− with mode expansion in ωn, one can explain the observed fast local
damping (mode dephasing) and its eventual relaxation to a phase-locked state.
This analytical solution (as well as the 3D GPE results Fig. 8 in [24]) confirms
stronger damping on the edges of the harmonically trapped condensates, which
fits with our experimental results.

Local Josephson oscillations and their relaxations in inhomogenous 1D systems
are rather complex. It comprises various topics of 1D effective field models,
such as coupling between relative and common degree of freedom, the integrity
of 1D systems [80] and higher-order correlations [16, 81]. These are all very
essential yet challenging questions, stretching beyond the scope of this thesis.
The goal of this section is, first of all, to explore the capability of our imaging
resolution to resolve longitudinal dynamics. For future studies on tackling the
above questions, experimentally preparing initial states that are more easily
comparable with numerical results would be a first step.
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Chapter 6

Quantum fluctuation dynamics in
bosonic Josephson junction

In this chapter, we will present the experimental observations on the dynam-
ical evolution of quantum fluctuations in tunnel-coupled BECs after the BEC
splitting process. We refer to these dynamics as squeezing oscillations. Further-
more, we demonstrate that the frequency of observed squeezing oscillation can
be tuned. In Sec.6.2 we reason these dynamics with a semiclassical simulation
BH model and also with 1D MCTDHB (M = 2) simulation. In Sec. 6.3 we
present an experimentally tractable approach to speed up the quantum fluctu-
ation dynamics.

6.1 Squeezing oscillations
We will study in detail the dynamics of two spatially separated BECs in a
stationary bosonic Josephson junction. By stationary, we mean that there are no
obvious motional excitations between the two wavepackets. We first investigate
the strongly coupled double well at A = 0.5, where the interaction strength and
tunnel coupling are comparable, Λ = UN/2J ∼ 10. We symmetrically split a
single BEC from a weakly dressed single well (A = 0.28) into the double well
at splitting speed κ = 0.02ms−1. The symmetric splitting yields a prepared
quantum state around the stable fixed point in the classical phase space. The
stable fixed point represents the state where the mean values of the conjugate
observables are both zero, ⟨N−⟩ = 0 and ⟨Φ⟩ = 0.

As described in Sec. 4.2, BEC splitting results in non-equilibrium quantum
states with overall quantum fluctuations different from the ground state in
Eq. (4.10). As shown in Fig. 4.4, the projection noise in each of the conju-
gate quadratures is larger than the expected ground state fluctuations from
Eq. (4.10) (at zero temperature). By letting the system evolve for some time
after the splitting process, we observe oscillatory dynamics in the quantum fluc-
tuations in both relative number and relative phase quadrature [75]. We show in
Fig. 6.1 the observed number and phase squeezing factors with total atom num-
ber N = 4302(45) projected in the Φ quadrature and N = 4154(35) projected
in the N− quadrature. We fit the oscillations in each quadrature with a simple
sinusoidal function and obtain comparable squeezing oscillation frequencies of
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split hold time 

Figure 6.1: Squeezing oscillations in conjugate observables. a. Measured
phase (green circle) and number (orange circle) squeezing factors as a function of hold
time in strongly coupled double well (A = 0.5) after a linear ramp from a single well
with speed κ = 0.02ms−1 (see inset) [75]. We observe squeezing oscillations in both
quadratures with comparable frequencies and a relative phase shift of π between the
oscillations. All solid lines are fitted with a sine function, and bands indicate 68%
prediction confidence interval. Errorbars represent one s. e. m.

fξ = 649(33)Hz and fξ = 567(29)Hz with 68% prediction confidence interval1.
On top of this, the oscillations are π-phase shifted with respect to each other.

The measured squeezing oscillation frequency is found to originate from the
plasma oscillation of each realisation of the quantum state. We illustrate quan-
tum state evolution in Fig. 6.2. While the ground state squeezed states are
expected to stay stationary, a state with different fluctuations than the ground
state, the state evolves around the stable fixed point in the phase space, char-
acterised as a rotation and deformation. But as our current readout does allow
us to perform quantum state tomography, our projection is always readout in
either N− or Φ as depicted in Fig. 6.2b. In the next section, we will use simu-
lations to provide more quantitative insights.

1inbuilt function of bootci() with confidence interval 1−α = 0.68 in matlab and jackknife()
give the same result.
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Ground state Initial state

a.           state evolution b.           state projection

Initial stateGround state

Figure 6.2: Sketch on quantum state evolution in phase space Ground state
of the bosonic Josephson junction and an arbitrary initial state (non-ground state)
evolve in the phase space of a bosonic Josephson junction in the Josephson regime
(Λ ∼ 10). Red and grey markers indicate the long and short axis of the quantum state
fluctuations (variance). Orange and green markers represent the projected quantum
fluctuations in the relative number (orange) and relative phase (green) quadratures.

6.2 Simulation on squeezing oscillations
In this section, we use two types of simulations to demonstrate how the observed
squeezing oscillation is connected to the Josephson oscillations in the mean-
values. The first approach is a semiclassical simulation based on two-mode BH
model. It is easy to implement and provides good insight into the experimental
findings. The second one is a many-body simulation, the MCTDHB method (see
Sec. 2.1). MCTDHB gives comparable results to the semiclassical simulations
in terms of squeezing oscillations. Additional results from the 1D MCTDHB
simulation connected to optimisation of the spin-squeezed state (see Sec. 7.1)
are also presented.

6.2.1 Semiclassical two-mode BH

To comprehend the observed squeezing oscillation in the tunnel-coupled double
well A = 0.5 (see Fig. 6.1), we set up a semiclassical simulation based on the
two-mode BH model

H =
2J

h̄

�
UN

4J
n2 −

√
1− n2 cosΦ



, (6.1)
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Figure 6.3: Propagation of imprinted initial fluctuations in the two-mode
BH model. The start marker signifies the evolution of a single realisation, namely
the mean values. A π rotation of a single realisation corresponds to a 2π rotation of
the phase space distribution. Here T represents a period of Josephson oscillation.

with derived parameter values in the double well A = 0.5: single particle tunnel
coupling energy J = 41Hz, interaction energy U = 0.33Hz and total atom
number N = 4000. Here J is estimated using Eq. (3.13) and N is the same as the
experimentally measured atom number. In Fig. 6.3, we plot the equipotential
lines in the obtained classical phase space. We estimate the expected ground
state squeezing factors to be ξ2N,0 ≈ 0.24 and ξ2Φ,0 ≈ 4.2 according to Eq. (4.10).
We sample 1000 realisations from two normal distributions (one for each of the
conjugate observables) with variances larger than the ground state fluctuations
and propagate them with equations of motion deduced from Eq. (6.1) in the
classical limit.

a.

b.

c.

Figure 6.4: Squeezing oscillation frequency a. Evolution of a single realisation
in Fig. 6.3 in the Φ. b. Evolution of a single realisation in N− quadrature. c.
Evolution of quantum fluctuations as squeezing factor ξ2 in the conjugate quadratures
and its fitted frequency corresponding to twice the plasma frequency fp.
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We show in Fig. 6.3 the state propagation with the imprinted initial distribution
in a time span corresponding to a full period of Josephson oscillation T = 1/fp.
The star marker indicates a single realisation, as well as the mean values, ⟨N−⟩
and ⟨Φ⟩. As one can see, after a half period of the Josephson oscillation at
t = T/2, the fluctuations of the quantum state (variance) already returned
back to the original fluctuations at t = 0, namely,

∆N2
−
�
t =

T

2

�
= ∆N2

−(t = 0), ∆Φ2
�
t =

T

2

�
= ∆Φ2(t = 0). (6.2)

We show in Fig. 6.4 the evolution of the mean values ⟨n⟩ and ⟨Φ⟩ over time, and
the evolution of the projection noises on each observable, denoted as squeezing
factors. The evolution of ⟨n⟩ and ⟨Φ⟩ are the Josephson oscillation at the
plasma frequency fp, which have been discussed in details in Chpt. 5. By fitting
a sinusoidal function, we obtain that the squeezing factors oscillate at twice the
plasma frequency, fξ = 2fp. The oscillations of the projected fluctuations in
the two quadratures are π-phase shifted with respect to each other. The initial
fluctuations are chosen to best match the experimental results in Fig. 6.1.

Figure 6.5: Dependence on initial quantum fluctuations Squeezing oscillation
in the number quadrature in strongly coupled bosonic Josephson junction with J =
41.0Hz with varying initial number squeezing factor ξ2N (0) and fixed phase squeezing
factor ξ2Φ with increasing order from left to right panels, in units of the ground state
squeezing ξ2Φ,0. The black dotted lines indicate the ground state number squeezing
factor ξ2N,0.

We conduct a systematic assessment with the semiclassical simualtion to ex-
plore how initial fluctuations affect the resulting squeezing oscllations. We
show the evolution of number squeezing factors in Fig. 6.5 as a result of dif-
ferent initial fluctuations. We denote the fluctuations with respect to the ex-
pected ground state squeezing factors ξ2N,0 and ξ2Φ (Eq. (4.10)). We neglected
the phase squeezed case, ξ2Φ < 1, in the simulation, as this is not so relevant for
our experimental system.



66 Chapter 6. Quantum fluctuation dynamics in bosonic Josephson junction

The simulation results in Fig. 6.5 demonstrate that the minimal attainable num-
ber squeezing factors ξ2N,min during the squeezing oscillations depend on the ori-
entation of initial phase space fluctuations and the overall fluctuations ξ2N · ξ2Φ.
More accurately, the minimal projection noises in the N− or Φ quadrature corre-
spond to the minimum of the two ratios, ξ2N/ξ2N,0 and ξ2Φ/ξ

2
Φ,0. This is a simple

empirical value based on the landscape of the phase space. More generally,
the best experimentally achievable number squeezing should be the minimal
ratio between the initialised quantum state fluctuations and the ground state
fluctuations along any axes in the phase space.

We want to remind the readers that this simulation is a simple toy model for
mapping the dynamics in complex many-body systems. Many complexities are
not included here, such as the relaxation of Josephson oscillations in Chpt. 5,
the extended longitudinal degree of freedom and the interaction-induced phase
diffusion etc. All these features need to be taken into account to experimen-
tally observe the squeezing oscillations. Nevertheless, the simulation provides
valuable insight into the oscillation and as we see in Sec. 6.2.3 means of tuning
the squeezing oscillations.

6.2.2 MCTDHB simulation

For gaining a more realistic picture of the many-body dynamics of BEC in
double wells with varying tunnel coupling strengths, we set up a 1D simulation
with M = 2 orbitals in collaboration with Phila Rembold2. To best compare
with the experimental readout, the simulation also uses the single shot readout
by projecting the wavefunction on either a spatial (relative number readout)
or momentum (relative phase readout) basis. The trapping potentials used
in the simulation are the calculated transversal trapping potentials from trap
simulation (see Fig.3.7) and the realistic effective 1D interaction strength g1D
obtained by integrating over the longitudinal direction (more details can be
found in van Frank’s PhD thesis [52].

By first relaxing into a single well to prepare the initial state and performing
a similar splitting procedure as the experiment, the 1D MCTDHB simulation
demonstrates squeezing oscillations in tunnel-coupled double well very similar to
the experimental results, plotted as orange markers in Fig. 6.6. The squeezing
factors in N− and Φ quadratures oscillate at the same frequency and with a
relative π-phase shift with respect to each other. This result is compatible with
the semiclassical simulation in Sec. 6.2.1 and the experimental results in Fig. 6.1.

In addition, we plot in Fig. 6.6 the resulting squeezing oscillations with a two-
step sequence (see Fig. 7.1). As we will discuss in Sec. 7.1, the two-step splitting
aims to transfer the best number squeezing from the tunnel-coupled double well
to a decoupled double well. The number squeezing oscillation in the tunnel-
coupled trap (orange markers) is not altered much by the second linear ramp
to the decoupled trap (blue markers). As we will show in Sec. 7.1, this does not
quite agree with our experimental observations of two-step splitting, where we

2previously in Forschungszentrum Jülich, now at TU Wien
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Figure 6.6: Simulated squeezing oscillation and two-step with 1D MCT-
DHB. The 1D simulation uses N = 1500 atoms and M = 2 orbitals. Squeezing
oscillations as a function of hold time detected directly in the tunnel-coupled double
at A = 0.578 (denoted as int. ξ, orange markers) and after two-step to the final de-
coupled trap (denoted as fin. ξ, blue markers). The dotted black line is the calculated
spin squeezing factor. Adapted from Rembold’s thesis [83].

observe an enhanced number of squeezing due to the nonlinearity in the second
ramp. It is possible that since the obtained number squeezing in tunnel-coupled
double well at A = 0.578 is already so substantial, ξ2N,min ∼ 0.003, such that
the second linear ramp cannot contribute much. We want to remark on that
the two-step sequence used to produce the simulation results in Fig. 6.6 is the
optimised sequence using an open-loop optimisation [82]. However, as we will
discuss later this optimised two-step sequence is not directly applicable to the
experiment.

On the other hand, after the two-step, the phase squeezing oscillation is shifted
by π/2 compared to results without a second ramp. This leads to a π/2-shifted
oscillation with respect to the number squeezing oscillation after two-step.
There is no direct experimental verification on this phase shift of oscillations in
the phase quadrature ξ2Φ. It, however, points towards that the fluctuations in
the phase space might be distorted during the second ramp. If this is true, it
means that we should not be looking for a maximal phase squeezing factor to
optimise number squeezing after the two-step sequence in the experiment.

Initially, a comprehensive comparison between the MCTDHB simulation (M =
2 orbitals) and the experiment is intended as preparation for implementing op-
timal control algorithm generated ramps on the experiment to achieve optimal
spin squeezed state using a two-step sequence. After comparing the experimen-
tal results to the 1D simulation, certain discrepancies have been noticed. First
of all, the Josephson oscillation frequencies do not match, making an open loop
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optimisation infeasible. This is because the Josephson oscillation frequency di-
rectly links to the squeezing oscillation frequency, which determines the optimal
hold time in tunnel-coupled traps. Secondly, the observed decay in fringe con-
trast for less tunnel-coupled trap and relaxation of the Josephson oscillation,
which is connected to multimode dynamics in the longitudinal degree of freedom
(see Sec. 7.3), are not captured by 1D simulation at all.

Efforts have been taken by Phila Rembold to set up a 2D simulation with the
help of Camille Lévêque3. With M = 1 orbital (mean-field), the 2D simulation
nicely captures the relaxation-like dynamics of Josephson oscillations which we
observe on the experiment (Chpt. 5). However, with M = 2 orbitals, the global
phase coherence in the 2D simulation remains very high for a very long time
after the BEC splitting, namely no phase diffusion at all is observed in the
decoupled trap. After some investigation, we suspect the transversal dynamics
to be artificially blocked to the symmetric modes. By using more orbitals and
only a few atoms, the 2D simulation could eventually converge (see [83]) and
the phase coherence decays sooner after the BEC splitting. But dynamics with
few atoms are in a different regime from what one expects of a many-body
system. Scaling up to many atoms and more orbitals presents a great challenge
in computation power exceeding our current capacity.

6.2.3 Tuning squeezing oscillations

Based on experimental observation and insights from the simulations in previous
subsections, we will now explore the possibility of tuning squeezing oscillations.
With the established understanding that the observed squeezing oscillations
are connected to the plasma oscillations and the squeezing oscillation frequency
is twice the plasma frequency, we can simply tune the squeezing oscillation
with the same approach as tuning the plasma frequencies. We studied in Ch. 5
exactly on how the plasma frequencies scale with the total atom number and
with tunnel coupling strength (by adjusting the RF dressing amplitudes A)
based on Eq. (5.3).

Firstly, we will investigate whether we can observe squeezing oscillation in dif-
ferent double wells. As previously mentioned, with our precise controllability on
the RF dressing amplitude A, we can explore almost the full span of the Joseph-
son regime, 1 < Λ < N2. Within this regime, the interplay between interaction
U and tunnel coupling J demonstrates rich dynamics of the many-body quan-
tum states. We see from Fig. 3.3b that the double well starts forming around
A = 0.42. However, in practice, for reading out the double wells, the lowest
resolvable double well is around A = 0.48 in the OCT trap. This limitation
comes from that: (1) the fringe spacing becoming comparable with transversal
cloud width after TOF for lower A (λ ∼ σT ); (2) barrier height is too low, such
that nonnegligible amount of atoms is under the barrier, making separation of
the two clouds unreliable for relative number readout.

3Sorbonne University
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Figure 6.7: Tuning squeezing oscillation frequency a. Observed number
squeezing factor ξ2N evolution in coupled double wells with increasing RF dressing
amplitude A (bottom to top). The solid line is a fitted sine function with 68% simul-
taneous prediction bounds. b. The extracted squeezing frequency fξ (diamond) from
a. together with the calculated prediction 2fp (grey shade) with N ∈ [2, 5] · 103 from
Eq. (5.3). c. Dependence of fξ (diamond) on total atom number N in the strongly
tunnel-coupled double well, A = 0.5, and for comparison experimentally measured
plasma frequencies 2fp (circle) and solid line marks the inferred 2fp from Eq. (5.3)
with tunnel coupling strength J = 40Hz.

In Fig. 6.7a, we show the observed squeezing oscillations in the number quadra-
ture in double wells from A = 0.48 (Λ ∼ 10) to A = 0.6 (Λ ∼ 5 · 104). The
extrapolated frequencies fξ are plotted collectively in Fig. 6.7b. The frequencies
span over an order of magnitude from 1 kHz to 30Hz. As a comparison, twice
the plasma frequency based on Eq. (5.3) with atom number N ∈ [2, 5] · 103 are
plotted as a grey band in the same figure. The overall quantitative agreement
is excellent, apart from frequency measured in weakly coupled double well at
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A = 0.6. This discrepancy comes from the interaction broadened transversal
profiles. The broadening leads to larger tunnel coupling than the inferred J
from single-particle eigenenergies in Eq. (3.13).

Another way to tune the squeezing oscillations is with the total atom number.
In Fig. 6.7c, the measured squeezing oscillation in double well A = 0.5 are
displayed as a function of total atom number. In addition, we plot measured
the plasma frequencies (as in Fig. 5.1). The total atom number is tuned between
2 · 103 and 4.5 · 103 with the final frequency of the evaporative cooling. The
frequency tunability with just the atom number is more limited, 400Hz to
700Hz. However, the agreement between the measured plasma frequencies and
squeezing oscillation frequencies is very good. The outliers of fξ could come
from either the scanning resolution of the hold time t or drift in the experiment.
These measurements are based on changes in quantum fluctuations and, thus
are highly sensitive.

6.3 Modulated tunnel coupling
So far, we have mainly explored how quantum fluctuations evolve in a stationary
bosonic Josephson junction, where no relative motion between the two conden-
sates is present. In this section, we explore the dynamics of quantum states in a
bosonic Josephson junction with modulated tunnel coupling. The modulation
comes from the induced motion of a splitting quench. Some of the emerging
dynamics are unique to a modulated bosonic Josephson junction. Others still
stem from the stationary bosonic Josephson junction.

Figure 6.8: Interference carpet after splitting quench. Transversal sloshing
in A = 0.5 trap resulted from splitting quench with κ = 0.085ms−1 from the single
well. The transversal cloud width after TOF σT and fringe spacing λfs extracted by
FT on the integrated interference pattern (top panel)
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6.3.1 Induced interclouds motion

Let us investigate the induced in-trap motion of the BECs after a splitting
quench. The quench is applied by splitting a BEC from a single trap to the
strongly coupled double well at A = 0.5 at a splitting speed κ = 0.085ms−1.
In Fig. 6.8 we display the resulting transversal interference pattern over hold
time t in the double well. As we can see, both the fringe spacing λfs and the
transversal width σT of the Gaussian envelope after TOF is oscillating at the
transversal trap frequency, which is fx = 1.42(6) kHz in A = 0.5 trap.

We can infer the intercloud distance d from the fringe spacing, obtained by
Fourier transforming (see Eq. (3.33)) and the fitted transversal cloud width σT

after TOF, with the expression

d =
2πσ2

T

ωxλfstF
, (6.3)

where tF = 43.4ms is the TOF duration for the fluorescence imaging and mea-
sured transversal trap frequency ωx (in Fig. 3.7). By assuming a stationary
in-trap cloud width a⊥ and a ballistic expansion as described in Eq. (3.32) and
a long TOF fulfilling t2F ≫ ω−2

⊥ , the expression in Eq. (6.3) can be re-expressed
as

d =
htF
mλfs

. (6.4)

In Fig.6.9 we compare the inferred in-trap intercloud distance with the expres-
sion in Eq. (6.4) (red markers) and Eq. (6.3) (grey markers). The former (red)
estimates a peak-to-peak oscillation amplitude of ≈ 0.1µm and the latter (grey)
fitted an oscillation amplitude of ca. 0.6µm. This discrepancy is caused by the
oscillation of cloud width σT after TOF (Fig. 6.8), which is out-of-phase with
fringe spacing λfs. The oscillation of σT possibly originates from breathing in-
duced by an abrupt change in the transversal trap frequency from the initial
≈ 2 kHz in weakly dressed single well at A = 0.28, see Fig. 3.7.

In the case of strong transversal breathing, Eq. (6.4) presents itself as a more
accurate formula for inferring intercloud distances. On the other hand, Eq. (6.3)
justifies the abrupt change in the overlap between the two wavepackets induced
by transversal breathing, which effectively leads to a drastic change in tunnel
coupling strength J as expressed in Eq. (2.12). In addition, a dispersion of the
wavepackets, while they slosh around the trap minimum within each of the
wells, might also contribute to a change in transversal width.

We repeat the same splitting quench as the previous section but now read out
in the relative number quadrature, see Fig. 6.10. The readout is done with the
following kick routine: raising RF amplitude from 0.5 to Akick = 0.68 in 0.175ms
and hold at Akick for 0.15ms before trap release. The resulting transversal profile
after the TOF for relative number readout is shown in Fig. 6.10. One can still
resolve the induced sloshing on the transversal profiles on the fitted Gaussian
centres, x0

L/R, of each cloud (lower panel). The fitted frequency of x0
L/R agrees

very well with the inferred in-trap motion from the interference pattern of the
same quench in Fig. 6.9. We are not sure of the origin of the "interference" on
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Figure 6.9: Intercloud sloshing The conjectured motion of the two condensates
is illustrated (at the top). Inferred inter-condensate distance oscillates at transversal
trap frequency. We use respsectively Eq. (6.3) (gray squares) and Eq. (6.4) (red stars)
to infer the distance d. We fit with a sinusoidal function with exponential damping
and obtain an oscillation frequency f = 1422(60)Hz.

top of each profile. The fringe spacing seems to coincide with what we expect
from an interference pattern of a double well at Akick = 0.68. But how the
interference pattern appears on the separated condensate profiles (mainly on
the left condensate) is not so clear.

With the induced out-of-phase intercloud distance oscillations and the transver-
sal breathing of each condensate, it is reasonable to deduce that the effective
tunnel coupling J is modulated at the trap frequency. We will investigate in
the next section how this modulated tunnel coupling influences the squeezing
oscillations in both the number and phase quadrature.

6.3.2 Driven squeezing oscillations

By performing a splitting quench from a single well to a double well and letting
the split BECs evolve for some time, we observe squeezing oscillations in the
number quadrature at comparable frequencies as the transversal trap frequency,
shown in Fig. 6.11. The time steps here are deliberately chosen to be able to
resolve frequencies comparable to the transversal trap frequency fx. A time
span corresponding to 1/fx is shaded in the figure for easy comparison. The
double wells that we investigated in Fig. 6.11 represent a large range within
the Josephson regime, from Λ ≈ 10 to Λ ≈ 5 · 104, as shown in Fig. 4.4. It
is therefore interesting to see how a modulated tunnel coupling influences the
dynamics of quantum fluctuations in different double wells.

In previous work on optimal control of number squeezing in trapped BECs
[84], one of the optimal approaches is by actively modulating tunnel coupling
strength to enhance the squeezing oscillations. This approach is referred to
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Figure 6.10: Transversal sloshing after kicking Upper panel: Integrated
transversal density as a function of hold time after fast splitting to strongly cou-
pled double well, A = 0.5. Middle panel: stacked transversal profiles as line plots for
better visualisation (darker to lighter with increasing time instances). Bottom panel:
Fitted Gaussian centre of the left cloud x0L and the right cloud x0R of single shots (dot
marker) and averaged values (triangle marker).

as parametric amplification. Most generally, the parametric resonances are at
multiple integers of the natural frequency, which is plasma frequency in the
case of tunnel-coupled BECs. Experimentally, this corresponds to applying a
modulation on tunnel coupling at twice the plasma frequency, which is close to
what we achieve in a splitting quench to A = 0.48 trap (upper left panel in
Fig. 6.11).

In the A = 0.48 double well, the observed squeezing oscillation frequency af-
ter splitting quench is estimated to be fξ = 1857(138)Hz, which is signifi-
cantly higher than the transversal trap frequency measured to be 1390(60)Hz.
Comparing to the squeezing oscillation in a stationary bosonic Josephson junc-
tion (no modulation on J) as shown in Fig. 6.7 with fitted frequency fξ =
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Figure 6.11: Drive number squeezing oscillations in double wells. By per-
forming a splitting quench from a single well at split speed κ = 0.08ms−1, we observe
enforced squeezing oscillations at the order of transversal trap frequencies. The hold
time τ is rescaled to the transversal trap frequency fx of each double well. The grey
marker represents the neglected data point (an outliner) for the fitting. Shaded re-
gions remark 1/fx.

1300(142)Hz. In this exact double well, where fξ in the stationary bosonic
Josephson junction coincides with the trap frequency fx, we are realising a
parametric amplification routine. In theory, the amplitude of the squeezing
oscillation will be enhanced with modulated J . What we observed is rather
a boost in oscillation frequency than an amplification in oscillation amplitude.
It is not yet clear why this is the case, but could be attributed to the strong
nonlinear Mathieu equation [85].

The upper right panel in Fig. 6.11 shows the squeezing oscillations observed in
the modulated double well at A = 0.5. This is the same experimental data that
produces transversal profiles after kick in Fig. 6.10. We observe oscillation at
a frequency fξ = 1353(63)Hz, which is very comparable to the trap frequency
fx = 1423(60)Hz. This means that the modulated tunnel coupling J(t) enforces
a squeezing oscillation at the trap frequency.

In less tunnel-coupled double wells, where fx ≫ 2fp, we also observe driven
squeezing oscillation at comparable frequencies with the trap frequency fx. But
as shown in the two lower panels in Fig. 6.11, the enforced squeezing oscillations
damp much faster. As measurements on squeezing oscillations are very sensitive,
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we are not ruling out the possibility that the experimental sets are simply less
stable. But this could also suggest that the splitting quench works best in the
strongly tunnel-coupled regime, where fx ∼ fp.

The splitting quenches present themselves as an easily implementable experi-
mental protocol for modulating tunnel coupling. The regime of the double wells
can be further explored to best employ the trap frequencies as the modulation
frequency. The amplitude of modulation can be controlled by tweaking pa-
rameters involved in the splitting quench. Recently there have also been some
experimental works on Floquet engineering of tunnel-coupled 1D condensates
[86] and theoretical studies on many-body parametric resonances in a driven
SG model [87]. It could be interesting in the future to explore how active drive
influences quantum fluctuations in our 1D multimode system. In the next chap-
ters, we will present some observations revealing the multimode dynamics with
the current experimental status.
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Chapter 7

Optimised spin-squeezed states

Spin-squeezed states are highly attractive in quantum metrology for their en-
hanced sensitivity [3, 88]. Creating spin-squeezed states with ultracold atoms
in the internal degree of freedom [4, 5, 89, 90] and external degree of freedom
[3] has been explored in the last decades. Motivated by the observed squeezing
oscillations, we will show in Sec. 7.1 an experimentally feasible approach to opti-
mise the spin squeezing in the decoupled double well (J = 0). Furthermore, we
will investigate how the enhanced spin squeezing prolongs the phase coherence
in both the global degree of freedom in Sec. 7.2, as well as, protecting the decay
of the spatial phase correlations in our extended multimode system in Sec.7.3.

7.1 Optimisation with two-step
Single linear ramps from a single well to the decoupled double well have been
used to create spin-squeezed states [3, 65]. Such procedures are also routinely
performed on the experiment. However, the limitation with a single linear
ramp-up is quite clear, as there is a direct trade-off between improving number
squeezing (with a slower ramp-up) and better phase coherence (with a faster
ramp-up). This is exactly what motivates us to develop alternative splitting
methods to achieve optimal spin-squeezed states.

time
split hold split

i

f

Figure 7.1: Schematic of the two-step splitting procedure. The first ramp
is from a single well to a tunnel-coupled double well Ai, allowing a certain hold time
at Ai and applying a second ramp to the decoupled trap Af . The inset shows out-of-
equilibrium quantum state distribution in the classical phase space from the two-mode
BH model in Eq. (6.1).
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Conceptually, nonlinear ramps with the help of an optimal control algorithm can
be generated for optimising spin squeezing. Numerous theoretical studies based
on two-mode models for optimizing number squeezed states with the help of
optimal control algorithm have been conducted [91, 92]. However, constructing
a many-body simulation on the dynamics of 1D multimode systems has proven
to be extremely challenging (in Sec. 6.2.2). Thus, we developed an experimen-
tally tractable approach for optimization, on account of the observed squeezing
oscillations, presented in Chpt. 6. We refer to this as a two-step approach.

A two-step sequence is illustrated in Fig. 7.1. The idea behind this approach is to
optimise the hold time in the tunnel-coupled double well to achieve an improved
spin-squeezed state before transferring the state to the decoupled trap with a
second linear ramp. This is an efficient way to prohibit phase diffusion during
the second ramp, thus generating better spin-squeezing in the decoupled trap.

7.1.1 Two-step with number readout

For the experimental implementation of the two-step approach, we add a second
ramp after the initial splitting to tunnel-coupled double well after certain hold
times. During the hold time, the dynamics in Fig. 6.1 and Fig. 6.7 are observed.
The obtained number squeezing factors in the decoupled trap A = 0.65 is shown
in Fig. 7.2 as a function of hold time in the strongly coupled trap at A = 0.5.
Note that we keep the split speed of the first and the second ramp the same
for a more straightforward comparison. But in general, the split speeds do not
need to be the same.

After the second ramp-up, the measured number squeezing factor is further
reduced compared to the coupled double-well in Fig. 6.1. The best-achieved
number squeezing factor combined with the complementary measurement in

Figure 7.2: Optimised number squeezing with two-step. The oscillation stems
from the hold time in the coupled double well at Ai = 0.5. The measurement is
performed after two-step splitting to Af = 0.65 with ramp speed κ = 0.02ms−1.



7.1. Optimisation with two-step 79

phase quadrature1, we obtain a squeezing factor of

ξ2S = −9.2+1.9
−3.0 dB, (7.1)

which is a significant gain compared to a single ramp from a single well to the
decoupled double well with the same duration. The single ramp results in a
spin squeezing factor ξ2S ≈ −2 dB. The main contributing factor to the large
distinction between the spin squeezing factors with two-step and single ramp is
the phase coherence factor. The two-step yields ⟨cosΦ⟩ = 0.86(2) while single
linear ramp gives ⟨cosΦ⟩ = 0.73(4).

In Sec. 6.3, we investigated how splitting quenches lead to modulation on the
tunnel coupling so that squeezing oscillations are driven at the transversal trap
frequency. Built on this, we implement a two-step quench to the decoupled trap
and explore how the squeezing oscillations behave after adding a second quench.
We show the experimental results of two-step quench in Fig. 7.3b with splitting
speed κ = 0.085ms−1 from the single well A = 0.28. For completeness, we also
plotted the driven squeezing oscillation in the tunnel-coupled trap in a. Here
we rescale the time to the inferred plasma frequency fp = 326Hz in A = 0.5
trap to demonstrate the boosted efficiency with the modulated tunnel coupling
compared to the stationary case.

a. b.

Figure 7.3: Optimised number squeezing with two-step quench. a. Mea-
sured ξ2N (orange circle) in A = 0.5 trap with enforced oscillation at the trap fre-
quency fx ≫ fp after a splitting quench with κ = 0.085ms−1 from a single well.
b. Transferred squeezing oscillation after two-step quench to decoupled double well
A = 0.65. τ indicates hold time in strongly coupled A = 0.5. Inferred plasma fre-
quency fp = 326Hz is used here.

As one can see, the driven squeezing oscillation still persists after adding the
second splitting quench. But the overall level of number squeezing in the final
decoupled trap is slightly worse compared to after a single splitting quench in a.
Nevertheless, due to the fast ramp-up, the phase coherence factor as a two-step

1with an imaging pulse length of 1ms, instead of typical 5ms for number squeezing mea-
surement. This is to enhance the fringe visibility, as there seems to be a vertical tilt between
the fringes and the LS plane.
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quench is very high, ⟨cosΦ⟩ ≈ 0.95. This ensures a best-attained spin squeezing
factor of ξ2S ≈ −6.5 dB with the two-step quench.

7.1.2 Two-step with phase readout

Detecting squeezing oscillation with a two-step sequence is more challenging
with relative phase readout. This is due to the phase diffusion during the split-
ting process, especially during the second ramp from coupled to decoupled trap.
This washes out the phase squeezing oscillation observed in the strongly cou-
pled trap in Fig. 6.1. As discussed earlier, speeding up the ramp is an effective
way to prevent phase diffusion during the splitting. We also learned in Sec. 6.3
that the quench introduces transversal motion between the two condensates.
Thus, we investigate in this section how a two-step quench influences the phase
quadrature.

a. b.

Figure 7.4: Phase squeezing oscillation with two-step quench a. Circular
standard deviation ∆Φ evolution as a function of hold time in strongly coupled dou-
ble well A = 0.5. The fitted sinusoidal function infers an oscillation frequency of
613(27)Hz. b. The spatial phase coherence factor ⟨C2⟩.

By performing a two-step quench: splitting A = 0.28 to A = 0.5 at speed
κ = 0.1067ms−1, allowing a variable hold time there, and splitting to A = 0.65
at κ = 0.075ms−1, we observe a dynamics in the global phase fluctuations, ∆Φ,
shown in Fig. 7.4b. The extracted oscillation frequency by fitting a sinusoidal
function on the global relative phase fluctuation is f = 613(27)Hz. This fre-
quency is comparable to the observed phase squeezing oscillation in A = 0.5
trap after a slow splitting, shown in Fig. 6.1. For reference, the average phase
squeezing factors are ξ2Φ = N · ∆Φ2 ≈ 20 in Fig. 7.4, which is larger than the
measured ξ2Φ ≈ 8 in the A = 0.5 trap without the second ramp-up to the
decoupled double well (see Fig. 6.1).

With a two-step quench, the frequency of the observed squeezing oscillation in
the phase quadrature is a bit surprising. From the obtained two-step quench
measurements in the number quadrature (see Fig. 7.3), we intuitively expect the
squeezing oscillation to be driven at the transversal trap frequency in the phase
quadrature as well. But first of all, Fig. 7.4 is a validation that the squeezing
oscillations in the stationary BJJ are still preserved despite a modulated tunnel
coupling. Now let us naively express the motion of the equation for squeezing
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factors as
∂2

∂t2
ξ + ω0ξ = A cos(ωxt), (7.2)

where ω0 = 2ωp = 4πfp is the squeezing oscillation frequency in a stationary
Josephson junction. The equation has a solution of type

ξ(t) =
A

ω2
0 − ω2

x

cos(ωxt). (7.3)

And since ξ(t) = B cos(ω0t) is a solution to the undriven pendulum equation
(A = 0 in Eq. (7.2)), the two solutions can be superimposed and lead to beating
between stationary squeezing oscillation frequency ω0 and trap frequency ωx,
such that the resulting squeezing oscillations

ξ(t) ∝ Ã cos(ωxt) + B cos(ω0t). (7.4)

The interplay between the amplitude Ã and B can lead to very different pat-
terns. For instance, the oscillation in Fig. 7.3 a could possibly originate from
a superimposed solution between trap frequency and squeezing oscillation fre-
quency in the stationary trap.

The resulting dynamics of an interplay between these two dynamics depend on
the regime of the BJJ and the strength of the transversal excitations. In another
experimental set, we perform a two-step quench in the MZI trap configuration,
shown in Fig. 7.5. With finer time steps, we resolve an oscillation of ∆Φ at
fξ = 849(36)Hz, which is similar to the trap frequency fx ≈ 966(11)Hz. The
dynamics match with what we expect with a two-step quench. The surprising
finding is the significant magnitude of phase fluctuation oscillation.

The standard circular deviation ∆Φ increases to 2 from 0.5 within ∼ 0.6ms.
∆Φ ≈ 2 corresponds to a nearly completely random phase distribution (within
finite statistics). This time scale is much shorter than the typical time scales of
phase diffusion, as shown in Fig. 7.7. The exact governing physics behind this
rapid growth in phase distribution is yet unknown. There might be a connection
to higher-mode excitations. We show in Fig. 7.6 the dynamical evolution of the
two-point correlation function ⟨cos[ϕ(z)−ϕ(z′)]⟩. Stronger correlations between
two symmetric points z and −z are observed, which resembles the observation of
a generalized Gibbs ensemble [80]. The difference is that our system is evolving
in a strongly tunnel-coupled double well, in contrast to the decoupled trap where
the previous experimental findings are made.

7.2 Suppressed phase diffusion
It has long been known that split BECs have initially very highly correlated
relative phases ∆Φ0 ≪ 1, but inter-atomic interactions randomise the relative
phase over time. This phenomenon is known as phase diffusion. Studies have
been conducted to characterize the phase diffusion rate [93, 94]. It has been
derived that the distribution of the relative phase fulfils the following relation
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f

Figure 7.5: Drive global phase distribution with two-step quench. Perform-
ing two-step quench (A : 0 → 0.552 → 0.7) with speed κ ≈ 0.1ms−1 in the MZI trap
configuration (with β = 20o) with hold time in the coupled double well and switch off
right after two-step splitting. Here d is the inferred inter-condensate distance from the
fringe spacing (grey star) and ∆Φ is the extracted standard deviation of the global
phase distribution inferred from the Fourier transform with the fixed centre of the
Gaussian envelope. The polar plots are the distribution of ensemble measurements of
the local phases (black) over the central region of ±20µm and the global phases as
its circular mean (red) at various hold times marked as vertical dotted lines.

in decoupled double wells,

∆Φ(t) =
�
∆Φ2

0 +R2t2, (7.5)

where R is the phase diffusion rate, expressed as

R =
ξN

√
N

h̄

∂µ

∂N

"""""
N=N/2

=
ξN
h̄

g1Dρ(0)√
N

, (7.6)

for symmetric splitting (NL = NR = N/2), where we used the chemical potential
of equilibrium states

µ = g1Dρ(0). (7.7)
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Figure 7.6: Two-point phase correlation function (PCF) Evolution of PCF as
a function of hold time t (ms) in the strongly coupled double well with the two-step
quench (MZI trap). Same experimental set as Fig. 7.5.
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Figure 7.7: Phase diffusion vs number squeezing Left panel: Evolution of
circular standard deviation of the relative phase, ∆Φ, in weakly coupled A = 0.6 trap
with varying splitting speed, κ, from the initial A = 0.28 trap. Right panel: Number
squeezing factor ξ2N as a result of splitting speeds κ. 400 shots per data point are
taken. The extracted phase diffusion rates ∂t∆Φ from left panel are also displayed as
comparison.

The expression in Eq. (7.6) is a direct indicator that number-squeezed states
suppress phase diffusion and thus prolong the phase coherence time. Previous
experiments have shown indirect evidence [95] and later an earlier project on
this setup demonstrated directly the measured number squeezing factor to the
phase diffusion rate [53]. Following up on these observations, we intend to show
how different levels of number squeezing influence the phase diffusion rates in
an effectively decoupled trap in Fig. 7.7. By effectively decoupled, we mean that
the phase diffusion time is much shorter than Josephson oscillation. We prepare
the different levels of number squeezing by controlling the splitting speed κ of
a single linear ramp from the single well to the double well A = 0.6. In the left
panel in Fig. 7.7, we let the system evolve in the decoupled trap for up to 5ms.
We can infer the rate R = ∂t∆Φ by linearly fitting on the time evolution of ∆Φ.

For weakly coupled double well A = 0.6, the experimentally measured trap fre-
quencies are [ωx, ωy, ωz] = 2π · [2.59, 2.65, 0.015] kHz. With N = 3000 atoms, we
can calculate the effective 1D coupling strength along the longitudinal direction
from Eq. (2.46) to be g1D/h = 28Hz · µm. With peak density of the original
single condensate, ρ(0) ≈ 50µm−1, we obtain µ/h = g1Dρ(0)/h ≈ 1.5 kHz. By
plugging this into Eq. (7.5) and with the estimated R, we can in principle infer
the number squeezing factor. Conversely, we can infer from the measured num-
ber squeezing factors the expected phase diffusion rates. We plot in the right
panel in Fig. 7.7 the measured phase diffusion rates and the measured number
squeezing factors.

With number squeezing factor ξ2N = 0.3, we expect a phase diffusion rate at
R ≈ 100mrad/ms. This value matches very well with the observed diffusion
rate as shown in the right panel in Fig. 7.7 with split speed κ = 0.02ms−1.
However, at faster splitting speeds, the measured phase diffusion rate is much
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higher than what we expect from the measured number squeezing factors. This
could originate from a non-zero energy difference in terms of tilted double well,
∆E ̸= 0, or a nonzero imbalance n ̸= 0, such that the estimation of the chemical
potential in Eq. (7.7) is not valid. In addition, the splitting speed is typically
very abrupt in the time scale of the longitudinal dynamics, this means that the
effective chemical potential right after the splitting is also different from the
equilibrium one.

7.3 Protected spatial phase correlations
As introduced in Sec. 2.3.2.2, in 1D weakly interacting Bose gases, the phase
correlation is preserved over finite lengths and lower energy excitations are popu-
lated after the Bose-Eistein statistics in the thermal equilibrium. The dynamics
of out-of-equilibrium states have been previously investigated [16, 21, 80]. The
two-point phase correlations are decoupled from the global phase dynamics and
reveal interesting quantum correlations of the 1D system.

In this section, we will investigate how the spatial phase coherence between
decoupled BECs evolves as a result of different levels of number squeezing. First,
we look into the short-time dynamics, when the system relaxes into semi-stable
states, known as prethermalisation [96]. We compare the relaxation dynamics
for states with different levels of number squeezing and attribute this to the
local dephasing. Then we investigate how improved spin squeezing protects the
spatial phase coherence over longer times.

7.3.1 Evolution in decoupled double well

First, we will clarify that phase diffusion exclusively refers to the randomization
of the global phase, k = 0 mode. For k ̸= 0 modes, we refer to the randomization
of the relative phase as dephasing. Here we assume quasicondensates confined
in a box potential with length L, thus having homogeneous atomic density ρ1d.
An important distinction between these two is that phase diffusion (k = 0)
leads to decay of the phase coherence factor [94, 97, 98]

⟨cosΦ(t)⟩ ∝ exp(−t2/τ 20 ), τ0 = h̄/g1D
�

L/ρ1d. (7.8)

While the dephasing of all k ̸= 0 modes leads to decay of the spatial phase
coherence [99]

⟨C2(t)⟩ ∝ exp(−t/τ), τ =
8K2

cρ1dπ2
(7.9)

where the Luttinger parameter K is defined as

K =
h̄π

2

�
ρ1d

mg1D
, (7.10)
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and the integrated squared contrast is

⟨C2⟩ =
�
z,z′

C(z, z′) =
�
z,z′

⟨cos θ(z, z′)⟩. (7.11)

For time evolution over longer time scales, as described in Sec. 2.3.2.2, the
Tomonaga-Luttinger liquid Hamiltonian in Eq. (2.71) is a good description of
the relative degree of freedom dynamics of 1D quasicondensates in a decoupled
double well. The Hamiltonian of quasicondensates with homogeneous atomic
density is expressed in the Bogoliubov basis,

Ĥ− =
�
k

h̄2k2

4m
ρ1dϕ̂

†
kϕ̂k +

g1D
4

ρ̂†−,kρ̂−,k. (7.12)

The time evolution of the relative phase and relative density field in the mode
expansion is given by

ϕ̂j(t) = ϕ̂j(0) cos(ωjt)−
√
mg1D

h̄kj
ρ̂−,j(0) sin(ωjt),

ρ̂−,j(t) = ρ̂−,j(0) cos(ωjt) +
h̄kj√
mg1D

ϕ̂j(0) sin(ωjt)

(7.13)

where t = 0 is the timing of adiabaticity breaking. The resulting evolution of
the variance of local observables are

⟨ϕ̂2
j(t)⟩ = ⟨ϕ̂2

j(0)⟩ cos2(ωjt) +
mg1D

h̄2k2
j

⟨ρ̂2−,j(0)⟩ sin2(ωjt),

⟨ρ̂2−,j(t)⟩ = ⟨ρ̂2−,j(0)⟩ cos2(ωjt) +
h̄2k2

j

mg1D
⟨ϕ̂2

j(0)⟩ sin2(ωjt),

(7.14)

where the cross terms disapear due to commution relation [ϕ̂†
j′ , ρ̂−,j] = −2iδj,j′ .

From here, we can see that over time the density fluctuations convert into phase
fluctuations and vice versa. A period of conversion for each k-mode scales
inversely with mode frequency 1/ωk. For the k = 1 mode of the harmonic trap,
in Eq.(2.65), this corresponds to a period of ∼ 50ms. Thus at shorter times,
the evolution of the fluctuations appears as dephasing.

The initial fluctuation of phase ⟨ϕ2
j(0)⟩ and density ⟨ρ2−,j(0)⟩ depend on the exact

preparation procedure. At thermal equilibrium, the fluctuations fulfil Eq. (2.73).
With splitting quenches, where no number squeezing is expected, ∆N2

− = N ,
the local density fluctuations are also binomially distributed ∆ρ2− = ρ0, where
ρ0 = ρ(0) is the peak atomic density of the original unsplit condensate. Right
after the splitting quench, the phases of the two split condensates are almost
identical copies of each other. Presuming minimum uncertainty of relative phase
fluctuations obeying the Heisenberg uncertainty principle, we obtain

⟨ρ̂2−,j(0)⟩ = ρ, ⟨ϕ̂2
j(0)⟩ =

1

ρ
. (7.15)
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This leads to non-equilibrium states far from the thermal equilibrium. In other
situations, where the prepared state is out-of-equilibrium but not resulting from
a quench, the initial fluctuations are difficult to predict analytically. In the
next subsections, we stick to the experimental observations of the short-term
and long-term dynamics of various non-equilibrium states in the decoupled trap
and only provide some heuristic theoretical explanations.

Furthermore, we would like the readers to keep in mind that, in the low-energy
description, the modes are independent of each other, hence no true relaxation
and thermalisation is expected in integrable 1D systems. But in reality, there
are other mechanisms [100–102] not considered in the Luttinger theory that
could lead to the thermalisation of 1D systems. Thus this section just aims
to provide some analytical insights that help us understand the experimental
observations in the remainder of this section.

7.3.2 Short term dynamics: prethermalisation

Within a short timescale, split BECs relax to prethermal states [21, 96, 103,
104], which are non-thermal steady states that exhibit some thermal-like fea-
tures. In previous works on prethermal states [21, 105], it has been found that
the effective temperature T− between two condensates are identified as the en-
ergies stored in each momentum mode. And within each mode, the energy is
equally distributed between relative phase fluctuations ∆ϕ2 = ⟨ϕ2⟩ − ⟨ϕ⟩2 and
the relative atomic density fluctuations, ∆ρ2− = ⟨ρ2−⟩ − ⟨ρ−⟩2, as expressed in
Eq. (2.73) for Gaussian states2. Thus we express the effective temperature as

kBT
− =

g1D∆ρ2−
4

. (7.16)

In the presence of number squeezing, the relative density fluctuations can be
substituted by assuming equal number squeezing in all modes and using a sin-
gle (global) number squeezing factor ∆ρ2− = ξ2Nρ1d. Thus Eq. (7.16) can be
rewritten as

kBT
− =

g1Dξ
2
Nρ1d
4

. (7.17)

where we remind the reader that ρ1d is the atomic density in the original single
condensate ρ1d = ρL + ρR. With the typical experimental atomic densities, we
estimate the effective temperature to be T−

B ≈ 20 nK resulting from a splitting
quench (ξ2N = 1). This temperature is lower than the typical thermal tempera-
tures of our condensates 30− 100 nK.

In Fig. 7.8, we investigate the two-point phase correlation (PCF) decay up to
4ms after the BEC splitting. The PCF between two spatial points z and z′

along the condensates is defined as

⟨cos(ϕ(z)− ϕ(z′))⟩ = ⟨cos θ(z, z′)⟩. (7.18)
2fully characterized by up to second order correlation functions
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In Fig. 7.8a, we display the two-point phase correlation correlation C(z, z′) at
t = 0ms and t = 4ms after a linear ramp from the single well to A = 0.6.
The upper panels represent the number-squeezed state with ξ2N = 0.31(3) (or-
ange colour) and the lower panels represent the number-squeezed state with
ξ2N = 0.44(4) (green colour). By averaging over two-point PCFs with z = z− z′

in Fig. 7.8a, we plot the averaged ⟨cos θ(z)⟩ in Fig. 7.8b. We see that despite an
initially high PCF (green square), the phase correlation decays much faster to
lower values compared to the PCF decay of enhanced number-squeezed states
(orange square). This decay is due to light-cone propagation of thermal corre-
lations from shorter distances z outwards at the phonon speed l = 2ct. Outside
the transition length z = l, the relative phase is locked [29]. In the homogeneous
density limit, we expect the time derivative of the two-point phase variance to
obey [47, 103, 106]

∂t⟨∆θ2(z, z′)⟩ = 2c

lϕ
·Θ(2ct− z), (7.19)

where Θ(x) is the Heaviside step function3 and lϕ is the phase coherence length

lϕ =
h̄2ρ1d

2mkBT− , (7.20)

which is basically the effective thermal coherence length of the relative phase
between the two quasicondensates. Here again ρ1d is the density of the original
single condensate prior to splitting. For number squeezed states, we substitute
the effective temperature with Eq. (7.16) and rewrite the phase coherence length
as

lϕ =
2h̄2

ξ2Nmg1D
. (7.21)

This means that lϕ is larger for states with enhanced number squeezing. The
time it takes before the thermal correlation establishes itself across the phase
coherence length, l = lϕ, is referred to as the prethermalisation time [96, 103]

τ ≈ lϕ
2c

. (7.22)

Thus it also takes longer before the number-squeezed states prethermalise. The
phase coherence length is estimated to be lϕ = 8µm with ξ2N = 1. Combined
with Eq. (7.22), we estimate a prethermalisation time τ ≈ 3ms. With num-
ber squeezing ξ2N = 0.3, we estimate the prethermalisation time τ = 10ms.
However, we need to emphasise that the prehtermalisation time in Eq. (7.22) is
based on a splitting quench where the thermal correlation propagation starts at
separation z = 0. To achieve number squeezed states as shown in Fig. 7.8, we
perform BEC splitting at a slower speed. Thus at the end of the ramp t = 0,
the thermal correlation has already propagated for some time t′. Thus we need
to revise τ = t+t′. It is not straightforward to verify the prethermalisation time
for split condensates resulting from slow ramps experimentally, as t′ is hard to

3Θ(x) = 1, if x > 0, and 0 otherwise.
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a. b.

c.

d.

Figure 7.8: Influence of number squeezing on multimode phase correlation
function. a. Phase correlation function (PCF) ⟨cos θ(z, z′)⟩ between two spatial
positions z and z′ along the condensates. Upper and lower panels show PCF of a
state with ξ2N = 0.44(4) (orange) and 0.31(3)(green) at time t after splitting to DW
at A = 0.6. b. Spatially averaged PCF, ⟨cos θ(z)⟩, with z = |z−z′| from a. visualises
how number squeezing suppresses decay of PCF. The grey line is the obtained PCF
with direct cooling into this trap. c. Evolution of ∆θ(z,−z) for z = 8µm (big circle)
and z = 24µm (small circle). We infer the dephasing rate ∂t∆θ(z,−z) with a linear fit
and plot the extracted rates in d (see Fig. 7.9 for all distances z). The shaded regions
represent the extracted global phase diffusion rate. We observe a spatial dependence of
∂t∆θ(z,−z) along the condensates, which hints at local number squeezing originating
from the multimode dynamics of quasicondensates.

infer.

After the state has prethermalised, the two-point PCF between the two split
condensates behaves like two decoupled condensates at thermal equilibrium with
an effective temperature T− with the phase coherence length lϕ,

⟨cos(θ(z, z′))⟩ = exp(−|z − z′|/lϕ). (7.23)
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Typically the effective temperature T− < T , we expect the prethermal states
to exhibit a higher phase correlation compared to the thermal states. However,
the measured PCFs of the prethermalised states are actually not too far from
the experimentally measured thermal equilibrium state of the double well from
directly cooling (grey line in Fig. 7.8b). See Sec. 4.1 for discussions on direct
cooling. The first possibility is that the temperature of the BECs is comparable
to the effective temperature T−. From the PCF of direct cooling, we estimate
lϕ ≈ 15µm, which gives T ≈ 10 nK. Even though, we do not have a precise
measure of the temperature. It is less likely that the BECs are cooled to below
20 nK from empirical experiences.

Another possibility is that the tunnel coupling is non-vanishing, J > 0, so that
the finite phase restoration length between two coupled condensates

lJ =
�
h̄/4mJ, (7.24)

protects the spatial phase coherence. For A = 0.6 trap, even though the esti-
mated J based on single particle eigenstates gives J ≈ 10−2 Hz. We know from
the measured plasma and squeezing oscillation frequency in Fig. 6.7 that the
real tunnel coupling is stronger due to the interaction broadened wavefunction.
Plugging the measured plasma frequency fp = 15Hz into Eq. (5.3), we can in-
fer that the tunneling strength is J ≈ 0.1Hz. This gives a phase restoration
length lJ ≈ 40µm, which is shorter than the condensate length. This is thus
a contributing factor to the comparable PCFs between prethermal states and
thermal states.

Another cause is that the limited imaging resolution smears out the correlation4.
The imaging resolution of δz = 4µm is comparable to the phase coherence length
lϕ. In reality, the resolution is poorer due to the random walk of atoms in the
Light Sheet. From evaluation Fig. 8.3, we estimate the width of the point spread
function to be 3− 5 pixels, namely 12− 15µm. For more details see Sec.8.1. It
has been shown in the [107] that an imperfect imaging system smoothens out
the phase correlation function. The smearing together with the inhomogeneous
atomic density leads to the smoothening of PCF. Thus during the relaxation
to the prethermal states, the PCFs present themselves as an overall lowering
of the exponentially decaying cos θ(z, z′, t) over time. This is in contrast to the
propagation of the thermal correlations as demonstrated in [103], where the
plateau outside the light cone (z = ct) decreases exponentially over time.

In addition to the two-point PCF, one can also employ the two-point phase
standard deviation ∆θ(z, z′) between two points z and z′ in the relative phase
field ϕ(z) to better quantify the local dephasing, see Fig.2.2. We display in
Fig. 7.8c, the evaluated ∆θ(z,−z) between the symmetric points z and −z and
its evolution over time with a linear fit. At different separations z = 2z, the lin-
ear fit gives different dephasing rates ∂t∆θ. The full set of ∆θ(z,−z) evolution
at spatial separations z = 2z with z = 4 − 24µm is plotted in Fig. 7.9. And
the fitted linear dephasing rates are plotted in Fig. 7.8d. The overall dephasing
rates are lower for enhanced number-squeezed states. This means that number

42ms of the imaging pulse was used in this data set
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Figure 7.9: Evolution of fluctuations of the two-point relative phase ∆θ(z,−z)
between two symmetrically located points around the longitudinal centre of the BEC.
Left panel: ∆θ(z,−z) evolution with global number squeezing ξ2N = 0.31(3) and a
linear fit on the time instances up to 3ms. Right panel: ∆θ(z,−z) evolution with
global number squeezing ξ2N = 0.44(4) and a linear fit on time instances up to 2ms.

squeezing suppresses spatial dephasing. In addition, we observe a spatial de-
pendence of the dephasing rates. The origin of this trend is not very clear. And
no explicit dependence on z is expected. We make two simple arguments in the
following on the experimental observation of spatial dependence of dephasing
rate. In both cases, further verifications are needed.

In [24, 47], the relaxation dynamics of harmonically trapped condensates are
studied. For harmonically trapped BECs, the longitudinal density profile can be
approximated with the Thomas-Fermi profile ρ(z) = ρ0(1 − (z/RTF )

2), where
RTF is the Thomas-Fermi radius. In the case of splitting (non-quench), the
fluctuations are instead

⟨ρ−(z)2⟩ = ξ2ρ(z)ρ(z), ⟨ϕ(z)2⟩ = 1

ξ2ρ(z)ρ(z)
, (7.25)

where ξ2ρ is the local squeezing factor. The mode occupation nj on the other
hand can be shown to be very similar to the homogeneous density case [47],
which is what we based our most analytical insight on. The evolution of the
two-point phase variance is

∆θ2(z, z′, t) =
πνN
2RTF

�
j≥1

[fj(z)− f(z
′)]2

ωj

(1 + 2nj), (7.26)

where fj(z) is expressed to the Legendre polynomials Pj(z/RRF ) [79]

fj(z) =
�

j + 1/2 · Pj(z/RRF ). (7.27)

We refer to Fig. 4 in [106] for the evolution of PCF of trapped condensates. It
behaves very similarly to the homogeneous case with some minor deviations. To
derive an exact formula of dephasing rate for trapped condensates to fit with our
experimental finding in Fig. 7.8d is not very trivial. But the density-dependent
fluctuations in Eq. (7.25) and the "curved" plateau outside the light cone both
align with our experimental observations in Fig. 7.8.
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The second argument is in connection to previous work on the experimental
observation of different effective temperatures in even and odd modes [47, 80],
we follow the line of thought and define the mode-resolved squeezing ξ2j based
on the relation with the global squeezing factor ξ2N ,

∆N2
− = ξ2NN =

�
k

ξ2kρ−,k. (7.28)

Note here that we made the squeezing factor ξ2k explicitly mode dependent. This
is based on the observation of mode-dependent effective temperatures derived
from generalised Gibbs ensemble [108]. The k-modes in Luttinger liquid theory
are independent harmonic oscillators, meaning that the squeezing level in each
mode is not necessarily equal. Thus, the mode-resolved effective temperature
in Eq. (2.73) can be expressed as

kBT
−
k =

g1D⟨ρ2−,k⟩
4

=
g1Dξ

2
kρ−,k

4
. (7.29)

A general description of the time evolution of the phase variance5 based on the
Heisenberg equation of motion is

⟨∆θ2(z, t)⟩ =
� ∞

0

dk

2π
⟨ϕ2

k(t)⟩
�
1− cos(kz)

�
, (7.30)

where the time-dependent phase variance ⟨ϕ2
k(t)⟩ is as expressed in Eq.(7.14).

As previously mentioned, the initial phase variance depends on the exact prepa-
ration of the BECs in decoupled double wells. By assuming a k-dependence of
effective temperatures T−

k ∝ kα and an initial phase fluctuation obeying the
thermal equilibrium in Eq. (2.73) at T−

k , we can express the time evolution of
twp-point phase variance as

⟨∆θ(z, t′)2⟩ ∝ �
(z + ct′))1−α + (z − ct′)1−α

�
, (7.31)

which showcases an explicit connection between spatial dephasing on the spatial
separation z. With the typical assumption of equal energy stored in each mode,
α = 0, we recover Eq. (7.19). However, as the power-law scaling of T−

k is not
anticipated, the expression in Eq. (7.31) serves more as an illustration of the
potential outcomes resulting from unequal mode temperatures.

The short-term dynamics after BEC splitting as a result of different levels of
number squeezing can be well explained by relaxation to the prethermal states.
Better number squeezing results in lower effective temperatures and thus lower
dephasing rates. We will study the long-term influence of spin squeezing on
spatial phase coherence in the next subsection.

5
�

dk
2π

A
k2 (1− cos(kz)) = A|z|

2
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Preparation routine Phase diffusion rate
R (mrad/ms)

Spin squeezing factor
ξ2S = ξ2N/⟨cosΦ⟩2

fast two-step 200± 18 ≈ 0.4
single slow ramp 139± 27 ≈ 0.63
single fast ramp 255± 34 ≈ 0.80

Table 7.1: Characterising split BECs with three different preparation rou-
tines The resulting states of the split BECs are characterised with fitted global phase
diffusion rates and the estimated spin squeezing factors by performing complementary
measurements in number and phase quadrature.

7.3.3 Long term evolution

The experimental outcomes presented in this section primarily serve to demon-
strate the prolonged spatial phase coherence attained via fast two-step compared
to single linear ramps. As a characterisation of the global observables, we plot
in Tab. 7.1 the inferred global phase diffusion rates and the spin squeezing fac-
tors with the three different approaches. The most optimal spin squeezing is
obtained with the fast two-step approach (discussed in Sec. 4.1).

In Fig. 7.10, we show the evolution of fluctuation of the two-point relative phase
∆θ(z, z′) in the decoupled trap A = 0.65 with three different preparation rou-
tines: a. a fast single ramp with κ = 0.08ms−1 b. a slow single ramp with
κ = 0.08ms−1 and c. a fast two-step 6. In d we plot collectively the fitted
dephasing rates from a (blue), b (orange) and c (black). Fast two-step yields
comparable dephasing rates Rz = ∂z∆θ(z, z′) as the slow single ramp. This is
evidence for the comparable number squeezing factors of these two approaches.
While the fast single ramp results in significantly larger dephasing rates.

After the initial dephasing (up to ∼ 5ms after the splitting), the states relax to
the prethermal states, as discussed in Sec. 7.3.2. No obvious change in ∆θ(z, z′)
is observed beyond these time instances. We note that in the dephased limit,
the final ∆θ(z = 48µm) ≈ 1.5 with fast two-step approach is smaller than
obtained with single ramps ∆θ(z = 48µm) ≈ 2. This means that the spatial
phase coherence is overall higher in states prepared with two-step splitting.

To quantify the overall spatial phase coherence, we use the mean squared con-
trast ⟨C2⟩ defined in Eq. (7.11) and plot in Fig. 7.11 the evolution of ⟨C2⟩ with
the three approaches (Fig. 7.10.) Compared to the two single linear ramps, the
fast two-step sequence results in higher ⟨C2⟩ and its decay is more suppressed
over a longer time. With similar levels of number squeezing between the fast
two-step and the slow single ramp, the decay rates of ⟨C2⟩ are also compara-
ble. But since thermal correlation already propagates (aka dephasing) during
the slow ramp-up, the initial ⟨C2⟩ right after the splitting is much lower with
a slow ramp. We conclude from this that enhanced spin squeezing leads to

6The two-step quench sequence: ramping up from single well A = 0.28 to strongly coupled
double well A = 0.5 in 3ms, hold for 1.65ms and ramp to decoupled double well A = 0.65 in
2ms.
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a. b.

c. d.

Figure 7.10: Comparison on local dephasing rate of two-point relative
phase θ(z, z′) Measured local dephasing over time ∆θ(z, z′) in the decoupled trap
A = 0.65 with (a) a single ramp at splitting speed κ = 0.08ms−1, with (b) a single
ramp at splitting speed κ = 0.02ms−1 and (c) with fast two-step at κ = 0.08ms−1.
The fitted dephasing rates Rz at different separation z = z−z′ in a. to c. are plotted
in d.

higher spatial phase coherence, in terms of better initial phase coherence and
subsequent suppressed decay in the decoupled trap. Effectively, longer phase
coherence time is obtained with optimal spin-squeezed states.

In Fig. 7.11, we notice a not completely steady behaviour of ⟨C2⟩ from fast two-
step (black) after the initial decay due to dephasing. At longer evolution times,
we observe a revival-like trend that coincides with previously observed recur-
rence phenomenon in 1D Bose gases [22, 47, 66]. This phenomenon is typical
for non-equilibrium states, where the rotation between phase and density fluc-
tuations (Eq. (2.73)) leads eventually to rephasing at time instances coinciding
with the period of the first k−mode, ∆T = 1/ω1. For harmonically trapped
condensates, the period of rephasing is ∆T = 1/ωz for the k = 1 mode, see
Eq. (2.65). In addition, the revival peak in PCF is broadened [47, 66] caused by
the incommensurate energy spectrum of the modes. But as we will see, this is
hard to disentangle from the induced longitudinal breathing motion from BEC
splitting.
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Figure 7.11: ⟨C2⟩ evolution of spin squeezed states in decoupled double
wells. We compare three different preparation routines resulting in different spin
squeezing factors (shown in Tab. 7.1). Upper panel: We show the evolution of the
mean squared contrast ⟨C2⟩ =

�
z,z′⟨cos(θ(z, z′))⟩ in the decoupled trap A = 0.65.

The best spin-squeezed state is achieved with the fast two-step and yields higher ⟨C2⟩
over longer times. Lower panel: we display the longitudinal widths σz evolution
over time, where the width from fast two-step (black dots) is fitted with a sinusoidal
function. The width oscillates at f = 37(3)Hz after TOF, which corresponds to twice
the longitudinal trap frequency, f = 2fz. We display the two-point phase correlation
function at some time instances in the insets.

We plot the longitudinal width after TOF in the lower panel in Fig. 7.11 and
extrapolate a frequency of 37(5)Hz. From here we deduce the longitudinal
trap frequency fz = 18.5Hz. The frequency doubling after TOF in the quasi-
condensate regime stems from a self-reflection mechanism due to the repulsive
interactions [109]. We remark that the induced longitudinal motions (more de-
tail in Fig. B.1) do not coincide with the trend in phase coherence, especially
the revival of ⟨C2⟩ around 25−30ms with fast two-step. To confirm the revival,
we need to let the system evolve for a longer time.
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Chapter 8

Towards resolving mode dynamics

In this outlook chapter, we present some insights towards resolving number
squeezing in higher modes based on the current experimental results. In Sec. 8.1,
we characterize our imaging system with respect to resolving local number
squeezing. In Sec. 8.2, we present some simulation results on generating 1D
quasicondensates at thermal equilibrium based on the Ornstein-Uhlenbeck pro-
cess [110, 111]. We compare this to the experimental results and identify some
resembling features. In Sec. 8.3, we present the emerging local relative den-
sity fluctuations with distinctive structures resulting from different preparation
schemes. In Sec. 8.4, we summarise and envision future projects in connection
to this work.

8.1 Effective imaging resolution
As previously mentioned in Sec. 3.2, when the atoms fall through the light sheet,
atoms undergo random walk while absorbing-reemitting photons. The effective
imaging resolution is then limited by this effect and effectively larger than the
camera pixel size in the objective space δz = 4µm. Now we focus on locating
the lower bound on the longitudinal integration length, namely the effective
imaging resolution for number squeezing estimation.

In Fig. 8.1, the longitudinal profile of the two BECs after TOF is plotted, which
has a Lorentzian profile. In the middle panel, the number squeezing factor
ξ2N(∆z) as a function of the integration length, ∆z, is plotted. Here the inte-
gration length is evaluated symmetrically around the longitudinal centre. We
see that the calculated ξ2N reaches a steady value with integration lengths above
∆z ≈ 28µm. Below this length, classical correlations from the Fluorescence
imaging dominate (see supplementary material in [15]). This length remarks
an effective resolution of the imaging system. The length is still a few times
smaller than the condensate length. In the right panel of Fig. 8.1, we also plot
the total atom number as a function of the integration length. This is used
as a reference as total atom number might also have an influence on number
squeezing factor estimation.
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.103

Figure 8.1: Imaging influence on spatial number squeezing. Left panel:
Longitudinal profile of BEC. ∆z is evaluated symmetrically around the peak density
along the condensate. Middle panel: Influence of finite integration length ∆z on
evaluation of number squeezing factor ξ2N . Right panel: Atom number N within the
integration region ∆z. The shaded region indicates the lower bound of ∆z for reliable
estimation of number squeezing factor ξ2N .

8.2 Local number squeezing estimation
From the previous section, we learn that the imaging system allows us to poten-
tially probe spatial correlations along the condensates. In this section, we would
like to explore this possibility and check the influence of the TOF expansion on
local number squeezing estimation. We compare the experimental results with
simulations and see what further insights this provides us in understanding
higher mode dynamics in 1D bosonic Josephson junction.

The simulation is based on the Ornstein-Uhlenbeck process. This process was
originally proposed by [110, 111], but later generalized to describe the spatial
phase fluctuations [110] and extended further for nonharmonic Hamiltonians
[112] which has been used in [16]. Thus we refer to [112] for details on the
simulation1. The simulation allows us to simulate condensates at thermal equi-
librium with arbitrary temperatures. For simulating BECs in double wells, we
use independent Hamiltonian in discrete form for the common and relative de-
gree of freedom with finite or vanishing tunnel coupling J . On top of that,
the smearing effect on the simulated condensates, which is important consid-
ering finite imaging resolution; and a ballistic expansion during TOF are also
included.

We simulate two 1D quasicondensates at thermal equilibrium with temperature
T = 10 nK (in both the common and relative degree of freedom) in a double well
with total atom number N = 4000. The condensates are trapped in a harmonic
trap of 15Hz in the longitudinal direction and radial trap frequency comparable
to the experimental double well at A = 0.6. We then switch off the trapping
potential and expand the condensates ballistically for the same duration as the
experimental TOF tF = 43.4ms for comparison with the experimental results.
We engineer a relative number fluctuation between left and right condensates by
sampling from a normal distribution with variance ∆2N− = 0.4N and zero mean

1The scripts are mainly developed by Thomas Schweigler during his PhD thesis [72].
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Sm
ea

r
Time-of-Flight

Figure 8.2: Simulated number squeezing factor dependence on integration
length. We plot spatial dependence of ξ2N as a function of tunnelling strength, J ,
between the BECs and include the effect originating from finite image blurring by
adding a Gaussian blur with radius σpsf and Time-of-Flight (TOF) expansion with
duration tF .

N− = 0. The atom number in the left and right condensates are respectively
N i

L = N/2+N i
− and N i

R = N/2−N i
− for each single realisation i. In other words,

we initialise the two condensates with a global number squeezing ξ2N = 0.4.

In the upper left panel in Fig. 8.2, we show how the number squeezing factors
ξ2N scale with the integration length ∆z of in situ BECs in a double well. We
vary the tunnel-coupling strength J between the two BECs. Similar to Fig. 8.1,
the region ∆z is evaluated symmetrically around the longitudinal centre of the
condensates. The evaluated ξ2N for integration lengths ∆z < 80µm appear ran-
dom. This might be related to some numerical artefacts, for instance, finite
simulation resolution. At larger integration lengths, ∆z > 80µm (larger than
the condensate lengths), the number squeezing factors become constant. These
number squeezing factors are essentially the global number squeezing factors,
which we initialized to be ξ2N = 0.4. The estimated global number squeezing fac-
tors for decoupled condensates (J = 0) are larger than the imprinted squeezing
factors ξ2N > 0.4. This originates from the thermal fluctuations in the relative
degree of freedom between BECs with finite temperature T = 10 nK. Since
the simulation is constructed in a way that the Ornstein-Ulenhbeck stochastic
process is implemented in the relative and common degree of freedom at the
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same temperature T− = T+, and then converted to left- and right- localised
basis (ψ+, ψ− → ψL, ψR). Thus the simulation output of the atom number
in the left and right condensates has additional thermal noise on top of the
initialized N i

L and N i
R. On the other hand, for condensates with finite tunnel

coupling (J > 0), the estimated global number squeezing factors are smaller
than ξ2N < 0.4. This possibly stems from the tunnelling of particles between left
and right wells seeking to reduce the number fluctuations in the relative degree
of freedom (ground state).

Figure 8.3: Experimentally probed number squeezing factor dependence
on integration length in various double wells. The data is taken after splitting
from a single well to various double wells A with split speed κ = 0.02ms−1.

We then add smearing and TOF expansion to see how they influence this de-
pendence of number squeezing on integration length. For in situ condensates,
by adding a Gaussian smearing function with radius σpsf = 12µm, we observe
in the lower left panel in Fig. 8.2 the same type of classical correlation as ob-
served in experimental results in Fig. 8.1. As pointed out earlier, this originates
from the finite imaging resolution. After ballistically expanding the BEC for
the same TOF duration as the experiment (upper and lower right panel in
Fig.8.2), the dependence of number squeezing factors on integration length ex-
hibits a peak-like feature at the length around ∆z ≈ 10µm (without smearing
σpsf = 0). The peak heights increase with decreasing tunnel-coupling strength
J . With added smearing σpsf = 12µm, the peaks in ξ2N(∆z) are broadened and
their heights are suppressed. The peak heights with smearing are positioned
around ∆z ≈ 25µm and the width ∼ 40µm.

These features in the lower right panel in Fig. 8.2 match very well with the
experimental results, shown in Fig. 8.3. We obtain the experimental results by
splitting a BEC from a weakly dressed single well at the splitting speed κ =
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0.02ms−1 (Eq. (4.6)) into different double wells A (aka. with different J). In the
experimental results, the peak-like feature in ξ2N(∆z) becomes increasingly more
pronounced in less tunnel-coupled condensates. Note however the magnitudes
of J used in the simulation (Fig. 8.2) are much smaller than we inferred earlier
(in Fig. 3.3) for the experimental traps in Fig. 8.3. We are not so sure whether
there might be some additional conversions in the simulation codes that are
needed in order to compare with our inferred tunnel coupling. However since
this has been known to be an issue, we have not investigated further on this
matter for this thesis.

During the TOF expansion, the phase gradient contributes to the velocity field
during expansion [46],

v(z) =
h̄

m
∂zϕ(z). (8.1)

Therefore the in situ fluctuating phases convert into density fluctuations after
TOF expansion. This phenomenon is what leads to earlier experimental ob-
servations on density ripples [60]. Here, we emphasize that the density ripples
originate from either the fluctuating phases in a single quasicondensate or the
phase in the common degree of freedom between two quasicondensates [60]. It
has been used for thermometry purposes [60, 113], since the pattern of density
ripples are connected to the thermal coherence length (see Eq. (2.64)), therefore
can be used to estimate the temperature of quasicondensates.

The structures observed in the ξ2N(∆z) in the experimental result in Fig. 8.3
and the simulation result in Fig. 8.2 resemble the spectrum of density ripples
in [113]. But in our case, the density fluctuations originate from the phase
fluctuations in the relative degree of freedom between two quasicondensates.
For strongly tunnel-coupled BECs, the phase-locking mechanism restores the
spatial phase fluctuations. Therefore, the peaks in ξ2N(∆z) are more suppressed
with increasing tunnel coupling. This also matches with the experimental re-
sults in Fig. 8.3. The resolved structure of number squeezing over integration
length might provide us with an alternative way of extrapolating the effective
temperature T− in the relative degree of freedom after BEC splitting. Further
quantitative analysis is needed for this purpose.

8.3 Local relative density fluctuations

In order to prevent fluctuations in relative density ∆ρ− =
�⟨(ρ− − ⟨ρ−⟩)2⟩

originating from the in situ relative phase fluctuations, we keep the double
well in the strongly tunnel-coupled regime. In this trap, the relative phase
fluctuations are strongly suppressed by phase locking. From the experimental
results in Fig. 6.1, we estimate ∆ϕ ≈ 0.05. This is evidenced by no peak feature
in number squeezing estimation with partial integration, as shown in Fig. 8.3.
Thus this double well, we expect the experimentally observed density fluctuation
∆ρ−(z) after TOF to mainly stem from the in situ density fluctuations.

In Fig. 8.4, we show experimental results on the average local densities ⟨ρ−⟩ and
their fluctuations ∆ρ− from different preparation routines of BEC in strongly
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a. b. c.

Figure 8.4: Local relative density profile and its fluctuations between two
strongly coupled BECs in double well with different preparation routines.
a. prepare the two condensates in A = 0.5 by direct cooling which signifies the
thermal equilibrium states. b. and c. split from single well to with split speed
κ = 0.02ms−1 and 0.08ms−1 respectively. ⟨ρ⟩ represents the mean relative density
profile and ∆ρ− =

�⟨(ρ− − ⟨ρ−⟩)2⟩ represents the local density fluctuations along
the condensates. te is the evolution time after initial preparation.

coupled double well, A = 0.5. We plot the evolution of the profiles over hold
time te in the double well. With direct cooling (see Sec. 4.1), we observe no
distinct feature on ∆ρ−(z), other than some dependence on the local background
atomic density ρ(z). On the contrary, BEC splitting results in pronounced
structures in density fluctuations ∆ρ−(z) as shown in Fig. 8.4 b and c.

In case of slow BEC splitting with κ = 0.02ms−1 (Fig. 8.4b), two peaks in ∆ρ−
with separation z1 ≈ 30µm are observed as shown in lower panel in Fig. 8.4b.
With faster splitting at κ = 0.08ms−1, three peaks with inter-peak distance
of z1 ≈ 25µm are observed on ∆ρ−(z) profiles. These peaks likely originate
from populations of specific phonon modes. As long as the kj-mode can follow
the evolving Hamiltonian during splitting, the quantum fluctuation in the rela-
tive density ⟨ρ2−,j⟩ of each mode is minimized (same principle as global relative
number). For lower modes the adiabaticity condition, J̇/J < ωj, is violated
at slower splitting speed, aka smaller J̇ . This coincides with our observation
that fast splitting (Fig. 8.4c) leads to pronounced density fluctuations at shorter
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wavelengths (higher k modes) compared to slow splitting (Fig. 8.4b). The ex-
perimental observations have not been investigated quantitatively. We present
these findings mainly as a demonstration of the experimental capability of re-
solving mode squeezing in the future.

8.4 Outlook
In short summary, we have observed oscillations in the quantum fluctuations in
a multimode bosonic Josephson Junction with 1D Bose gases in a double well.
In this thesis, we only show results where we read out the system in either of
the conjugate quadratures. Recently, we have also acquired some preliminary
results on simultaneous readouts of both quadratures via outcoupling. This
promises potential implications for performing state tomography and studying
quantum backactions.

Building on the dynamical evolution of quantum states in tunnel-coupled BECs,
we have developed a more efficient strategy to achieve improved spin-squeezed
states. We anticipate a more streamlined method for preparing spin-squeezed
states through the utilization of optimal control algorithms, which optimize the
classical external dynamics following fast two-step sequences. The ability to
monitor the squeezing dynamics offers a novel means of optimizing the prepa-
ration of strongly correlated sine-Gordon field simulators with lower effective
temperatures. As we approach a regime dominated by quantum fluctuations,
the potential for measuring entanglement entropy in quantum fields becomes
achievable [114].

For hardware upgrade on the experimental setup, we are planning to use matter
wave lensing [115–117] to allow improved imaging resolution on the longitudi-
nal direction and flexibility on reading out the longitudinal dynamics in either
momentum or spatial space. Furthermore, a digital micromirror device (DMD)
for arbitrary shaping of the longitudinal confinement [118] is currently being
implemented on the setup. This allows us to explore the 1D physics with homo-
geneous atomic densities [22], to prepare initial states for studying generalized
hydrodynamics [119] or to investigate quantum field machines [120].
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Appendix A

Double well characterisation

A.1 Two trap configurations

Trap configuration OCT MZI
small Ioffe (mA) 1.07 1.1705
big Bias (Gauss) 34.1 28.9
80µm wire (A) 1 1
Hbar wire (A) 0.5 0.5

distance blow chip (µm) 49.5 61.9
RF wire 1 amplitude (mA) 0.976 · Imax 0.976 · Imax

RF wire 2 amplitude (mA) 0.976 · Imax 0.976 · Imax

RF frequency (kHz) 770 885
RF phase β (deg) 20 0

Trap bottom (kHz) 824 912
Trap frequency [f⊥, fz] (Hz) [4.14E3, 20] [2.94E3, 10]

Table A.1: Two trap configurations based on simulation: OCT and MZI, named
after historical reasons. Imax = 80.25mA is the maximal current for RF wire.

A.2 Double well trap bottom spectroscopy (OCT)
In Fig. A.1, the double well trap bottom spectroscopy of double well with
A = 0.65 is performed with varying split angles α. We estimate a symmet-
ric double well at α = 6.7o. Note that the linear slope of the trap bottom
difference between the left and right well, ∆TB = TBL − TBR is the opposite
sign compared to the MZI configuration (see.3.9). The trap simulation in OCT
configuration gives also a positive slope. This seems to be due to the exact
MATLAB script used for computing the output currents in the two RF wires
with split angle α as input. The script fixes the trap distance from the atom
chip to be l0 = 61.9µm for both OCT and MZI configurations. This results in
a small mismatch between the I1 and I2 in the two configurations.
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Figure A.1: double well trap bottom at A = 0.65 in OCT trap configuration.
Left panel: trap bottom of the left well, TBL and right well, TBR, together with the
collective trap bottom, TB = (TBL+TBR)/2, are plotted as a function of split angle
α. Right panel: The trap bottom difference between the left and right well is plotted
against α. A linear fit estimate a balanced trap bottom at α ≈ 6.7o.
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Appendix B

Induced longitudinal motion

With our elongated magnetic trap ω⊥/ωz ≈ 200, all dynamics in the radial
direction are considered as a quench in the longitudinal timescale. With BEC
splitting, due to a sudden halving of atom number in the original single well to
the final double well, the split condensates are too long in the final longitudinal
trap. This induces a dipolar excitation on the condensates, as we show in
Fig. B.1. This motion is not simple breathing, but the centre-of-mass of the
condensates also oscillates around the trap. This could originate from a slight
shift of the longitudinal trap centre as a function of RF dressing. We show
in Fig. B.2 the measured longitudinal trap frequency at different RF dressing
amplitude.

Figure B.1: BEC splitting induced longitudinal motions In OCT trap configu-
ration, we split from A = 0.3 to 0.57 in 10ms with relative phase readout (interference
pattern) and no Stern-Gerlach separation. The resulting longitudinal profile evolution
is displayed (upper panel) with fitted longitudinal widths (lower panel).
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We typically directly cool the single condensate in the single well with RF
dressing amplitude A ∼ 0.3. This is to avoid the sudden change in trap fre-
quency during the RF amplitude ramp-up. Experimentally, we also achieve
colder BECs in the weakly dressed single well.

Figure B.2: Experimentally measured longitudinal trap frequency as a function of
RF dressing amplitude A. Tabor AWG was used as the RF dressing source.
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