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Abstract

We consider the interpolation problem for a class of radial basis functions (RBFs) that
includes the classical polyharmonic splines (PHS). We show that the inverse of the
system matrix for this interpolation problem can be approximated at an exponential
rate in the block rank in the H-matrix format, if the block structure of the 7{-matrix
arises from a standard clustering algorithm.
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1 Introduction

Radial basis functions (RBFs) have become an important tool in computational math-
ematics. Starting from the general question of interpolating scattered data, they found
their way into statistics applications (see, e.g., [29, 42] or [7] for application in machine
learning) and, as a specific instance of meshfree methods, into the realm of numerical
methods for partial differential equations [33, 43].

The analysis of the approximation properties of a variety of RBFs is by now rather
mature, [16, 33, 43]. The classical interpolation problem with RBFs leads to linear
systems with fully populated system matrices, which brings their efficient solution

Communicated by: Tobin Driscoll

B<I Markus Faustmann
markus.faustmann @asc.tuwien.ac.at

Niklas Angleitner
niklas.angleitner @tuwien.ac.at

Jens Markus Melenk
melenk @tuwien.ac.at

1 Institute of Analysis and Scientific Computing, TU Wien, Wiedner Hauptstrasse 8-10,
Vienna 1040, Austria

Published online: 23 November 2023 @ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s10444-023-10069-5&domain=pdf
http://orcid.org/0000-0002-0081-1650

85 Page2of46

to the fore. A basic question in this connection is that of an efficient representation
of the system matrix. Many RBFs such as polyharmonic splines, multiquadrics, and
Gaussians are “asymptotically smooth” so that the system matrix can very efficiently
be approximated by blockwise low rank matrices, [11, 14] and [32, 38]. This obser-
vation opened the door for log-linear complexity matrix—vector multiplication and a
subsequent iterative solution. Nevertheless, good preconditioning strategies are nec-
essary. Domain decomposition techniques [8, 35], possibly combined with multilevel
techniques [33, 37], are an option. A recent alternative is the use of the arithmetic
that comes with rank-structured matrices. Here, we consider specifically H-matrices,
[31]. These are blockwise low-rank matrices endowed with a hierarchical structure
that leads to an (approximate) arithmetic including addition, multiplication, inversion,
and LU -factorization in logarithmic-linear complexity. This arithmetic can thus be
used as a direct solver or be employed to create preconditioners. The arithmetic is
only approximate but the error can be controlled by either a priori chosen parameters
[25] or adaptively [15, 28]. Yet, a basic question remains whether the target, i.e., the
inverse of the system matrix or the LU -factorization, can be represented in the H-
matrix format. This question has been answered for finite element discretizations of
elliptic PDEs in [6], later improved in [21] (to arbitrary accuracy) and [1, 2] (locally
refined meshes), as well as for boundary element discretizations, [22, 23], and the
coupling of finite elements and boundary elements, [24].

It is the purpose of the present paper to provide such an approximation result in
Theorem 18 for RBFs that are fundamental solutions of certain partial differential
operators with constant coefficients; in particular, the popular polyharmonic splines,
introduced and analyzed in [18], are covered by the present paper (see Lemma 11).
Consequently, see [4, 21], one also obtains the existence of LU-decompositions in
the H-matrix format, which gives mathematical underpinning to their observed good
performance in black-box preconditioning, [36, 37].

The present paper is structured as follows: In Section2 we formulate our model
problem, the so called interpolation problem together with the corresponding native
space (V,a(-,-)). We then reformulate the problem as a linear system of equations
(LSE) and introduce the interpolation matrix. Moreover, some basic definitions con-
cerning H-matrices are given and, finally, we state the main result, Theorem 18.
Section 3 is devoted to the proof of our main result: First, in Section3.1, we inves-
tigate the native space V and introduce the homogeneous native space Vo C V. In
Section 3.2, we reformulate the original interpolation problem with an orthogonality
condition in terms of a(-, -) and the space V). In Section 3.4, Corollary 37, we derive
a representation formula for the inverse system matrix to reduce the original “matrix
approximation problem” to a “function approximation problem”. Then, the main step
in the proof is the construction of low dimensional spaces from which solutions to the
interpolation problem can be approximated at an exponential rate, Section 3.9. Finally,
Section4 provides some numerical examples.

Concerning notation: We write “a < b” iff there exists a constant C > 0 such that
a < Cb. The constant might depend on the space dimension d, the orders k and ki, of
the native space V/, the coefficients o; of the bilinear form a(-, -) et cetera. However, it
does not depend on critical parameters such as the problem size N. We write a < b, if
botha < banda 2 b are satisfied. Matrices and vectors in linear systems of equations
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are expressed in boldface letters, e.g., A € RV*N and f € RV. The only exception
to this rule is the set C < RY introduced in Definition 8, from which coefficient
vectors ¢ € C are drawn. For all x € R? and r > 0, we write Ball(x, r) := {y €
R || y —x||2 < r} for the Euclidean ball of radius r, centered at x. The diameter of a
set Q C R is denoted by diam;(R2) := Sup yeq Ilx — yll2 and the distance between
twosets 21, 2, € R s givenby dist2 (21, £22) 1= infy,cQ, . xyeq, [[X2—x1 2. To treat
derivatives in all space dimensions d > 1 alike, we adopt the usual multi-index notation
D¥:=9,) 5. .. oaf“‘) and |o| := @y + - - - +ag, where a = (ay, ..., ay) € N&. We
frequently drop the supplement “for all o € Ng” and use shorthand phrases like “for
all @] = k” to describe the set {« € Ng ||| = k}.

As for specific function spaces, we work with the following definitions (all function
spaces are meant to be real-valued): Let d > 1 and Q C RY be an open set. For all
p € Ny, we use the polynomial space PP (2) := span{x®||¢| < p}, and we also
write P~H(Q) := {0}. We write LP(R2), p € [1,o0], for the classical Lebesgue
spaces. Moreover, a measurable function f : & — R belongs to the space Lﬁ)c(Q)
iff it satisfies f|, € LP(w) for all bounded open sets @ C R? satisfying @ C .
For all k € Ny and p € [1, o], the Sobolev space Wk’p(Q) consists of all k-times

weakly differentiable functions f € LIIOC(Q), whose weak derivatives (D% f) o<« lie
in LP(2). Similarly, a function f € LIIOC(Q) belongs to the space Wl];’cp () if it is

k-times weakly differentiable and if there holds D¥ f € Ll';C(Q) for all x| < k. In the
case p = 2, we write H*(Q) := WE2(Q) and Hf (Q) := W2(9Q).

oc

2 Main results
2.1 The interpolation problem

We start our presentation with the definition of the native space V, which forms the
basis of our functional-analytic framework:

Definition1 Let d, k € N with k > d/2. Furthermore, let knin € {0, ..., k} and
Okmins - - - » Ok = 0 be given coefficients with oy, , o > 0. We define the native space
V and the polynomial space P by:

fvelLl RV € {kmin, ...k} : V]a| =1 : D% € L2(RY)},

V=
P := Phoin—T(RA),

In other words, a function v € Llloc (Rd) belongs to V if, for all | € {kmin, ..., k} and
all |a| = 1, the a-th weak derivative D*v € LIIOC(R") exists and lies in L*(RY). For
allu,v € V, we define

k
I
au,v) := Z o Z a<D0‘u,D‘)‘v)Lz(Rd), [Vl == Va(v, v).

[=Kkmin lee]=l '
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Furthermore, for every open subset Q C RY, we set

k V)
o= ( 32 o 30 ZIDMI, )

I=kmin |oe|=l '

Note that the assumption k > d /2 guarantees that the Sobolev embedding H* () €
C%() is continuous for all bounded Lipschitz domains Q € R as well as @ = R¢
(e.g., [30, Chapter 7]). In particular, [[v]cog) = C(d,k, Q) [[vllgr ), for all v €
H¥(€2). We will make use of this fact on several occasions throughout this work.

For the basic properties of V, P, a(-, -) and | - |,, we refer the reader to Lemma 20
in Section 3 below. In brief, a(-, -) defines a symmetric positive semi-definite bilinear
formon V and | - |, is a seminorm with kernel P. There holds V C CO(Rd ), so that
every v € V has well-defined point-values v(x), x € R, In the extreme case kmin = k,
there holds V = BL*(R?), which is the well-known homogeneous Sobolev space or
Beppo-Levi space (e.g., [17], [41]). In the other extreme case ki, = 0, however, there
holds V = HF (Rd), the standard Sobolev space. The norms are equivalent, and the
polynomial space becomes trivial, P = {0}. In particular, (V, a(-, -)) is then a proper
Hilbert space.

Definition 2 Let Nyyin := dim P = (‘"o 1) For each N € N with N > Nyin, let
{x1,....xn) € R? be a set of pairwise distinct interpolation points. We denote their
separation distance by

hmin,N ‘= hmin 1= =

min Xp — X, .
2 nitmefl....N) B mll2

We make the following assumptions about the family ({x1, ..., XN} N>Npyin*
1. Boundedness: There exists a constant C > 0 such that
VN > Npin : Vn e {1,...,N}: lxnll2 < C.

2. Unisolvent subset: There exists a set of points {&y | || < kmin} < R, unisolvent
for the space P, such that

VN > Nmin : (6o || < kmin} < {x1, ..., xn}.
3. Balance N <> hpyin: There exist constants C, 0¢arq > 1 such that
VN > Nmin: 1 < CNwpd,
In the proof of Theorem 50, the assumption of boundedness will allow us to apply
some Poincaré-type inequality on a fixed, bounded subset of R¢ that is independent
of the problem size N. Furthermore, as a minor technical detail, it guarantees that

hmin,y S 1forall N > Npip.
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The unisolvency assumption, on the other hand, allows us to infer the following
implication: If a polynomial p € P satisfies p(&y,) = O for all || < kmin, then
already p = 0. This argument will be used on numerous occasions. Note that all
sets of interpolation points {x1,...,xy}, N > Npin, must contain the same set of
unisolvent points {&, | |¢| < kmin}. This assumption is necessary to ensure that the
aforementioned Poincaré constant in Theorem 50 is independent of the problem size
N. Clearly, if the family ({x1,...,xn})N>N,, 1S constructed by an algorithm that
successively adds more points to some initial point set, never deleting or modifying
existing ones, then this assumption is satisfied.

The asserted balance between the problem size N and the separation distance /Amin, N
is fulfilled for a wide variety of families of interpolation points. As an example, consider
the case where a bounded domain € R is given and where {x{, ..., xy} C Qforall
N > Npin. Denote by Ty := {T, ..., Tn} the corresponding Voronoi decomposition
of @, 1e., T = {x € Q| llx — xpll2 = minpeqr,.., Ny IX — Xmll2}, and by Amax v 1=
max,e(1,..., Ny diamy(7;) the maximal cell diameter. Now suppose that

,,,,,

Ocard .
th;;’N = Chmm,N’

which is satisfied, e.g., for uniform and algebraically graded families of interpolation
points. Then,

N N
Ocard Ocard
s = (3 1ml) " = () diama(7,)?)
n=1 n=1
< (Nh;lnax!N)Ucard < CdNO'cardhglin’N.

Although Definition 2 is phrased in terms of a family of interpolation points, most of
the upcoming results deal with a single set {x, ..., xny} C RY of interpolation points.
For the most part, one can therefore think of N as being “fixed” throughout this work.

Definition 3 The evaluation operator Ey : CO(R?) — RN is defined by Eyv :=
W)Y, forall v e CORY).

Recall that V C C 0(]Rd), so that Eyv is well-defined for all v € V.
Now that the native space V and the interpolation points x1, ..., xy are fixed, let
us pose the interpolation problem:

Problem 4 Let f € V. Find a functionu € V that satisfies the following interpolation
and minimization properties:

Enu=EnNf, lulg < inf  Jilg.
uev:
Enu=Ep f

Clearly, the interpolation condition “Eyu = Ey f” can also be written as “Vn €

{1,..., N} :u(x,) = f(x,)”. In other words, we are looking for a minimizer u of the
seminorm | - |, over the set of interpolants of f. While the interpolation conditions
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fix the values of u at the interpolation points x1, ..., xy, the minimization property
determines the behavior of u on the rest of RY.

In Section3.2 below we will see that, for every given f € V, this interpolation
problem has a unique solution u € V. It turns out that the mapping f > u is linear
and that there holds the a priori bound |u|, < | f|4, i.e., the problem is well-posed.

2.2 The fundamental solution

At first glance, for given f € V, the solution u € V of Problem 4 looks like an
infinite-dimensional object. However, since the set of interpolants # € V of f is so
large, the minimization property contains a lot of information about u. In fact, we shall
shortly see that u can be written in the form u = Zfl\;l CnPn+ 14| <k, o, Where
¢n, dy € R are certain coefficients and where {m, | |@| < kmin} € P is a polynomial
basis. The functions ¢,, € CO(R?), on the other hand, have the particularly simple
structure of translates, i.e., ¢, = ¢ (- — x,,). Here, x,, € R is the n-th interpolation
point and ¢ € CO(R?) is a specific function that is intimately linked to the native
space (V, a(-, -)) from Definition 1. More precisely, ¢ is a fundamental solution of
the differential operator that is associated with the bilinear form a(:, -). The above
representation will then allow us to rephrase Problem 4 as a linear system of equations
(LSE) for the coefficients ¢,,, d, € R.

Before we treat the general setting knin > 0, let us have a look at the much simpler
case kmin = O first. Recall that then V = H k(Rd ) with equivalent norms.

Lemma5 If kyin = O, then there exists a unique function ¢ € V, such that the
following equality holds true:

Vxgo € RY:VoeV: a(@(- — xp), v) = v(xg).

Proof The continuous Sobolev embedding H kR < cO(RY) guarantees that the
linear form v +— v(0) is continuous. Then, according to the Riesz-Fréchet Represen-
tation Theorem, there exists a unique function ¢ € V such that a(¢, v) = v(0) for all
v € V. Since the coefficients o;l!/a! of a(-, -) are spatially constant, a simple integral
transformation yields the desired formula for general xo € RY. O

For kmin = 0 and given data f € V, we make the ansatz u := Z,/l\;l chd (- —
Xx,) € V for the solution of Problem 4. The coefficients ¢, € R can be chosen such
that the interpolation conditions Eyu = Ey f are satisfied (cf. Lemma 30). On the
other hand, for all v € V with Eyv = 0, the defining equation of ¢ tells us that
a(u,v) = Zflvzl ¢, v(x,) = 0. In Lemma 25 further below, it will be argued in more
detail that this orthogonality implies the required minimization property. We conclude
that u = Zfl\’:l ¢, ¢ (- — xp) is indeed the unique solution of Problem 4.

Now let us return to the general case kpyin > 0. Since a(-, -) need not be strictly
positive definite, the existence of a “basis function” ¢ is not so straightforward any
more. Therefore, we have to take a different approach.
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Definition 6 Denote by oy, ..., 0r = 0 the coefficients of the bilinear form a(-, -)
from Definition 1. We define a differential operator L?* Cy° RY) — Ccse (RY) via

k
L*v:= )" a(-a)v.

I=kmin

The precise relationship between a(-, -) and L?* is described in the subsequent
lemma. Anticipating Lemma 20, we claim that there holds Cé’o (R?) C V, so we can
plug any given v € C§° (R?) into a(-, -). Furthermore, we will prove that every u € V
lies in HI’(‘)C(Rd), so that the integrals in a(u, v) are amenable to successive partial
integrations over bounded subsets of R¥.

Lemma?7 Forallu € V andv € Cg° (RY), there holds the identity

a(u,v) = /u(LZkv) dx.

R4

Proof The relation follows readily from successive partial integrations and the identity

Zm:l (I'/a)D?**v = Alv. The compact support of v € Cgo(Rd) and the fact that
D% € leoc (RY) forall |a| < k guarantee that all integrals involved in the computation

are well-defined. O

Definition 8 We define the set of coefficient vectors C := {c € RN |Vp € P :
(¢, Enp)2 =0}

A careful analysis of the function ¢ from the case knin = 0 above leads us to the
following set of assumptions:

Assumption 9 We assume that the coefficients oy, , - . ., ox > 0 from Definition I are

such that there exists a function ¢ : RY — R with the following properties:

1. Regularity: There holds ¢ € CO(RY).
2. Fundamental solution: ¢ is a fundamental solution of L%, i.e.,

Vxo € R? : Vv e CP(RY) : /¢(x — x0)(L*v) (x) dx = v(xp).

Rd
3. Conformity: For all ¢ € C, there holds Zf,v:l (- —x,) €V,

Note that we did not assume that ¢ lies in the native space V. Instead, we only
require certain linear combinations of its translates to do so. Combining Lemma 7
with (2) and (3), we obtain the important orthogonality a(u, v) = Zflvzl cav(x,) =0
for all u of the form u = 2,11\1:1 chd(-—x,),c € C,and forall v € Cgo(Rd) with
Eyv = 0. Using a density argument, the orthogonality can then be extended to the
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space of functions v € V with Eyv = 0. A detailed proof of these facts will be given
later in Lemma 28.

In contrast to the case kmin = 0, a function ¢ satisfying Assumption 9 need not be
unique if kpin > 0. In fact, if ¢ is a valid choice and if p € P, then ¢ + p is valid as
well.

According to the much celebrated Malgrange-Ehrenpreis Theorem, [39], [19], every
non-trivial differential operator with constant coefficients has a fundamental solution
in the distributional sense. Since L = Z;‘zkmm o1(—A)! falls into this category, this
theorem provides us with a distribution ¢ € (C3° (R%)) that satisfies assumption (2)
in the distributional sense. However, to the best of our knowledge, there is no guarantee
that this ¢ satisfies (1) and (3), if no further assumptions on the coefficients o; are
made.

Lemma 5 is somewhat unsatisfactory, since it does not provide an explicit formula
for the basis function ¢. However, for a specific choice of the coefficients oy, . . ., 0%,
we have the following result, the proof of which we postpone to Section3.11.

Lemma 10 Letb € (0, 00). Consider the case where knin := 0 and o7 := (];)bz(k_l) >
Oforalll € {0, ..., k}. The differential operator from Definition 6 then takes the form

k
k
L2k — b2(k—l)_Al =b2—Ak.
v=>)" (1) (=)o =( v
=0
Define the function

o0
d @)= a1 b 2/
Vx e RY:  o(x):= To t e 7 e I/ gy,

Then, ¢ satisfies Assumption 9.

We mention that ¢ can also be written in the form

¢(x) =

Qm)~ 2 (x]la \k=a/2
(552) " Kecapp@lixli),

21T (k) \ b

which goes by the name of Matérn function, Sobolev spline or Bessel potential in
oo

the literature (e.g., [3]). Here, K, (r) := fo e~ cosh(s) cosh(vs) ds is the well-known
modified Bessel function of the second kind. To see the identity, one writes K, (r) =

00 _ s Y2 . _ _ .
/ € 1€ +e™)/26vs 12 ds, plugs in v = k —d /2 and r = b||x||2, and then substitutes

s = In(2bt/||x||2). Furthermore, in the case where d € {1, 3,5, ...}, there holds the
representation

4m)1=02 Lo )
) ( X oblxllet 2, L= k—d/2-1/2 € No.

Px)= L (k) (k)14 & 1L — 1)!
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This follows easily from the known identity K 410(r) = m!/2e™" Zfzo(L +
D/IN(L — D'(2r)'*1/2), which can be found, e.g., in [27, Page 925].

We finish this section with another example for a function ¢ satisfying Assumption 9.
This time, we look at the other extreme case, kmin = k. The proof will be delayed to
Section3.11 again.

Lemma 11 Consider the case where kmin = k and oy, = ox = 1. The differential
operator from Definition 6 then reads

L%y = (—=A)K.
Define the thin-plate spline

de{1,3,5,...}) ¢(x) := Cy x| 3,
d€{2,4,6,...}) ¢(x) == Callx[I3*"In ||x]|2,

where Cy :=T'(d/2—k) /(@792 (k— 1)) and Cy := (= 1)k Td=2/2 /2K~ d/2 (f —
DIk — d/2)!). Then, ¢ satisfies Assumption 9.

2.3 The linear system of equations (LSE)

We already suggested that the solution u € V of Problem 4 can be written in the form
u= Zfl\’:l Ccndn+ ZI ol <knn DT, Where the coefficients ¢,, d € R satisfy a certain
linear system of equations (LSE). The corresponding interpolation matrix is the main
object of interest of the present work.

Definition 12 Denote by x1, ..., xy € R? the interpolation points from Definition 2

and by ¢ € CO(RY) the fundamental solution from Assumption 9. For every n &
{1,..., N}, we define the translate

¢n =P (- —x,) € CORY).
Furthermore, let {my | || < kmin} € P be the Lagrange basis associated with the

unisolvent point set {€y ||| < kmin} € R? from Definition 2, i.e., g (Ew) = Sup
(Kronecker §) for all ||, |B| < kmin-

Definition 13 Recalling Nyin = dim P, we define the following matrices:
A= (GuCen))y mg € RVN D B = (mp(0)) g <kpinnefl.... v} € RN

Furthermore, we define the interpolation matrix

(2 BOT> e ROV+Nmin) X (N+Nimin)
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As will be shown later in Lemma 29, the interpolation matrix is invertible. Now,
let f € Vandset f:= Eyf € RY. Denote by ¢ € RN and d € RVmin the unique
solution of the following LSE:

(5°0)@ =)

Then, the unique solution # € V of Problem 4 can be written in the following form:

N
u = chd)n + Z doﬂTow
n=1

|ot| <kmin

Once again, we postpone the derivation of this identity to the proof section below,
Lemma 30. The first row of the LSE encodes the interpolation conditions Eyu =
En f, whereas the second row guarantees that the coefficient vector ¢ € RV lies
in the set C from Definition 8. Owing to Assumption 9, this implies the conformity

N
> Cnbn € V.
2.4 Hierarchical matrices

An extensive discussion of hierarchical matrices can be found in the books [5, 12, 31].
Here, we only provide a bare minimum of definitions that are need for the subsequent
analysis.

Definition 14 We define the bubbles
Vnefl,...,N}: §,:=Ball(x,, hmin) C RY.

Similarly, for every subset I C {1, ..., N}, we set Qy := |, c; @n C R4,

nel

Note that the definition of the separation distance /&, in Definition 2 guarantees
that the bubbles €2, are pairwise disjoint, i.e., 2, N 2,, = @) whenever n # m.

Definition 15 A subset B € R is called (axes-parallel) box, if it has the form B =
x4 (ai, b;) with a; < b;.

Definition 16 Let ogman, 0adm > 0. A tuple (I, J) with I,J C {1,..., N} is called
small, if there holds min{#1, #J} < ogmal. It is called admissible, if there exist boxes
B;, By C RY such that Q; € By, Q5 C By and

diamy(B) < oagmdist2(By, By).

A set P of tuples (I, J) with I, J < {1,..., N} is called sparse hierarchical block
partition, if the following assumptions are satisfied:

1. The system {I x J | (I, J) € P} forms a partition of {1, ..., N} x {1,..., N}.
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2. There holds P = Pypait U Padm, where every (I, J) € Pyman is small and every
(I,J) € Puam is admissible.
3. There exists a constant C > 0, such that

VM e RV>N 0 M|y < CIn(N) max M|/«
(1,J)eP

While items (1) and (2) are more or less standard in the literature on hierarchical
matrices, item (3) might seem odd to the informed reader. Usually, this inequality is
proved, rather than assumed (e.g., [31, Lemma 6.5.8]). However, its proof typically
requires a rigorous introduction of (hierarchical) cluster trees and (hierarchical) block
cluster trees, two types of data structures that are described in great detail in [31,
Chapter 5]. Here, we largely avoid this tedious task and only give a brief overview:

In essence, a (hierarchical) cluster tree Ty is a system of index clusters I C
{1, ..., N} that contains the full index set {1,..., N} as its root. Furthermore, for
every I € Ty with#I > ogmal, the cluster tree also contains two non-empty, disjoint
clusters Iy, I with I = I} U [,. Starting at the tree root, these sons are typically
generated by a predefined clustering strategy that takes into account the geometric
positions of the interpolation points x1, . .., xy € R?. Anexample for a geometrically
balanced clustering strategy, which uses a hierarchy of axes-parallel boxes By C RY,
can be found in [26]. Finally, we denote by depth(Ty) € N the tree’s depth, and
assume that the reader is familiar with this notion.

On the other hand, a (hierarchical) block cluster tree Txxyn consists of tuples
(I,J), where I and J are clusters from a given cluster tree Ty. This time, the
tuple ({1, ..., N}, {1, ..., N}) is the tree’s root and, for every (I, J) € Tyxy with
diamy(Bj) > oagmdist2(By, By), all four pairs of sons (11, J1), ({1, J2), (12, J1),
(I, J») liein Ty« . Here, the sets By, B; € R are the boxes that were used to build
the cluster tree Ty . Finally, the well-known sparsity constant osparse(Tyxn) € N
counts the maximum number of “partners” (I, J) € Ty« y that each cluster I or J
can have (see, e.g., [31, Section 6.3]).

The geometrically balanced clustering strategy from [26] guarantees the bounds
depth(Ty) < ln(h;liln) and ogparse (Ty xv) S 1. We plugin the relation I S N "Cﬂ"‘hiin
from Definition 2 and get depth(Ty) < In(N). Now, using [31, Lemma 6.5.8], we
obtain the following inequality:

VM e RYVN . IM||2 < ogparse (T < )depth(Ty) max 1M11xs1l2

SIn(N) max [[M|xla2.
(1,J)eP

These considerations justify the assumptions that we made in Definition 16.

Definition 17 Let P be a sparse hierarchical block partition and r € N a given block
rank bound. We define the set of H-matrices by

HP®, r) :={M e RN |V, ]) € Pagm: IX e RP" YR M| =XYT).
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‘We mention that, according to [31, Lemma 6.3.6], the memory requirements to store
an H-matrix M € H(IP, r) can be bounded by ogparse (T v x ¥) (Fsman +7)depth(Tx) N.
Inserting the relations ogparse (T xn) S 1 and depth(Ty) < In(N) from before, we
get an overall bound of O(r In(N)N) for the storage complexity.

2.5 The main result

We are finally in the position to formulate our main result.

Theorem 18 Let a(-, -) be the bilinear form from Definition 1 and consider a set
of interpolation points {x1,...,xy} C R4 satisfying Definition 2. Denote by ¢ €
CO(R‘] ) the fundamental solution from Assumption 9. Furthermore, let (g ’%T) be
the interpolation matrix from Definition 13. Finally, let P be a sparse hierarchical
block partition as in Definition 16. Write the inverse of the interpolation matrix in

the block form (4 BOT )yl = (g; g;;) with matrices S11 € RNV, Sp1 € RNminxN|

S12 € RN>Nmin gnd S§py € RNminXNmin Then, there exists a constant Oexp > Osuchthat
the following holds true: For every block rank bound r € N, there exists an 'H-matrix
M € H(P, r) such that

IS11 = M2 S In(N)N et 3D exp(—oregpr /(D).

We note that the previous theorem only provides a low rank approximation to the
principal subblock S11 of the inverse of the interpolation matrix. As Nyjp := dim P =
d+k‘;‘“—1) is independent of the number of interpolation points and, typically, small,

the subblocks S21, S12, S22 can already be stored efficiently.

3 Proof of main results
3.1 The native space V

We start the proof of the main result with a discussion of the native space V from
Definition 1. Given a function v € V and a multi-index o € Ng with || €
{kmin, - - -, k}, we know that there exists an a-th weak derivative D*v € LIIOC(Rd)
that happens to lie in L>(R?). Naively, the definition of V does not tell us anything
about the existence and regularity of lower-order derivatives D*v € LllOC (R?), where
|| < kmin. However, as shown below, it turns out that these lower-order derivatives
do exist and lie in L} (RY).

Our proof of this fact uses a Poincaré-type inequality of the form || - || gx(q) S

[ lar@) + I - 1) where Q2 € R is a ball. The following, slightly more general
result, will cover all the occurrences of Poincaré-type inequalities in the present work.

Lemma 19 LetQ C R be abounded Lipschitz domain. Letk € N and Z be anormed
vector space. Furthermore, let 17 : H*(Q) — Z be a linear continuous operator
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satisfying the implication (1zp = 0 = p = 0) for every p € PK"1(Q). Then, there
holds the following Poincaré-type inequality:

Ywe HY(Q):  vllgrg) < CWd. k. Q. Z, 1) (vl gr gy + lizvll2).

Proof This can be proved by contradiction using arguments similar to [20, Section
5.8.1.]. O

Now let us return to the question of existence of the lower-order derivatives D% v,
|| < kmin, if v € V is given. Apart from a Poincaré inequality, the subsequent proof
sports a standard mollification argument with C§° (R?)-functions, as can be found in
many textbooks treating Sobolev spaces (e.g., [30], [20]). In brief, given a “standard
mollifier” u € CSO(R") with fRd u(x)dx = 1, one defines a sequence (i;)neNn <
Cgo (Rd) via i, (x) 1= nd,u(nx). Then, for every function v € LlloC (Rd), one can show
that 1, % v € C®°(R?) with DY (i1, % v) = (D*w,) * v for all @ € NJ. Additionally,
if v has an «-th weak derivative D%v € Llloc(Rd ) for some o € Ng’, and if there holds
(D%v)|q € LP(R2) for some p € [1, co) and some open subset 2 < R4, then one can

prove that (D% (u, * v))|q € L?(2) and that |[D¥v — D*(u, * v)|lLr (@) 5o,
Lemma 20

1. The function a(-, -) defines a symmetric, positive semi-definite bilinear form on V
and | - |, defines a seminorm.

There holds P C V.

Letu,v € V suchthatu € P orv € P. Then, a(u,v) = 0.

Forall v € V, there holds |v|, = 0 if and only if v € P.

Forallu,v € V, there holds the Cauchy-Schwarz inequality |a(u, v)| < |ulq|v]|q4-
There hold the following inclusions (as sets):

SIS

CE(RY) € HYRY) v € Hf (RY) € CORY).

In particular, every v € V is k-times weakly differentiable and there holds D*v €
L3 (RY) for all || < kmin as well as D*v € L*(R?) for all || € {kmin, - . ., k}.
7. Forall v € V, there hold the bounds

k
lvla < Z |U|H’(Rﬂ’) S |U|Hkmin(Rd) + |U|Hk(Rd) S vla-

[=kmin

Proof Ttems (1) — (5) and the inclusions C°(RY) € H*(RY) € V from (6) are
elementary. The inclusion H (RY) € CO(R?) follows from k > d/2 and a well-
known Sobolev embedding. Item (7) follows from the well-known characterization of
Sobolev spaces by Fourier transforms (e.g., [20, Section 5.8.4.]). Finally, let us sketch
the proof of V C H{(‘)C (R?): Given v € V, we define the approximants v, = i, *v €
C*®(RY),n € N, where (up)neny C Cy° (R9) is the sequence of mollifiers from above.
We then consider a sequence of bounded Lipschitz domains B; € B C B3 C --- C
R?, say, B; := Ball(0, i). For fixed i € N, we can use Lemma 19, the convergence
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lv = vnllpipy + 1V — vnlgkes) % 0, and a Cauchy sequence argument to prove
that v|p, € H k(B;). One can then show that the global functions D%v : R — R,
la| < k, defined via (D%v)|p, := D*(v|p;) lie in Lloc(Rd) and represent the a-th
weak derivative of v. In other words, v must lie in Hll(‘)C (RY). O

The next lemma establishes the fact that C0 (R9) C V is dense. We remind the
reader of Definition 8, where the set C € R? was introduced.

Lemma 21 The subset C3° (R?) C V is dense in the following sense: For everyv € V,
there exists a sequence (Vy)neN < Cgo(Rd) such that |v — v,lq %0 as well as
l(e, EN(v — vp))2| = O forallc € C.

Proof A straightforward mollification argument shows that V NC>°(R?) C V is dense
in the stated sense. Therefore, it suffices to show that C5° (R%) is dense in VNC®(R?).
First, we prove the case where d > 2: Letv € V. N C*® (R%) and k € Cy° (R%) be a
cut-off function with supp(x) € By and k = | on By, where B, := Ball (O n) C R4
denotes the ball with integer radius n € N, centered at the origin. Clearly, the scaled
version k, = k(-/n) € Cgo (RY) satisfies supp(kn) < Bz,, and k, = 1 on B,.
Furthermore, |1 —ky | yi1.00may < |1|W1,00(R4)+|K,,|W1_00(Rd) ~!foralll € Ny. Next,
denote by A= B>\ B; the “reference annulus” and let f:H km'“ (A) —> Pkmin—1 (A)
be the corresponding orthogonal projection. Let F}, : A— By \B,, F,(x) := nx,
and consider the polynomial p, := M(vo F,) o an1 € P (implicitly extended to
R?). Since we are in the case d > 2 at the moment, the annulus A is connected and
we can apply the Poincaré-type inequality from Lemma 19 to the bounded Lipschitz
domain Q = A, the normed vector space Z = H kmin (A), and the continuous mapping
17 = I : H*min(A) —> H*min(A). Then, using a standard scaling argument, we find
that

kmin

Z”j|v_pn|H/(B2n\Bn) Sn?Pvo Fy—Ti(vo F)l gtmin (4) S n?y  Fnl priain (A)
j=0

k .
=n mm|U|Hkmin(an\Bn)'

For every n € N, we define the approximation v, := x, (v — p,) € Cgo(Rd ). Exploit-
ing that supp(D%«;,) € By, \B, for all @ # 0 and that supp(l — «,) C ]Rd\Bn, we
estimate

k k
pn€EP
v—tnla S Z V= valgrray = Z [(1 = k) (v = pu)l gt (rd)

[=kmin [=kmin
Leibniz K min—1
S ( Y lnlwisiooay[v = Pl i 8y,
I=kmin j:()
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I

+ Z |1_Kn|W1*J'-°°(]Rd)|v|H/(]Rd\Bn))

j=kmin

k 1

kmin—1 =1 i

> (” 1] tkmin BBy T D |”|H’<R"\Bn>)
I=kmin J=kuin

k

n
Z vl gt ra\B,) = 0.

[=kmin

A

A

The convergence in the last step follows from the fact that Z;C:kmin [v| gt (ray < 00
since v € V. Finally, let ¢ € C. Clearly, there exists an index ng € N, such that
{x1,....,xn} € B, forall n > ng. Since k,, = 1 on B,, we get the following identity:

VYn>np: (e, EN(v—vp))2 = (¢, EN(W — iy (v — pp)))2 = (¢, ENpu)2 = 0.

This settles the question of density in the case d > 2. We turn our attention to the case
d = 1: Since the reference annulus A = (=2, —1) U (1, 2) is not connected, we do
not have the Poincaré inequality at our disposal. Instead, we show that the inclusions
CP(R) C {v e CO) [vkmin) e CP(R)} € V N C*®(R) are both dense. To see the
latter one, let v € V N C°°(R) and consider the Taylor-type approximants

kmin_1
vy (x) =
=0

0o 7
v )xl + /(x _ t)kmi"_lKn(t)v(kmi“)(t) dt,
0

1! (kmin - 1)!

where k,, € C(‘)’O (R) is the smooth cut-off function from before. Clearly, v, € C*°(R)
and v,gk"““) = Kputmin) ¢ Cg°(R), meaning that v, lies in the supposedly dense
subset. To bound the error |v — v,|,, we apply Leibniz’ differentiation rule to the
product ,v%min) and exploit the support properties of «,,. Skipping the steps that are

similar to the multivariate case, we obtain

k k
v=vala S Y IO = 0Pleg = Y @ — Ggumndy i)y
[=kmin I=kmin
k
n
5 e 5 Z |U|H’(R\B,,) — 0.
I=kmin
On the other hand, since «,|p, = 1, Taylor’s Theorem tells us that v,(x) = v(x)

for all x € B,. Consequently, for sufficiently large n € N, there must hold Eyv, =
W)Y, = ()N, = Eyv. This implies |(c, Ex(v — v,))2| ~> 0, even for all
¢ € RV, and finishes the proof of the density of {v € C®(R) | v%min) ¢ CP(R)} in
V N C®(R).
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Finally, let v € C*(R) with v*min) € CS°(R). Let R > 0 such that supp(vkmin)) €
(=R, R).Clearly, there musthold v € Pkmin=!((—o00, —R)) and v € Pkmin=1((R, 00)).
In particular, for all integers n > R and all j € Ny, we can bound

”U(j)”Lz(Bz,,\B,,) < C(v)nkmin=1=J+d/2 _ C(y)phmin=i=1/2
We then define the approximants v, := kv € Cg°(R). Using Leibniz’ product rule
and the stability |k, |y j.ogay S 17/ once again, we estimate

k -1
I—
v=vala © ) (Z e v 2 gy By + 10— Kn)v(l)”Lz(R\Bn))
I=kmin j:()
k
—1/2 n
Sn / + Z |U|H[(R\Bn)—)0.
I=kmin
Furthermore, since v,|p, = v|g,, and {x1,...,xy} € B, for all sufficiently large

n € N, itis clear that [{c, Ex (v — vy))2| % 0, where ¢ € RV . This finishes the proof.
O

Unless kmin = 0, it is now clear that (V, a(-, -)) is not an inner product space, let
alone a Hilbert space. However, using the evaluation operator Ey : CO(RY) — RV
from Definition 3, it is not difficult to find a useful subspace of V, where a(-, ) is
strictly positive definite:

Definition 22 We define the homogeneous native space Vy := {v € V| Eyv = 0} C
V.

Recall that “Eyv = 07 is equivalent to “Vn € {1,..., N} : v(x,) = 0.” In
particular, the space V) depends on the number N of interpolation points xi, ..., Xy,
as well as their positions.

Lemma 23 There holds Vo N P = {0}. Furthermore, the tuple (Vy, a(-, -)) constitutes
a Hilbert space.

Proof The identity Vo N P = {0} follows from the unisolvency assumption in Defini-
tion 2. Since P coincides with the kernel of | - |, (cf. Lemma 20), the bilinear form
a(-, -) is positive definite on Vj. Finally, let us sketch the proof of completeness: Con-
sider a Cauchy sequence (v,),en S Vo with respect to | - |, and pick a sequence of
bounded Lipschitz domains By € B € B3 € --- C RY, e.g., B; := Ball(0, i). For
fixed i € N, we use Lemma 19 and the identity Eyv, = 0 = Eyv,, to estimate

lvn — vmll gy < Cd, k, Bis (x0)D)(1vn — Um| g ;) + 1EN (Un — vm)ll2(yy)
=< C(dv k7 Bla (xl)l)|vn - vm|a~

We obtain limits vg, € H k(B;), i € N, and piece them together to define global

functions D% : RY — R, |a| < k, by setting (D%v)|p, := D*(vp,;). One can then
prove that v lies in Vj and that |[v — vy, Zo. ]
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3.2 An equivalent interpolation problem

The homogeneous native space V| allows us to rewrite the minimization property in
Problem 4 in terms of an orthogonality relation for a(-, ).

Problem 24 Let f € V. Findafunctionu € V that satisfies the following interpolation
and orthogonality conditions:

Enu=ENTf, Yve Vo: a(u,v)=0.

Using standard variational techniques, it is not difficult to show that Problems 4
and 24 are indeed equivalent:

Lemma25 Let f € V. A function u € V solves Problem 4 if and only if it solves
Problem 24.

The orthogonality relation in Problem 24 is more suitable for our upcoming error
analysis and we will not have to deal with the original minimization property in Prob-
lem 4 any further. The next lemma answers the question of solvability and uniqueness
of solutions (effectively for both problems):

Lemma 26 For every f € V, Problem 24 has a unique solution u € V. The mapping
f > u is linear, and there holds the a priori bound |ul, < |f|q4.

Proof According to the Riesz-Fréchet Representation Theorem there exists a unique
elementug € Vpsuchthata(ugp, v) = —a(f,v)forallv € V. Then,u :=uo+f €V
is the sought solution. O

3.3 Properties of the LSE

In this section, we show that the LSE from Section 2.3 is indeed regular. Furthermore,
we prove the asserted representation u = Zflv —1CnPn+ ZI el <kmin dym, of the solution
u € V of Problem 4 (or, equivalently, Problem 24).

Definition 27 Denote by {¢1, ..., dn} € COR?) and {7y ||| < kmin} S P the
ansatz functions from Definition 12. We define the corresponding coordinate mappings

. RN — CO(Rd) 0. RNmin P
e — Xt | 4 F= 2| <k P

Recalling from Lemma 20 that P C V, it is clear that the operator IT always maps
into the native space V, regardless of the input vector d € R¥min_ As for the operator
®, on the other hand, we remind the reader of Assumption 9: The fundamental solution
¢ € CO°(RY) is not necessarily an element of V, so we cannot guarantee d¢ € V for
all inputs ¢ € RN . However, for the coefficient vectors ¢ from the subset C € RV (cf.
Definition 8), the conformity of ®¢ is provided by Assumption 9.
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Lemma 28 The operator T1 : RNmin — P s bijective. For all ¢ € C, there holds
®c € V with |Dc|, 2 hlfn;?/zllcnz. Finally, the operators ® and E y (cf. Definition 3)
are transposed in the following sense:

VeeC:VveV: a(dc,v) = (¢, Env)).

Proof The bijectivity of IT follows from the fact that {my | |@¢| < kmin} € P is a
basis. Next, let us prove the transposition formula: For every ¢ € C, we know from
Assumption 9 that ¢ = Z,]L] c ¢, € V. Now, forall v € Cgo(Rd ), we compute

N
a(de, v) 27 /(@c)(LZkv) dx = chfqﬁ(x — x) (L) (x) dx
n=1 Rd

R4

N
Ass. 9
=7 ) eava) = (e, Env)a.

n=1

To extend this identity from C§° (R9) to all of V, we use a simple density argument: Let
¢ € Candv € V. We know from Lemma 21 that there exists a sequence (v,),en C
C(‘)’o(Rd) such that [v — v,|, 5 0and [{c, ENV)2 — (¢, Envy)2| 50. Using the
Cauchy-Schwarz inequality from Lemma 20, we find that |a(Pc, v) — a(Dc, v,)| <
|Dclqlv — vula Z 0 as well. Then, since v, € C(‘)’O(Rd),

a(®c,v) = lim a(Pc,v,) = lim (¢, Enyvy)2 = (¢, ENV)).
n— oo n—oQ

Finally, let ¢ € C and denote by A : RY — V the operator from Definition 34
further below. Anticipating the results from Lemma 35, we know that Ey Ac = ¢ and
that |[Ac|, < hil/iﬁ_k lc|l2. Then, using the transposition formula from above and the

Cauchy-Schwarz inequality from Lemma 20, we obtain the bound

d/2—k
el = (e, ¢)o = (¢, ExAc) = a(®e, Ac) < [DclalAcla S hppn " 10€laliell2,
We divide both sides by hfn/ii_k llc|l2 and get the desired inequality. O

In the case kpin = 0, the transposition formula in Lemma 28 reduces to a(¢,,, v) =
v(x,) foralln € {1,..., N} and all v € V. This identity is reminiscent of Lemma 5,
where the identity a(¢, v) = v(0), v € V, was used to define the basis function ¢.
Furthermore, let it be said that the transposition formula must be handled with care if
kmin > 0. The left-hand side reads a(®c, v) = a(ZflV:l Cndn, v), with the sum inside
of a(-, -). This is a perfectly valid expression, because Assumption 9 guarantees that
» 27:1 ¢, ¢, liesin V, whenever ¢ € C. However, we cannot pull the sum outof a(-, ).
In fact, the expression Z,}l\;] cpa(¢y, v) is not well-defined, since ¢, need not lie in
V and may not be plugged into a(-, -).
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Next, let us have a look at the properties of the matrices A € RV*N | B ¢ RNminxN
and (4 BOT) € RWANmin)x(N+Nmin) from Definition 13. Using the evaluation oper-
ator Ey : C°(RY) — R from Definition 3 once again, we see that A can
be written in the form A = (En¢i]|...|Enx¢y) and that BT can be written as
BT = (Eymi|...|E NTN,,) if a linear ordering of the polynomial basis is assumed.
The next lemma uses these representations.

Lemma 29

1. Forall d € RNmin_ there holds the identity BTd = ENT1d. In particular, BT is
injective and B is surjective. The kernel of B is given by ker B = C.
2. Forall ¢ € RV, there holds the identity Ac = Ey ®c. Furthermore,

VeeC: (Ac,¢) = h2 A |c|3.

~ ""min
3. The interpolation matrix (é ‘%T ) is invertible.

Proof For all d € RNmin, we have B'd = Y, 4 du EnToy = EN(Y ot daTe) =
EnTId. In particular, using the bijectivity of IT and Lemma 23, we find that ker BT =

ker Ey o IT = [T~ (Vo N P) = {0}. This proves that B is injective and hence that
B is surjective. Next, we have

ker B ={c e RN |Bc =0} = {c|Vd € RV : (B¢, d), = 0}
={c|Vd € RNmin : (¢, ExTId), =0} = C.

For all ¢ € RY, there holds Ac = fo:l chEng, = EN(Z{:’=1 cidp) = Ey®c. In
particular, for all ¢ € C,

Lem. 28

Lem. 28
(Ac. c)y = (EyPe, c) a(®e, ©c) = [el; = hp el

~ min

Finally, consider coefficient vectors ¢ € R" and d € R"min such that (4 li)T WG =
(8). The second row tells us that B¢ = 0, so that ¢ € ker B = C. Then, we multiply
the first row with ¢ and get 0 = (Ac + B'd, ¢) = (Ac,c) + (d, Be) = (Ac,¢) >
hiﬁ;dncﬂg, which implies ¢ = 0. Then, the first row simplifies to BTd = 0, from

which we obtaind = 0. O

At this point we have all the ingredients to show that the solution u € V of
Problem 24 can be represented by means of the ansatz functions ¢, and m, from
Definition 12.

Lemma30 Ler f € V and set f := Eyf € RN. Denote by ¢ € RN and d € RNmin
the unique solution of the following LSE:

(50)@) =)
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Then, the function

N
U= <I>c+1'Id:ch¢n+ Z dyny €V

n=1 [et| <kmin
coincides with the unique solution of Problem 24.

Proof The second row of the LSE tells us that Bc = 0, so that ¢ € ker B = C, by
Lemma 29. Owing to Lemmas 20 and 28, the function u := ®c¢ + I1d then lies in V.
Using Lemma 29 again, the first row of the LSE yields Eyu = Ey®c + EyIld =
Ac + BTd = f = Eyf. Furthermore, for all v € Vj, there holds the following
orthogonality:

Lem. 20 Lem. 28
= a =

(@, v) = e, Eyv), VL

a(u,v)y=a(dc +Id, v) (c, 0),=0.
Therefore, the function u is a solution of Problem 24 with respect to the data f. By
uniqueness, u is the solution. This concludes the proof. O

3.4 The representation formula for the inverse matrix

Earlier, in Lemma 29, we developed the fact that the interpolation matrix ( g BOT ) from
Definition 13 is invertible. Analogous to Theorem 18, let us write its inverse in the form

(2 BOT )yl = (§; gg) with matrices S11 € RV*N | §5; € RMuinxN g5 ¢ RN *Nmin

and Sp; € RNminxNmin _Tp this section, we develop a representation formula for the
main block Sy1.

Recall from Lemma 26 that the mapping f — u of data f € V to the solution
u € V of Problem 24 is a linear operator. Clearly, this abstract operator must play a
prominent role in the sought representation formula.

Definition 31 For every f € V, denote by Sy f € V the unique solution of Problem
24, i.e.,
EnSNf=ENSf and Yve Vo: a(Syf,v)=0.

The linear operator Sy : V. —> V is called solution operator.

Next, we need a way to map a given coefficient vector f € R¥ to a function
f € Vwith Eyf = f. Since C§® (RY) C V (cf. Lemma 20), such a function f
can easily be constructed from a family of dual functions A1, ..., Ay € Cgo (Rd ) with
Am(Xn) = 8 (Kronecker-8). In fact, the function f := Y0, f Ay € CPRY) C V
does the job. It is not surprising that the definition of the dual functions depends on
the separation distance /ij, from Definition 2:

Definition 32 Let A € Ci°(R) be a function with supp(1) € Ball(0, 1) and A(0) = 1.
For everym € {1, ..., N}, we define the function h,(x) := A((X — Xp)/hmin). We
refer to {11, ..., AN} as the set of dual functions.
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The basic properties of the dual functions A,, are summarized in the next lemma.
Due to its simplicity, the proof is omitted. We remind the reader of Definition 14,
where the bubbles £2,, C R4 were introduced.

Lemma33 Forallm,n € {1,..., N}, there holds A,, € Cgo(]Rd) C V, supp(Am) €
Qu and Ay (xp) = Syn. Furthermore, we have the stability bound |\ |q < hfn/irzl_k
Now that the dual functions A,, € C§° (R?) are properly defined, let us introduce a

name for the mapping f +— Zfzv:l [ prn from before.

Definition 34 We define the operators

’

A RN — Vv AT - V — RV
f — Z 1 [uhn v — (a(v,)»,,))fyzl

Recall from Lemma 20 that V is not necessarily a Hilbert space, so that A7 cannot
be the proper Hilbert space transpose of A. However, as discussed below, the defining
equation for transposed operators is still satisfied.

In the subsequent lemma, we use supp(f) :={n € {1,..., N}| f,, # 0} to denote
the support of a vector f € RY. Remember that Q; = Uper @ S R4 denotes a
union of bubbles (cf. Definition 14). Furthermore, we make use of the local seminorms
|- la., 2 C R4, from Definition 1.

Lemma 35 The operators A and AT are transposed in the following sense:
vweV:VfeRY: a@w Af)=(ATv, f)r

Both A and AT preserve locality: For all f € RN veVandI C {1,..., N}, there
holds

d/2—k
supp(A f) € Qaupp(rys IAFla SETENF 2 1A vl S R vlag,

Finally, for all f € RN, there holds Ex A f = f. In particular, we have v— AEyv €
Vo forallv e V.

Proof Let v € V and f e RN, The transposition formula is straightforward:
a(v, Af) = a(v, Zflvzl Forn) = Z _au, ) f, = (ATv, f),. Next, in order
to determine the support of A f, we remember from Lemma 33 that supp(A,) C ,,.
Abbreviating I := supp(f), we find that supp(Af) = supp(}_,c; frrn) <
Uner supp(hn) € €.

In order to see the upper bound for | A f|,, we argue that the disjointness of the bub-
bles €2,, implies the orthogonality a (A, ;) = Zl’a (011! /o)) (D* A, D*An) 120,02,
= 0 for all m # n. Therefore, with Lemma 33, we obtain

N N
IAf2=a(Af AP = Y FufmaOuhm) = O L2102 S R £13.

n,m=1
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Next, consider an arbitrary index set I < {I,..., N}. To show the upper bound
for |[ATv|| ¢2(1)» We use a localized version of the Cauchy-Schwarz inequality from
Lemma 20 and exploit the disjointness of the bubbles once again:

T. 12 2 2 2 d—2k 2 d—2k
IAT VI3, =D a(, 1) <D 10l g 1hals S ki Y 10la 0, = Ko V13 g, -

nel nel nel

Finally, forall f € R", the Kronecker-6- property from Lemma 33 gives us the identity
ENAf = (X, Furm )Y = (f)N_, = f. In particular, for all v € V, this
implies Ey(v — AENV) = Eyv— ENAENv = Eyv—Eyv =0,ie,v— AENv €
Vo. O

In Lemma 30 we demonstrated how to derive the solution # € V of Problem 24
from the solution (¢, d) € RY x RVmin of the LSE in Section2.3. In the next lemma,
we go in the opposite direction, i.e., we construct the coefficient vectors ¢ and d from
a given solution u. Once we have this result, the representation formula for the inverse
interpolation matrix is merely a byproduct.

Lemma36 Let f € V and denote by u € V the unique solution of Problem 24. Set
f:=ENf €RN. Then, the coefficient vectors

c:=ATuec, d:=T""'3Gd - AT u € RNwin
solve the LSE in Lemma 30.

Proof First, let us show that indeed ¢ € C: Forevery g € P, there holdsq — AEnq €
Vo (cf. Lemma 35) and thus

(e, Exg)a = (ATu, Eng)a 2% atu, AEyg) "= atu, ¢) *“E* 0,

Lemma 28 tells us that &¢c € V,sothat p :=u — $c € V. Using p — AExp € Vp
(cf. Lemma 35, again) and the orthogonality of u, we get

Ip|> = a(p, p) = alu, p)—a(chTu 2 =2 4, p) — (ATu, Ep)

2P a, p— AENp)
Due to Lemma 20, this implies p € P, so thatd := H’lp = H’l(id —®Au €
RVmin i well-defined.

As for the first row of the LSE, we compute

Ac+ BTd 2P Ey(oc + 11d) "2 Ey(dc + p) "= Exu "2 En f=f.

Finally, using Lemma 29 again, we have ¢ € C = ker B. In other words, B¢ = 0,
which is precisely the second row of the LSE. O
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We close this section with the promised representation formula. The formula estab-
lishes a relationship between the interpolation matrix (4 BOT ) from Definition 13, the
coordinate mappings ® : RY — CO(R?) and IT : RV»n — P from Defini-
ton 27, the solution operator Sy : V. — V from Definiton 31, and the operators
A:RYN — Vand AT : Vv — RY from Definition 34.

Corollary 37 Forall f € RY, there holds the identity

T T
(g li) )(H_l(icf\— ?K\TJ)CSNAf) - ({;)

In particular, the main block Sy1 € RN*N from the representation (g BOT y-l =

Su §
(Sll 12

o Szz) satisfies the relation

Suf=ATSyAfeC.

Proof Let f € RN and set f := A f € V. According to Definition 31, the function
u = Sy f € V is the unique solution of Problem 24. Now Lemma 36 tells us that
the coefficient vectors ¢ := ATu = ATSyAf € Candd = TT"!(id — PAT)u =
M~'(id — ®AT)SyA f € R¥min solve the LSE from Lemma 30, where the right-
hand side is given by f = Enf € RY . However, we know from Lemma 35 that
f=Enf =EnNAf = f.This proves the asserted identity.

3.5 Reduction from matrix-level to function-level

In our main result, Theorem 18, we claimed that the main diagonal block S1; of the
inverse interpolation matrix can be approximated well by H-matrices. The goal of the
subsequent lemma is to reduce this “matrix-level” question to an analogous question
on the “function-level.” The majority of the work has already been done by achieving
Corollary 37, where the action of the matrix S1; on any given vector f € RV was
characterized by the abstract solution operator Sy : V — V from Definition 31.
Furthermore, thanks to the asserted inequality (cf. Definition 16)

IM|l» < CIn(N) max_[|M|;xslla VM e RNV,
(1,J)eP

it suffices to derive an error bound for each matrix block S11|7x s, where (1, J) is any
given cluster tuple from the sparse hierarchical block partition PP.

Lemma 38 Letr S11 € RY*N be the main diagonal block of the inverse interpolation
matrix from Definition 13. Let I, J C {1,..., N} and W C V be a finite-dimensional
subspace. Then, there exist an integer r < dim W and matrices X € RI*" and
Y € RY*" such that there holds the following error bound:

- 1SN —wlag
IS11lrxs — XYT o ShOH sup  inf 0%
fev: wew [fla
supp(f)EQy
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Proof Follows from Lemma 35 and Corollary 37. We omit a detailed proof and refer
the reader to [1, Lemma 3.13], where a similar bound was derived in terms of the
L?-norm. O

Lemma 38 leads us to the following question: Given boxes B, D C R4 (cf. Defi-
nition 15), a free parameter L € N and a function f € V with supp(f) € D, can we
construct a subspace Vg p 1 € V such that the dimension dim Vg p 1 and the best-
approximation error infyevy ,, |SNf — wlq, g are both “small” at the same time?
More precisely, is it possible to build Vp.p.r in a way such that dim Vg p 1 < L€
and infyevy p, ISNf — Wla,B < 2_02L|f|a for some constants ¢y, ¢ > 0?

Over the course of the subsequent sections, we will show that the answer to this
question is affirmative (up to a factor L/ hfnin in the error bound), if the domains B, D
satisfy the admissibility condition diam (B) < o,gmdist(B, D) from Definition 16.

Let us briefly give an overview of the construction of the space Vg p 1:

1. Due to the admissibility condition, we can safely “inflate” the box B in L incre-
ments of identical size, before it touches the box D. This generates a family of L
concentric boxes between B and D,i.e., BC B C---C By C Rd\D.

2. Starting at the outermost layer B, we set uy, := Sy f € V. Exploiting the facts
supp(f) € Dand B;ND = ¥, one can then prove that u lies in a certain subspace
Vharm (BL) € V associated with the box By . The properties of this subspace allow
us to construct a function #z | € V from a space with O(L?) degrees of freedom
that is a good approximation to #; on the box By,_1. More precisely, we can show

that
k

! 1 l
Z(S/Usco) lur —ur—1lgip, ) < 5 Z(S/Usco) lurlgig, )
1=0 =0

where § > 0 is a parameter proportional to L~! and where oy, > 0 is a certain
constant.

3. Our construction of the approximant u ;| will guaranteethatu;_; € Vharm(Br—1),
and, since these subspaces are nested, we find that the error u; — uyp_; €
Vharm (B —1) as well. Again, the properties of this subspace allow us to construct a
function uz 5 € Vharm (Br—2) with O(L¢) degrees of freedom that approximates
uy — uy—1 well on the box By _». Proceeding inwards from the largest box By,
to the smallest box Bj, this procedure generates a finite sequence of functions
Up_1,Uur_2,...,u1,ug € V such that

k k
D 8/0wco) 1SN f = up—1Fup o+ Fur+uo)l g <275 (8/0wo) IS8 fliica,)-

=0 1=0

From here, it is then not difficult to get an error estimate in the native space
seminorm | - |4 B.

3.6 The cut-off operator

Let us now define precisely what we mean by an inflated box:
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Definition39 Let B = X?Zl(ai, b;) with a; < b; be a box as in Definition 15. For
every § > 0, we introduce the inflated box

d
B® = X (—8+a;, b +8) S R
i=1

Note that B? is again a box. In particular, we can iterate (B%Y = B2 ((B%)%)® =
B3 , et cetera.

In order for our construction of the space Vg p, 1, to work, we need a way to “restrict”
the support of a given function v € V to a box B € R? without destroying its global
smoothness. This can be achieved by multiplying v with a smooth cut-off function:

Lemma40 Let B C RY be a box and 8 > 0. Then, there exists a smooth cut-off
function /cl‘s9 with the following properties:

Ky € CORY), supp(ky) C B, «hlp=1, 0<kh <1, VI eNo:lihlproms <57

Proof Write B = X?:] (a;, b;) and pick a univariate function g € C*°(R) with 0 <

g <1, gl(—o0,0 = 1 and gl[1/2,00) = 0. Then, the function Kg(x) = ]_[?:1 g((aj —
xi)/8)g((xi — b;)/8), x € R4, is a valid choice. O

It is convenient to introduce a name for the cut-off process described earlier:

Definition 41 Let B € RY be a box, § > 0 and K% e C° (Rd) be the smooth cut-off
function from Lemma 40. We define the corresponding cut-off operator

)
UV > Kpgv

V — HKR?

Kg : { R

In the following, we summarize the most important facts about the cut-off operator.
Lemma42 Let B € RY be a box and § > 0. For all v € V, the linear operator

Kg has the cut-off property supp(K gv) C B? and the local projection property
(Kg v)|p = v|p. Furthermore, there holds the stability bound

k k
> SRl ey < C k)Y 8 0] o).
1=0 1=0

Proof Denote by Kg e C° (R?) the smooth cut-off function from Lemma 40, and
let v € V. The relations supp(ng) C B’ and (ng)|3 = v|p readily follow
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from Lemma 40. As for the stability bound, we have that v € V C Hllf)c (Rd ) (cf.
Lemma 20). Then, using Leibniz’ product rule for derivatives, we obtain

k k k I
2 ) 2 : ) § 2 : )
3I|KBU|HI(]R41) = 81|KBU|HI(B(S) 5 (Sl |KB|WI”"°°(R‘1)|U|H"(B‘S)
=0 =0 =0 i=0

k l k
§ 1 § i—1 § [
S ) 8 |U|Hi(35)§ 1) |U|HI(B‘S)'
=0 (=0 =0

3.7 The space Vjarm (B)

The key components of our proof are the subspaces Vharm(B) < V to be defined
now. They exhibit a number of properties that allow us to find good low-dimensional
approximants to their members.

Definition 43 Let B C R? open. We say that a function u € V is homogeneous and
harmonic on B, if it satisfies the following conditions:

1. Foralln € {1,..., N} with x, € B, there holds u(x,) = 0.
2. For all v € Vy with supp(v) C B, there holds a(u, v) = 0.

The subspace of functions u € V that are homogeneous and harmonic functions on B
is denoted by Vharm(B) C V.

Loosely speaking, the space Vham (B) consists of all functions # € V that vanish
on {x1,...,xy} N B and satisfy L%*y = 0 on B\{x1, ..., xy} in a weak sense (cf.
Definition 6, Lemma 7). Furthermore, note that Vy,m (B) is an infinite-dimensional
space, in general.

The next lemma establishes the fact that these spaces are nested and interact nicely
with the solution operator Sy : V. — V from Definition 31 and the cut-off operator
K% :V — H*(R?) from Definition 41.

Lemma 44

1. Forall B< BT C R there holds Viarm(B1) € Viarm (B).

2. Forall B,D C RY with BN D = @ and all f € V with supp(f) C D, there
holds Sy f € Viarm(B).

3. Forall BCRY, § > 0and u € Voarm(B), there holds K §u € Vyarm (B).

Proof Item (1) is obvious. In order to see (2), consider subsets B, D and functions f as
above. Then, for alln € {1, ..., N} with x, € B, Definition 31 and the assumptions
on B, D tell us that (Sy f)(x,) = f(x,) = 0. Furthermore, for all v € Vj (even
with arbitrary support), a(Sy f, v) = 0. This proves Sy f € Vharm(B). Finally, let us
prove item (3): Let B C R4, 8§ > 0and u € Vigm(B). Forall n € {1,..., N} with
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X, € B, wehave (K §u)(x,) = u(x,) = 0, owing to the fact that (K §u)|g = ulp (cf.
Lemma 42). On the other hand, for all v € Vy with supp(v) € B, we have

a(Kdu,v) ° Z oy Z D"‘(I(Bu) Dv) 2 p)
= kmm loe]= l
Al
bem 42 Z 01 ) — (D, D) 2y = au. v) = 0.
I=hmin =1

O

Note that the membership Sy f € Vharm(B) only uses the interpolation and
orthogonality conditions from Definition 31. The explicit representation Sy f =
> r1’v —1CnPn+ ZI ool <kmin d 1, from Lemma 30 is completely irrelevant in this context.
In fact, Lemma 38 already contained the last (implicit) occurrence of the fundamental
solution ¢ for the remainder of this paper.

While Lemma 44 covers the basic, quick-to-prove aspects of the spaces Vharm (B),
we still need two more ingredients. Most importantly, we need a Caccioppoli-type
inequality for functions u € Vharm (B‘s), i.e., we want to bound the k-th derivatives of
u on the box B by its lower-order derivatives on the slightly larger box B°.

Lemma45 Let B € R? be a box and 8 > 0 with 8§ < 1. Then, there holds the
Caccioppoli inequality:

k—1
Vi € Viarm(BY) © 8% |ul k() < C(d, k) Zalmmz(m).
[=0

Proof Let us abbreviate k := /cg e Cy° (R%) for the smooth cut-off function from

Lemma 40. Recall that [i|yreoray S 8" and |Kzlwl.oo(Rd) < Zf’:() I i .o ()
|1l wi-icomay S < §~!. Furthermore, « (x,) = O forall n € {1, ..., N} satisfying x,, ¢
B®.

Let u € Vham(B?). From Definition 43 we know that u(x,) = O for all n €
{1,..., N} withx, € BS.In particular, the product v := k2u € V satisfies v(x,) = 0
forall n € {1,..., N}. In other words, v € Vj. Furthermore, using Lemma 42, we
have supp(v) € supp(x) C B®. This proves that v is an admissible test function for
Definition 43, i.e., a(u, v) = 0. Plugging in Definition 1, we get the identity

0=au,r’u) = Z Z “u, D* (I(zu))LZ(Rd)

l kmm |a ‘ l

k
1!
DD ol > <;><D"‘u,D""3(K2)D’3u>L2(Rd>-
psa

[=kmin lae|=l
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We transfer the summands with 8 < « to the other side of the equality and obtain the
following expression:

k k
I I o _
§ o] E a”KDaulliz(Rd) = - § o] g a E (/3) (Dau,Da ﬂ(Kz)Dﬂu)Lz(Rd)

I=kmin Jee|=l I=kmin lal=l " B<a

N

k d
I .

> Y [ DI 0D ) 2|
ki Jal=t & i

+ Y \(D“u,D“*ﬁ(KZ)DﬂmLz(Rdﬂ].

p<a,
[BI=le| =2

For the summands in the first sum, we use Young’s inequality (with arbitrary € > 0):

[(D%u, 9; (Kz)Da_eiu>L2(Rd)| = 2|{xD%u, (aiK)D“_eiu)Lz(Ba)|
S ||KDa”||L2(]Rd)||aiK||Loo(]Rd)||Da_eiu||L2(35)
5 ||KDaM||L2(Rd)571 |M|H\a|71(36)

S 6“KDau”i2(Rd) + 6_18_2|u|il\a|—l<38)~

Note that, by choosing € sufficiently small, we can absorb the O(¢)-term in the left-
hand side of the overall inequality.

For the summands in the second sum, we can pick an index i € {1, ..., d} with
a; > 1 (in the case |o| = 0, the sum is empty anyway). Then, we perform partial
integration with respect to the i-th coordinate:

(D*u, DF (k*)DPu) 12 gay | = [(D* % u, D* P+ () DP u+D* P (1)DP 1) 12 s |
< DY ull 123y (ID*PF4 (k) || oo may IDP e 123
1D (k) || oo ey IDP T ul| 125

8““|+‘ﬂ‘_1|u|H\ﬁ\(Ba) + 3_‘a|+w|u|1{|ﬁ\+l(36))

Sl -1 sy (
= 8721w rai-1 53y (8PNl 161 g3y +8 1P 1] pyipron (s))

o -1

-2 2iy,,12
5 5 e Z 5 l|u|Hi(B<3)'
i=0
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Finally, we put everything together (exploiting « = 1 on B):

01 >0
2k, 12 2k E §
s |M|Hk(3) /S 3 o1 _”KDau”LZ Rd)

I=kmin  lo|=l
k . = k-1
2(k— 2i 2,12
< Y Z g2l EeD > 8 Nl gy S D 87 1l -
I=kmin ee|= l <1 i=0 =0
This concludes the proof. O

We end the discussion of the spaces Vharm (B) with the following observation: If
kmin = 0, we remember from Section?2.1 that (V, a(:, -)) is a Hilbert space. One can
then show that Vi (B) € V is a closed subspace with respect to the norm | - |, so
that the orthogonal projection from V to Vham(B) is well-defined. However, in the
general case kmin > 0, this line of reasoning is not possible anymore, and we need to
find a different projection Pp g : V —> Vharm(B) that is in some sense stable. The
idea here is to replace a(-, -) by a strictly positive definite inner product b(-, -) and
then use the corresponding orthogonal projection. The new inner product is weighted
with a free parameter H > 0 that will be important for the definition of the low-rank
approximation operator [Ty : H*(R?) — H*(R?) N C*®(R?) in Lemma 47 below.
More precisely, the parameter H will then be the meshsize of a coarse grid used to
define a low rank approximation operator later on.

Lemma46 Let B € RY be a box with |B| > 0 and let H > 0. There exists a linear
operator
PB,H 1V — Vharm(B)

with the following properties:

1. Projection: For all v € Vharm (B), there holds Pp gv = v.
2. Stability: For all v € V, there holds the stability bound

k k k k
> HP vl g+ Y H 1 Pe vl i < C@ (D2 H ol grgeay + 3 H' ol )-
I=kmin =0 [=Kkmin =0

Proof We equip the native space V from Definition 1 with the following bilinear form:

VuveV:  bu,v) = Z H? )" (D"u, D*v) Lz(Rd)+ZH21 > (DU, D) 2 ).
I=Kkmin la|=l 1=0 |a|=l

We remind the reader of Lemma 20, where the inclusion V C Hll(‘)C (Rd) was derived.
In particular, the local quantities |u| Hl(B) are finite for all I € {0, ..., k}, so that
b(-, -) is indeed well-defined. Note that the assumption | B| > 0 guarantees the strict
positive definiteness of b(-, -) on all of V. The proof of completeness of (V, b(:, -)) is
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very similar to the one of Lemma 23 and will therefore be omitted. Finally, using the
continuous Sobolev embedding H*(B) € C%(B) and the Cauchy-Schwarz inequality
for a(-, -) (cf. Lemma 20), one can show that Vh,m(B) is a closed subspace of V
with respect to b(-, -). Consequently, the b(-, -)-orthogonal projection Pp g : V —
Vharm (B) is well-defined. The asserted stability bound follows immediately from the
fact that || Pg g vllp < ||v]| for all v € V. This finishes the proof. O

3.8 The low-rank approximation operator

We remind the reader of Section3.5, where we argued that we need to construct a
certain subspace Vp p 1 € V of low dimension. More precisely, our goal was to
achieve an algebraic dimension bound of the form dim Vg p ; < L€, where ¢; > 0
is some constant. For this purpose, we use an approximation operator of moderate rank
with good local approximation properties. Our construction is a “partition of unity”
method (see, e.g., [40] and [10]) on a perfect tensor-product grid with meshsize H > 0
that spans all of R?. A pleasing side effect of this method is the fact that the rank of
this operator varies “smoothly” with respect to the parameter H. Once again, we make
use of the axes-parallel boxes B C R4 and their inflated relatives B® € R4, § > 0 for
the proof (cf. Definitions 15 and 39).

Lemma47 Let H > 0 be a free parameter. Then, there exists a linear operator
My : H*®RY) — HY®RY) N Cc®(@RY)

with the following properties:
1. Local rank: For every box B C RY, there holds the dimension bound

dim {[Tzv | v € HYR?) with supp(v) € B} < C(d, k)(1 + diam(B)/H)*.

2. Stability/error bound: For all v € H*(RY), there hold the following stability and
error estimates:

) S0 H Ty vl grgay < Cd. k) Yo H' ol i gays
Yo H'lv = Ty vl gigay < Cd, k) H [v] iy,

Proof Let u € CSO(R) be a “mollifier” with supp(n) < [—1/4,1/4], 0 > O
and fR u(x)dx = 1. Consider the mollified characteristic function of the inter-
val [0, 1) € R, ie. §1(x) = (1 # Lo,1)() = fu w3, 1y(x — y)dy. There
holds 21 € C(R). supp(g1) C [~1/4.5/41, &1 > Oand Y., 5 é1(x +m) =
Jo b)Y ez Ly—xto,n(m)dy = [pu(y)dy = 1 for all x € R. (Note that, for
every given x, the sum Zm <7 &1(x + m) contains at most two non-zero summands.)

Set 2 = [—1/4,5/41% € R? (“reference patch”) and g(x) := I—[f=1 81(x;) for all
x € R¥ (“reference bump function”). There holds § € Cy° (RY), supp(8) € ©2,8 >0
and Zmezd gx+m)=1forall x € R4 (at most 2¢ non-zero summands). Further-
more, denote by IT : H*(Q) —> PK~1() the orthogonal projection with respect to

<'7 ‘>Hk(§2)'
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Next, let H > 0 be a given parameter (“meshwidth”). For every m € Z¢, consider
the affine transformations F,, F,,;! : RY — RY, given by F, (%) := H(X + m)
and F,; Y(x) := x/H — m. The m-th patch and m-th bump function are defined
by @, = Fn(Q) € R? and g, (x) := §(F,'(x)) for all x € R?. There holds
gm € CP(RY), supp(gm) S ), gm > 0and Y,z gm(x) = 1 for all x € R?
(at most 24 non-zero summands). Furthermore, for all [ € Ny, we have the relation
|gm|W/.oo(Rd) = H_l|§|wl.oo(Rd) ~ H_l.

Now we have everything we need to define the asserted operator:

_ HK(RY) — H¥RY) N C®(RY)
e v > ZmeZd(f[(vo Fu) o Fnjl)gm

Note that we implicitly restricted v o F;, from R¢ to €2 and extended the polynomial
ﬁ(v o Fy)oF, I from Q) to RY, Furthermore, for every compact K < Rd, the
sum in (ITzv)|g contains only finitely many non-zero summands. In particular, since
[(vo Fy) o F,' € PIRY) € C®(RY) and g, € C(R?), we have Tyv €
C*®(R?Y), indeed. The fact that ITzv € HF(R?) follows from the stability bound
below.

As for the dimension bound, let B € R be a box and denote by ms(B) := {m €
ZY| BN Q! # () the set of indices of the adjacent patches. We will need an upper
bound for the cardinality of ms(B) in terms of diam(B) and H. To this end, we use
appropriate sub- and supersets of |_,,c,, s(B) Q! and exploit the monotonicity of the
d-dimensional Lebesgue measure, denoted by | - |. On the one hand, since every patch
€, isitself a box of side length 3H /2, it is not surprising that _,,, ¢, (5) 2, € B>%/2,
where B31/2 denotes the inflated box in the sense of Definition 39. On the other hand,
for every m € ms(B), consider the m-th subpatch w,, := F,, ([0, 1]d) C Q;n Clearly,
these subpatches are pairwise disjoint and fulfill (,,c,ns) @ 2 Unmems(p) @m-
Combining both inclusions, we get the desired bound for #ms(B):

#ms(B)H = Y H'= " |onl= <

mems(B) mems(B)

|BH/2| < C(d)(diam(B) + H).

U on

mems(B)

U

mems(B)

IA

Now, for every v € H*(RY) with supp(v) € B, the support properties of the bump
functions g,, guarantee that the sum in ITzv only ranges over ms(B), rather than all
of Z?. Therefore,

dim {TTzv |v € H*RY), supp(v) € B}
= dim {55 (1w 0 F) 0 F,; g [v € HY(RY), supp(v) < B)
< dim (Y, cns(B) Ym8m | vm € PFTHRY))
< #ms(B) - dim Pk~ (RY)
< C(d, k)(1 + diam(B)/H)?.
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Now on to the stability and error estimates. The derivation is based on the following
facts:

1. Partition of unity: For every v € H*(R?) there holds v = v - 1 = Y mezd VEm-

2. Scaling argument: For all v € Hk(Q;n), there holds v o F;, € Hk(fZ) with
H'v|giq,, ~ H*vo Filpigy 1 =0,.... k.

3. Bramble-Hilbert: For all v € H*(), there holds ||v — ITo|| @ < Cd,k, Q)
|U|Hk(§2)-

Letv € H*(RY) and n € Z¢. Again, we denote by ms(n) := {m € 74 Im — nlleo <

1} the indices of the patches touching €2/,. Using (1), (2) and (3), we can establish a
local error bound first:

Yo H o—Tpvl iy =K O HIY pemsy @~ T Fy) o ol e
< Yo H' Eemsin [0 = 1w o Fp) o FoDeml oy ney,)
S Zf:() HlZmems(n)le:O |v—ﬁ(v o F) an;] |Hj(gz;n)|gm|wlfj.oc(Rd)
~ Z;(:O H' Zmems(n) le:O v — ﬁ(v o Fp)o Fr;l|H.i(Q;n)Hj_l
S Zmems(n) Z];=0 Hllv — f[(v oFy)o Fnzl |Hj(g2;n)
5 Y e HY2 v 0 By — 1w 0 Fu)ll i
3

3. i
5 Zmems(n) H / |U o Fm|Hk(SA2)

2.
k
S H Zmems(n) |U|H"(Qm)'

To get the desired global error bound, we exploit the covering property RY C
U,ez¢ 2, and sum up the local error contributions from above. Additionally, we
use #ms(n) = 3¢ and the fact that #{n € Z¢ | x € @)} < 24 for all x € R?:

k 21 2 k 21 2
2o H™ W = Tivly ey < Xpezd Dimo H7 10 = Mol g
2% 2
S Lnezd B Xmemsny Wl

=3dH2kZ ) §6dH2k|v|2

2
nezd Wk, HK(RY)”

Finally, the stability bound can be shown via a simple triangle inequality and the
previously established error bound. This concludes the proof. O

3.9 The single- and multi-step coarsening operators

This section contains the heart of our proof. Using the subspaces Vharm (B) € V from
Definition 43, let us briefly recapitulate the proof outline from Section3.5: Given a
function u € Viamm(B®), our goal is to construct a function 4 € Viam(B) of low
“dimension” that is a good approximation to u on the box B C R<. To this end,

we concatenate the cut-off operator K g/ 2.V > H k(R?) from Definition 41, the
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low-rank approximation operator [Ty : HKRY) — HYRY) N C*®(RY) from
Lemma 47, and the projection Pg g : V —> Vharm (B) from Lemma 46. The cut-off
operator guarantees that the right-hand side of the error estimate is a local quantity, i.e.,
| - |t (ps)- The low-rank operator 1 is responsible for the reduction of the “dimen-
sion” of u. Finally, the projection Pp gy maps the output of [T back into the space
Vharm (B).

Theorem 48 Let B C R? be a box with |B| > 0 and 8§ > 0 be a free parameter
with § < 1. Then, there exist a constant oso > 1 and a linear single-step coarsening
operator

0% : Vham (B®) —> Vharm(B)

with the following properties:

1. Rank bound: The rank is bounded by
rank(Q%) <Cl, k(1 + diam(B)/S)d.
2. Approximation error: For all u € Vharm(B‘S), there holds the error bound

k k

1
Y (8/05c0) lu — Q| 1y < 3 > " (8/0co) 1l g1 -
=0

=0

Proof Let B C R? and§ > 0be as above. The asserted single-step coarsening operator
is composed of three operators: First, we need the cut-off operator K g/ LV —
H*(R?) from Definition 41. Second, let H > 0 and denote by Ty : H*(RY) —
H*RY) N C®(R?) the operator from Lemma 47. The precise value of H will be
chosen during the proof (it will be H := §/0y, for some specific constant osco > 1).
Third, let Pp g : V. —> Vharm (B) be the projection from Lemma 46. The single-step
coarsening operator is then defined as

5/2
0% = Py uTHKY? : Voarm(B®) — Vaarm (B).

Recall from Lemma 20 that H* (Rd) C V, so that the output of [Ty is indeed a valid
input for Pp .
We start the discussion of Q% with the error estimate: Let u € Viarm (B?). On the

one hand, we know from Lemma 44 that u € Vjam(B) and that K g/ 2u € Vharm (B).

Since Pp g : V —> Vharm(B) is a projection, we know that PB,HKZ/zu = K}i/zu.
It follows that u|p = (Kg/zu)|3 = (PB,HKg/zu)lg, because the cut-off operator
K g/ % Jeaves u untouched on the box B (cf. Lemma 42). On the other hand, we know
that u € Viarm (B%/?) (again by Lemma 44). Since 0 < §/2 < 1, we may apply the
Caccioppoli inequality from Lemma 45 to the box B%/2, the parameter /2, and the
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function u € Viam (B%/?):

k k 52 52
Yo H'lu = Q%ulysy = Yo H'\Pp Ky u — Pp y Ty Ky ul i (p)

. §/2
= Yo H'|Ps.uGd — ) Ky ulyip)
Lem. 46 t o 5/2
S Y=o H'IGd — TTp) K " ul i ga)
Lem. 47 5/2
5 Hk|KB ulHk(Rd)
Lem.

42
< H/ON Y 8 ul sy

Lem. 45 . r k=1 o
5 2 (H/S) 21208 |M|HI(B‘5)'

Now, denote by oy, > 1 the implicit cumulative constant. We choose H := §/0co >
0. Then,

k k—1 k—1

1 -
> H'lu— Qpulip) < (@weo/2)(H /) Y 8 lul i sy = 5 D (1/oseo) ™ ™ Hutl s
=0 =0 =0

IA

lk—l
1
E ZH |M|HI(B§).
=0

Finally, we turn our attention to the rank bound. For every u € Vharm (B%), we know

from Lemma 42 that K g/ 2u e H* (R9) and that supp(K g/ 2u) C BY/2, Using the local
rank bound of the operator I1y (cf. Lemma 47), we get

rank(Q%) = dim{Pp uTlgKY ulu € Vaarm(B®))
< dim{Igzv|v e H*®R?) with supp(v) < B*/?}
Lem. 47 . 5/2 4 S~H . d
< CW, k(A +diam(B*“)/H)* < C(d,k)(1 +diam(B)/H)".
This finishes the proof. O

A closer inspection of the previous proof tells us that the sum on the right-hand side
of the approximation error actually ranges from O to k — 1, rather than k. However,
we will not exploit this fact any further.

Next, let us combine L € N single-step coarsening operators into one multi-step
coarsening operator:

Theorem 49 Let B € R? be a box with |B| > 0 and § > 0 be a free parameter
with § < 1. Furthermore, let L € N. Then, there exists a linear multi-step coarsening
operator

Q%L : Vharm(BaL) —> Vharm (B)

with the following properties:

@ Springer



Page350f46 85

1. Rank bound: The rank is bounded by
rank(Q%") < C(d, k)(L + diam(B)/8)?+".
2. Approximation error: For all u € Vharm(B‘SL ), there holds the error bound
e — Q%" ull g gy < Cd k)8 27E el e oy

Proof The construction is identical to the one in [1, Theorem 3.32], and consists
only of iteratively applying the single-step approximation result k-times on nested
boxes. The additional factor ¥ in the error bound stems from the norm equivalence
sk - k) S Zf=0(8/0500)1| “Iuty S I+ | gk gy> which makes use of the relations
sk <ol <1. O

Looking at the right-hand side of the error bound in Lemma 38, it would be more
natural to look for an error bound in the local “energy”’-seminorm |-|,, g from Definition

1,1i.e., an upper bound for |u — 5Ly «.g interms of |u|, psr.Infact, if we could prove
pp B , a,B p

lu — Q%u|u,3 <2~ |ul,, ps in Theorem 43, then we would obtain |u — Q%’Lu|a,3 <

2L |ul, gsr without the extra factor §~*. However, in the proof of Theorem 48 the

estimate 8% | K3/ %ul Hk@d) S Y1 8! ul g1 po2) from Lemma 42 was essential. Here,
Leibniz’ product rule introduced lower-order derivatives of u, irrespective of the degree
kmin € {0, ..., k} and the coefficients o; > 0 from Definition 1. Since the right-hand
side of the overall inequality now contains all / € {0, ..., k} orders of derivatives, we
might as well work with a full H k_norm (rather than | - |, B) right from the beginning.
It seems that this minor inconvenience cannot be avoided with our method of proof.

3.10 Putting everything together

We are finally in position to prove our main result, Theorem 18. In Section 3.5, we
reduced the original problem of approximating the inverse of the interpolation matrix
from Definition 13 to the problem of finding a low-dimensional subspace Vg p 1 € V
with certain approximation properties. Here, it was assumed that the boxes B, D C R
satisfy some admissibility condition. As we shall prove next, the range of the multi-step
coarsening operator from Theorem 49 is a valid choice for Vg p 1.

Theorem 50 Let B, D < RY be two boxes with B N {x1,...,xy} # ¥, DN
{x1,...,xn} # 0 and hpin < diam(B) < oagmdist(B, D). Furthermore, let L € N.
Then, there exists a subspace

Ve.p,L CV

with the following properties:

1. Dimension bound: There holds the dimension bound

dim Vg p.r < C(d, k, oaam) L.
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2. Approximation property: For every f € V with supp(f) € D, there holds the
error bound

‘i/nf IS8 f = vll gy < C(d. k. Gadm, (01), Ea)o) (L/hmin) 27| fa-

VEVR.D,L

Proof Let B, D C R and L € N as above. Set § := diam(B)/(Z«/andmL) > (0 and
denote by Q%L * Vharm (B5L) —> Vharm (B) the multi-step coarsening operator from
Theorem 49. We choose the space

Vi.p.L = ran(Q%") € Vham(B) C V.
Using Theorem 49 and the definition of §, we can bound the dimension as follows:
dim Vp,p, = rank(Q%") < C(d, k)(L + diam(B)/8)**! < C(d, k, 0uam) L.

Finally, let f € V with supp(f) € D. In order to show that the error bound from
Theorem 49 is applicable to Sy f € V, we first need to establish the fact that Sy f €
Vharm (B®L). According to Lemma 44, it suffices to prove that the sets B’L and D
are disjoint. To that end, we choose a point z € BSL with dist(B%L, D) = dist(z, D).
Then, dist(B, D) < dist(B, z)+dist(z, D) < v/dSL+dist(B*L, D). Combined with
the definition of § and the admissibility condition, this yields

dist(B®L, D) > dist(B, D) — v/dSL = dist(B, D) — diam(B)/(20adm)
> diam (B)/(20dm) = hmin > 0.
Now Lemma 44 implies Sy f € Viarm(B?L), so that 0% (Sy f) € Vp.p.1.. Hence,
the error bound from Theorem 49 is applicable to the function Sy f. Then, exploiting
supp(f) € D and § 2 diam(B)/L > hpin/L, we can estimate

inf ISy f —vllgesy < SN — O3 (SN Pllkesy S 827 LUSN fllgepor
.D.,L

veVp.p

supp fCD
S L hmin) 27N = SNl k-

To bound the remaining local H¥-norm, we pick a suitable superset & 2 B
and use the Poincaré-type inequality from Lemma 19. To that end, recall from

Definition 2 that there exists a constant C > 0, such that ||x,|» < C for all val-
ues of N > Npip and n € {1, ..., N}. Exploiting the admissibility condition and the
fact that both B and D contain at least one of the interpolation points xy, ..., Xy, it is
not difficult to see that diam (B) < 20,4mC. We obtain the bound

sup [xll2 < sup [lx|l2 + VdSL < max lxXnll2 + diam (B) + VdSL < 2(1 + 0agm)C,
neil,...,

xeBL x€eB

which tells us that B®L < Ball(0, 2(1 4+ 0uam)C) =: . Note that Q is inde-
pendent of N and contains the unisolvent points {& | |a| < kmin} € R? from
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Definition 2, which are independent of N as well. Proceeding similarly to the proof of
Lemma 23, we intend to apply the Poincaré-type inequality from Lemma 19 to the
bounded Lipschitz domain €2, the normed vector space Z = Zz({a || < kmin}),
and the operator (7 : Hk(Q) —> Z,178 = (8(5a))|a|<kmin» Which is a relative of
the evaluation operator Ey from Definition 3. The continuity of ¢z follows from the
Sobolev embedding H*(2) € €°(Q) and the implication (1zp = 0 = p = 0) forall
p € Pkmin=1(Q) can be argued by unisolvency. Then, by Lemma 19 and Definition 1,
we have the following bound:

Vg € HX(Q) with 1zg =0 gl k@) < Cd, k, 2, Ga)a) 8| ur )
S C(d, kv Qv (sﬁt)ota Uk)|g|a,s2

Now, according to Definition 31, the function f — Sy f vanishes on all interpola-
tion points {xy, ..., xy}. Owing to Definition 2, we know that {&, | || < kmin} C
{x1,...,xn}, which implies tz((f — Sy f)|@) = 0. Therefore, we may apply the
aforementioned Poincaré inequality to the function (f — S f)|q. Finally, using the a
priori estimate |Sy f|, < |f]|, from Lemma 26, we get the following overall bound:

inf Sy f = vllgkm) S (L hmin) 271 = S f e
,D,L

veVB D

S L/ i) 275 f = Sh flae S (L/hunin)* 275 £ la-
This concludes the proof. O
Finally, we have everything we need for the proof of Theorem 18.

Proof Let S1; € RV*N be the matrix from Theorem 18 and r € N a given block rank
bound. We define the asserted {-matrix approximant M € RY*¥ in a block-wise
fashion:

First, consider an admissible block (I, J) € Pagm. From Definition 16 we know
that there exist boxes By, By € RY with Q; € By, Q; € By and diam(Bjy) <
0admdist(By, By). In particular, B; and B; both contain at least one interpolation
point and there holds diam (B;) > diam(£2;) > hpi, by Definition 14. This means
that Theorem 50 is applicable to B; and B;. Now, denote by C > 0 the constant
from the dimension bound in Theorem 50. We set oexp := 1/(2C 1/@+1)y > 0 and
L := [(r/C)Y/@+D | ¢ Ny. Then, Theorem 50 provides a subspace V; ;, C V. We
apply Lemma 38 to this subspace and get an integer 7 < dim V; ; , and matrices
X7y, eRIand ¥Y; ;. € RY*7. We set

My =X17,Yr1)".
Second, for every small block (7, J) € Pgnai, we make the trivial choice

M| = S1lixy.
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By Definition 17, we have M € H (PP, ) with a block rank bound

Def. C

Def. L
F<dimVy;, < CL¥' "<

r.

For the error we get

Def.16 T
S11 — M|, < In(N) " ?)Iafpg I1S1lixs — X170, X100 |2

€lMadm
Lem. 38 S Cw
SR max sup inf oM Wl
(1,J)€Padm fev: weVy g, |f|a
supp(f)SBy
Thm. 50
< In(N)RI3k koL
Def. L
S ln(N)h‘éli_n%rk/(dH) exp(— ln(z)(r/c)l/(d+1))
Def. oex
P d=3k oxn(— 1/(d+1)
S In(N)hy 7" exp(—0Oexpr )
Def. 2

< In(N)Noard Gk=d)/d exp(—gexprl/(dJrl)).

3.11 The fundamental solution (proofs)
In this subsection we provide the proofs of Lemmas 10 and 11.

Proof of Lemma 10 Recall thatd > 1,k € N with k > d/2, b € (0, 00) and that ¢
was given as an integral expression:

o0
d @)~ [ a1 5 i/
Vx e RY: sb(x)::W ¢ e 7 e IR/ g,

The trivial bound e~ ¥ 13/ < 1, the substitution ¢t = s /b2, and the assumption
k > d/2 show that the integral is indeed well-defined with a uniform upper bound
lp(x)| < C(d, k)T (k—d/2)b*% . In particular, Lebesgue’s Dominated Convergence
Theorem tells us that ¢ € C 0(R?) as well.

In order to show that ¢ is a fundamental solution of L2 = (b2 — A, we use
standard Fourier techniques. First, using Fubini’s Theorem, a straightforward compu-
tation reveals ¢ € L'(RY). To compute the Fourier transform é of ¢, recall that the
Gaussian kernel e~ 113/2 is a fixed point of the Fourier transformation and that there

holds the relation F(e~13/40)(y) = (2)4/2¢~!1V13 for all > 0 and y € R?. Using
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the substitution t = s/(b* + ||y ||%), we obtain the following expression:

@my=42 [

300 = S [ AT )

—dpn ¥ —d)2
_ @) //;k—le—<b2+lly||§>’dt= Qm)~4/ .
(k) b2+ Iyl5)k

Now, for all xo € R? and v € C{°(R? ) we have F~1(L*v)(y) = FL((»* —
M) (y) = B>+ yli3 )kv(y) where F~! and ¥ denote the inverse Fourier transform.
We know that (b? + |- [5)*0 € S € L'RY, where S € C™®(R?) is the usual Schwartz
class of rapidly decreasing functions. Then, using the unit imaginary number i € C,
the usual Fourier computation rules, and the duality formula f]Rd wvdx = f]Rd wvdx
foru,v € Ll(Rd), we obtain

/ ¢ (x — x0)(L*v)(x) dx = / ¢ (x — x0)F (B> + || - 13)F0) (x) dx
d d
_ / Fe 0 B2 1 |y R)E(y) dy

= @) [ ae e dy = v
R4

Finally, let us prove the asserted conformity. Since kpj, = 0, wehave V = H k (Rd ) =
{ve L2@Y) | (1 + |- 15?0 e L*(R)}, a well-known characterization of Sobolev
spaces (e.g., [20, Sect10n 5.8.4.]). In fact, the function ¢ itself lies in V, because
(1+||~||§)’</2$z (1+]-15)~" € L2(R?). This directly implies 3"_; ¢, (-—x,) € V
for all ¢ € RY, which concludes the proof. O

Proof of Lemma 11 The continuity of the thin-plate spline ¢ is obvious, and the fact
that ¢ is a fundamental solution of (=A)* was shown in [43, Theorem 10.36]. It
remains to show that the function v := Zfl\’:l ¢ ¢ (- — xy,) lies in the native space V,
whenever ¢ € C.Todo so, we use Fourier techniques: According to [43, page 161], the
function ¢ has a generalized Fourier transform given by a(y) = Q2m)~ 2|y 1 2k,
This means that [p, QW dx = [p dw dy for all homogeneous Schwartz functzons
w € S, where SZ¥ := {(w € S|V|B| < 2k : (DPw)(0) = 0}.

Now, consider the auxiliary function ¢ = YV, ¢,e 12 ¢ C%(RY). For
all |B] < k, there holds (DFc)(0) = YN, ¢, (—ixy)f = (=)f(c, EN()F)2 = 0,
because ¢ € C and (-)f € PK-1(RY) = P. Using Taylor’s Theorem, it follows that
lc(y)| < m1n{||y|| 1} for all y € ]Rd Then, for all |@| = k, it is not difficult to
see that ( (i)%¢ € Lz(Rd) so that F~1((i-)%ch) € L2(RY) is well-defined (and also
real-valued). Furthermore, forall w € C (R?), we have (—i -)%cw € 82". We use the
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standard Fourier computation rules to derive the following identity with w denoting
the inverse Fourier transform of w

/v(D‘)‘w) dx = /q)]—'((—i)“cuv)) dx
R4

R4

_ / F(—i )b dy = (~1)* / F UG ePywdy.
R4 R4

This proves that the function v has an @-th derivative, givenby D%v = F -1 ~)°‘c$) €
L?(RY). Since this is true for all |a| = k, we conclude thatv € {u € L] (R?) |V|a| =

k:3dD% € L* R} = V. o

4 Numerical examples

We finish this paper with a few numerical examples that were performed in MATLAB
and H2Lib, [13].

In Fig. 1, we used roughly N ~ 30.000 interpolation points in d = 2 space dimen-
sions. The domain of interest was the exterior of the 7U Wien logo, i.e., the complement
of the letters in the unit square [0, 1] x [0, 1] C R2. The interpolation points were
uniform in the open and algebraically graded towards reentrant corners with a grading
exponent ocarg = 2 (cf. Definition 2). As for the basis function, we used the thin-plate
spline ¢ (x) = ||x||%ln |x]l2 from Lemma 11, i.e., k = kmin = 2. The left image
shows the positions x,, of the interpolation points and the one in the middle depicts
the pairs (x,,, f(x,)), where the data function f € V is a smoothed indicator function
of the letters. On the right-hand side, the solution # € V of the interpolation problem,
Problem 4, is rendered.

Figure 2 shows the results of a problem in space dimension d = 2. The N = 900
interpolation points x, produced a uniform 30 x 30 grid in the unit square [0, 1] x
[0,1] € R2, ie., ocard = 1. Once again the thin plate-spline ¢ (x) = ||x||%1n 1x1l2
with k = knin = 2 was employed. In the left image, we can see a “typical” sparse
hierarchical block partition P in the sense of Definition 16. The somewhat “fractal”
pattern of small and admissible cluster blocks arises from the fact that we ordered

F: » <
- Do pa

‘a2 & = .2

Fig. 1 Interpolation of smooth data on a non-uniform point distribution
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Approximation error

=N =900, cond = 1.56e+06
---Reference: 10> exp(-0.75 r)

100+

1520

1015}

Fig.2 A “typical” hierarchical block partition and a “typical” error plot in 2D

the interpolation points in a row-wise fashion, i.e., x; = (0, 0/29), x3; = (0, 1/29),
x61 = (0, 2/29), et cetera.

The right-hand image is empirical evidence that the error bound in our main theo-
rem, Theorem 18, is correct. To generate this plot, the main block S11 € RY*N of the
inverse (g ’%T )~! was computed exactly using MATLAB’s built-in inversion routine
inv (...) . Next, for each admissible block S11|;x s, (I, J) € Pagm, we used svds (...)
to compute the corresponding singular values o, (S11]7x7), ¥ € {1, 2, ..., 60}. Trun-
cating the blockwise SVDs at any given rank r € N, we then assembled the H-matrix
M, € H(P, r) (cf. Definition 17), the best rank-r-approximation to Syy. As discussed
in our previous work [1, Section4], this approach leads to the computable error bound

1S11 — M, ||> < depth(Ty) max o,11(S11lrxs),
(1,J)eP

where depth(T y) denotes the cluster tree depth previously mentioned in Section?2.4.
The semi-logarithmic error plot depicts the computable error bound along with a
dashed reference line. The apparent similarity suggests a relation of the form || S11 —
M. |2 S C(N)exp(—oexpr), which is even better than our theoretical prediction
C(N) exp(—aexprl/3).

As a side note, we mention that the standard 16-digit precision arithmetic in
MATLAB was not enough to generate a conclusive error plot. As is well-established
in the literature (see, e.g., [43, Chapter 12]), the condition number of the inter-
polation matrix (g %T) scales very poorly with respect to the separation distance
hmin introduced in Definition 2. To overcome this fundamental problem, we used
MATLAB’s variable-precision arithmetic vpa (..) with 32 digits. This brute-force
approach allowed us to carry out the explicit matrix inversion with sufficient accuracy.

The next example, Fig.3, covers the case d = 3 and a uniform point distribution
in the unit cube [0, 1] x [0, 1] x [0, 1] € R3, visualized in the left image. This time,
we set k = 2 and kpnin = 0 and used the Bessel potential ¢ (x) = e~ 112 from Lemma
10 as the basis function. The error plot shows a comparison between N = 10.000,
N ~ 15.000 and N = 20.000 interpolation points, as well as a reference curve of the
form r > C exp(—oexpr!/4). In accordance with Theorem 18, the empirical decay
rate seems to be independent of the problem size N.
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Approximation error

[N '=10648, cond = 5.91e+05
——N = 15625, cond = 9.96e+05,
——N = 19683, cond = 1.36e+06
- = ~Reference: 10° exp(-13 r'*

Fig.3 Error versus block rank for different problem sizes N for a uniform 3D grid

InFig. 4, we investigated the influence of the grading exponent o¢arq from Definition
2 on the error decay rate in d = 3 space dimensions. We set k = 2 and ki, = 0 and
used ¢ (x) = e~ Ix12 a5 the basis function. The error plot compares the cases ocard €
{1, 2, 3}, where o¢arg = 11is auniform grid and ocarq = 3 is “strongly* graded towards
the origin 0 € R3. The problemsize N ~ 10.000 was held constant throughout all three
runs. The plot suggests that the constant oexp from the error bound exp(—aexprl/ 4)in
Theorem 18 is independent of the grading parameter o¢arq € {1, 2, 3}.

In the numerical example shown in Fig. 5, we choose a quasi-random set of points in
the unit cube generated from the Halton sequence, [34], which is provided in MATLAB
for arbitrary spatial dimension. Again, we set k = 2 and kpj, = 0 and used ¢ (x) =
e~ I¥l2 a5 the basis function. The error plots for N ~ 10.000, N ~ 15.000 and
N ~ 20.000 interpolation points are very similar to the case of uniformly distributed
points and are in accordance with the exponential convergence shown in Theorem 18.

Finally, we perform experiments using the -matrix arithmetic to approximate the
inverse system matrix using the library H2Lib. As mentioned in the introduction,
previous numerical results have established that the 7{-matrix arithmetic is a viable
tool for solving RBF interpolation problems, [36—38]. In the following, we compute a
Cholesky-decomposition in the 7{-matrix format by approximating the system matrix
by an H-matrix with good accuracy and then perform the Cholesky-algorithm using H-

Approximation error
By a=1,cond = 5.92e+05
e ——a =2, cond = 7.21e+06
S ——a =3, cond = 1.52¢+08

- = ~Reference: 10'" exp(-13 r'4)|

10°F

Fig.4 Error versus block rank for an algebraically graded grid in 3D
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Approximation error

' N = 10648, cond = 1.15e+06|
N = 15625, cond = 1.77e+06
=N = 19683, cond = 2.33e+06|

- = =Reference: 10° exp(-13 r')

Fig.5 Error versus block rank for pseudo-random Halton point distribution in 3D

arithmetic as described, e.g., in [4]. Afterwards, we project the matrix to a prescribed
rank r. Finally, an approximate inverse can be obtained by inverting the Cholesky
factors.

However, a complication arises in the conditionally positive definite case of poly-
harmonic splines as the main block of the system matrix is not invertible so that the
Cholesky-decomposition cannot be computed. In fact, the system matrix has saddle
point structure. Like Gaussian elimination, H-matrix inversion of such matrices would
require pivoting. To avoid pivoting it was advocated in [9, 36] to consider instead the
augmented Lagrangian A + y BT B (y > 0), which is SPD and therefore amenable
to an H-matrix inversion.

In the numerical example shown in Fig.6, we compute an approximate inverse
using H-matrix arithmetic as described above for the case of thin-plate splines in
space dimension d = 2 (uniform point distribution in the unit square, N = 10000,
k = kmin = 2, augmented Lagrangian approach with y = 1) and the Bessel potential
in space dimension d = 3 (uniform point distribution in unit cube, N = 4096,
k = 2, kmin = 0). In contrast to the previous examples performed in MATLAB, we

Approximation error Approximation error
S T "

Relative error Relative error

N — = Reference: 10° exp(-0.6 1) \ — = -Reference: 10" exp(-12r'4)

10°

10 15 20 25 30 35 40 45 50 0 10 20 30 40 50 60 70
r r

Fig. 6 Error of H-matrix Cholesky decomposition of A + y B T B. Left: 2D thin-plate splines, right: 3D
Bessel potential
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do not compute the exact inverse matrix and perform an SVD to compute an upper
bound of the absolute error, but rather use the error measure ||[I — (L Ux) "' A,
which is an upper bound for the relative error. Once again, we observe exponential
convergence as predicted by our main result Theorem 18. However, we mention that
the error flattens out earlier than machine precision due to our method of computation,
as the approximation of the initial stiffness matrix using interpolation determines the
achievable accuracy.
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