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ABSTRACT

In this contribution we describe a collaborative scientific in-
frastructure for the interdisciplinary use of Earth observation
and climate data in research and teaching in Austria. The
integration in European infrastructures such as the European
Open Science Cloud or established by the Copernicus and
Destination Earth programmes is a key requirement in the
design of infrastructure and software components. Within
Austria the focus will be on strengthening the integration of
the Petabyte-scale storage and processing capabilities of the
Earth Observation Data Centre, the Vienna Scientific Cluster,
GeoSphere Austria with the computer systems and scientific
services of the participating universities and research organi-
sations. Access to data and their use will be simplified by a
single sign-on procedure and new open source software solu-
tions that enable multi-site workflows. This will enable scien-
tists and students to work in an interdisciplinary manner with
large amounts of data that are managed and stored at multiple
geographic locations.

Index Terms— Infrastructure federation, scientific ser-
vices, multi-site workflows, interdisciplinary collaboration,
open science
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1. INTRODUCTION

Earth observation and climate science are two scientific dis-
ciplines that have seen massive increases in the volume, di-
versity and quality of data over the past decade. This has in-
centivised major infrastructure investments and the adoption
of Big Data and cloud technologies for managing, accessing,
processing, and visualisation of satellite measurements and
model simulations [1]. These developments have been spear-
headed by the US tech giants, most notably Google, Amazon
and Microsoft. In Earth sciences, the most popular platform
is the Google Earth Engine (GEE) that allows its users to ac-
cess and analyse publicly available satellite and climate data
for free [2]. It is particular powerful for users who are content
to work with predefined algorithms and workflows. However,
more complex and less common tasks may be difficult to im-
plement. This is one of the reasons why Zhao et al. [3] con-
clude in their recent review of applications of GEE that sig-
nificant improvements in the supporting technology are still
needed. They even go as far as to write that ”At present, the
development of GEE is still in its infancy.” [3].

This is a bold statement by itself, but even more so when
considering how other initiatives to establish monolithic Big
Data platforms have struggled to attract users. Prominent ex-
amples are the four Copernicus Data and Information Access
Services (DIAS) platforms that were selected by the Euro-
pean Space Agency (ESA) and the European Commission
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Fig. 1. Schematic view of the infrastructure federation of Austrian core services (ACOnet, VSC, EODC, GeoSphere Austria,
Austrian DataLAB, FAIR Data Austria) with European services (EGI, EOSC, Copernicus, Destination Earth) and partner or-
ganisations (universities and research organisations) for improving cross-domain applications of Earth observation and climate
data. Blue arrows indicate access to the ACOnet identity federation, red ones access to services for authenticated users.

(EC) to develop commercially self-sustainable cloud services
that allow users to access, manage, process and download
Copernicus data. As none of the commercial DIAS consor-
tia has succeeded in developing a market [4], ESA and the
EC re-scoped the programme and replaced the DIAS plat-
forms by only one new service called the Copernicus Data
Space Ecosystem (CDSE). This illustrates that developments
in this field are still very dynamic and that it needs more than
a large data collection and cloud computing resources to con-
vince users to migrate their workflows – or parts thereof – to
external platforms.

In parallel to the efforts to scale up data centre capacities
there have been many initiatives to federate existing scientific
infrastructures and services. An example from the climate
domain is the Earth System Grid Federation which is an in-
ternational collaboration to empower climate research such as
the Coupled Model Intercomparison Project. This is realised
through a decentralised database and a common software ar-
chitecture that is deployed on a system of geographically dis-
tributed peer nodes [5]. In Europe, the European Open Sci-
ence Cloud (EOSC) as become the main framework to pro-
mote the federation of national and European infrastructures
as the basis for creating a web of ’Findable, Accessible, In-
teroperable, and Re-usable’ (FAIR) data [6, 7]. As recounted
by Jean-Claude Burgelmann [8] this was not necessarily the
intention in the early days when the EOSC was invented to
foster Open Science in Europe. However, eventually, federa-

tion was seen as the only practical way to realise the EOSC.
Along these lines, in our efforts to strengthen Austria’s

infrastructure capabilities to serve Earth observation and cli-
mate science, a key guiding principle is the concept of fed-
eration, seeking an optimal balance between supranational,
national and local infrastructure components. Furthermore,
the design of the infrastructure is guided by Open Science
principles, i.e. the quest to make research data, methods,
and findings openly available, enabling broader participation,
scrutiny, and the potential for accelerated progress in scien-
tific discovery. In this article, we provide an overview of ex-
isting national capacities and present approaches for federa-
tion, drawing on concepts developed by the EGI community
and more domain specific efforts such as the development of
the openEO API [9].

2. AUSTRIAN INFRASTRUCTURES AND SERVICES

Many of the infrastructure services that are crucial for the
Austrian science community have their roots in the activities
of a smaller group of scientists and technicians from one or
few universities [10], and were later scaled up through co-
operation agreements of partner organisations requiring these
services for their daily work.

Already in 1986 the ”Association for the Promotion of an
Austrian National Research and Education Network” (ACO-
NET Association) was founded, which paved the way to
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Fig. 2. Services for international users to jointly access
and process decentralised data in the federated scientific e-
Infrastructure.

develop the ’ACOnet’ NREN (national research and edu-
cation network) into the failsafe high-performance network
with excellent connectivity to other scientific networks and
the global Internet it is today. The Vienna Scientific Cluster
(VSC) started as a project of three universities in 2009 and
is now a collaboration of several universities and research
organisations that provides supercomputer resources and cor-
responding services to their users. The Earth Observation
Data Centre (EODC) was founded in 2014 as a public-private
partnership to enable work with Petabyte-scale satellite data
sets. As described in [11] the idea of the EODC has always
been to establish a collaborative/federated cloud connecting
several data centres throughout Europe rather than pursuing
a centralised approach for the provision of the IT infras-
tructure. As such, the EODC data centre capabilities have
been designed to integrate seamlessly with existing Austrian
infrastructures, most importantly those of the VSC and the
former Austrian met service ZAMG. In 2023 ZAMG was
merged with the Federal Geological Institute to form the new
Federal Institute for Geology, Geophysics, Climatology and
Meteorology (GeoSphere Austria). Among its many respon-
sibilities, GeoSphere Austria has been tasked to establish and
operate ”a central data infrastructure as a service for science,
business, public administration and society with automated
access”.

Due to the powerful integration of the VSC, EODC and
GeoSphere Austria in ACOnet, users have already a wide

range of options for using and exchanging Earth observa-
tion and climate data, from downloading the data, processing
the data on large cloud stacks (Austrian DataLAB and Ser-
vices) or uploading them on one of the FAIR data repositories
(FAIR Data Austria). Within a new infrastructure project
called Cloud4GEO, our plan is to strengthen the integration
of all described core services with European infrastructures
(EGI, EOSC, Copernicus Data Space Ecosystem, Destination
Earth, etc.) and the computer systems and scientific services
of the participating universities and research organisations
(see Figure 1). Access to data and their use will be simplified
by a single sign-on procedure and new open source software
solutions that enable multi-site workflows as described in the
next section.

3. TECHNICAL SOLUTIONS TO FEDERATION

In 2018, under the Austrian Presidency, the European Com-
mission launched the EOSC in Vienna [7, 8]. This symbolic
act highlighted the importance of this European programme
for Austria, which – as a small country – depends heavily
on international collaboration for performing world-class sci-
ence. Accordingly, our partner network has already been en-
gaged in developing interfaces to EOSC, EGI, EUMETSAT,
ESA and DIAS [12], finding practical solutions for Big Data
challenges such as the development of global satellite data
cubes systems [13], platform-agnostic access to these data
cubes [9], and establishing operational multi-site workflows
and services [14].

To federate the infrastructures shown in Figure 1 we will
make use of existing services from the ACONET Associa-
tion and from the EGI Foundation. All infrastructures are
already connected via encapsulated ACOnet links. A cur-
rent identity federation from ACONET, based on eduGAIN
is already connected to the EGI Authentication and Autho-
rization Infrastructure (AAI), called Check-in. This frame-
work will grant access for selected national and international
users. Furthermore, a DataHub service, provided by EGI and
based on the Onedata technology will be implemented at one
of the participating cloud platforms (see Figure 2). This ser-
vice allows catching and moving data from the decentralised
storage systems and making them available to distinct user
communities. Users (primarily data scientists) will be able to
interact with these data files from a central graphical-scripting
environment, thus be able to access data as if it was in a sin-
gle virtual platform - with the various decentral data struc-
tures represented as distinct folders. The graphical-scripting
environment will be based on the EGI’s Notebooks service
and facilitates development on a JupyterHub, while accessing
the collected data provided by the DataHub service. It also
mounts locally provided programming libraries. Users will
be able to choose programming languages in the JupyterHub
environment, write scripts that use / process / visualise the
data coming from the DataHub system, and share their note-
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books together with its references to data e.g. via GitHub to
enable reuse by third-party users. These third-party users can
reproduce such scripted simulations in the EGI Replay envi-
ronment, which can be setup on any server connected e.g. to
the ACOnet NREN using EGI technology. The overall setup
enables reproducible open science with the integration of dis-
tributed data from Austrian and other repositories.

With the use of the underlying ACONET and EGI identity
federations, additional cloud or high performance computing
(HPC) platforms within the EGI federation or connected by
the ACOnet can be embedded into this processing network
in the future, provided that they have access to the needed
data and processing libraries, stored in the here presented in-
frastructures. This will enable the data scientists to run their
simulations from the JupyterHub and Replay environments on
external cloud or HPC systems.

4. OUTLOOK

From a historical perspective, the Big Data challenge faced by
Earth observation and climate science is a fairly recent phe-
nomenon. While some politicians and other decision makers
have sought to counterweight the dominance of the US tech
giants by promoting monolithic cloud solutions, science has
moved on and developed more agile solutions that allow users
to work on multiple platforms. Thanks to powerful Open
Source software and emerging standards that can regulate the
exchange of data and distribute the processing [15, 16, 17],
the ’web of FAIR data and services’ (as encapsulated by the
EOSC) is starting to become a reality. In this ’data web’ the
role of intermediaries that redistribute the data on their service
platforms will be diminished, giving back the recognition to
those organisations that produce and maintain the data (the
’data stewards’).
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