
Dissertation

Schallquellenidentifikation bei der
Reifen-Fahrbahn-Interaktion

ausgeführt zum Zwecke der Erlangung des akademischen Grades
eines Doktors der technischen Wissenschaften

eingereicht an der Technischen Universität Wien
Fakultät für Maschinenwesen und Betriebswissenschaften

von

Dipl.-Ing. Jonathan Jakob Nowak
Mat.Nr. 1027635

unter der Leitung von

Univ.Prof. Dipl.-Ing. Dr.techn. Manfred Kaltenbacher
Institut für Grundlagen und Theorie der Elektrotechnik

Technische Universität Graz
Inffeldgasse 18, 8010 Graz

begutachtet von

Ass. Prof. DI Dr. Franz Zotter
Institut für Elektronische Musik und Akustik
Universität für Musik und darstellende Kunst
Graz
Inffeldgasse 10/III, 8010 Graz

Privatdoz. DI Dr. techn. Christoph Reichl
Institut für Strömungsmechanik und

Wärmeübertragung
Technische Universität Wien
Getreidemarkt 9, 1060 Wien

Wien, August 2023



ii



Kurzfassung
Verkehrslärm ist, angesichts der Tatsache, dass in Europa Millionen von Menschen dessen hohen
Dauerlärmpegeln ausgesetzt sind, ein hochaktuelles Thema. Lärm aufgrund von Reifen-Fahrbahn-
interaktionen ist eine dominante Untergruppe des Verkehrslärms. In dieser Arbeit werden verschiede-
ne frequenzbasierte Methoden der Schallquellenortung angewandt, die sich Mikrofonarraymessungen
bedienen und die Identifikation der dominanten Schallquellen am Reifen zum Ziel haben. Für die
Messungen wurde ein Fahrzeuganhänger verwendet, der mit einem Messreifen ausgestattet ist.

Es wird die Anwendung eines inversen Verfahrens präsentiert, mit dem Schallquellen in Amplitu-
de und Phase identifiziert werden können. Diese Methode kombiniert Mikrofonarraymessungen und
Simulationen mit der Finite-Elemente-Methode (FEM), um die dominanten Schallquellen aus den
Schalldruckmessungen zu berechnen. Da bei dieser Methode numerische Simulationen verwendet wer-
den, können die tatsächlich vorhandenen Randbedingungen der Messumgebung berücksichtigt werden.

Diese Arbeit beschreibt den Prozess, der nötig ist, um die korrekten Randbedingungen des Messan-
hängers zu bestimmen. Akustische Absorber, die innerhalb des Anhängers zur Schalldämmung aufge-
bracht sind, werden mit einem äquivalenten Fluid modelliert. Die Materialparameter wurden mit dem
Johnson-Champoux-Allard-Lafarge-Modell berechnet, dessen Modellparameter mittels Impedanzrohr-
messungen gefittet wurden. Die gefitteten Modellparameter wurden anschließend validiert, indem die
mit der FEM simulierten Schalldrücke mit den Mikrofonarraymessungen verglichen wurden. Für die
Messungen wurde der stationäre Messanhänger mit einem mit sinusförmigen Signalen angesteuer-
ten Lautsprecher angeregt. Die Membranauslenkung wurde mit einem Laser-Scanning-Vibrometer
bestimmt und konnte auf diese Weise als Neumann-Randbedingung im FE-Modell aufgeprägt werden.

Die vorliegende Arbeit vergleicht verschiedene Methoden zur Schallquellenortung miteinander, wo-
bei zunächst virtuelle Schalldruckmessungen und die stationären Mikrofonmessungen für die Vali-
dierung verwendet werden. In weiterer Folge werden Schallquellen am rollenden Reifen identifiziert,
wobei die inverse Methode und herkömmliche Verfahren verwendet werden. Letztere basieren auf der
Beamforming-Methode. Hierfür wurden Messungen auf österreichischen Autobahnen bei unterschiedli-
chen Geschwindigkeiten und auf unterschiedlichen Fahrbahnbelägen durchgeführt. Nachdem die domi-
nanten Schallquellen am Reifen identifiziert wurden, kann der Schalldruck innerhalb des Anhängers in
einer Vorwärtssimulation rekonstruiert werden. Es konnte gezeigt werden, dass das inverse Verfahren
eine sehr gute Übereinstimmung der simulierten mit den gemessenen Schalldrücken an den Mikro-
fonpositionen erzielen kann, und dass sie herkömmlichen, fortgeschrittenen beamforming-basierten
Algorithmen – wie CLEAN-SC – überlegen ist. Daher ist es möglich, mit der inversen Methode das
Schalldruckfeld an beliebigen Stellen innerhalb des Anhängers zu berechnen.
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Abstract
Environmental noise due to vehicle traffic is highly topical as it causes millions of people in Europe
to be exposed to high long-term noise levels. Tire-pavement interactions are a dominant sub-source
of vehicle traffic noise. This thesis demonstrates the application of different frequency-based sound
source localization algorithms using microphone array measurements to identify the most dominant
sound sources during the tire-pavement interaction. A vehicle trailer equipped with a test tire was
used for the microphone array measurements.

The application of an inverse method for identifying sound sources in amplitude and phase is pre-
sented. This method uses microphone array measurements and Finite Element (FE) simulations to
reconstruct the sound sources on the tire from sound pressure measurements. Due to the use of numer-
ical simulations, the actual boundary conditions of the given measurement setup are fully considered.

This work illustrates the process of finding the measurement trailer’s correct boundary conditions.
Acoustic absorbers, which are mounted for sound insulation on the insides of the measurement trailer,
are modeled as equivalent fluid in the FE model. Their material properties are obtained using the
Johnson-Champoux-Allard-Lafarge model, whose parameters are fitted from impedance tube measure-
ments. The fitted material properties were validated by comparing the acoustic pressure calculated
with the FE method to microphone measurements. For the measurements, a loudspeaker inside the
stationary trailer was excited with a sinusoidal signal, and its membrane deflection was measured
using a laser scanning vibrometer. The thereby measured surface velocity was imposed as a Neumann
boundary condition to the FE problem.

In the first step, the sound source localization algorithms are compared using virtual sound pres-
sure measurements and the stationary microphone measurements from the validation setup. Subse-
quently, the sound sources on the running tire are identified using the inverse method and established
beamforming-based methods. For this purpose, measurement runs were performed on Austrian high-
ways with different speeds and on various pavements. With the primary sound sources identified, the
sound pressure field within the trailer is reconstructed by forward FE simulations. It could be shown
that the inverse method is capable of matching the simulated sound pressure at the microphone posi-
tions very well to the microphone measurements and that it outperforms commonly known advanced
beamforming-based algorithms, such as CLEAN-SC. Thereby it is possible to reconstruct the sound
pressure field at arbitrary positions within the measurement trailer via the inverse method.
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Symbols and Notation

an Amplitude of nth source within Ωsc

c Speed of sound
cp Specific heat coefficient at constant pressure
cv Specific heat coefficient at constant volume
e Euler’s constant
f Frequency
fS Sampling frequency
fl Lower frequency limit
fu Upper frequency limit
g Green’s function
h Mesh size
j Reduced functional
j Imaginary unit
k Wave number
k0 Static thermal permeability
m Mass
p Pressure
p0 Ambient pressure
pa Acoustic pressure
pa,sim Simulated acoustic pressure
rlm Distance between center point of loudspeaker’s membrane and microphone
rtm Distance between center point of tire contact patch and microphone
r Reflection coefficient
rcalc Calculated reflection coefficient
rE Power reflection coefficient
s Entropy
va,n Normal component of acoustic particle velocity
v Velocity
w Test function
z(t) Beamformer’s output
z Adjoint state

He Helmholtz number
J Objective function (or cost function, fitness function)
Keff Effective compression modulus
L Characteristic length
Ldyn Dynamic range of source level
Lpa Sound pressure level
Lσ Sound source level
Nm Number of microphones
Nsc Number of sources within Ωsc



Ns Number of samples
Pa Acoustic power
R Specific gas constant
S Sensitivity
T Temperature
U Voltage
V Volume
W Sobolev space
Z0 Characteristic impedance
Zc Characteristic field impedance
ZS Specific impedance

L Lagrangian function

f External force density
ftot Total force
g Steering vector
n Normal vector
pa Vector of acoustic pressure signals at microphones
v Velocity vector
va Acoustic particle velocity vector
x Observer position
xsc Source position within Ωsc

y Source position
yf Assumed source position (focus point)

F Source distribution
τ Viscous stress tensor
C Cross-spectral matrix
Ia Acoustic intensity
T Transfer matrix

α Sound absorption coefficient
α∞ High frequency limit of turtuosity
εrel,L2 Relative L2-error of complex valued reconstructed and measured acoustic pressure
εabs,L2 Relative L2-error of amplitudes of reconstructed and measured acoustic pressure
θi Angle of incident
κ Adiabatic exponent
λ Wave length
λth Thermal conductivity
µ Dynamic viscosity
ν Functional beamforming exponent
ξS Specific impedance ratio
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ρ0 Density of air
ρeff Effective density
σ Monopole source strength
τ Emission time, retarded time
φ Porosity
ϕn Phase of nth source within Ωsc

ψa Acoustic scalar potential
ω Angular frequency

Γ Surface
Λ Viscous characteristic length
Λ Thermal characteristic length
Ξ Flow resistivity
Ω Region, domain
Ωsc Source region

D/Dt Substantial derivative with respect to time
∂/∂t Partial derivative with respect to time
F{ } Fourier transform of
F−1{ } Inverse Fourier transform of
Re{ } Real part of
Im{ } Imaginary part of
| | Absolute value of

Eucledian norm of
F Frobenius norm of

·, · Inner product
Complex quantity

H Hermitian (conjugate complex) of
˘ “Degraded” matrix (main diagonal removed)
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CHAPTER 1

Introduction

1.1 Motivation
Noise from road traffic is a highly relevant topic since it is the most dominant source of environmental
noise. It causes annoyance to humans, and it may as well impact people’s health. According to the
World Health Organization (WHO) it is estimated that in 2011 in Western Europe approximately one
million deaths were caused by traffic-related noise [1]. According to [2], it is further estimated that
in 2020 approximately 113 million people in Europe were exposed to long-term noise levels caused by
road traffic of at least 55 dBA during the day-evening-night period inside urban areas. At least 20 % of
the European population is exposed to high levels of road traffic noise during the day-evening-night-
period and 15 % during the night-time period, respectively. These percentages may be even higher, as
these numbers are based on data reported under the Environment Noise Directive (END), which only
covers urbanized areas with a population of at least 100 000 inhabitants. Further, outside of urban
areas, only major roads with more than 3 million passengers per year are considered.

Therefore, it is vital to focus topics of scientific research on reducing the noise levels to which humans
are exposed. One part of this critical process is the development of suitable methods that enable us
to identify the dominant sound sources during processes that generate noise. These methods can help
understand noise generation mechanisms better and develop suitable noise mitigation strategies.

1.2 Vehicle Traffic Noise
Noise due to the tire-pavement interaction is stated in literature as the dominant sub-source of vehicle
traffic noise at speeds above approximately 50 km/h for passenger cars and approximately 70 km/h
for trucks [3, 4, 5, 6]. Other traffic noise sources are power train noise and aerodynamic noise. While
tire-pavement noise is a function of tires and the pavement on which the vehicle is running, power
train and aerodynamic sources depend solely on the vehicle. The term power train noise includes
sources due to the engine, the induction system, the transmission and gears, the cooling fans, and the
exhausts. Induction and exhaust system are sometimes considered as separate category. The trend
of tire-pavement interactions being the primary sound source in vehicle noise is even more relevant
when considering electric vehicles since their engine noise is significantly lower than that of comparable
vehicles with a combustion engine. A comparison of controlled pass-by measurements (see Sec. 1.3.3)
between different low-noise tires on electric vehicles can be found in [7].
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1 Introduction

Vehicle speed is the main influencing parameter for tire-pavement interaction and aerodynamically
induced noise when considering A-weighted sound pressure levels during a passenger car’s pass-by.
Those two categories’ dependency is typically stated to be proportional to A log(v/vref), where v is
the vehicle speed, vref is a reference speed, and A is a suitable factor. Although this factor may be
hard to determine and it varies significantly within different literature, it can be summarized that
A ≈ 30 for tire-pavement noise and A ≈ 60 for aerodynamic sources. The dependency of the emitted
noise level on vehicle speed is typically found via linear regression curves of the maximum A-weighted
sound level. Additionally, tire-pavement noise increases with applied torque during acceleration.

Power train noise mainly depends on the engine speed and load, whereas according to literature [8,
9], torque only has a strong influence for engine speeds below 2000 rpm. Due to the dependency on
the selected gear, there is no direct dependency on vehicle speed.

1.3 Sound Emission due to the Tire-Pavement Interaction
The sound-generating mechanisms during the tire pavement interaction are multifarious and chal-
lenging to determine independently. Therefore, no simple models and theoretical solutions exist.
Determining the mechanisms involved is often based on experiments and measurements rather than
analytic models or simulations and thus only allows empirical insight into the generation mechanisms.
Results of a literature study on the existing tire-road models are presented in Sec. 1.3.2. Tire-road
noise discussed in this thesis will be limited to exterior noise, i. e. noise perceived on the outside of
the vehicle. The noise inside the vehicle, which affects the driver and passengers (interior noise), will
not be considered.

A very well-known reference on tire and road noise is the Tyre/Road Noise: Reference Book by
Sandberg and Ejsmont [3]. It covers – among many other related topics – an extensive investigation of
different generating mechanisms during the tire-pavement interaction via measurements. A summary
of the main findings in [3] and references to other studies will be given.

1.3.1 Tire-Pavement Interaction – Generating Mechanisms
According to literature, e. g. [3, 10], mechanisms generating sound during the tire-pavement interaction
can be categorized into mechanic vibrations and aerodynamic phenomena. Additionally, amplification
mechanisms occur.

Examples of vibration effects are

• radial and tangential vibrations of the tire due to tread and texture impact and running deflec-
tions

• adhesion mechanisms of the tread pattern (stick-slip and stick-snap effects).

Examples of aerodynamic generating mechanisms are

• air being displaced at the leading edge of the rolling tire and flowing to the trailing edge of the
tire

• displacement of air in and out of cavities between the tread pattern and the road surface (air-
pumping)

• turbulence around the tire due to the rotation of the tire

• vortex shedding.

Amplification mechanisms are

• Tread pattern functioning as Helmholtz resonators

2
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• pipe resonances in channel-like tread pattern

• cavity resonances in the tire tube (torus cavity resonance)

• horn effect due to the curvature of the tire and the road surface forming a horn-like shape near
the contact patch.

Vibration mechanisms that lead to noise generation are mainly determined by performing measure-
ments and linking specific properties of the tire or the road to the measured sound. For example,
a strong correlation could be shown between the frequency of tread blocks impinging on the road
surface and the radiated sound. Further, studies using accelerometers, laser-Doppler-vibrometry, and
coherence/correlation methods are presented in [10]. Vehicle speed is one of the main influences con-
cerning the overall sound pressure and sound power level emitted by a rolling tire. Different simplified
formulae of an estimate of the emitted sound pressure or sound power, respectively, are provided in
[3, 10, 11, 12]. In [13], different studies are presented that investigate the influence of vehicle speed,
tread design, road surface, tread wear, and effects of load and tire pressure on the emitted A-weighted
sound pressure levels.

Aerodynamic sources due to flow over the tire or air turbulence caused by the rotation of the
tire are considered to be insubstantial compared to noise due to the interaction of the tire with the
pavement [13, 14, 15]. Air-pumping is a phenomenon that is often mentioned in literature when it
comes to mechanisms that have a high impact on the generation of sound. The term air-pumping was
mentioned in [16] by Hayden, describing the effect of air being displaced in cavities at the leading edge
of the tire patch and cavity expansion at the trailing edge. Thus, the air is sucked in from one to the
other side of the tire patch. Additionally, air can oscillate inside small cavities in the road surface due
to the tire displacing air and air flowing back as soon as the tire leaves the surface. This effect is also
called air-pumping in literature [17]. These oscillating flows are often modeled as monopole sources,
see Sec. 2.1.3.

1.3.2 Models of a Tire
Because of the aforementioned complexity of the tire-pavement interactions’ physics, all models that
were found during a literature study focus on a specific aspect of the noise-generating process and
additionally, certain simplifications are assumed in order to achieve solutions. In this section, the-
oretical and numerical models focusing on sound radiation are presented in contrast to the mainly
measurement-driven approaches in [3]. Furthermore, there are hybrid methods to predict the pass-by
noise due to tire-pavement interactions that combine analytical models with statistical models, e. g.
the SPERoN model originally presented in [18] or the HyRoNE model. A comparison of the two
methods can be found in [19, 20].

Aerodynamic Models

In [21], the sound emission due to air-pumping is investigated, modeling the process as a piston-like
movement with a computational fluid dynamics (CFD) simulation. A Kirchhoff integral method is
used to evaluate the far-field acoustic pressure. This model uses real tire geometries and is, therefore,
a more practical model than previous studies [22, 23] that consider the fundamental effects of air-
pumping without the application of tire geometries. A three-dimensional model of a tire that solves
the Navier-Stokes equations via CFD and predicts the sound pressure in the far field, taking measured
tire deformations into account, is presented in [24]. In [25] and [26, 27], the air-pumping mechanism
of a slick tire rolling over a small cavity is investigated. Due to the tire patch penetrating, a volume
variation of the cavity is caused, and the following pressure fluctuations are calculated via CFD.
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Vibration Models

Although it is widely agreed that air-pumping is a main part of tire-road noise, there are also doubts
about the importance of the aerodynamic sources described above. In [10], it is stated that tire
vibrations can have a significant impact on tire-road noise if the vibrational (radial) modes are able
to radiate sound efficiently. In general, tire vibrations do not radiate sound well because of the
“hydrodynamic short-circuiting” effect, where air is flowing from regions of opposite phases of the
tire but no sound propagation takes place. However, amplification mechanisms – i. e. the horn effect
and Helmholtz and pipe resonances – and reflections can increase the efficiency of the tire vibrations’
sound radiation.

The horn effect of a stationary tire was studied in detail in [28], where Boundary Element Method
(BEM) calculations show a good agreement with measurements. The importance of low-order tire
modes and their ability to radiate sound, even if the amplitudes of those modes are relatively low,
is confirmed in [29]. In this paper, a tire-road noise model is presented using Wave Guide Finite
Elements in connection with a contact model, which was further developed in [30]. The calculation of
tire noise radiation via the Finite Element method with precomputed deformations of the tire, taking
the excitation of an uneven road surface into account, and its eigenvalues is covered in [31].

In [32], a tire was excited on a shaker, and its surface acceleration was measured with a laser-
Doppler-vibrometer. This data was used as input for a Finite Element computation. Subsequently,
the radiated acoustic pressure was computed and compared to acoustic measurements with the tire
being excited by a shaker or running inside a test drum. A good agreement could be shown up to a
frequency of 600 Hz.

The speed dependency of noise induced by air-pumping and due to tire vibrations is investigated in
[33]. In this paper, different speed exponents are investigated, with which the measured and simulated
sound pressure of tire-road noise scales. Let v denote the vehicle speed. It could be shown that there
are important contributions of tire vibrations to the emitted sound pressure that scale with v4, as well
as v2, and v6. However, the method presented did not prove suitable to separate noise created by tire
vibrations from noise created by air-pumping.

1.3.3 Tire-Pavement Noise Measurement Methods
For the measurement of the tire-pavement interaction induced noise, several different standardized
methods exist. The most important techniques will be presented in the following sections. The
Statistical Pass-By and the (Accelerated) Pass-By method require stationary microphones placed at
the side of the road. The CPX method measures the sound with microphones that move with the car
and are mounted near the tire.

Statistical Pass-By (SPB) method

The statistical pass-by method is standardized in ISO 11819-1 and aims at determining how different
pavements perform at absorbing the sound emitted due to tire-pavement interactions and the engines
of passing vehicles at constant speeds of ≥ 50 km/h. Reference speeds are 50, 80 and 110 km/h.

The standard has the following main goals concerning the pavement under investigation: [34]

• Noise characterization and classification,

• assistance in auditing the production of pavements,

• evaluation of acoustic properties over the lifetime of road surfaces,

• investigation of the influence of various road surfaces on noise emissions,

• evaluation of the acoustic characteristics of road surfaces.
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The method can be applied for passenger cars (Category P) and for twin- (Category H2) and
multi-axle (Category H3) heavy vehicles. The minimum numbers of individually passing vehicles are
100 for Category P and 40 for Category H (sum of H2 and H3). The A-weighted sound pressure
levels and the passing vehicles’ speeds are measured and categorized according to P or H2/H3. For
each vehicle category, maximum sound pressure levels are plotted in a regression diagram against
the logarithmically scaled speeds. Further, the Statistical Pass-By Index (SPBI) can be calculated,
which computes as the energy average of the maximum A-weighted sound pressure levels calculated
for vehicle category P or H. The SPBI is used for the comparison of different road surfaces. The
downside of this index is that it assumes a standardized proportion of trucks and passenger cars at
each of the three reference speeds.

The microphone used for the sound pressure measurements has to be placed at the side of the road
at a distance of 7.5 m from the center of the road under test. The road’s test section has to extend
at least 30 m on each side of the microphone. Further requirements concerning the conditions of the
areas between the road and the microphone must apply, see [34].

The number of vehicles passing by can be significantly reduced if the goal of the measurements is
a more detailed investigation of e. g. the influence of different sets of tires on the radiated maximum
sound levels and, optionally, their frequency spectra. The vehicles pass at a constant speed with the
engine running. The microphone is positioned in the same manner as the SPB method requires. This
method is commonly called Controlled Pass-By (CPB) method.

Accelerated Pass-By method

This method is standardized in ISO 362-1 [35]. In contrast to the SPB method, here, only one vehicle
passes two microphones on a standardized surface between two lines, where the speed of the passing
vehicle increases from one line to the other. The pavement on which the vehicle is running is a reference
surface, defined in ISO 10844. Since the road surface in this method is prescribed, the influence of the
test vehicle, i. e. tire noise, engine noise and aerodynamic sources can be observed independently of
the road surface.

The dimensions of the test area covered with the test road surface and microphone positions ac-
cording to the norms can be seen in Fig. 1.1. A passenger vehicle has to approach line AA with a
speed of 50 km/h and complete the distance between AA and BB under full acceleration. For heavy
vehicles, the speeds are between 15 km/h and 50 km/h. The acceleration between lines AA and BB
is approximated by the measured speeds of the vehicle at said lines. A target acceleration is defined
whose value is computed via the total engine power of the test vehicle and its mass.

The result of a measurement according to ISO 362-1 is an A-weighted sound pressure level.
If the engine is switched off and the clutch is disengaged immediately before the vehicle reaches line

AA, the method is called Coast-By method. In that case it is assumed that only tire-road noise is
emitted.

Close-Proximity (CPX) Method

This method is standardized in ISO 11819-2. It has the same goals as the previously described SPB
method and is applied for the following cases: [37]

• surveillance of the road surface’s condition, e.g. wear and damage,

• testing of the homogeneity of a road section in the longitudinal and transverse directions,

• the development of low-noise road surfaces.

In contrast to the previously mentioned methods, here, the microphones are mounted on parts that
are connected to the tire axle. Therefore, the microphones move with the vehicle and are not placed
stationary along the road. Compared to the SPB method, the CPX method is faster and simpler to
perform. However, the CPX method is only applicable in cases where the engine’s noise is dominated
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Figure 1.1: Dimensions in meters of the standardized test track; the area within the thick solid lines
has to be covered with a surface complying with ISO 10844 [36]; sketch adapted from [35].

by noise due to the tire-pavement interactions. Often a protective vehicle trailer is used in order to
reduce wind and engine noise.

The standard requires a minimum of two microphones facing the side wall of the tire near the contact
patch at a 45° angle, see Fig. 1.2. Additional four microphone positions are optional.

Figure 1.2: Mandatory microphone positions of CPX method, h1 = 0.1 m, d1 = d2 = 0.2 m; sketch
adapted from [37].

A measurement according to this standard requires the determination of a time-averaged A-weighted
sound pressure level in the third-octave bands with band center frequencies from 315 Hz to 5000 Hz.
The preferred reference speeds of the vehicle are 50 km/h, 80 km/h and 110 km/h. The standardized
tires P1 (Standard Reference Test Tyre, SRTT) [38] or H1 (Avon Supervan AV4 ) [39] must be used.

The result of a measurement according to ISO 11819-2 is the third-octave band sound pressure level
or an overall sound pressure level, which is averaged over the two microphone positions. Corrections
are applied for temperature, rubber hardness, velocity, pavement condition, and other sound sources
(e. g. wind noise). For details on the calculation see [37].

Due to measurements in the near field of the tire, results obtained with the CPX method have limited
validity in the far field compared to the pass-by methods, which were mentioned in the previous section.
However, the CPX method has the advantage that the sound pressure levels are averaged over longer
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road sections, whereas the results of the SPB method only cover a short road segment.
Some studies aim at linking the overall sound pressure levels of measurements according to the CPX

standard with overall sound pressure levels obtained via SPB measurements. For example, the findings
in [40], which analyzes measurement data mainly gathered during the EU-funded project ROSANNE
suggest a linear relationship exists between the two overall sound pressure levels of CPX and SPB
measurements, if the vehicle speeds are the same. Also, findings in [41] indicate a linear relationship
between the results of the SPB and CPX method for vehicles of category P (passenger cars).

RVS

The RVS method [42] is an Austrian standardized measurement method that is similar to the CPX
method described in Sec. 1.3.3. It also uses two mandatory microphone positions, with the main
difference being that one microphone is placed behind the tire. Further, no optional positions are
provided. The velocities during a measurement are 30 km/h, 50 km/h, and 80 km/h or 100 km/h. In
contrast to the CPX method, the measurement tire used for the RVS method has no tread blocks. It
is completely smooth and has four longitudinal grooves.

From the obtained sound pressures, two A-weighted continuous sound levels and A-weighted third-
octave spectra with center frequencies between 250 Hz and 10 kHz are calculated. Corrections for
temperature and velocity deviations are applied. The result of an RVS measurement is the LMA
value, equaling the A-weighted sound pressure level’s third-octave band of the rear microphone if this
is higher than the corresponding value of the side microphone. Otherwise, the LMA value is the energy
average third-octave spectrum of the two microphones. Because of the rear microphone position, the
results from an RVS measurement are typically higher than those obtained via the CPX measurement
[43].

Figure 1.3: Microphone positions of RVS method, h1 = 0.1 m, d1 = 0.4 m, h2 = 0.15 m, d2 = 0.22 m;
sketch adapted from [42].

Again, the validity of the results obtained by the RVS method is limited in the far field. Due to the
use of a smooth measurement tire, the RVS method is assumed to overestimate road surfaces’ effects
on the emitted sound pressure level, since the tire lacks the typical interactions of the tire’s tread
blocks with the pavement [41]. Therefore, the RVS sound pressure levels show a higher value range
than the CPX method when the same roads are evaluated.

Since the publication of the CPX method, which has become a European standard, the RVS is no
longer considered state-of-the-art in Austria.

On-Board Sound Intensity (OBSI) Method

The On-Board Sound Intensity (OBSI) method uses a slightly different approach, standardized in [44].
Here, instead of the acoustic pressure – as in the previously mentioned methods – the sound intensity
emitted by the rolling tire is measured. Determining the sound intensity is achieved using two sound
intensity probes. As a sound intensity probe, two spaced microphones with a membrane diameter of
12.7 mm (= 0.5 in.) are used. It has to be noted that with this commonly used measurement method,
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an exact measurement of the sound intensity is not possible since this would require an accurate
determination of the acoustic particle velocity, see (2.28). Here, the acoustic particle velocity is
calculated via a finite differences approximation of (2.20); therefore, the acoustic pressure measurement
with two microphones placed closely to each other is sufficient. The acoustic intensity is thereby only
determined in the sensitivity axis of the intensity probe, i. e. the direction of the line connecting the
two microphones.

In the OBSI method, the spacing between the centers of the microphone diaphragms must be
16 ± 1 mm and the sensitivity axis has to be parallel to the tire’s rotation axis. A windscreen has to
be mounted on each probe. The microphones are mounted closer to the tire and the pavement than in
the CPX method: the normal distance between the midpoint between the two microphone membranes
and the tire sidewall amounts to approx. 102 mm (4 in). The height of the microphones is approx.
76 mm (3 in), and the distance between the midpoints is approx. 210 mm (8.25 in).

The standard further requires using the Standard Reference Test Tyre (SRTT), and the preferred
vehicle speed is 97 km/h (= 60 mph). The reported result of a measurement according to OBSI is
an A-weighted sound intensity level in each third-octave band with center frequencies between 400 Hz
and 5 kHz. Further, the pressure-intensity (PI) index is reported, which computes as the difference
between the energy-averaged sound pressure and intensity level. The PI index has to lie within defined
bounds in each third-octave band for the measurement to be valid.

The OBSI method is reported to be less prone to wind, exhaust, and engine noise than the CPX
method, as the intensity probes have directional characteristics. Therefore, the probes are often
mounted directly to the vehicle, and no trailers are used. Investigations in [45] of the correlation
between the CPX and OBSI results show a strong linear relationship with low uncertainty between
the two overall levels, although the microphone positions differ, and in case of the OBSI method, a
sound intensity level is determined.

Laboratory Drum Method

This method is used in laboratories and uses either an outer or an inner drum in which the tire
runs. To the drum, either replica pavement surfaces, which have similar properties as actual road
surfaces, or smooth surfaces are mounted. The tire can be mounted such that the wheel load, slippage
and steering angle are adjustable within bounds. The measurements performed with a drum show
high accuracy and repeatability. Also truck tires can be mounted more easily than with the methods
mentioned above. The sound pressure or intensity measurement positions are flexible and can e. g.
be chosen according to the CPX or OBSI method. Alternatively, a microphone array can be used for
sound source localization methods, see Chap. 3. Findings of studies presented in [3] state a strong
correlation between sound pressure levels measured on real roads with trailers and with laboratory
drums via the CPX method, given that the road surfaces used are almost identical in both methods.

On the downside, the curvature of the road surface leads to distorted sound radiation and noise
due to bearings, the drum’s drive, etc. will always be present in measurements. Moreover, usually,
exchangeable cassettes are used as road surfaces. The discontinuities between the cassettes would not
be present on a real road and may cause additional noise generation mechanisms.

An example of a large inner drum is located at the BASt (Federal Highway Research Institute)
in Germany. It has a diameter of 5.5 m, a maximum speed of 280 km/h, a maximum wheel load of
6500 kg, and weighs approximately 32 000 kg [46].

1.4 Main Achievements
This thesis aims at identifying the dominant sound sources during the tire-pavement interaction. This
identification shall be achieved via established methods and via an inverse method, called Inverse
Scheme. The former approaches are based on beamforming, a technique using microphone arrays and
simple analytic sound source and propagation models. Thereby, their performance is limited regarding
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their ability to identify the exact source positions in a real-world scenario, especially at low frequen-
cies. The latter approach is a method that identifies the present sound source distribution in both
amplitude and phase within a predefined region by minimizing the differences between microphone
array measurements and Finite Element (FE) simulations of the acoustic pressure at the microphone
positions. Thereby, the measurement setup’s boundary conditions can be taken into account. In doing
so, all materials – such as acoustic absorbers – present in the given measurement setup have to be
characterized to incorporate them into the FE model.

In this thesis, a measurement trailer with a three-dimensional microphone array is used to record
the sound pressure emitted by the rolling tire. The trailer is equipped with porous acoustic absorbers,
whose sound absorption properties were measured with the impedance tube method. Its material prop-
erties were derived from those measurements, using the Johnson-Champoux-Allard-Lafarge (JCAL)
material model. These material properties – the complex-valued compression modulus and complex-
valued density – can subsequently be prescribed in the absorber region of the computational domain.
In order to validate the FE model, the stationary trailer is excited with a loudspeaker, and the sound
pressure is measured at various positions within the trailer. Using laser scanning vibrometer measure-
ments of the loudspeaker’s membrane, a suitable method was established to model the loudspeaker
in the FE model. This allows for directly comparing the microphone measurements to the forward
simulation of the acoustic pressure at the microphone positions.

Further, the performance of the Inverse Scheme is compared to commonly known sound source
localization algorithms. In the first step, virtual measurements obtained via a forward FE simulation
were used as input data. In the second step, actual microphone data from the stationary validation
measurements served as input for the Inverse Scheme and the established sound source localization
methods. It could be shown that the Inverse Scheme performed better at low acoustic frequencies than
the other methods. However, the advanced beamforming-based method CLEAN-SC also performed
well concerning the localization of the sound sources at higher frequencies.

In the final step, the dominant sound sources of the tire-pavement interactions were identified for
different vehicle speeds, pavements, and frequencies within the frequency range of interest. For this
purpose, the measurement trailer was equipped with 37 microphones distributed within the trailer to
measure the sound emitted by the rolling tire. Additional sensors were used in order to determine the
tire’s rotational frequency and the trailer’s running smoothness during the measurement runs. While
the advanced algorithm CLEAN-SC can only localize the dominant sound source near the tire contact
patch, it could be shown that the Inverse Scheme can identify additional weaker sources along the
tire’s circumference.

From the identified sources, the acoustic pressure at arbitrary locations of the computational domain
may be obtained via a forward FE simulation. It has been demonstrated that the sound field of the
forward simulation matches the actual sound field well if the sources identified via the inverse method
are used in the forward computation. If the sources identified by the established method are applied
in the forward simulation, the calculated sound pressures deviate significantly from the microphone
measurements. Thereby, the superiority of the Inverse Scheme in a real-world application could be
demonstrated. Additionally to the most dominant sound source, which was also localized by some of
the beamforming-based algorithms, weaker sound sources could be identified by the Inverse Scheme.
Further, if obtaining the sources’ phases and calculating the resulting sound field is of interest, the
inverse method is preferred.

The thesis is structured as follows: In Chap. 2, the fundamentals of acoustics and an overview
of the used mathematical methods are provided. In Chap. 3, the basic principles of the mentioned
established methods for the localization of sound sources using microphone arrays are given. Chap. 4
establishes an FE model of the measurement setup. Here, the focus is on modeling acoustic absorbers
within the FE framework and validating the model with loudspeaker measurements. In Chap. 5 the
mathematical fundamentals of the Inverse Scheme and its application to stationary measurements
are presented. The application of the Inverse Scheme and beamforming-based methods to the rolling
tire and the subsequent calculation of the resulting sound field can be found in Chap. 6. Chapter 7
summarizes this thesis and provides an outlook.
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CHAPTER 2

Fundamentals

This chapter provides an overview of the mathematical and physical fundamentals which are required
for the understanding of the following sections.

2.1 Acoustics
In this section, the derivation of the acoustic wave equation is established, and further fundamentals
concerning acoustic, which will be referenced in the discussions of Chap. 4, 5 and 6, are provided.

2.1.1 Acoustic Wave Equation
When describing the propagation of sound in a compressible fluid, one has to consider conservation
equations based on fluid dynamics: the conservation of mass, momentum, and energy. Additionally,
due to the under-determination of the conservation equations, constitutive equations are needed to
solve for e. g. the sound pressure pa.

The conservation of mass states that the mass of this body is conserved over time. Therefore, the
following condition must hold

Dm

Dt
= D

Dt
Ω(t)

ρ(x, t) dx = 0 . (2.1)

Here, D/Dt denotes the substantial derivative, which is defined as

D
Dt

:= ∂

∂t
+ v · ∇ = ∂

∂t
+ vi

∂

∂xi
(2.2)

and represents the rate of change as measured by an observer moving with the fluid [47]. According
to Reynold’s transport theorem, which takes the time dependency of the domain Ω(t) into account,
(2.1) results in

D
Dt

Ω(t)

ρ(x, t) dx =
Ω(t)

∂ρ

∂t
+ ∇ · (ρv) dx = 0 . (2.3)

In (2.2), v denotes the velocity of the fluid. Since (2.3) must hold for an arbitrary domain Ω, the
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integral can be omitted. This leads to the mass conservation equation

∂ρ

∂t
+ ∇ · (ρv) = 0 . (2.4)

Conservation of momentum

The second conservation equation that is needed to derive the acoustic wave equation is the equation
of momentum. Newton’s second law of motion states that the momentum pm of a body is the product
of its mass m and its velocity v

pm = mv . (2.5)

Deriving (2.5) with respect to time yields the total force ftot acting on the fluid. Applying Reynold’s
transport theorem again results in

ftot = Dpm
Dt

= D
Dt

(mv) = ∂

∂t
(mv) + ∇ · (mv ⊗ v) , (2.6)

where v ⊗ v denotes the dyadic product of the velocity with itself, which results in the tensor vivj .
The forces ftot acting on the fluid can be split up into forces acting on the surface of the body,

forces due to the momentum of the molecules, and external forces [48, 49]. Exploiting the fact that
m = ρV , with the volume V of the fluid, we arrive at the (specific) momentum equation

∂

∂t
(ρv) + ∇ · (ρv ⊗ v) = −∇p + ∇ · τ + f . (2.7)

In (2.7), p denotes the pressure, τ the viscous stress tensor, and f any external forces. With the use
of vector identities and incorporation of the mass conservation (2.4), the momentum equation may be
rewritten by

ρ
∂v

∂t
+ ρv · ∇v = −∇p + ∇ · τ + f . (2.8)

Constitutive equations

Since sound is defined as isentropic pressure-density perturbations, the isentropic speed of sound c is
defined by

c2 = ∂p

∂ρ s

, (2.9)

where the entropy s is held constant at its value in the undisturbed fluid. From this follows that the
propagation of sound is adiabatic, i. e. losses due to heat transfer are neglected [50]. In engineering
applications, the medium in which sound is traveling is often air at ambient conditions. Therefore,
the equation of state for ideal gases is applicable

p

ρ
= RT (2.10)

with the specific gas constant R and the temperature T . The specific gas constant for an ideal gas
computes as

R = cp − cV . (2.11)

In (2.11), cp and cV denote the specific heat coefficients at constant pressure and volume, respectively.
With the use of the adiabatic exponent κ = cp/cV , (2.9) may be rewritten as

c2 = κ
p

ρ
= κRT , (2.12)
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which shows that the speed of sound, in this case, is only dependent on the temperature but not on
pressure or density. For air the adiabatic exponent is κ ≈ 1.402.

The general pressure-density relation for an isentropic state reads as

Dp

Dt
= c2 Dρ

Dt
. (2.13)

2.1.2 Linearized Acoustic Wave Equation
Assuming a non-viscous fluid and neglecting all external forces, we can set τ and f in (2.7) to zero.
Further, a perturbation ansatz is chosen for the field quantities pressure p, density ρ, and velocity v

p = p0 + pa ,

ρ = ρ0 + ρa ,

v = v0 + va = va .

(2.14)

Note that no background flow is assumed, hence v0 = 0. In (2.14), pa is called the acoustic pressure,
ρa the acoustic density and va the acoustic particle velocity.

By assuming
|pa| |p0|; |ρa| |ρ0| , (2.15)

neglecting all quadratic and bilinear terms of perturbation quantities a, assuming no source terms and
constant mean pressure p0, we arrive at the linearized versions of mass, momentum and constitutive
equations

∂ρa
∂t

+ ∇ · (ρ0va) = 0 , (2.16)

ρ0
∂va
∂t

+ ∇pa = 0 , (2.17)

∂pa
∂t

= c2 ∂ρa
∂t

+ va · ∇ρ0 . (2.18)

Now, we apply the chain rule to (2.16) and substitute it into (2.18) and yield the final two equations
for linear acoustics

1
ρ0c2

∂pa
∂t

+ ∇ · va = 0 , (2.19)

∂va
∂t

+ 1
ρ0

∇pa = 0 . (2.20)

Note that in (2.19) the medium may be inhomogenous, i. e. ∇ρ0 = 0. The linearized acoustic wave
equation for an inhomogeneous medium can be obtained from these two equations. Applying the
partial time derivative ∂

∂t to (2.19) and the divergence operator ∇· to (2.20) and subtracting the
resulting equations yields

1
ρ0c2

∂2pa
∂t2 − ∇ · 1

ρ0
∇pa = 0 . (2.21)

If a homogeneous medium is considered, the mean density ρ0 is not dependent on space (∇ρ0 ≡ 0),
and (2.21) results in the well-known homogeneous linear acoustic wave equation

1
c2

∂2pa
∂t2 − ∇ · ∇pa = 0 . (2.22)
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In the homogeneous case, where ρ0 = const., the constitutive equation (2.18) reads as

p2
a = c2ρa . (2.23)

Applying the curl-operator ∇× to (2.20) results in

∇ × ∂va
∂t

+ 1
ρ0

∇pa = ∇ × ∂va
∂t

= 0 . (2.24)

The second term is zero per definition, as every conservative field is rotation free. For the same reason,
from (2.24) can be concluded that for the acoustic particle velocity va, there exists a scalar acoustic
potential which satisfies

va = −∇ψa . (2.25)

Inserting (2.25) into (2.20) yields the relation between acoustic pressure and scalar velocity potential

∇ pa − ρ0
∂ψa
∂t

= 0 .

Omitting the gradient yields
pa = ρ0

∂ψa
∂t

. (2.26)

Substituting (2.26) into (2.19) and using (2.25) shows the existence of the linear wave equation for
the acoustic scalar potential

1
c2

∂2ψa
∂t2 − ∇ · ∇ψa = 0 . (2.27)

Another important acoustic quantity is the acoustic intensity Ia. It is defined as the product of
acoustic pressure and particle velocity

Ia = pava . (2.28)

With this, the acoustic power Pa can be computed via integration over a closed surface Γ with normal
vector n

Pa =
Γ

Ia · ds =
Γ

pava · n ds =
Γ

pava,n ds . (2.29)

2.1.3 Modeling of Acoustic Sources
In this section the inhomogeneous wave equation and the modeling of sound sources will be discussed.

Impulsive Point Sources

A unit impulse point source at the position x = 0 produces a sound field that is defined by

1
c2

∂2ψa
∂t2 − ∇ · ∇ψa = δ(x)δ(t) , (2.30)

with the delta distribution δ. Here, the impulse point source ansatz is chosen for the potential
formulation of the acoustic wave equation. The ansatz could also be made for the pressure formulation
(2.21) and (2.22), respectively. Due to the basic property of the delta distribution

δ(a) = +∞ for a = 0
0 for a = 0

(2.31)
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2.1 Acoustics

the source only exists at t = 0 at x = 0 and is zero everywhere else. The general solution of (2.30) is
given by [50, 51]

ψa =
f1 t − r

c

r
+

f2 t + r
c

r
, (2.32)

with r = |x| > 0.
The first summand in (2.32) represents a spherically symmetric wave propagating in the direction

of increasing values for r. The latter represents an incoming wave traveling to x = 0. Physically, f2
must be set to zero, since sound produced by a source must radiate away from the source. This is, of
course, only valid for infinite open spaces without reflecting boundaries. The mentioned condition is
called causality or Sommerfeld radiation condition.

The solution of (2.30) is given by [50]

ψa(x, t) = 1
4πr

δ t − r

c
, (2.33)

with r = |x|.
From (2.33) immediately follows the free-field Green’s function g(x, y, t, τ) of the wave equation

(2.27)

g(x, y, t, τ) = 1
4π|x − y| δ t − τ − |x − y|

c
(2.34)

which gives the causal solution due to an impulse point source δ(x − y)δ(t − τ) located at the point
x = y emitted at time t = τ of

1
c2

∂2g

∂t2 − ∇ · ∇g = δ(x − y)δ(t − τ), where g = 0 for t < τ . (2.35)

This represents an impulsive spherically symmetric wave that is radiated from source point y at the
speed of sound c. The amplitude of this wave is inversely proportional to the distance r =|x − y|.

This is a significant solution since it is possible to use Green’s function for calculating the solutions
of the linearized wave equation (2.22) with generalized source distributions F(x, t) as right-hand side

1
c2

∂2pa
∂t2 − ∇ · ∇pa = F(x, t) . (2.36)

The overall source distribution F(x, t) is regarded as a distribution of individual impulsive point
sources

F(x, t) =
T

0

∞

−∞
F(y, τ) δ(x − y)δ(t − τ) dy dτ

=
T

0 Ωsc

F(y, τ) δ(x − y)δ(t − τ) dy dτ .

(2.37)

The latter equality holds for finite source regions Ωsc, which will be assumed in the following.
The solution for each individual source strength

F(y, τ) δ(x − y)δ(t − τ) dy dτ

is given by
F(y, τ) g(x, y, t − τ) dy dτ .

The overall solution of (2.36) for the sound pressure pa can be calculated by adding all individual
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point source contributions, i. e. integrating over the source domain, and all times τ

pa(x, t) =
T

0 Ωsc

F(y, τ) g(x, y, t − τ) dy dτ

= 1
4π

T

0 Ωsc

F(y, τ)
|x − y| δ t − τ − |x − y|

c
dy dτ

= 1
4π

Ωsc

F y, t − |x−y|
c

|x − y| dy .

(2.38)

The last equality follows from the sifting property of the delta distribution, see e. g. [52]. (2.38)
represents the acoustic pressure pa as an integral equation at an arbitrary observer point x at time t by
superimposing sources at source points y, which radiated sound at earlier times t− |x−y|

c . In literature
this is often called retarded or emission time. Therefore, (2.38) is also called the retarded formula.
Again, it has to be stressed that this equation uses the free-field Green’s function and therefore is
only applicable to an open domain problem without any obstacles or partially absorbing boundary
conditions. In case of scatterers or non-open domains, which is usually the case in real-world scenarios,
one has to find a suitable tailored Green’s Function which can be very challenging [53].

Monopoles, Dipoles and Quadrupoles

In this section, more specific source models are presented that can be used to model different types
sound sources.

First, we consider a pulsating sphere (volume point source) with a time-dependent amplitude σ(t).
In this case, the source distribution becomes

F(x, t) = −σ(t)δ(x) .

The corresponding differential equation for the acoustic potential ψa reads as

1
c2

∂2ψa
∂t2 − ∇ · ∇ψa = −σ(t)δ(x) . (2.39)

The solution for the potential due to this source distribution can be calculated analogously with (2.38),
only we are solving for ψa instead of pa. Hence, we arrive at

ψa(x, t) =
−σ(t − |x|

c )
4π|x| . (2.40)

The solution for the acoustic pressure due to a potential as in (2.40) can be subsequently derived with
(2.26)

pa = ρ0
∂ψa
∂t

= − ρ0
4πr

∂

∂t
σ t − r

c
. (2.41)

In a similar manner, integral equations for dipoles and quadrupoles can be deduced. Here, the
pressure formulation of the acoustic wave equation is chosen. A dipole can be interpreted as two
monopoles with equal amplitude but opposite phases. For the dipole, the source distribution in (2.36)
reads as

F(x, t) = ∇ · f(x, t) , (2.42)
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2.1 Acoustics

with an arbitrary vector f(x, t).
A quadrupole source consists of two dipoles with opposite phases [54, 55]. The source distribution

in case of the quadrupole in (2.36) is characterized by a second space derivative of a tensor Tij

F(x, t) = ∂2Tij

∂xi∂xj
(x, t) , (2.43)

The formulae for dipole and quadrupole are provided without derivation. A detailed derivation can
be found in [50]. The acoustic pressure pa due to a dipole source in free-field computes as

pa(x, t) = 1
4π

∂

∂xj
Ωsc

fj y, t − |x−y|
c

|x − y| dy (2.44)

and due to a quadrupole reads as

pa(x, t) = 1
4π

∂2

∂xi∂xj
Ωsc

Tij y, t − |x−y|
c

|x − y| dy . (2.45)

Interface Conditions

Consider an oscillating body inside a fluid domain with a velocity denoted by vmech. Due to kinematic
continuity, the normal components of the mechanic velocity vmech and the acoustic particle velocity
va must be equal at the interface Γi. Thus, the relation

n · (vmech − va) = 0 (2.46)

must hold. Further, the continuity of forces is provided by

σn = −npa = −nρ0
∂ψa
∂t

, (2.47)

where σn denotes the mechanical stress acting on the surface of the solid body due to the pressure pa.

2.1.4 Wave Equation in the Frequency Domain
The homogeneous wave equation (2.22) and the inhomogeneous wave equation (2.36) can be trans-
formed into the frequency domain by performing a Fourier transform.

The forward Fourier transform x(ω) of a continuous time signal x(t) is defined as [56, 57, 58]

x(ω) = F{x(t)} =
∞

−∞
x(t) e−jωt dt , (2.48)

with the imaginary unit j =
√−1 and the radial frequency ω = 2πf . The inverse transform corre-

sponding to (2.48) is

x(t) = F−1{x(t)} = 1
2π

∞

−∞
x(ω) e jωt dω . (2.49)

The choice of the sign in the exponent as well as the factor before the integral in (2.48) and (2.49) may
vary in the literature. The factor 1

2π may be shifted to the forward Fourier transform or symmetrically
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applied as 1√
2π

to (2.48) and (2.49). Independent of the convention the relation

F−1{F{x(t)}} ≡ x(t) (2.50)

must hold.
According to (2.48), the Fourier transform of the time derivative ∂

∂t is

F ∂x(t)
∂t

= −jωx(ω) . (2.51)

Therefore the inhomogeneous wave equation in the frequency domain, which is commonly known
as the inhomogeneous Helmholtz equation, reads as

∇ · ∇pa(x, ω) + k2pa(x, ω) = F(x, ω) . (2.52)

In (2.52), k = ω/c denotes the wave number and F(x, ω) represents one frequency component of the
source term F(x, t) in (2.36) s.t. [50]

F(x, t) = 1
2π

∞

−∞
F(x, ω) e jωt dω . (2.53)

The free-field Green’s function g(x, y, t − τ) in (2.34) can be transformed to the frequency domain.
g(x, y, ω) is given by solving the differential equation (2.52) with F = δ(x − y)

∇ · ∇g(x, ω) + k2g(x, ω) = δ(x − y)

or by applying the Fourier transform to (2.34)

g(x, y, ω) =
∞

−∞
g(x, y, t − τ) e−jω(t−τ) d(t − τ)

=
∞

−∞

1
4π|x − y| δ t − τ − |x − y|

c
e−jω(t−τ) d(t − τ)

g(x, y, ω) = 1
4π|x − y| e jk|x−y| . (2.54)

The sound pressure pa(x, ω) generated by a source distribution F(y, ω) can be calculated in the
frequency domain analogously to (2.38) via

pa(x, ω) =
Ωsc

F(y, ω) g(x, y, ω) dy

= 1
4π

Ωsc

F(y, ω)e jk|x−y|

|x − y| dy .

(2.55)

In case of a single monopole source σ(ω) located at the point ys this equation reduces to

pa(x, ω) = σ(ω) g(x, ys, ω) . (2.56)
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2.1.5 Near and Far Field
The terms near field and far field are often used to approximate the solution of a sound field when the
observer is near the source or far away. In order to distinguish between these two fields, a pulsating
sphere (breathing sphere) is considered [47, 59, 60]. This is a spherical source that consists of a solid
sphere with radius a, which varies sinusoidally with a small amplitude. Due to the sound pressure
being proportional to the reciprocal distance r to the source (cf. (2.32)) and the assumption that
the sound wave can expand freely radially, the ansatz for the sound pressure pa due to the radiating
sphere is

pa(r, k) = A(k)
r

e−jkr . (2.57)

In (2.57), k = ω/c denotes the wave number, and A(k) a not-yet determined amplitude. This amplitude
can be calculated via (2.17), which reads in the frequency domain as

jωva = −1
ρ

∇pa . (2.58)

In case of the pulsating sphere (2.58) becomes

va,n = j
ωρ

∂pa
∂r

= A

ρc
1 − j

kr

e−jkr

r

=
pa
ρc

1 − j
kr

,

(2.59)

and defines the relation between acoustic pressure and particle velocity. The phase relation β between
these two properties calculates via

tan β = 1
kr

. (2.60)

In the near field the following relation holds

kr 1, β → π
2 (2.61)

and in the far field
kr 1, β → 0 . (2.62)

For kr 1, (2.59) results in the plane wave relation between pa and va, see (2.76), where sound
pressure and particle velocity are in phase.

With a given normal velocity va,n(a) = va at the surface of the sphere, the amplitude A computes
to

A = ρcvaa

1 − j
ka

e jka . (2.63)

2.1.6 Compactness of Sources
The wavelength λ of sound emitted by a source distribution at an acoustic frequency f is computed
via

λ = c

f
(2.64)

with the speed of sound c.
Consider a source distribution for which F(x, ω) = 0 only within a finite source domain Ωsc with a

characteristic length L. With the dimensionless Helmholtz number

He = kL = Lω

c
= 2πL

λ
(2.65)
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the source is called compact if
He 1 . (2.66)

With the change of variables
x̄i = xi

L
and t̄ = ωt , (2.67)

and therefore
∂

∂xi
= 1

L

∂

∂x̄i
and ∂

∂t
= ω

∂

∂t̄
,

the homogeneous acoustic wave equation (2.22) becomes dimensionless [53]

He2 ∂2pa
∂t̄2 − ∇x̄ · ∇x̄pa = 0 , (2.68)

with

∇x̄ =

∂/∂x̄1
∂/∂x̄2
∂/∂x̄3

 .

If – due to the values of ω and L – the spacial and time derivatives ∇2
x̄ and ∂2pa

∂t̄2 are in the same order
of magnitude, the character of the wave propagation can be described by the Helmholtz number. In
compact regions, the time derivative may be neglected due to the multiplication with He 1, and
the dimensionless wave equation can be approximated with Laplace’s equation

∇2pa = 0 . (2.69)

If the pulsating sphere described in Sec. 2.1.5 can be considered as compact, i. e. He = ka 1, in
(2.63) 1 can be neglected compared to j

ka in the denominator, and the amplitude is approximately
given by

Ac ≈ jωρvaa2ejka . (2.70)

Inserting (2.70) into (2.59) yields in case of a compact sphere

pa,c(r, k) = jωvaρa2 e−jk(r−a)

r
. (2.71)

If the sphere is non-compact, the amplitude is

Anc ≈ vaρcaejka (2.72)

and the sound pressure becomes [51]

pa,nc(r, k) = vaρca
e−jk(r−a)

r
. (2.73)

Comparing (2.71) and (2.73) shows that the pressure emitted by a compact sphere is smaller by a
factor of ωa/c – with ωa/c 1 in the compact case – compared to the non-compact case. Moreover,
the sound radiated by a compact source increases with increasing frequencies which is a behavior that
is not shown by non-compact spheres.

2.1.7 Sound Propagation
Up to now, all equations calculating the sound pressure assumed free-field radiation. This section will
discuss sound propagation with phenomena such as reflection and attenuation.

20



2.1 Acoustics

Plane waves

Tho homogeneous one-dimensional wave equation reads as [50, 51, 59, 60]

1
c2

∂2pa
∂t2 − ∂2pa

∂x2 = 0 . (2.74)

Solutions of (2.74) are of the form

pa(x, t) = f1(t − x/c) + f2(t + x/c) = f3(x − ct) + f4(x + ct) , (2.75)

where fi denote functions that must fulfill boundary and initial conditions but are arbitrary otherwise.
Comparing (2.75) to the general solution of the three-dimensional wave equation, one can see that
– in contrast to (2.32) – there is no change in amplitude with increasing or decreasing values for x.
It has to be mentioned that plane waves only occur in limited cases, e. g. in ducts with sound-hard
(va · n = 0) walls and when the wavelength is large compared to the duct diameter [47, 50]. Further,
in regions without obstacles, a spherical wave can be locally approximated by a plane wave in the far
field, see (2.59) for kr 1. With (2.17), the acoustic particle velocity in case of a plane wave is given
by

va = 1
ρc

pa . (2.76)

The factor
Z0 = ρc (2.77)

is called characteristic impedance, which is real-valued and constant in case of plane waves.

Impedance

In general, the specific impedance Zs is defined as the complex-valued ratio between the acoustic
pressure and the normal component of the acoustic particle velocity in frequency domain

Zs(x, ω) =
pa(x, ω)

va(x, ω) · n(x) , (2.78)

defined at a point x on a surface with normal vector n. Re{Zs} is called resistance and Im{Zs} is
called reactance.

In general, the acoustic impedance Zs is not a property of the surface alone since it also depends
on the acoustic field. If this is not the case, i. e. the surface’s response to an excitation is linear and
pointwise, the surface is called locally reacting [53]. In this particular case, the impedance is solely a
property of the surface.

Transmission

In the one-dimensional case of a plane wave impinging at a partially reflecting surface with complex-
valued impedance Zs at an arbitrary angle θi, see Fig. 2.1, the acoustic pressure can be described
according to (2.75), where the total acoustic pressure consists of the incident and reflected plane
waves. The incident and reflected wavefronts have normal vectors ni and nr, respectively. The total
sound pressure can be written as [47, 60]

pa = f1e−jkxx e−jkyy + r(θi, ω) ejkyy , (2.79)

with
kx = ω

c
sin θi , ky = ω

c
cos θi (2.80)
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Figure 2.1: Plane wave impinging at an angle θi at a partially reflecting surface with impedance Zs.

and the reflection coefficient
r(θi, ω) =

f2
f1

. (2.81)

From (2.58) multiplied with the unit vector ey in y-direction and (2.80) follows

vy = cos θi
ρc

f1e−jkxx −e−jkyy + r(θi, ω) ejkyy . (2.82)

Dividing (2.79) by (2.82) yields together with (2.78), evaluated at y = 0, the expression for the
reflection coefficient

r(θi, ω) = Zs cos θi − Z0
Zs cos θi + Z0

=
ζs cos θi − 1
ζs cos θi + 1 . (2.83)

In (2.83), ζs denotes the ratio of specific acoustic impedance and characteristic impedance

ζs(ω) = Zs(ω)
Z0

. (2.84)

The magnitude of r is
|r| < 1 for Re{Zs} > 0 .

For the time-averaged acoustic energy Ei,avg of the incident wave the following applies

Ei,avg = 1
2Re −pv̄y

= Er,avg + Ea,avg ,
(2.85)

where Er,avg and Ea,avg denote the reflected and absorbed time-averaged acoustic energy, respectively.
Therefore, the absorption coefficient α is defined as

α = 1 − |r|2 = 1 − rE (2.86)

and is equivalent to the fraction of the incident acoustic energy that is absorbed.
Dependent on the characteristics of the surface, the following can be concluded at y = 0

• Fully reflecting (rigid or sound-hard) surface: Zs → ∞, r = 1, α = 0, va,y = 0

• Fully absorbing surface: Zs cos θi = Z0, r = 0, α = 1

• Pressure-release surface: Zs → 0, r = −1, α = 0, pa = 0
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Figure 2.2: Sketch of an impedance tube with two microphones; adapted from [67].

2.1.8 Standing Wave Impedance Tube
Tubes with cylindrical or rectangular cross-sections can be used to determine a sample’s acoustic
impedance and other related acoustic properties, see Fig. 2.2. The sample of width d is placed inside
a tube with rigid walls and a sound-hard termination at x = d. Standardized methods use two or
four microphones [61, 62, 63, 64]. Further, a method for a similar setup using a single axially movable
microphone can be found in [65]. The tube is usually excited with a loudspeaker. In order to restrict
the sound field inside the tube to plane waves, an upper frequency limit fu exists. For circular tubes,
this limit is defined as [47, 61, 66]

fu <
1.841

π
c

dt
, (2.87)

with the inner impedance tube diameter dt, and for rectangular tubes, it is

fu <
1
2

c

lmax
, (2.88)

where lmax denotes the maximum length of the rectangular cross-section.
Since the two-microphone method is used in this thesis, the fundamentals will only deal with this

method. The two-microphone method works for transient, harmonic, and stationary-random excitation
signals. Due to efficiency, usually, a broadband random signal such as white noise is used.

According to (2.79), with θ = 0 due to (2.87), the pressure along the axis of the duct may be written
as

pa(x, ω) = p+ e−jkx + r ejkx , r =
p−

p+ , (2.89)

where p+ denotes the incident and p− the reflected wave’s amplitude. Therefore, the acoustic pressure
at the microphones 1 and 2 is given by

pa,1(k) = p+ e−jkx1 + r ejkx1 (2.90)

pa,2(k) = p+ e−jk(x1+s) + r ejk(x1+s) . (2.91)

Dividing (2.91) by (2.90) and solving for r yields

r(k) = e−jkx1
e−jks − H21
H21 − e jks

, (2.92)

where H21 = p
2

p
1

is the complex-valued transfer function between the Fourier transforms of the micro-
phone signals.
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The distance s between the two microphones must fulfill [64]

s < 0.45 c

fu
(2.93)

s > 0.05 c

fl
. (2.94)

(2.93) must hold in order for (2.90) being linearly independent of (2.91) [68]. Combining (2.87) and
(2.93) yields

s < 0.85dt . (2.95)

From (2.89) and (2.17), the two-port network equations can be derived [55]. With this set of
equations the acoustic pressure pa,x1

and normal particle velocity va,x1 at an arbitrary position x2 =
x1 + h in simple ducts under plane wave conditions can be calculated from the given values at the
position x1 via

pa,x2
va,x2

= T
pa,x1
va,x1

(2.96)

with the transfer matrix T

T = cos kh jω ρ
k sin kh

j k
ωρ sin kh cos kh

. (2.97)

2.1.9 Weak Formulation
The weak formulation of the Helmholtz equation (2.52) is derived by multiplying with a suitable,
complex-valued test function w ∈ W , with an appropriate function space W , and integrating over the
computational domain Ω

Ω

w∇ · ∇pa + k2wpa dx =
Ω

F w dx , (2.98)

with w = wRe − jwIm denoting the conjugate complex of the test function. Applying Green’s first
integration theorem, which states that

Ω

(U1∇ · ∇U2 + ∇U1 · ∇U2) dx =
∂Ω

U1∇U2 · ds , (2.99)

where U1 and U2 are scalar field functions, yields

Ω

wk2pa − ∇pa · ∇w dx =
Ω

w F dx −
∂Ω

w∇pa · ds ∀w ∈ W. (2.100)

An oscillating surface with given amplitude vmech,n in normal direction can be very efficiently
modeled with the framework of the weak formulation. Due to (2.46) and (2.20), the surface term in
(2.100) can be expressed as

−
∂Ω

w∇pa · n ds =
∂Ω

w jωρ0va,n ds . (2.101)

2.2 Inverse Problems
Inverse problems are usually defined as being the inverse of a direct or forward problem [69, 70]. This
section covers the mathematical basics of inverse problems and possibilities of their regularization.
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2.2.1 Basics
Generally speaking, forward problems determine the effects w of given causes u and a well-defined
mathematical model A. The effects w are then defined as A(u) = w . An inverse problem, however,
usually aims to determine the causes u with given effects w. Another type of inverse problem is the
model identification, where u and w are given and A is to be determined. Regarding the acoustic wave
equation, the forward problem is to solve for the acoustic pressure or velocity potential with a given
source distribution, and the inverse problem is to identify the source distribution for a given sound
pressure field.

Inverse problems are often not well-posed in the sense of Hadamard [71, 72].
Definition 2.2.1:
A : U ⊆ X → W ⊆ Y is a mapping between the vector spaces X and Y . The inverse problem of
solving the equation

A(u) = w, u ∈ U, w ∈ W, (2.102)

with respect to u for given w is called well-posed or properly posed if
(a) a solution u ∈ U exists for all w ∈ W;

(b) the solution is unique;

(c) the inverse function T −1 : W → U is continuous.
Otherwise, the inverse problem is considered ill-posed.

The first of Hadamard’s criteria, (a), is usually satisfied for parameter identification problems. The
second criterion is crucial, as it the given data w must be sufficient for identifying the searched-for
parameters u uniquely. This, however, is often difficult to prove, especially for large unstructured
ODE models [73]. If the second condition is not met, additional information (a priori information)
is required. The last requirement of well-posedness according to Hadamard is often not provided in
inverse problems, as they are often not stable. Small perturbations in the given data can lead to
significant deviations in the result. Thus, the inverse operator is not continuous. Therefore, inverse
problems usually require regularization. Illustrative examples of how small perturbations can have
substantial impacts on the quality of the solutions of inverse problems can be found e. g. in [58, 70].

If any of Hadamard’s conditions are not fulfilled, the problem is considered ill-posed.

2.2.2 Regularization
To overcome the restrictions of ill-posed problems, inverse problems are often regularized. The reg-
ularization used for the inverse scheme for sound source localization presented in this thesis is the
Tikhonov regularization.

Parameter identification problems can most often be formulated as an operator equation according
to (2.102), with the continuous operator A : D(A) ⊂ U → W with domain D(A) ⊂ U,U and W being
real Hilbert spaces. Since w is often given as measurements, which are usually noisy, the noisy data
wδ is assumed to be given as

wδ − w ≤ δ . (2.103)

Tikhonov regularization of (2.102) leads to the minimization problem

min
u∈D(A)

A(u) − wδ 2 + αr u − u0
2 , (2.104)

with a penalty factor αr and an initial guess u0 for the exact solution u†. In a general non-linear case
(2.104) is not guaranteed to have a solution and, therefore, additional assumptions on the operator A
may be required. Additionally, even if (2.104) has a unique solution for α = 0 there may be more than
one global minimizer for α > 0. In some cases, such as the inverse scheme for sound source localization
presented in Chap. 5, it might be useful to use different penalty terms. [73]
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2.3 Optimization
A comprehensible introduction to optimization and its numerical methods can be found in [74] and
[75], on which this section is based. Optimization seeks to minimize an objective function (or cost
function, fitness function) J(x)

min
x∈Rn

J(x) , (2.105)

where J : Rn → R is a smooth function. While (2.105) is an unconstrained problem, the constrained
problem reads as

min
x∈Rn

J(x) s. t. (2.106a)

ci(x) = 0, i = 1, . . . , Ne; (2.106b)
cj(x) ≥ 0, j = 1, . . . , Ni , (2.106c)

with Ne equality constraints ci and Ni inequality constraints cj . The domain S, which contains all
points that satisfy all equality and inequality constraints, is called the feasible domain. It is defined
via

S = {x | ci(x) = 0, i = 1, . . . , Ne; cj(x) ≥ 0, j = 1, . . . , Ni} . (2.107)

Therefore, we can rewrite (2.106) as
min
x∈S

J(x) . (2.108)

A global minimizer x∗ of the unconstrained problem (2.105) satisfies

J(x∗) ≤ J(x) ∀ x ∈ Rn . (2.109)

The point x∗ is called a weak local minimizer if there is an open set N that contains x∗ s. t.

J(x∗) ≤ J(x) ∀ x ∈ N (2.110)

and a strict or strong minimizer if

J(x∗) < J(x) ∀ x ∈ N . (2.111)

In case of an unconstrained problem and if J(x) is twice continuously differentiable, the necessary
conditions for a local minimizer are

∇J(x∗) = 0
∇2J(x∗) is positive semidefinite.

(2.112)

Sufficient conditions for a strong local minimizer in the unconstrained case are

∇J(x∗) = 0
∇2J(x∗) is positive definite.

(2.113)

In the constrained case, we define the Lagrangian function L(x, λ), with the Lagrange multiplier
vector λ, for the general problem (2.106) as

L(x, λ) = J(x) −
Ne+N i

k=1
λkck(x) . (2.114)

26



2.3 Optimization

The first-order necessary conditions, also known as Karush-Kuhn-Tucker conditions, state that

∇L(x∗, λ∗) = 0 (2.115a)
ci(x∗) = 0, i = 1, . . . , Ne (2.115b)
cj(x∗) ≥ 0, j = 1, . . . , Ni (2.115c)

λ∗
j ≥ 0, j = 1, . . . , Ni (2.115d)

λ∗
kck(x∗) = 0, k = 1, . . . , Ne + Ni . (2.115e)

In (2.115), x∗ is a local solution of (2.106), J and ci are continuously differentiable and the linear
independence constraint qualification [74] holds. Any (x∗, λ∗) fulfilling (2.115) is called a Karush-
Kuhn-Tucker point [76].

2.3.1 Gradient Based Optimization
All algorithms for minimization problems require an estimate x0 of the minimizer. From this starting
point, the algorithms iteratively search for better solutions xk in the direction of descent of the cost
function from the previous solution. The iteration is terminated when either the value of the cost
function does not improve sufficiently or the first condition in (2.112) is sufficiently met.

One important category of algorithms is the line search strategy, which searches for the new iterate
xi along a direction pi with a certain step length ti

xi = xi−1 + tipi . (2.116)

For the choice of the direction, there exist several methods, e. g. the steepest descent method where

pi = −∇Ji (2.117)

and, therefore, no calculation of second-order derivatives are required. Another well-known method is
Newton’s Method where

pi = −(∇2Ji)−1∇Ji . (2.118)

The optimal value of the step size can be found by solving

min
t>0

J(xi + tpi) , (2.119)

although finding the exact solution of (2.119) may be expensive. Therefore, a different approach is
often used such as Armijo Rule, which is a modification to the successive step size reduction and
eliminates its possible convergence difficulties. Armijo’s rule introduces fixed scalars ξ and βl with
0 < ξ < 1 and 0 < βl < 1. The step size is set ti = βmi

l t, where mi is the first nonnegative integer for
which the following inequality applies [74, 77]

J(xi) − J(xi + βm
l tpi) ≥ −ξβm

l t ∇J(xi)T
pi . (2.120)

The factor ξ is typically chosen close to zero, e. g. 10−5 ≤ ξ ≤ 10−1, and the reduction factor
0.1 ≤ βl ≤ 0.5. Other step size selection methods are the Goldstein rule, constant step size, diminishing
step size, Wolfe conditions and strong Wolfe conditions [74, 77].

The general structure of the line search method is shown in Fig. 2.3.
Since the derivatives are not always available, other methods approximate the gradient. Two of

the most common methods are Finite Differencing and Automatic Differentiation, see e. g. [74]. The
Inverse Scheme for sound localization presented in Chap. 5 uses the adjoint method for calculation of
the gradient.
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Figure 2.3: General structure of a line search method, adapted from [75].

2.3.2 Gradient Free Optimization
If the computation or approximation of the gradient is not feasible, another approach for solving the
minimization problem is derivative-free optimization (DFO) algorithms. DFO methods can easily
handle simple constraints such as bounds. An overview of general constraints can be found in [78].
The genetic-based optimization algorithm is a DFO method and is categorized as a meta-heuristic
algorithm. It was used in this thesis in Sec. 4.1.4 and shall therefore be considered in more detail.

According to [79] genetic algorithms (GAs) have the following in common: they start with a ran-
domly chosen set (population) of parameters (chromosomes), that represent a possible solution of
the optimization problem. A new generation is obtained via genetics-inspired operators of selection,
crossover and mutation. This process is repeated until a suitable solution to the optimization problem
is found.

The typical steps of a GA are as follows [79]

1. Select a random population of n chromosomes. This step is similar to selecting an estimate x0
described in Sec. 2.3.1.

2. Calculate the fitness of each chromosome, i. e. evaluation of the objective function J(x). If
convergence is reached, the iteration is stopped.

3. Create n children from the current population with the following steps
a Selection of a pair (or sometimes also a group) of parent chromosomes from current popula-

tion where the probability of selection is a function of fitness. There are several approaches
concerning the selection, e. g. truncation selection, tournament selection or fitness propor-
tionate selection, see [80].

b Crossover : The parent chromosomes are combined to form two children. The crossover can
be a single-point crossover, a two-point crossover or a uniform crossover, see Fig. 2.4

c Mutation: The two children’s chromosomes are modified to find solutions that were not
present in either of the parents. Usually, these modifications only represent minor changes
to the chromosomes in order to find results in the neighborhood of

4. Repeat step 2 with the new population.
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(a) Single-point crossover. (b) Two-point crossover. (c) Uniform crossover.

Figure 2.4: Visualization of different crossover schemes in genetic algorithms; adapted from [80].
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CHAPTER 3

Established Methods for Sound Source Localization

3.1 Beamforming
Acoustic beamforming is a technique used to localize sound sources within a predefined search area
using microphone array measurements. The microphone positions and all points within the search area
have to be known. Moreover, the microphone signals have to be recorded simultaneously. Beamforming
may be used in the time domain, where it is commonly called Delay-and-Sum (DAS), as well as in the
frequency domain. The fundamentals of the beamforming method is easiest understood in the time
domain.

3.1.1 Delay-and-Sum
Consider an acoustic source σ(t) located at y0. M distributed microphones measure the sound emitted
by σ(t). The signal ym(t) measured by the mth microphone at location xm is then delayed by Δmf
and summed. Therefore, the beamformer’s output z(t) is given by [81, 82]

z(t) =
M

m=1
wmym(t − Δmf), (3.1)

where wm is the weight of the mth microphone and may be used to reduce the sidelobe’s level. The
delays Δmf can be adjusted to focus the “beam” of the array to the source’s position. The search area
is denoted by Ωf .

Beamforming for Spherical Waves

The sound pressure at microphone position xm due to an acoustic monopole with amplitude σ(t)
located at y0 is given by (see (2.40))

pa(xm, y0, t) = σ(t − r0
m/c)

4πr0
m

, r0
m = |xm − y0| . (3.2)
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Figure 3.1: Schematic explanation of Delay-and-Sum beamforming in time domain, adapted from [81,
83].

The so-called phase center ξ0 is defined by ξ0 = M
m=1 xm and is chosen to coincide with the origin

of the coordinate system. Due to (3.2) the delay is chosen

Δmf = rf − rmf
c

, (3.3)

where rmf = |xm − yf | denotes the distance between an assumed source position within Ωf and the
mth microphone and rf = |yf |. The beamformer’s output, in the general case, computes to

z(t) = 1
4π

M

m=1

wm

r0
m

σ t − rf − (r0
m − rmf)
c

. (3.4)

In the special case of yf = y0, the output z(t) reaches a maximum since assumed and measured delays
match

z(t) = 1
4π

σ t − r0

c

M

m=1

wm

r0
m

. (3.5)

The DAS algorithms can be visualized in a simple 2D example, see Fig. 3.1. The actual source
position is depicted in green. The sound emitted by this source is recorded with the five microphones
arranged in a line array. Microphones that are farther away receive the signal at a later point in time
and with a lower amplitude than the microphones near the source. The received signals are delayed
and scaled in amplitude for each point on the focus grid, depicted in grey. The delay and scaling are
adjusted for each focus point as if the source was at the assumed point. After applying the delay,
the signals are summed. If the assumed and actual source positions coincide (green), a maximum
value of the DAS output is reached. If the assumed source position is wrong (blue), the value of the
DAS output is lower. A similar approach, involving the filtering of the microphone signals in order
to focus the sound source localization to a certain frequency band, to reduce unwanted noise and to
avoid aliasing, is called Filter-and-Sum Beamforming [81].
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3.1.2 Frequency Domain Beamforming
The previously described DAS Beamforming in the time domain can be carried out in the frequency
domain. This is commonly called Conventional Beamforming (ConvBF or CBF) or Frequency Domain
Beamforming (FDBF). It can either be derived by summing the short-time frequency spectra of (3.4)
or by minimizing a functional comparing an acoustic source model in the frequency domain with the
measured and Fourier-transformed microphone signals. The latter derivation shall be summarized
here.

Each microphone signal pa,m(t) is transformed to the frequency domain, noted by pa,m
(ω). Subse-

quently, the cross-spectral matrix (CSM) C(ω) of measured pressures can be computed by

C(ω) = papH
a , pa(ω) =



pa,1(ω)
...

pa,m
(ω)

...
pa,M

(ω)


, (3.6)

where (Ai,j)H = Āj,i denotes the Hermitian (conjugate transpose). Thus, the CSM contains the
cross-correlation of the microphone pressures, which becomes the auto-correlation in the main diago-
nal. Since the auto-correlations do not provide information about the phase differences between two
microphone positions but may contain noise from measurements, in practice, the main diagonal of the
CSM is commonly set to zero [84]. The CSM is usually estimated from measurements using Welch’s
method [85], where the measured microphone signals are split into N equal blocks that are multiplied
with a suitable window function, and a Fast Fourier transform (FFT) is applied. The blocks are
subsequently averaged, and the estimation for the CSM reads as

E [C(ω)] = 1
N

N

i=1
pa,i

pH
a,i

. (3.7)

As an acoustic source model, again, the acoustic monopole is used. Therefore, the acoustic pressure
due to a single monopole source at an assumed source position yf can be computed with Green’s
function g(ω) via (2.56). Subsequently, a cross-spectral matrix calculated with the source model is
defined by

Cg(ω) = asggH, (3.8)

g =



g(x1, yf , ω)
...

g(xm, yf , ω)
...

g(xM , yf , ω)

 , (3.9)

with as = |σ|2. The vector g is called steering vector. Throughout this thesis, the free field Green’s
function of an acoustic monopole is used to calculate the steering vector. The influence of other steering
vectors on the obtained source map is studied in [86]. It was found that the choice of the steering
vector is a trade-off between determining the correct source position and finding the correct source
amplitude. In [87], first-order reflections are taken into account for calculating the steering vectors
using either numerical calculations or experimental measurements to account for mirror sources.

Further, the steering vectors may be calculated using numerical methods, which allows to account
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Figure 3.2: Array response function (Point Spread Function, PSF) of a line array to a point source
(depicted in blue), calculated for two different frequencies.

for the actual measurement setup’s environment where e. g. partially reflecting obstacles are present.
A scheme exploiting the reciprocity of microphone and source positions is presented in [83].

Let J denote a functional, defined by [88]

J(as) = C − Cg
2
F , (3.10)

with the Frobenius norm A 2
F =

i j

|ai,j |2.

Minimizing the functional (3.10) yields the searched for source strength at each assumed source
position yf , called source map, at a discrete frequency ω

as(yf , ω) = wHCw , w =
g

gHg
. (3.11)

The Conventional Beamforming method is well-known, robust, and fast in computation. However,
its main downside is that the source map is a convolution of the real source distribution and the Point
Spread Function (PSF) [84]. The PSF can be interpreted as the array response to a monopole source.
It depends on the microphone array geometry, source position, and frequency. The presence of the
PSF in the source map may lead to the masking of weaker sources or sources close to one another
being identified as one source. The PSF of a microphone array is determined in frequency domain via

σ(xm, y0, ω) = wHC0w, C0 = g(y0)gH(y0) , (3.12)

with a monopole source |σ0| = 1 located at y0.
Exemplarily, the PSF of a line array consisting of 7 microphones shall be calculated: The micro-

phones are spaced equally along the x-axis between [−0.45, 0.45] m, and the point source is located at
y = [0, 0, 1] m. The frequency of the point source is chosen f = 1 kHz, and f = 5 kHz, respectively.
The PSF is evaluated at z = 1 m, see Fig. 3.2.

While there is a distinctive main lobe at the actual source position with the correct amplitude,
several side lobes with smaller amplitude are also present. Additionally, two mirror sources occur
at the higher frequency. Therefore, sources of smaller amplitude may be masked by the wide main
lobe or side lobes and mirror sources. The latter is caused by spatial aliasing. Analog to the time
domain, where a continuous signal must be sampled according to Nyquist theorem with a sampling
rate fS > 2fmax, where fmax is the maximum frequency occurring in the signal. In order to avoid
spatial aliasing, the following condition concerning the microphone spacing Δxm must be met [89]

xm <
λ

2 . (3.13)
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Since fulfilling (3.13) would require a very large number of needed microphones at higher frequencies,
in practice, often irregular arrays are used as they are not as prone to mirror sources as regular arrays.

Due to the above reasons, ConvBF is limited regarding its resolution and dynamic range. The
resolution determines the minimum distance two separate sources may have in order to be identified
as individual sources. The minimum distance is defined by the Rayleigh [81] and Sparrow [90, 91]
limit. The dynamic range is defined as the difference between the amplitudes of the main and first
side lobes. A useful collection of practical design aspects concerning microphone arrays can be found
in [83, 89]. To overcome the limitations of ConvBF, several advanced beamforming algorithms were
developed.

3.2 Advanced Beamforming Algorithms
The main drawback concerning Conventional Beamforming is that the source map is a convolution of
the actual source distribution and the microphone array’s Point Spread Function (PSF), see Sec. 3.1.2.
Therefore, weaker sources may be hidden by side lobes and the resolution is limited, especially at lower
frequencies, see Fig. 3.2. Therefore, several advanced beamforming algorithms have been developed
to overcome these drawbacks. One important category of advanced beamforming algorithms uses
deconvolution. Another method described in [92] is based on an eigenvalue decomposition of the
CSM and performing beamforming for each component to determine the sound sources’ positions and
amplitudes.

In the following sections two of these advanced algorithms will be explained in detail as they were
applied in the result section of this thesis.

3.2.1 Functional Beamforming
One method aiming at reducing amplitudes of the side lobes is called Functional Beamforming (FuncBF)
[93, 94]. A small modification is made to the ConvBF algorithm defined in (3.11)

as(yf , ω) = wHC
1
ν w

ν

, (3.14)

with the exponent ν ≥ 1. For ν = 1 (3.14) reduces to the equation for ConvBF. The calculation of
C

1
ν is performed via spectral decomposition of the CSM

C
1
ν = Udiag λ

1
ν
1 , . . . , λ

1
ν

M U , (3.15)

where λi denotes the ith eigenvalue of the matrix C and U is a unitary matrix whose columns are
the eigenvectors of C. Figure 3.3 shows the PSF calculated with three values for ν ≥ 1, where ν = 1
corresponds to ConvBF. It can be seen, that for ν > 1 the side lobe level is decreased by applying

ν to the beamforming result, and the main peak width is decreased simultaneously. In case of a
simulated single source, the side lobe level is reduced by a factor ν. Theoretically, the beamforming
result will improve with increasing exponent values. However, an upper bound νmax exists for real
measurement data, where the steering vectors, i. e. the source model, may not be calculated exactly.
In this case, if ν > νmax, the value of the beamforming result at an actual source position will be
decreased as well when ν is increased [94].

Another important category of advanced algorithms uses deconvolution to reduce the influence of
the PSF in the source map. The most common algorithms will be presented in the following section,
where the algorithms CLEAN-SC will be explained in more detail as it is used in the result section of
this thesis.
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Figure 3.3: PSF of a line array to a point source (depicted in blue), calculated at 5000 Hz with Func-
tional Beamforming using different exponents.

3.2.2 Deconvolution Methods
Most deconvolution methods require a beamforming result acquired e. g. by ConvBF (3.11), called
the dirty map, as starting values for the deconvoluted result. A good comparison of the performance
of conventional and deconvolution algorithms can be found in [95, 96, 97, 98].

It is usually assumed that the dirty map is generated solely by uncorrelated point sources. In
principle, it is also possible to take correlated sources into account, which was done in [99] and [100],
but this increases the complexity of the formulation of the deconvolution process.

The process of deconvolution can be denoted in matrix notation as

Σadc = a0 (3.16)
w.r.t. adc,i ≥ 0 , (3.17)

where a0 denotes the dirty map in each scanning point, Σ the known PSF matrix for each scanning
point and adc the searched for deconvoluted source distribution. The vectors a0 and adc have the
dimension Nxy = NxNy, with the numbers of possible source points Nx and Ny within the source
map, in x- and y-direction. The PSF matrix is of dimension Nxy × Nxy. In many applications Σ is
singular, which leads to an infinite number of solutions for adc if a0 is in the range of Σ. There exists
no solution if a0 is in not the range of Σ or all possible adc,i violate the constraint (3.17).

The deconvolution technique DAMAS (Deconvolution Approach for the Mapping of Acoustic Sources)
was first presented in [101, 102]. It solves the linear set of equations (3.16) iteratively using a Gauss-
Seidl-type relaxation and by ensuring that (3.17) is fulfilled in each iteration step for all adc,i. As
the initial solution, often adc = 0 is assumed. Since the nonnegativity of the solution is enforced,
convergence to the exact solution is not guaranteed, even if it exists [95].

Additionally, no regularization is used, as it is the case in other algorithms. DAMAS reduces the
sidelobe level significantly, but the iterative method requires high computational effort. The algorithm
DAMAS2 reduces the computational costs by assuming the PSF to be shift invariant [103]. Another
improvement of DAMAS is called DAMAS-C and uses spatial coherence of sources [99].

In [104], a sparsity constrained version of DAMAS is presented, called SC-DAMAS. Further, a
covariance matrix fitting (CMF) method is proposed, where a synthetic covariance matrix is fitted to
measurements. CMF does not require a dirty map calculated from the DAS algorithm.

Alternatively, (3.16) can be solved via nonnegative least-squares (NNLS) algorithms by minimizing
the functional J defined by

J = 1
2 Σadc − a0

2
L2 . (3.18)
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CLEAN-SC

A different approach for deconvolution is chosen by the CLEAN-SC method [105], which is based on
the CLEAN method used in astronomy [106]. Its idea is to remove the PSF in the dirty map only for
sources with the highest amplitude. The CLEAN algorithm calculates the deconvoluted source map
adc from the dirty source map a0 iteratively with the following steps

1. Initialization
(a) “Degraded” beamforming source map b(0) = a0

(b) “Degraded” Cross-Spectral Matrix D(0) = C̆,
where C̆ denotes that the main diagonal of the CSM is set to zero, also called “trimmed”
CSM

2. Search for maximum value b
(i)
max in the degraded source map b(i) at location y

(i)
S,max

3. Calculate a clean map Q(i) consisting of an appropriately scaled clean beam Ψ ≤ 1 at y
(i)
S,max

with a defined width

Q
(i)
j = ϑb(i−1)

max Ψ(yS,j − y
(i)
S,max) , (3.19)

with a safety factor 0 < ϑ ≤ 1, called “loop gain”.

4. Calculate the degraded CSM D(i)

D(i) = D(i−1) − ϑG(i) , (3.20)

where G(i) is calculated according to

G(i) = b(i−1)
max g(i)

maxgH(i)
max, g(i)

max = g(y(i)
S,max) . (3.21)

5. Analogously to (3.11), the degraded beamforming map can be calculated with the degraded CSM

b
(i)
j = wH

j D̆
(i)

wj . (3.22)

This is equivalent to subtracting the scaled PSF associated with the source located at y
(i)
S,max

from the degraded beamforming map

b
(i)
j = b

(i−1)
j − ϑwH

j Ğ
(i)

wj . (3.23)

6. Resume with step 2 until a stopping criterion is met, e. g. D(i+1) ≥ D(i) . This is the case
if the degraded CSM contains more “information” than in the previous iteration step.

After the iteration process is finished (i = Ni), the deconvoluted source map is calculated as the sum
of clean beams and the remaining dirty map

adc,j =
Ni

i=1
Q

(i)
j + b

(Ni)
j . (3.24)

The CLEAN-PSF algorithm assumes that the sound field consists of a finite number of monopole
sources, causing a combination of PSFs in the source map. From this, the assumption of no loss of
coherence follows. To overcome these limitations, the algorithm CLEAN-SC was proposed in [105].
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CLEAN-SC (“CLEAN based on spacial Source Coherence”) exploits that the side lobes are coherent
with the main lobe. The algorithm is similar to CLEAN-PSF, as the degraded beamforming map is
calculated via (3.23) but a different choice for the matrix G(i) is made

G(i) = b(i−1)
max

˘
h(i)h(i)H , (3.25)

where ˘ again denotes that the matrix’s main diagonal is set to zero. (3.25) assumes, that G(i) is due
to a single coherent source component h(i). The conditional equation for h(i) reads as

h(i) = 1

1 + w
H(i)
maxH(i)w

(i)
max

1/2
D̆

(i−1)
wmax

b
(i−1)
max

+ H(i)w(i)
max . (3.26)

In (3.26) H(i) denotes the main diagonal of h(i)hH(i)

˘
h(i)hH(i) = h(i)hH(i) − H(i) .

Therefore, (3.26) has to be solved iteratively with starting value h
(i)
0 = g(i)

max. The iteration is stopped
when the CSM is degraded enough. Hence, the stopping criterion is e. g. D̆

(Ni)
C̆ .

3.3 Sound Source Localization at the Tire
The sound field near the rolling tire has been studied with a view to identifying the positions and
strengths of the dominant sound sources, whereas various approaches were used. The measurement
quantity is the sound pressure or the sound intensity field near the rolling tire. Usually, a microphone
grid with several spatially distributed microphones is used, where some methods allow for sequential
measurements, resulting in a reduced number of required microphones.

Another distinction between the types of measurement methods can be made concerning the relative
velocity between the tire and sensors: the sensors are either stationary or moving with the tire.
In the first case, where a vehicle is passing the microphone array similar to the CPB method (see
Sec. 1.3.3), the Doppler effect due to the speed difference between the tire and the microphones has to
be accounted for during the localization process. In the second case, there is no relative motion between
the microphones, apart from the rotation of the tire, which is usually neglected since the contribution
of the air turbulence due to the tire’s rotation to the overall noise is considered insubstantial. Another
possibility is to use the laboratory drum method with stationary sensors.

The first attempts to localize regions with strong contributions to the overall noise due to the tire-
pavement interactions were measurements of the sound intensity field, performed in the 1980s and
1990s, see [107, 108, 109, 110]. The measurements were either carried out in a wind tunnel or with a
pp-probe, consisting of two spaced microphones mounted to a moving truck tire. The findings of these
publications show frequency-dependent contour plots of the sound intensity in a plane parallel to the
tire’s sidewall, which exhibits regions of higher sound intensity levels near the tire contact patch and
at the leading and trailing edge of the tire.

Other publications used Near-Field Acoustic Holography (NAH), an inverse method with which the
sound pressure and acoustic particle velocity distribution can be calculated in a source plane from
microphone array measurements. The microphones are arranged, usually in a regular microphone
grid, in a plane parallel to the source plane in a small distance from the sound sources. NAH can be
applied in the time as well as in the frequency domain. The fundamentals of this method are covered
in [58]. Several advanced algorithms based on NAH were developed over time, e. g. Statistically
Optimal NAH (SONAH) [111] or Helmholtz equation least-squares (HELS) [112, 113]. In [15], a

38



3.3 Sound Source Localization at the Tire

trailer equipped with a regular microphone array was used to identify the dominant sound sources at
the rolling tire. Due to the design of the trailer, which was an open construction, the mean airflow
velocity was accounted for by modifying the NAH algorithm with a convective wave equation. In [114,
115], NAH was applied using a tire running on laboratory drums with a stationary microphone array,
and in [116], a microphone array was mounted to a moving car.

Another method for the localization of the various sound sources emitted by a moving car uses
stationary microphone arrays at the roadside with the vehicle passing by. Thereby, not only the
sources due to the tire-pavement interactions are localized but also sound sources emitted by the
combustion engine or – at higher speeds – aerodynamic sources. The methods presented in Sec. 3.1
and Sec. 3.2 may be used with adaptions for the localization of moving sound sources. Due to the
vehicle passing the microphones, the distances between scan points and the microphone positions
become a function of time. The relative motion between the source and the microphones leads to a
frequency shift perceived at the observer positions, known as the Doppler effect. It has to be considered
by the beamforming algorithm. Beamforming methods applied to sources moving along an arbitrary
trajectory can be found in [117, 118]. In [119, 120], the sound sources emitted by different vehicles
passing in a setup similar to one defined in the Pass-By method [35], see Sec. 1.3.3, are identified via
Beamforming using de-dopplerization of the recorded signals. NAH with a stationary microphone line
array, identifying the sound sources of a passing car is presented in [121, 122].

Further works and a good overview of different sound source localization methods applied to moving
cars and rolling tires can be found in [123, 124]. A general overview of the application of different
sound source localization methods is provided in [125].
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CHAPTER 4

The Forward Problem

This chapter will address the process of creating a Finite Element model of the vehicle trailer. This FE
model will be used for forward acoustic simulations, i. e. prescribing acoustic sources and calculating
the acoustic pressure, and subsequently for the sound source identification with the Inverse Scheme,
see Chap. 5. Apart from constructing a CAD model of the trailer – or at least the acoustically
essential parts of it – creating the FE model involves mainly finding suitable boundary conditions for
the regions where acoustic absorbers are mounted. Further, a method for validation via microphone
measurements will be established.

In Sec. 4.1, material models for characterization of the acoustic properties of acoustic absorbers will
be presented. Subsequently, two different material models will be applied to the used absorber, which
requires fitting the model parameters via impedance tube measurements. Thereafter, in Sec. 4.2 the
forward model will be validated with in-situ microphone measurements.

4.1 Modeling of Sound Absorbing Materials
Porous materials play a significant role in many applications. They are widely used in room acoustics
and technical applications where sound has to be attenuated. Therefore, developing mathematical and
physical models to describe their absorbing behavior has been of great interest. The fundamental idea
of the models for poroelastic materials is that they consist of an elastic frame and a fluid surrounding
the frame. Acoustic absorption of sound energy within poroelastic materials is mainly caused by
dissipative effects within the fluid and by the deformation of the frame. Biot’s theory is the basis
for describing the poroelastic material’s motion. It states that the average displacement of the fluid
and the frame take place separately but are coupled. In [126, 127], a system of coupled displacement
equations for the frame and the saturating fluid is proposed.

4.1.1 Equivalent Fluid
The acoustic properties of a porous material can be described in some simple cases on a microscopic
scale, e. g., by assuming pores with cylindrical cross-sections. However, the properties of actual acous-
tic absorbers are usually challenging to determine because of the complex geometries of the frame.
Therefore, a homogenization approach is chosen, and the microscopic properties are averaged to a
macroscopic scale. Further, the absorbing material is assumed to be isotropic and homogeneous with
a finite thickness. Assuming isotropy is a valid approach if the dimensions of the pores are small
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compared to the smallest acoustic wavelength of interest and the surrounding fluid is incompressible
at a microscopic scale [128].

Generally, the motion inside the poroelastic material consists of three types of waves: a longitudinal
(compressional) wave in the fluid part, a longitudinal wave in the solid part and a transversal (shear)
wave in the solid part. In cases where there is no visco-inertial coupling between the frame and the
fluid, the frame can be considered as motionless, i. e. rigid. This is a valid assumption for frequencies
above the decoupling frequency fdc, which is given by [128]

fdc = Ξφ2

2πρf
. (4.1)

In (4.1) ρf denotes the density of the frame. The flow resistivity Ξ and the porosity φ are material
properties will be defined in the following section.

In case of a motionless frame, only the longitudinal wave within the fluid phase is considered, and
therefore, the sound propagation within the porous absorber can be described by an equivalent fluid
wave equation, analogous to (2.52), which reads in the homogeneous case, i. e. without any sources
present, as

∇ · ρeff∇pa(x, ω) + ω2

Keff
pa(x, ω) = 0 . (4.2)

An effective, complex-valued density ρeff(ω) and compression modulus Keff(ω) are introduced to
account for visco-inertial effects and thermal dissipative effects within the absorber [129]. Also, the
characteristic field impedance becomes complex-valued and a function of frequency Zc = Zc(ω). The
characteristic field impedance and the wave number can be expressed in terms of the effective density
and compression modulus via

Zc(ω) = ρeffKeff

k(ω) = ω
ρeff
Keff

.
(4.3)

The speed of sound within the poroelastic medium also becomes complex-valued and frequency-
dependent – in contrast to air where c is not dependent on the excitation frequency. It can be
calculated via

c(ω) = Keff
ρeff

. (4.4)

The attenuation effect of a complex-valued wave number within an acoustic absorber can be illus-
trated by inserting k(ω) into the solution for the one-dimensional wave equation, see (2.89). For a
purely propagating wave, this reads as

pa(x, ω) = p̂ae−jkx = p̂ae−jkRexekImx , k = kRe + jkIm . (4.5)

The term ekImx leads to an attenuation for increasing values of x if kIm < 0.
Besides the particular case of a rigid frame, under some conditions, one can assume a limp frame,

i. e. a negligible frame stiffness. The limp model may be used when the absorbing material’s density is
very low, e. g. light fiberglass, or due to the mounting or the excitation of the absorber [128]. Models
for materials with a limp frame are given in e. g. [130, 131, 132, 133] but will not be covered here.

4.1.2 Material Models
Over time, a large number of material models were developed, with which the effective density and
compression modulus can be calculated. This chapter is restricted to models, which assume a rigid
frame. Material models can be divided into phenomenological models, based solely on measurements
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of different types of absorbers, analytical models, which are typically only valid for absorbers of simple
geometries, e. g. with pores with cylindrical cross-sections and the combination of the two types, the
semi-empirical models. The latter models are therefore a combination of empirical and analytical
models. An overview of existing models can be found in [128, 134, 135].

Material model parameters

In the following, important material parameters, which are parameters of models used in this thesis,
will be explained on basis of [128, 134, 136]. In this thesis the fluid surrounding the frame is always
assumed as air, since this will be the case in the applications.

The porosity φ is the ratio of the air volume Va and the total volume of the absorber Vt, which is the
sum of the air and the frame’s volume Vt = Va + Vf

φ = Va
Vt

. (4.6)

High porosity is linked to sizeable viscothermal dissipation and, therefore, high values for the absorp-
tion coefficient. Measurement methods of φ can be found in [137, 138].

The flow resistivity Ξ is defined as the ratio of the pressure differential Δp across the thickness h of a
material sample to the mean normal flow velocity v through the sample

Ξ = Δp

vh
. (4.7)

The method for determining Ξ is standardized in [139].

The high frequency limit of tortuosity α∞ describes how much the trajectory of the fluid particles is
deviated due to the frame from the normal direction. The dynamic tortuosity α (ω) is defined as the
ratio of the dynamic density due to drag effects ρdyn and the equilibrium fluid density ρ0. Therefore,
α∞ can be interpreted as a correction term for ρdyn at high frequencies. It can be measured by
electrical measurements or by using superfluid 4He as surrounding fluid [140, 141].

The viscous characteristic length Λ is defined as [140]

Λ = 2 V

|v(r)|2 dV

A

|v(rw)|2 dA
, (4.8)

where V denotes the volume of the pores, A the surface of the pore walls, and v(r) and v(rw) denote
the microscopic velocity of the fluid in the pores and at the surface of the walls, respectively. In other
words, Λ is a velocity-weighted surface-to-pore ratio.

The fibers can be modeled as infinitely long cylindrical channels in fibrous materials such as fiber-
glass. If the direction of sound propagation is perpendicular to the cylinders and the porosity is close
to 1, Λ is given by [128]

Λ = 1
2πlfrf

, (4.9)

where lf is the total length of fibers per unit volume and rf the radius of the cylinder’s cross-section.
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The thermal characteristic length Λ is defined as the surface-to-pore ratio without the velocity weighting

Λ = 2V

dV

A

dA
= 2V

A
. (4.10)

In case of fibrous materials with the assumed properties, as stated in the paragraph above, the thermal
characteristic length is given by

Λ = 2Λ . (4.11)

The static thermal permeability k0 is the value of the thermal permeability k (ω) at low-frequencies.
k (ω) provides a description of the thermal exchanges between the rigid frame and the fluid.

Delany-Bazely-Miki (DBM) Model

The DBM model, sometimes referred to as Miki model in literature, was proposed in [142] which is an
extension to the original model presented by Delany and Bazely in [143], a purely empirical model.
Further improvements have been published in [144]. It is a popular model for highly porous materials
since it only requires one parameter, the flow resistivity. In the original work, the acoustic properties of
various fibrous acoustic absorbers were determined in an impedance tube under plane wave conditions.
The acoustic absorbers under test covered a wide range of flow resistivity values. With this data, a
regression analysis was performed. The influence of the frequency divided by the flow resistivity f/Ξ
on the normalized characteristic impedance Zc/(ρ0c) and the normalized wave number k/(ω/c) was
investigated. The functions are assumed as

Zc(f/Ξ) = ρ0c 1 + aZ
f

Ξ

pZ

+jbZ
f

Ξ

qZ

(4.12)

k(f/Ξ) = ω

c
ak

f

Ξ

pk

+j 1 + bk
f

Ξ

qk

. (4.13)

In Miki’s modified version, a positive-real condition of the impedance function and an additional
restriction on the wave number are introduced. These conditions are derived from an electro-acoustic
analogy of a cylindrical tube and lead to a linear dependency of the coefficients and exponents in
(4.12) and (4.13). The original model did not consider these conditions. Hence, the coefficients of the
Delany-Bazely (DB) model are not physically realizable and may lead to significant errors, especially
in the lower range of f/Ξ. The structure of the Miki model’s equations remains the same as for the
DB model, see (4.12) and (4.13).

The bounds of f/Ξ in the original model are given by

0.01 ≤ f/Ξ ≤ 1 . (4.14)

The authors of the DBM model claim the validity of their model even outside of this range.
The coefficients and exponents of the DB and the DBM model are shown in Tab. 4.1 [142, 143, 144].

Note that the original paper assumes a centimeter–gram–second (CGS) system of units; therefore, the
numeric values of coefficients provided differ from the original publication.

The downside of the DBM model is that it provides realistic values only for absorbers with porosity
and tortuosity close to unity since the measurements by Delany and Bazely were carried out with
highly porous foams and fibrous materials. Improvements could be achieved by replacing the flow
resistivity Ξ with an effective flow resistivity Ξe = Ξφ in [145].
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DB model DBM model
aZ 0.050 0.070
bZ −0.076 −0.107
pZ −0.754 −0.632
qZ −0.732 −0.632

ak 0.169 0.160
bk 0.086 0.109
pk −0.595 −0.618
qk −0.700 −0.618

Table 4.1: Coefficients and exponents of the original DB model and the DBM model.

Johnson-Champoux-Allard-Lafarge (JCAL) Model

The JCAL model [146] is a semi-empirical model that extends to the Johnson-Champoux-Allard model
[140, 141]. In [141], an expression for the frequency-dependent tortuosity in porous materials was found
to predict the high frequency asymptotic behavior. From the tortuosity α (ω), the dynamic density
can easily be calculated via

ρdyn = α ρ0 . (4.15)

In [140], the model by Johnson is extended to a phenomenological frequency-depended model of the
effective bulk modulus Keff(ω) of a fluid saturating a rigid frame. The characteristic lengths Λ and Λ
are used to approximate the asymptotic behavior of ρdyn and Keff in the high frequency regime. The
effective density ρeff and the dynamic density are related by

ρeff =
ρdyn

φ
. (4.16)

The expressions of effective density and compression modulus are given by [128, 134]

ρeff(ω) = α∞ρ0
φ

1 + Ξφ

jωρ0α∞
1 + j4α2∞µρ0ω

Ξ2Λ2φ2 , (4.17)

Keff(ω) = κp0/φ

κ − (κ − 1)

1 − j φλth
k0cpρ0ω

1 + j4k0
2
cpρ0ω

λthΛ 2φ2

−1 . (4.18)

In (4.17), the following constants related to the saturating fluid are introduced: the dynamic viscosity
µ and the thermal conductivity λth.

Additional work on the JCAL model was done in [147] and refined in [146], resulting in the JCAPL
model. In this version of the model, possible constrictions between the pores can be modeled. The
JCAL model can be interpreted as a special case of the more general JCAPL model.

Another material model which aims at matching the material’s middle-frequency behavior is pre-
sented in [148]. Since neither model is used in this thesis, they will not be discussed in detail.

4.1.3 Integration of Material Models within the Finite Element Framework
In this thesis, the material models are applied in order to integrate regions with acoustic absorbers in an
acoustic FE simulation. In other words, they model the boundary conditions of a given measurement
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setup. The frame of the poroelastic medium is considered as rigid. Therefore, the sound propagation
within the absorber can be described by an equivalent fluid equation, see (4.2).

A more general version of the Helmholtz equation shall be considered, allowing for a space-dependent
density, i. e. an inhomogeneous medium. Applying the Fourier transform to an inhomogeneous version
of (2.21) yields

∇ · 1
ρ(x)∇pa + ω2

K(x)pa = F(x) . (4.19)

The FE model considered in Sec. 4.2 includes regions with air, denoted by Ωair, and regions with
an acoustic absorber, denoted by Ωdamp, see Fig. 4.1. The computational domain, therefore, consists
of two different piecewise homogeneous media. In this case, the general density ρ(x) and compression
modulus K(x) in (4.19) are defined as

ρ(x) = ρeff if x ∈ Ωdamp

ρ0 if x ∈ Ωair
, K(x) = Keff if x ∈ Ωdamp

K0 = ρ0c2 if x ∈ Ωair
. (4.20)

Figure 4.1: Computational domain with two piecewise homogeneous media, denoted by Ωair and
Ωdamp.

The acoustic absorbers are therefore modeled as separate regions with their actual physical dimen-
sions. The computational domain Ω therefore is Ω = Ωair Ωdamp. The material properties ρ(x) and
K(x) are calculated with a suitable material model, e. g. the JCAL model. The material parameters
can be fitted with impedance tube measurements, see Sec. 4.1.4. Additionally, boundary conditions on
the outer boundaries ∂Ωair and ∂Ωdamp can be incorporated, e. g. the sound-hard boundary condition
∇pa · n = 0 which leads to full reflection.

A different approach excludes the absorber regions from the computational domain, i. e. Ω = Ωair,
and prescribes the impedance at the interface Γi. This can be achieved in the Finite Element framework
by inserting (2.78) into the weak formulation of the Helmholtz equation (2.100). Neglecting any source
terms within Ω \ ∂Ω yields, under consideration of (2.101),

Ω

wk2pa − ∇pa · ∇w dx = jωρ0

∂Ω

w
pa
Zs

ds . (4.21)

Because of the structure of the wave equation, the impedance boundary condition can only consider
normal components of the acoustic particle velocity without any tangential components. Therefore,
this particular boundary condition only yields valid results for planar surfaces and plane waves at
normal incidence or locally reacting absorbers, where there is no sound propagation in the lateral
direction, cf. Sec. 2.1.7.
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4.1.4 Fitting of Material Model Parameters via Impedance Tube Measurements
In this section, the characterization process of an acoustic absorber material using the two-microphone
method will be considered. The absorption and reflection coefficient can be inferred from these plane
wave measurements, among other material properties. The measurement of the reflection coefficient
was used to identify the material model parameters of the absorber material attached to the inner
surfaces of the measurement trailer. This trailer was deployed for gathering the microphone measure-
ments to identify the sound sources in the real-world application. For a detailed description of the
trailer, see Chap. 6.

Determining the material model parameters of the material sample via impedance tube measure-
ments is a parameter identification problem. The cost function to solve this minimization problem is
given by

Jr =
Nf

i=1
|rmeas(ωi) − rcalc(ωi)|2 . (4.22)

In (4.22), rmeas(ω) denotes the measured reflection coefficient and rcalc(ω) the calculated reflection
coefficient, where the material properties are calculated with the JCAL model, see (4.24). Since the
reflection coefficient is a function of frequency ω, the summation in (4.22) is carried out over Nf
discrete frequencies within a defined frequency band ωl ≤ ωi ≤ ωu.

For the calculation of rcalc(ω) we consider the analytic solution of the sound transmission of plane
waves through an acoustic absorber, which is given by (2.96), where ρ = ρeff and k = keff . Due to the
sound-hard termination at the end of the impedance tube in the two-microphone setup – see Fig. 2.2
– in (2.96), for the velocity the relation va,x1 = va(x = d) = 0 holds. Here, the arbitrary positions x1
and x2 in (2.96) are chosen at the two surfaces of the absorber: x1 = d and x2 = 0.

Therefore, the specific impedance of an absorber is given by

Zs,eff = Zs(x = 0) =
pa,x2

va,x2 · n
= T11

T21

= cos keffh

j keff
ωρ

eff
sin keffh

= −jZc cot keffh ,
(4.23)

with the thickness h of the sample, the elements T11 and T21 of the transfer matrix defined in (2.97)
and the (effective) characteristic field impedance Zc = ρeffceff . With (4.23), (2.83) and with θi = 0,
the reflection coefficient rcalc is calculated via

rcalc =
Zs,eff(ζJ,i) − Z0

Zs,eff(ζJ,i) + Z0
, (4.24)

where ζJ,i denotes the six material parameters of the JCAL model φ, k0, Λ, Λ , Ξ and α∞.
To yield the material parameters of the JCAL model from which the material properties ρeff and

Keff of the absorber can be calculated, the unconstrained minimization problem

min
ζJ,i

Jr (4.25)

has to be solved.

Results of the Material Parameter Fitting

This subsection describes the process of determining the correct material properties of the acoustic
absorbers mounted inside the used measurement trailer.

A circular impedance tube manufactured by Brüel & Kjær, with an inner diameter of 100 mm was
used. For measurements in the higher frequency regime, a different configuration of the impedance
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tube with an inner diameter of 29 mm has to be used. For the larger tube, an upper frequency limit of
fu = 1600 Hz results from the restrictions concerning the frequency limits mentioned in (2.87). Since
the dominant sound sources of the main mechanisms during the tire-pavement interactions are below
this frequency limit, only measurements with the larger impedance tube were carried out.

The signal generation and data acquisition was performed using the software PULSE Acoustic
Material Testing in a Tube, a data acquisition interface including an analog-to-digital converter and
an amplifier produced by Brüel & Kjær. Cylindrical samples of the acoustic absorber were cut out
and placed in the impedance tube with no distance to the sound-hard termination. The reflection
coefficient was measured with the two-microphone method. Since cutting the absorbers is done by
hand, a variation of the measured material properties has to be expected. Therefore, five samples
were cut, and the measured reflection coefficient was averaged.

The acoustic absorbing material under test is an open-cell acoustic foam with a thickness of 50 mm
and a coating on the front for protection against moisture and oil. Its density is given by 30 kg/m3

[149]. Because of the absorber’s high density, the assumption of a poroelastic material with a rigid
(motionless) frame is justified, see (4.1).

The minimization of (4.25) was performed via a genetic optimization algorithm implemented in
the Optimization Toolbox of MATLAB. The fundamentals of the genetic algorithm are covered in
Sec. 2.3.2 and [150]. The following options were set:

• Number of chromosomes in a population: 70

• Number of maximum generations (number of maximum iterations): 100

• Number of individuals that are guaranteed to be selected for the next generation (Elitism): 4

In the first step, the simple DBM model was used, and later results of a fitting using the JCAL
model will be presented. The material parameters of the DBM and JCAL model are assumed to be a
property of the material itself and are not frequency dependent. However, the fitting is performed for
three different frequency bands, namely for

• FB 1: 200 ≤ f/Hz ≤ 500

• FB 2: 500 < f/Hz ≤ 1000 ans

• FB 3: 1000 < f/Hz ≤ 1600

in order to achieve better fitting results.
While the optimization is an unconstrained problem, for each optimization parameter, a lower

bound and upper bound is defined. The optimization results of the DBM parameter and the JCAL
parameters for each frequency band and the predefined parameter bounds can be seen in Tab. 4.2
and Tab. 4.3, respectively. The bounds for the DBM model have to be chosen frequency dependent
in order to fulfill the model constraint (4.14). Therefore, for each frequency band, the bounds for Ξ
are determined according to

Ξmin = fmax(1 + p) (4.26)
Ξmax = 100fmin(1 − p) , (4.27)

with a factor 0 ≤ p < 1 that allows Ξ taking values outside the boundaries in (4.14). For the results
presented below, a value of p = 0.2 was chosen. However, also setting its value as high as p = 0.8 did
not significantly improve the fitness value.

The bounds in case of the JCAL model remained the same for each frequency band and are therefore
only stated once in Tab. 4.3.
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Frequency Bounds
band lower upper Ξopt

FB 1 400 24000 24000
FB 2 800 60000 33406
FB 3 1280 120000 32543

Table 4.2: DBM model parameter bounds and optimization results for each frequency band.

Para- Bounds Optimal values
meter lower upper FB 1 FB 2 FB 3

φ 0.38 1 0.94 0.87 0.54
Ξ 1.20 E4 3.60 E4 3.32 E4 2.49 E4 1.63 E4

α∞ 1.25 3.76 3.76 3.11 1.91
Λ 4.50 E−5 1.35 E−4 1.17 E−4 1.35 E−4 1.21 E−4
Λ 4.50 E−5 1.35 E−4 7.86 E−5 1.35 E−4 1.35 E−4
k0 5.70 E−10 3.42 E−9 3.42 E−9 3.42 E−9 1.08 E−9

Table 4.3: JCAL model parameter bounds and optimization results for each frequency band.
FB 1: 200 ≤ f/Hz < 500, FB 2: 500 ≤ f/Hz < 1000, FB 3: 1000 ≤ f/Hz < 1600.

Figure 4.2 shows the visualization of the JCAL model parameters’ optimization results relative to
their individual bounds. The three frequency ranges FB 1 − 3 are depicted separately. As a reference,
the optimization results are also provided for the case that the optimization is carried out over the
whole frequency range 200 ≤ f/Hz < 1600 (FB 4). The optimization results of FB 4 are close to
the ones of the middle frequency band FB 2, as can be seen in Fig. 4.2. The optimal JCAL model
parameters Λ, Λ and k0 in FB 2 and FB 4 are very close to their corresponding upper bounds, whereas
they do not show this behavior in other frequency bands.

Figure 4.2: Optimal parameters of the JCAL model in each frequency band after the genetic optimiza-
tion, visualized relative to their bounds.
FB 1: 200 ≤ f/Hz < 500, FB 2: 500 ≤ f/Hz < 1000, FB 3: 1000 ≤ f/Hz < 1600.

In order to determine which model achieves the best description of the used acoustic absorber, the
reflection coefficient r calculated with the optimal DBM and JCAL model parameters, via (4.24), in
comparison to the impedance tube measurement is shown in Fig. 4.3. In Figs. 4.3a and 4.3c, the
calculation of the reflection coefficient is performed for each frequency band FB 1 to FB 3 separately
with the corresponding model parameters listed in Tab. 4.3. Therefore, the graph of the reflection

49



4 The Forward Problem

coefficient – depicted as a thick blue line – is not continuous. Additionally, there are semi-transparent
lines plotted in the graph, which correspond to r-values within frequency ranges outside of the fitted
frequency bands. This shows the deviation of the calculated reflection coefficient from the measurement
outside those frequency bands, where the optimization was performed.

Suppose the optimization is carried out over the whole frequency range of the measurement, i. e. in
the interval [200, 1600] Hz. In that case, the calculated reflection coefficient matches the measurement
in no frequency band as well as in the case where the fitting is performed separately, see Figs. 4.3b
and 4.3d.

From Fig. 4.3, it becomes clear that the DBM model is not able to approximate the frequency
behavior of the used acoustic absorber as well as the JCAL model. Therefore, all further investigations
will focus on the material properties inferred via the JCAL model.

Comparing the performance of the JCAL model when all frequencies are fitted (FB 4), one can
see that especially the calculated value of the reflection coefficient’s imaginary part Im{r} deviates
more from the measurement in Fig. 4.3d than in Fig. 4.3c. However, it can be concluded that the
absorption behavior of the tested material sample can be very well approximated with the JCAL
model. Therefore, the hereby identified complex-valued density and compression modulus can be
validated in a forward simulation.

(a) DBM: Optimization performed in separate
frequency bands. Calculated values outside of
these bands are shown as semi-transparent.

(b) DBM: Optimization performed in the whole
frequency range of measurement.

(c) JCAL: Optimization performed in separate
frequency bands. Calculated values outside of
these bands are shown as semi-transparent.

(d) JCAL: Optimization performed in the whole
frequency range of measurement.

Figure 4.3: Calculated reflection coefficient of the material sample with optimal DBM and JCAL
material parameters and measured values.
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4.2 Validation of the Forward Model
In this section, the material properties ρeff and Keff , which were inferred via the JCAL model and
a genetic optimization – described in the section before – are used in a forward acoustic simulation
of the measurement trailer. In the following subsections, the Finite Element (FE) model of the used
measurement trailer and its validation are presented.

4.2.1 FEM Model of the Used Trailer
In order to simulate the acoustic pressure within the measurement trailer via the Finite Element
Method, a three-dimensional model of the trailer has to be generated. First, a CAD model of the
trailer, including all acoustically relevant geometries and scatterers, has to be established.

In Fig. 4.4, the trailer is depicted. The enclosure of the measurement trailer is made out of sheet
steel, which is assumed to be a sound-hard boundary, i. e. va,n = 0 at the surfaces of the sheet metal.
On the inner surfaces of the enclosure, one layer of an acoustic absorber material is mounted for sound
insulation and to absorb the radiated sound from the rolling tires. The thickness of the absorbers is
h = 50 mm. The regions of the absorbers are modeled as separate region in the FE model. Within
this absorber region, the density and compression modulus are assumed complex-valued and therefore
model the absorbing behavior of the poroelastic material. Details on the modeling of the absorbers
can be found in the previous sections.

The trailer’s interior consists of two mirror-symmetric chambers with one measurement tire each.
The chambers are separated with a double layer of thick sheet metal and absorbers are mounted on
each side. The chambers are closed on all sides and the top but completely open at the bottom. The
pavement on which the trailer stands is modeled as sound-hard.

(a) Outside of the measurements trailer.
©AIT – Johannes Zinner

(b) Inside of one chamber of the measurements
trailer with mounted microphones and loud-
speaker in the back.

Figure 4.4: Measurement trailer.

Strut bars, the wheel suspension, microphone mounts, etc., are acoustic obstacles within the trailer
where the sound is (partially) reflected, scattered, and diffracted. In order to reduce the effort of
meshing, some of the mentioned obstacles are neglected. Whether neglecting an acoustic obstacle is
justified, a measure is the acoustic wavelength, which is calculated via (2.64). Since the maximum
frequency of interest is 1600 Hz, the minimum wavelength at ambient conditions of 20 ◦C is λmin ≈
343 m/s
1600 Hz = 214 mm. Therefore, e. g. thin bars for mounting the microphones with a 20 mm × 40 mm
cross-section are neglected, i. e. modeled as air. Further, all microphone cables, the microphones
themselves, bolts and screws etc., are not included in the model. All other scatterers with characteristic
dimensions > 40 mm are considered and modeled as sound-hard boundaries. Nevertheless, some parts
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were geometrically simplified. For example, the enclosure is assumed to be a perfect rectangular prism,
where, in fact, it is built of folded and reinforced sheet metal, including two doors on each side.

The trailer is variable in height, so the gap between the lateral walls of the enclosure and the
pavement is adjustable. For the validation measurements with a loudspeaker and the measurements
on the road, the minimum slit size of approximately 80 mm was chosen. This slit represents an
impedance jump that causes partial reflections and therefore has to be considered in the FE model.
To model the sound propagation to the outside, an air volume around the gap is added. Free sound
propagation is assumed outside of the trailer, which means no reflections from the outside back to the
interior are considered.

The regions of the forward problem’s computational domain Ω are shown in Fig. 4.5. The FE
model is clipped such that the interior is visible. In the left chamber (light blue), a loudspeaker is
placed for validation measurements, which will be explained in detail later. In the right chamber
(dark blue), a cylindrical cavity with sound-hard boundaries represents the measurement tire. The
acoustic absorber region with material properties ρeff and Keff is depicted in pink. On the floor and
the absorber’s outer boundaries, a sound-hard boundary (va,n = 0) condition is imposed, where the
latter models the trailer’s metal sheet enclosure.

The gap around the lower edge of the lateral wall can be seen in the image’s lower left and lower
right corners. The air volume around the trailer is depicted in light green. In dark green, one can see
the computational domain called Perfectly Matched Layer (PML), which models free field radiation
outside of the trailer. A detailed explanation of this technique follows later.

Figure 4.5: Computational domain of the forward problem, clipped to show cavities with sound-hard
surfaces to model the loudspeaker in the left chamber and the tire in the right chamber;
other sound scatterers and the mesh are visible in the semi-transparent visualization on
the right side.

The simplified geometry of the measurement trailer was meshed using tetrahedrons with linear
ansatz functions. The mesh size was chosen according to the rule of thumb, which states that at least
10 to 20 linear elements have to be used per wavelength in order to resolve the sound field sufficiently
[151]

hmin = λmin
10 = 1

10
c

fmax
. (4.28)

This yields a minimum mesh size of hmin ≈ 21 mm at the highest frequency of interest fmax = 1600 Hz.
Since the later described Inverse Scheme is computationally demanding, three meshes with different
mesh sizes were used to reduce the number of degrees of freedom and therefore the computation
time at lower frequencies. The meshes with the lower resolution have a mesh size of h500 = 68 mm
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4.2 Validation of the Forward Model

and h1000 = 34 mm, which correspond to 10 linear elements per wavelength at 500 Hz and 1000 Hz,
respectively. The resulting number of nodes of the computational mesh can be taken from Tab. 4.4.

fmax in Hz h in mm No. nodes
500 68 24.1 E3

1000 34 169.5 E3
1600 21 661.0 E3

Table 4.4: Mesh sizes h for different maximum frequencies fmax and the resulting number of nodes.

A PML (Perfectly Matched Layer) is added to the air volume around the gap to model the free field
radiation outside of the trailer. The PML is a damping region within the computational domain, whose
specific impedance is matched to the specific impedance of the propagating domain – in this case, the
air domain surrounding the gap. Therefore, sound waves can enter the PML region at any arbitrary
angle without being reflected. Within the PML region, the sound pressure’s amplitude is attenuated
such that the amplitude of the sound wave, which is reflected from the sound-hard termination of the
PML region back into the air region, is negligible.

The PML technique leads to a modified Helmholtz equation within the PML region, which reads as
[151]

η
x2

η
x3

∂

∂x1

1
η

x1

∂pa
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+ η
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∂

∂x3
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η
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∂x3

+ η
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η
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η
x3

k2pa = 0 .

(4.29)

or written in matrix notation, since η
x̄i

= η
x̄i

(x̄i),

∇ · D ∇pa + bk2pa = 0 , (4.30)

where

D(xi) = diag
η

x2
η

x3

η
x1

,
η

x1
η

x3

η
x2

,
η

x1
η

x2

η
x3

b(xi) = η
x1

η
x2

η
x3

.

In (4.29), the functions η
xi

compute as follows

η
xi

(xi) = 1 + σxi
(xi)

jω , (4.31)

where σxi
is an appropriate damping function and xi are e. g. the cartesian coordinates x, y, z. For

the damping functions σxi
, different choices are possible. For σxi

= 0, it follows that η
xi

(xi) = 1 and
(4.29) becomes the standard homogeneous Helmholtz equation (2.52) which means that D = b = 1 in
(4.30).

In this concrete application, the Inverse Distance approach was chosen. In doing so, the damping
functions are defined as

σxi
(xi) = c

LPML − |xi| , (4.32)

where LPML denotes the thickness of the PML and xi is zero at the interface between PML and air.
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This choice is called unbounded PML since
∞

0

σxi
dxi = ∞ .

It was shown that the Inverse Distance damping is optimal for the Helmholtz equation [151, 152].
Within the PML region, the same discretization as in the air domain and a minimum amount of two
finite elements along the thickness of the PML was used.

Alternatives to the PML technique are absorbing boundary conditions (ABC) [153] or infinite ele-
ments [154]. Further details on the treatment of open domain problems can be found in [151].

The final FE model now needs to be validated. This was achieved by placing a loudspeaker inside the
stationary trailer. Thereby, a known acoustic excitation of the trailer is accomplished and a forward
simulation of the acoustic pressure can be compared to microphone measurements. In order to model
the loudspeaker’s moving membrane as an appropriate boundary condition, the membrane velocity
was measured with a laser-Doppler-vibrometer (LDV) and subsequently prescribed at the membrane
in the FE model.

4.2.2 Modeling of Loudspeaker
The basic idea of modeling a loudspeaker within the acoustic FE simulation is to cut its membrane
and housing from the computational mesh. A picture of the used loudspeaker model and the housing
is shown in Fig. 4.6a. The loudspeaker is manufactured by Visaton, model FR10 with an impedance
of 4 Ω and a membrane diameter of 100 mm [155]. The housing has a quadratic cross-section with an
outer dimension of 140 mm and a height of 380 mm. It is made out of aluminum with a thickness of
10 mm and therefore is assumed to be sound-hard.

(a) Photo of loudspeaker.

(b) Surfaces of computational mesh.

Figure 4.6: Used loudspeaker for validation measurements: Visaton FR10 4 Ω, and its aluminum hous-
ing.

In the FE model, the normal velocity of the surface is prescribed. This can readily be achieved
in the FE framework via the surface term in (2.101). In order to determine the surface velocity va,n

as a function of frequency, the loudspeaker was excited with an exponential sweep and the normal
component of the mechanic velocity at discrete points of the membrane was measured with an LDV.
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4.2 Validation of the Forward Model

The measurement grid is a circular grid with 13 concentric circles with 21 measurement points along
each circumference.

The LDV measurements showed that the membrane moves as a rigid body up to a frequency of
approximately 1200 Hz. Above this frequency, the rigid body movement is superimposed by a higher-
order mode of the membrane. In Fig. 4.7, values of the membrane deflection for the discrete frequencies
f = 200, 800, 1200, 1600 Hz are shown. The relative displacement zrel is plotted, which computes as

zrel(x, y, f) = z(x, y, f)
zmid(f) , (4.33)

where zmid(f) = z(x = 0, y = 0, f) denotes the midpoint deflection. Note that the outermost cir-
cles of measurement points, where r > 40 mm, are not shown, as the amplitude of the membrane’s
displacement decreases towards the outer radius due to the mounting of the membrane.

Figure 4.7: Measurements with an LDV of the membrane’s (Γmem) deflection relative to the center
point measurements of the membrane at 200, 800, 1200, 1600 Hz. Measurement points in
a circular grid, only points with r ≤ 40 mm shown.

Although the assumption of the rigid body movement is not entirely valid for frequencies above
1200 Hz, the boundary condition in the simulation for those frequencies was chosen the same as for
f ≤ 1200 Hz: a constant normal surface velocity on a circular surface is prescribed va,n(x, ω) = v̂(ω).
This membrane surface is depicted in red in Fig. 4.6b (Γmem).

A blending function is introduced to take the decreased velocity amplitude near the edge of the
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membrane into account. The blending function is defined via

fblend(r) =
1 for r < Rco
1
2 cos π r−Rco

R−Rco
+ 1 for r ≥ Rco ,

(4.34)

with the empirically chosen crossover radius Rco = 29 mm and the membrane radius R = 50 mm.
A plot of the appropriately scaled blending function can be seen in Fig. 4.8. This figure shows
the maximum and minimum membrane displacement, zmin and zmax, respectively, as a function of
the radial direction r = x2 + y2. Exemplary, the frequency f = 500 Hz is shown. The function
max {zmem} fblend(r) approximates the membrane displacement very well.

Figure 4.8: Membrane displacement as a function of the radial direction r at top and bottom dead
center, zmax and zmin, respectively, and appropriately scaled blending function.

Since LDV measurements of the membrane synchronous to microphone measurements are not feasi-
ble in a closed measurement trailer, characteristic curves of the membrane’s velocity at its center point
and the current through the loudspeaker at discrete frequencies 200, 300, . . . 1600 Hz were recorded.
Different amplifier gains were used. The characteristic curves in amplitude and phase are shown ex-
emplarily for five frequencies in Fig. 4.9. It can be seen that there is a linear relationship between
the current I through the loudspeaker and the normal velocity’s amplitude in the ranges of interest
I < 1 A and f ≤ 1600 Hz. From these results, it is possible to calculate the slopes of the characteristic
curves and the phase offsets between current and normal velocity at each frequency. Therefore, it is
sufficient to measure the current through the loudspeaker synchronously with the microphone data to
determine via linear interpolation the correct excitation for the FE simulation – i. e. amplitude and
phase of the membrane’s normal surface velocity.

As shown in the left graph of Fig. 4.9, the slopes of the characteristic curves vary over the frequency.
The slopes can be interpreted as the sensitivity |Ev| of the velocity of the membrane’s midpoint to
the current excitation, whose unit is m/s

A . In other words, this is the amplitude of the membrane’s
velocity at its center point at a current of 1 A through the loudspeaker. The phase offsets in the right
graph of Fig. 4.9 can be interpreted as the phase ϕEv of the sensitivity Ev. Plotting the amplitudes
and phases of the sensitivity Ev over the frequency results in the graphs depicted in Fig. 4.10. It can
be observed that, in general, the sensitivity’s amplitude is lower at higher frequencies. The phase of
the sensitivity has values just above −π/2, with smaller peaks at f = 500, 900 and 1300 Hz.
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Figure 4.9: Characteristic curves of current I through the loudspeaker and amplitudes and phases of
the normal velocity of the membrane’s center point; evaluated at discrete frequencies.

Figure 4.10: Sensitivities of the membrane velocity in amplitude and phase.

4.2.3 Comparison of Simulated and Measured Sound Pressure
With the geometry including all relevant sound-hard scatterers, appropriate model parameters of the
acoustic absorbers, and a suitable method to calculate the amplitude of the loudspeaker membrane
at discrete frequencies, the forward FE model can be validated with microphone measurements. The
loudspeaker with its housing is placed inside the stationary trailer and is excited with a sinusoidal
signal at discrete frequencies f = 200, 300, . . . 1600 Hz. The current through the loudspeaker is recorded
simultaneously with the microphone signals. Inside the trailer, a three-dimensional microphone array
consisting of 33 microphones is mounted on mounting bars, see Figs. 4.4b and 4.11. In Fig. 4.11, the
outlines of the trailer’s left chamber with the loudspeaker, including its housing and the microphone
positions, are depicted. The microphones surround the loudspeaker at randomly chosen positions with
varying distances to the loudspeaker membrane. Of course, the chosen positions had to be feasible
with the mounting bars depicted in Fig. 4.4b. An irregular 3D array surrounding the sound sources is
favored over a (regular) 2D array, since it achieves better sound source localization results, even with
conventional beamforming-based methods, cf. Sec. 3.1.2.

Subsequently, the Fourier transform of each microphone signal is compared to the simulated acoustic
pressure at the microphone positions. Again, it has to be stressed that absolute values of the sound
pressures and their phases can be compared as no amplitude scaling or phase offset is necessary since
the correct excitation values can be inferred from the electrical current measurements.

The first simulation results with the material properties from the fitting of the calculated reflection
coefficient to impedance tube measurements showed an overall good agreement between measured and
simulated acoustic pressures. While the qualitative course of the simulated sound pressure ampli-
tudes and phases matches the measurements well, there are larger deviations at some microphones.
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Figure 4.11: Positions at which the sound pressure is measured with microphones and the acoustic
pressure is evaluated in the FE simulation; the outlines of the trailer’s chamber and the
loudspeaker are depicted.

Therefore, an additional, direct fitting of the material parameters was introduced.

Fitting of Material Properties via Microphone Measurements

While in the first fitting of the material properties, the cost function consisted of the measured and
calculated reflection coefficient, now the cost function is adjusted to

Jp =
Nm

i=1
|pa,sim(xm,i, K, ρ, ω) − pa,meas(xm,i, ω)|2 , (4.35)

where K(ω) denotes the complex-valued compression modulus, ρ(ω) the complex density of the porous
material and xm,i the microphone positions. In contrast to the cost function (4.22) in the previous
fitting, where the summation was carried out over all frequencies within a defined frequency band, it
is now carried out over all microphone positions xm,i.

The optimization problem for the second fitting reads as

min
KRe,KIm,ρRe,ρIm

Jp , (4.36)

which is again solved with a genetic algorithm. The optimization is performed separately for each
frequency of interest. This second optimization requires an FE simulation for each chromosome in each
generation. Therefore, the computational demand is significantly higher than in the first optimization,
which only required the evaluation of the JCAL model equations for each chromosome. Further,
the evaluation of the simulated sound pressures with openCFS has to be included in the genetic
optimization workflow of Matlab, which requires customizing internal Matlab functions.

The optimization parameters are the real and imaginary parts of K and ρ. Their bounds [b ,low, b ,up]
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are determined as follows

bKRe,low = 0.5Re Kopt , bKRe,up = 1.5Re Kopt

bKIm,low = 0.5Im Kopt , bKIm,up = 1.5Im Kopt

bρRe,low = 0.5Re ρopt , bρRe,up = 1.5Re ρopt (4.37)

bρIm,low = 0.5Im ρopt , bρIm,up = 1.5Im ρopt .

The nominal values Kopt and ρopt in (4.37) are the optimal values from the first optimization of the
JCAL model parameters, see Tab. 4.3. Since in this second optimization, the values of K and ρ are
optimized directly without any material model, the optimization result is not guaranteed to provide
material parameters of a physically feasible acoustic absorber. However, some effects of the limitations
of the FE model mentioned in Sec. 4.2 can be included in the complex fluid domain to improve the
match of the simulated sound pressures at the microphone positions to the measurements.

To gauge how well the simulated sound pressure pa,sim matches the measured sound pressure pa,meas
at the microphone positions, two relative errors are calculated:

εrel,L2 =
pa,sim − pa,meas L2

pa,meas L2

(4.38)

εabs,L2 =
|pa,sim| − |pa,meas| L2

pa,meas L2

, (4.39)

where pa,
denotes [Nm × 1] the vector of sound pressures at each of the Nm microphone positions.

The L2-norm is calculated via

pa L2 =
Nm

im=1
|pa,im

|2 . (4.40)

While (4.38) takes the complex values and, therefore, the phase differences between simulated and
measured sound pressures into account, (4.39) calculates a relative L2-error of the sound pressure
amplitudes.

The plots of the calculated relative errors of the acoustic pressures are shown in Fig. 4.12 as a
function of frequency. The calculation is carried out for the acoustic pressures of the simulation with
complex material parameters calculated with optimal JCAL model parameters (first optimization,
orange lines in Fig. 4.12) and with optimal complex material parameters from the second optimization
(purple lines Fig. 4.12). As can be seen, both relative errors, εrel,L2 and εabs,L2, are lower in case of
using the material parameters of the second optimization. In general, the relative error εrel,L2 is much
higher than the relative error value of the pressure amplitudes, εabs,L2. Especially the high peaks at
200, 500 and 900 Hz in the curve of the relative error εrel,L2 in Fig. 4.12a are not present in εabs,L2 in
Fig. 4.12b. This fact leads to the assumption that the phase mismatch at these frequencies dominates
the error values.

Note that at 900 Hz, the relative error of acoustic pressure amplitudes is higher for the simulation
using the material parameters from the second optimization than in case of values from the first
optimization, see Fig. 4.12b. While this fact might be surprising at first, it can easily be explained since
the cost function of the second optimization, Jp, calculates the difference between the complex values
of simulated and measured sound pressures. Indeed, the relative error of complex sound pressures
decreases for the second optimization at 900 Hz, see Fig. 4.12a.

In order to take a deeper look into the validity of the forward model, the simulated sound pressure’s
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(a) Relative errors of complex-valued sound pressures. (b) Relative errors of amplitude values of sound pres-
sures.

Figure 4.12: Relative L2 errors between simulated sound pressures and measurements at microphone
positions inside the measurement trailer with loudspeaker excitation. The simulation is
performed with material parameters from the first (orange lines) and second optimization
(purple lines).

amplitude and phase at each microphone are compared to the microphone measurements. In Fig. 4.13
and Fig. 4.14, this is done for characteristic frequencies: frequencies with the highest and lowest
relative errors. The simulated and measured sound pressures are plotted as a function of the distance
rlm between the microphone points and the center point of the loudspeaker’s membrane. Additionally,
the distance scaled with the wavelength λ at the corresponding frequency for each microphone point
is calculated according to

rlm,rel = rlm
λ

. (4.41)

Again, the plots of the individual acoustic pressures prove that the simulations with material properties
obtained via the second optimization, (4.36), is superior to the one where the material properties are
fitted with the first optimization (4.25).

Figure 4.13 and Fig. 4.14 show that the overall qualitative course of the sound pressure’s ampli-
tude and phase match the measurements well at most microphone positions. This is also the case for
frequencies with higher relative errors, e. g. at 500 Hz. At this frequency, single microphone points,
such as microphones with rlm = 0.71 m and rlm = 1.01 m, show more significant errors in amplitude
than other microphones. Additionally, there is a constant phase offset between simulation and mea-
surement. The constant phase offset can also be observed at 900 Hz. These two factors lead to high
relative overall errors.

Other reasons for the deviations between simulation and measurement may be the simplifications of
the CAD model concerning its geometry and the assumption of the membrane’s rigid body movement,
which is not entirely true for higher frequencies – this may explain the rise of the L2 errors for
frequencies f > 1000 Hz. Further, the used current sensor module for measuring the current through
the loudspeaker may cause phase errors, which could explain the significant phase offset between
measured and simulated sound pressures at specific frequencies. Since at frequencies of 500 and
900 Hz the phase offset between measurement and simulation is high, and at those frequencies also the
peaks in the phase offset between current and membrane velocity occur – see right graph in Fig. 4.10
– the assumption of an error in the current measurement module seems plausible.

All microphones are calibrated using a Brüel & KjærSound Calibrator, Type 4231 [156], which
operates at 1 kHz. Other frequencies are not calibrated; therefore, some microphones may show
deviations in phase and amplitude from the real values. Another uncertainty is the microphone
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Figure 4.13: Comparison of simulated sound pressures at microphone positions with measurements at
300 Hz, 500 Hz and 900 Hz; material parameters obtained with different optimizations.



Figure 4.14: Comparison of simulated sound pressures at microphone positions with measurements at
1000 Hz, 1200 Hz and 1400 Hz; material parameters obtained with different optimizations.



4.2 Validation of the Forward Model

positions, since they are measured manually. The maximum positioning error is estimated to be
5–10 mm.

However, the overall validation result is satisfying, and it can be concluded that the forward model of
the trailer is suitable for the sound source localization calculations with the Inverse Scheme. Although
there are significant deviations at some frequencies and microphone positions, one has to bear in mind
that the comparison is done in Pascal (Pa). The commonly used value in acoustics, however, is the
sound pressure level, Lpa , which is defined by

Lpa = 20 log10
pa,rms

p0
, (4.42)

with

pa,rms = 1
T

T

0

pa(t) , p0 = 20 µPa .

The absolute deviation of simulated and measured sound pressure level, averaged over all Nf frequencies
and Nm microphone, is

Lerr = 1
Nf

Nf

if=1
Lif ,err = 6.43 dB First optimization

5.59 dB Second optimization
, (4.43)

where

Lif ,err = 1
Nm

Nm

im=1
|Lim,meas − Lim,sim|2 . (4.44)
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CHAPTER 5

The Inverse Problem

The Inverse Scheme for sound source localization was first presented by Kaltenbacher et al. in [157].
The acoustic forward problem is defined by the Helmholtz equation (2.52), which is the wave equa-

tion in the frequency domain. This partial differential equation solves for the acoustic pressure pa(x, ω)
with a given source distribution F(x, ω). The considered inverse problem is to reconstruct the source
distribution F(x, ω) within a finite region x ∈ Ωsc from microphone measurements pms

i
at the mi-

crophone positions xm,i ∈ Ω \ Ωsc via minimizing the difference i|pa(xm,i) − pms
i

|2 between the
microphone measurements pms

i
and FE simulations pa(xm,i). Since the inverse problem is ill-posed in

the sense of Hadamard, see definition 2.2.1, a regularization is required.
The following sections describe the mathematical and physical model and address the optimization

problem and its regularization. These sections are based on [157]. Further, sound source identification
results using virtual measurements and microphone measurements of the stationary setup, described
in the chapter before, will be presented.

5.1 Mathematical Formulation
The governing equation is the weak form of the Helmholtz equation (2.100), which can be expanded
without any restrictions to the more general Helmholtz equation for an inhomogeneous medium (4.19).
Since the relation

Ω

∇ 1
ρ(x) · ∇paw dx =

Ω

∇ · 1
ρ(x)∇paw dx −

Ω

1
ρ(x)∇pa · ∇w dx

=
∂Ω

1
ρ(x)∇paw · ds −

Ω

1
ρ(x)∇pa · ∇w dx

(5.1)

holds, the weak form of (4.19) is equal to (2.100). We will use this to include acoustic absorbers in
the computational domain.

In order to include also monopole sources that are described via the delta distribution, the weak
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form of the inhomogeneous Helmholtz equation is rewritten as

Ω

∇pa · ∇w + k2pa w dx = − F in + Fbd, w
W ∗,W

∀w ∈ W . (5.2)

In (5.2), F in denotes sources located at positions xsc,n ∈ Ωsc within the source domain Ωsc and
Fbd = ∇pa · n denotes sources at the boundaries ∂Ωsc. W is a real Hilbert space with the inner
product

(v, w) = Re


Ω

(∇v · ∇w + v w) dx


and W ∗ its dual.

We split the acoustic pressure pa and the test function w in the variational problem (5.2) into real
and imaginary parts

pa = pa,Re + jpa,Im (5.3)
w = wRe − jwIm . (5.4)

Since it can readily be proven that the imaginary part of (5.2) is redundant, only the real part will be
considered. Rewriting the weak form of the Helmholtz equation in terms of real values amounts to

Re


Ω

∇pa · ∇w + k2pa w dx

 =

Ω

∇pa,Re · ∇wRe + ∇pa,Im · ∇wIm − k2(pa,RewRe + pa,ImwIm) dx =

−Re F in + Fbd, w
W ∗,W

.

(5.5)

The same considerations hold for a PML region, where the Helmholtz equation is extended to (4.30),
see [157]. The left-hand side of (5.5) is defined as A(pa, w). Since we divide it into real and imaginary
parts, it also becomes clear that

A(pa, w) = Re


Ω

∇pa · ∇w + k2pa w dx


= A(pa, w)

(5.6)

defines a nonsymmetric bilinear form on W . Since we can consider the model, which will later be
included as a constraint in our inverse problem, as a linear equation of pa,Re and pa,Im in real function
spaces, we can conclude that while the squared complex value w → |w|2 is not complex Gâteaux
differentiable, the expression wRe, wIm → w2

Re +w2
Im is real differentiable with respect to wRe and wIm.

In this thesis, sound sources are modeled as delta distributions, i. e. monopole sources. This leads
to the ansatz

F in + Fbd =
Nsc

n=1
ane jϕnδ(xsc,n) , (5.7)

with the total number of sources Nsc = Nin + Nbd, where Nin is the number of sources within the
volume Ωsc and Nbd is the number of sources on the boundary ∂Ωsc. The amplitudes and phases of
the nth source are denoted by an and ϕn, respectively. Due to the properties of the delta distribution,
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the inner product in (5.2) becomes

F in + Fbd, w
W ∗,W

=
Nsc

n=1
ane jϕnw(xsc,n) , (5.8)

if the test functions w ∈ W are continuous at xsc,n. This is provided by using the Sobolev space
W = W 1,r, with r > d, where Ω ∈ Rd, d ∈ [2, 3].

More general cases, where the sources are modeled as sums of smooth functions, e. g. Gaussian
functions and with the use of the finite element ansatz functions, or as the normal component va,n of
the acoustic particle velocity va on ∂Ωsc, are covered in [157] and [158], respectively.

The unknown amplitudes and phases of the sound sources are the parameters of the underlying pa-
rameter identification problem. It is ill-posed in the sense of Hadamard, and, therefore a regularization
– in this case by means of Tikhonov – is needed.

Solving for the unknown parameters amounts to the following constrained optimization problem

min
p

a
∈U, a∈RNsc , ϕ∈[−π/2,π/2]Nsc

J(pa, a, ϕ)

s.t. A(pa, w) = −Re F in + Fbd, w
W ∗,W

∀w ∈ W .
(5.9)

Note, that the source phases ϕn are subject to a box constraint −π/2 ≤ ϕn ≤ π/2. Therefore, the
source’s amplitudes can also take negative values to cover the whole complex plane.

Since the Inverse Scheme is defined in the frequency domain, any dependency on the angular fre-
quency ω = 2πf will be omitted in further notations. In (5.9), J is a functional, defined as the
difference of microphone measurements pms

i
and simulated acoustic pressures pa at the same micro-

phone positions xm,i and a Tikhonov regularization. The definition of the functional reads as

J(pa, a, ϕ) = Φ

2

Nm

i=1
pa(xm,i) − pms

i

2

+ αr

Nsc

n=1
|an|q + β

Nsc

n=1
ϕ2

n −
Nsc

n=1
ln π

2 + ϕn + ln π
2 − ϕn ,

(5.10)

where Φ is an appropriately chosen scaling factor to ensure convergence and to avoid rounding errors
for small values of pressures pa and pms

i
. The factors αr and β are the regularization parameters of

source amplitude and phase, respectively. The last term with the parameter ensures the phase’s box
constraint and avoids phase-wrapping effects. If Φ = 1, the identified sound source amplitudes must
be scaled back by 1

Φ to receive the correct amplitudes for the unscaled problem.
The exponent q is chosen within (1, 2]. If chosen close to unity, it leads to sparser sound source

reconstructions. The regularization parameters αr and β are chosen according to

αr = αr,02−m, β = β02−m , (5.11)

with starting values αr,0 and β0, where m is the smallest exponent such that the inequality

Nm

i=1
pa(xm,i) − pms

i

2
≤ εm (5.12)

is fulfilled. Here, εm denotes the measurement error. This principle is called the sequential discrepancy
principle, see e. g. [159].

Sound source identification results with the Inverse Scheme tended to have phase values close to ± π
2 .
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This could be observed mainly at source points with low amplitudes because of the low sensitivity of
the resulting sound pressure to changes in the sound source’s phase values. Therefore, an alternative
phase regularization is introduced. The new β-term is defined as

−β

Nsc

n=1
ln an +

max{|an|} +

2
ϕ2

n . (5.13)

A small value is introduced to avoid the pole for an = 0. Note that the β-term now has a negative
sign. In Fig. 5.1, the Tikhonov regularization terms in (5.10) are plotted as functions of the source
amplitude an and phase ϕn. The x-axis in the plots is the scaled source amplitude an

max{|an|} and the
source phase ϕn, respectively.

(a) Amplitude regularization for
different exponents of q. (b) New phase regularization. (c) Regularization of phase’s box

constraint.

Figure 5.1: Tikhonov regularization terms of the Inverse Scheme. Plotted are the sums in (5.10) that
are scaled with αr, β and , respectively, as functions of scaled source amplitude and source
phase.

To solve (5.9), we use a gradient method which will be computed using the adjoint approach. The
application of the adjoint method will be discussed in detail in Sec. 5.1.1. A Lagrange functional is
defined as

L(a, pa, ϕ, z) = J(pa, a, ϕ) + A(pa, z) + Re
Nsc

n=1
ane jϕnw(xsc,n) , (5.14)

with an adjoint state z. Note that the source model has already been incorporated in (5.14). Due to
the use of the adjoint state z, we do not need a classical Lagrange multiplier λn, as defined in (2.114).

5.1.1 Computation of the Gradient
We define the reduced functional

j(a, ϕ) = J(pa(a, ϕ), a, ϕ) , (5.15)

where pa has to satisfy the constraint

∀w ∈ W : A(pa, w) = −Re
Nsc

n=1
ane jϕnw(xsc,n) . (5.16)

Due to the regularity of the constraint, a minimizer of the optimization problem has to satisfy the
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following first-order optimality conditions

0 = ∂

∂an
j(a, ϕ) = ∂

∂pa
J(pa(a, ϕ), a, ϕ) ∂

∂an
pa(a, ϕ) + ∂

∂an
J(pa(a, ϕ), a, ϕ) (5.17)

0 = ∂

∂ϕn
j(a, ϕ) = ∂

∂pa
J(pa(a, ϕ), a, ϕ) ∂

∂ϕn
pa(a, ϕ) + ∂

∂ϕn
J(pa(a, ϕ), a, ϕ) . (5.18)

The expressions ∂pa/∂an and ∂pa/∂ϕn are called sensitivities as they are the partial derivative of the
solution quantity of the model with respect to the source amplitudes and phases. To directly calculate
the gradient, 2Nsc state equations have to be solved, which can be computationally costly since Nsc
can be very large. In the Finite Element framework, the number of nodes within Ωsc determines Nsc.
Therefore, the number of possible source locations depends on the mesh size and the choice of the
source domain Ωsc. To avoid the direct calculation of the sensitivities, the adjoint approach is chosen.

The derivatives

∂

∂an
j(a, ϕ) = d

dan
J(pa(a, ϕ), a, ϕ),

∂

∂ϕn
j(a, ϕ) = d

dϕn
J(pa(a, ϕ), a, ϕ)

can be expressed as

d
dan

J(pa(a, ϕ), a, ϕ) = d
dan

L(pa(a, ϕ), a, ϕ, z)

= ∂

∂pa
L(pa(a, ϕ), a, ϕ, z) ∂

∂an
pa(a, ϕ) + ∂

∂an
L(pa(a, ϕ), a, ϕ, z) ,

(5.19)

d
dϕn

J(pa(a, ϕ), a, ϕ) = d
dϕn

L(pa(a, ϕ), a, ϕ, z)

= ∂

∂pa
L(pa(a, ϕ), a, ϕ, z) ∂

∂ϕn
pa(a, ϕ) + ∂

∂ϕn
L(pa(a, ϕ), a, ϕ, z) ,

(5.20)

since pa(a, ϕ) satisfies the constraint (5.16).
By setting ∂

∂p
a
L to zero, which defines the adjoint equation, the calculation of the sensitivities can

be avoided. In the following, we derive the first-order optimality conditions, with the adjoint state z
and n = 1, . . . , Nsc

0 = ∂

∂an
L(a, ϕ, pa, z)

= αrq|an|q−1sign(an) − 2β
ϕ2

n

an + + Re ejϕnz(xsc,n)
(5.21)

0 = ∂

∂ϕn
L(a, ϕ, pa, z)

= −2βϕn ln a2
n + 2 ϕn

π
2 − ϕn

π
2 + ϕn

− anIm ejϕnz(xsc,n)
(5.22)
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0 = ∂

∂pa
L(a, ϕ, pa, z)[v]

= A(v, z) + Φ

Nm

i=1
Re (pa(xm,i) − pms

i
)v(xm,i) for v ∈ U

(5.23)

0 = ∂

∂z
L(a, ϕ, pa, z)[w]

= A(pa, w) + Φ

Nsc

n=1
anRe ejϕnz(xsc,n) for w ∈ W

(5.24)

(5.24) represents the derivative in the direction of w ∈ W with respect to the adjoint variable
z. Carrying out the derivative results in the scaled state equation. (5.23) is the linearized direc-
tional derivative of the Lagrange functional with respect to pa and defines the aforementioned adjoint
equation. To derive the stated result, we approximate the derivative with respect to pa

∂

∂pa
L(a, ϕ, pa, z)[v] ≈ L(pa + v) − L(pa)

= J(pa + v, a, ϕ) − A(pa + v, z) − J(pa, a, ϕ) + A(pa, z) ,

(5.25)

where

J(pa + v, a, ϕ) = Φ

2

Nm

i=1
pa,i

+ vi − pms
i

2
+ R(a, ϕ), (5.26)

pa,i
= pa(xm,i)

vi = v(xm,i) .

Here, R(a, ϕ) denotes terms in the functional J , that are not dependent on the pressure pa, see (5.10).
Expressing the pressure-dependent part of (5.26) in terms of real and imaginary parts and neglecting
higher order terms of the direction v ∈ U amounts to

Φ

2 pa,i
+ vi − pms

i

2
= Φ

2 pa,i,Re + jpa,i,Im + vi,Re + jvi,Im − pms
i,Re − jpms

i,Im
2

= Φ

2 |(pa,i,Re − pms
i,Re)

pi,Re

+j (pa,i,Im − pms
i,Im)

pi,Im

+vi,Re + jvi,Im|2

= Φ

2 (pi,Re + vi,Re)2 + (pi,Im + vi,Im)2

= Φ

2 p2
i,Re + p2

i,Im +✘✘✘✘✘✘✿≈ 0
v2

i,Re + v2
i,Im + 2pi,Revi,Re + 2pi,Imvi,Im .

(5.27)

Therefore, the relation

J(pa + v, a, ϕ) − J(pa, a, ϕ) = Φ (pi,Revi,Re + pi,Imvi,Im) (5.28)

holds. Combining (5.28) with
A(pa + v, z) − A(pa, z) = A(v, z) (5.29)
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and
Re p

i
v(xm,i) = pi,Revi,Re + pi,Imvi,Im , (5.30)

results in the solution given in (5.23).
The strong form of (5.23) reads as

∇ · ∇z + k2z = Φ

Nm

i=1
pa(xm,i) − pms

i
δ(xm,i) in Ω

n · ∇z = 0 on ∂Ω ,

(5.31)

which is the Helmholtz equation with the pressure differences p
i

as a right-hand side.
Since the adjoint equation (5.23) and (5.31) holds, calculating the gradients (5.19) and (5.20) simplify

to

∂

∂an
j(a, ϕ) = ∂

∂an
L(pa(a, ϕ), a, ϕ, z) , (5.32)

∂

∂ϕn
j(a, ϕ) = ∂

∂ϕn
L(pa(a, ϕ), a, ϕ, z) . (5.33)

Hence, the computationally costly calculation of the sensitivities can be avoided by solving (5.31)
in a weak sense to obtain z and subsequently calculating ∂L(a, ϕ, pa, z)/∂an and ∂L(a, ϕ, pa, z)/∂ϕn

according to (5.21) and (5.22), respectively. Solving for the adjoint state z in the FE framework can
be accomplished very efficiently since the system matrices stay the same as in the forward problem,
only the right-hand side changes. Due to the use of the adjoint approach, the effort of calculating the
gradient is not dependent on the number of microphones or source points.

5.1.2 Implementation of the Inverse Scheme
The Inverse Scheme is implemented in the open-source Finite Element program openCFS [160]. In the
following, a pseudo code is presented to show the structure of the implementation. After calculating
the gradient, an Armijo line search is used, see Sec. 2.3.1. The pseudo-code of the implementation is
shown in Alg. 1, where fixed parameters are shown in Tab. 5.1.

Parameter Symbol Value
Measurement error εms 0.01
Initial step length t0 1
Armijo factor 1 βl 0.25
Armijo factor 2 ξ 1 E−4
Maximum gradient reduction factor tol 1 E−5
Maximum outer steps kmax 10
Maximum gradient steps lmax 30
Maximum line search steps mmax 20

Table 5.1: Fixed parameters of the Inverse Scheme’s implementation in openCFS.

71



Algorithmus 1 : Inverse Scheme
Input : Regularization parameters αr, β, , Φ, measurement data pms, microphone positions xm,i

Output : Identified source amplitudes and phases a,ϕ

Function res = residual(p)
res = Φ

2
Nm
i=1 |p(xm,i) − pms|2

Function J = Tikhonov(a, ϕ, res)

J = res + αr
n

|an|q − β
n

ln an+
max{|an|}+

2
ϕ2

n −
n

ln π
2 + ϕn + ln π

2 − ϕn

Function p = state(a, ϕ)

solve A(p, w) = −Re
n

ane jϕn w(xsc,n) for p

Function z = adjoint(a, ϕ, p)
solve A(v, z) + Φ

i

Re{(p(xm,i) − pms)v(xm,i)} for z

Function d = gradient(a, ϕ, z)

dan = αrq|an|q−1sign(an) − 2β
ϕ2

n

an + + Re e jϕn z(xsc,n)

dϕn = −2βϕn ln a2
n + 2 ϕn

π
2 − ϕn

π
2 + ϕn

− anIm e jϕn z(xsc,n)

Initialization:
a = ϕ = p = 0
res ← residual(p)
J ← Tikhonov(a, ϕ, res)
k = 0
while res > εms & k < kmax do // Outer iteration

z ← adjoint(a, ϕ, pms)
d ← gradient(a, ϕ, z) // d = [da, dϕ]
l = 0
while d 2

2 < d|k=0
2
2 tol & l < lmax do // Gradient steps

t = t0
anew = a − da ∗ t
ϕnew = ϕ − dϕ ∗ t
pnew ← state(anew, ϕnew)
resnew ← residual(pnew)
Jnew ← Tikhonov(anew, ϕnew, resnew)
while Jnew > J − ξβlt d 2

2 & m < mmax do // Line search
t = βlt
anew = a − da ∗ t
ϕnew = ϕ − dϕ ∗ t
pnew ← state(anew, ϕnew)
resnew ← residual(pnew)
Jnew ← Tikhonov(anew, ϕnew, resnew)
m = m + 1

a = anew; ϕ = ϕnew
p = pnew
res = resnew
J = Jnew
z ← adjoint(a, ϕ, p)
d ← gradient(a, ϕ, z)
l = l + 1

αr = 0.5αr, β = 0.5β
k = k + 1

a = a/Φ // Scaling back
p ← state(a, ϕ) // Final computation of sound pressure field
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5.2 Sound Source Identification within the Trailer with Virtual Measurements
In this section, the performance of the Inverse Scheme is tested within the stationary measurement
trailer. Sound source identification results are obtained from virtual measurements and will be dis-
cussed in the following. The virtual measurements are provided from forward calculations, which
were presented in Sec. 4.2. Later, in Sec. 5.3 and Chap. 6, the sound source identification with the
Inverse Scheme will be applied to real measurement data. The calculations with virtual data shall
serve as a proof of concept. Further, since we obtain the virtual microphone data with a forward FE
simulation, it is possible to compare the sound fields of the forward simulation, carried out with the
prescribed sources, and of the inverse simulation with the identified sound sources in all nodes of the
computational mesh. When applying the Inverse Scheme to actual microphone data, the sound field
is only known in the discrete microphone positions.

5.2.1 Virtual Measurements
A section of the computational mesh for the forward simulations is depicted in the right image in
Fig. 4.5. The loudspeaker is placed in the left chamber without a tire, while in the other chamber,
the measurement tire is mounted, and no loudspeaker is present. Therefore, both chambers must
be included in the computational domain since there are no symmetries in the geometry and the
excitation.

In the validation simulations, we defined the normal component of the membrane’s surface velocity
as an excitation since the results were compared to microphone measurements with an actual loud-
speaker. However, since we now want to identify monopole sources with the Inverse Scheme, in the
forward simulations for the virtual measurements also monopole sources are imprinted on the mem-
brane to ensure comparability between forward and inverse simulations. The monopoles’ amplitudes
amem,fwd,n = amem,fwd on the membrane are assigned the same value on all nodes within Γmem –
see Fig. 4.6b. The surface Γp around the membrane, called “plate”, is excited with aplate,fwd,n =
0.5 amem,fwd.

In the forward simulation, the sound pressure, which serves as input for the Inverse Scheme, is
evaluated at the same 33 microphone positions xm,i as in the validation simulations. In order to
model uncertainties that occur in real measurements, to each microphone pressure signal pms

i
(ω) a

random variable Yi(ω) is added. The signal-to-noise ratio (SNR) between the sound pressure signal
and the random variables is set to LSNR = 20 dB. The added noise may account for uncertainties in
the measured microphone positions, inaccuracies e. g. due to wind noise, or material parameters of
the acoustic absorbers when applying the Inverse Scheme to real measurement data.

The sound pressure signals pms with added random values Y (ω) are computed according

pms(ω) = pms(ω) + Y (ω) , (5.34)

Y (ω) = 1
210(Lpms −LSNR)/10(γ1 + jγ2) , (5.35)

where γi is a vector of length Nm with normally distributed random variables and the power level
Lpms of the microphone signals is calculated via

Lpms = 10 log10
1

Nm

Nm

i=1
|pms

i
|2 . (5.36)

In Fig. 5.2, the schematics of the Inverse Scheme with virtual measurement data is provided.
The forward computation to obtain the virtual measurements is performed on the finest mesh for

all frequencies. This mesh has a mesh size of h1600 = 21 mm which corresponds to 10 elements per
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Figure 5.2: Schematics of the Inverse Scheme with virtual measurement data.

wavelength at the highest frequency of interest, fmax = 1600 Hz, assuming an ambient temperature of
approx. 20 ◦C.

The computations for the inverse problem are carried out on coarser meshes for frequencies f ≤
500 Hz and 500 Hz < f ≤ 1000 Hz to reduce the computational demand. The same mesh sizes as in
Sec. 4.2.1 are used. Only one chamber is included in the computational domain to further decrease the
number of unknowns in solving the inverse problem. Since the forward simulation is not symmetric
in terms of geometry and excitation, a sound hard boundary condition at the plane dividing the two
chambers, which is a symmetry boundary condition, would be wrong. Therefore, one chamber is
surrounded by air and PML around the gap between the trailer’s lateral walls and the floor. This
means that the setup for solving the inverse problem assumes that no sound waves that are emitted
to the second (empty) chamber through the gap between the two chambers are reflected back into the
first chamber.

Note that since the simulations for the forward and inverse problem are not carried out on the
same mesh for all frequencies, the possible source positions x ∈ Ωsc may differ, and therefore, a direct
comparison of the source amplitude and phase values of defined and identified sources is not possible.

The inverse method’s computations were carried out on a server with Intel Xeon CPUs with
2.60 GHz. The simulation times for the different mesh sizes, when running the simulations on 12
cores, are shown in Tab. 5.2. These times are, of course, just approximate values, since the actual
simulation time not only depends on the number of nodes but also at which point the stopping criteria
in the algorithm 1 are met at the respective frequencies.

fmax in Hz No. Nodes tsim in h
500 24.10 E3 ≈ 0.8

1000 169.50 E3 ≈ 8
1600 661.00 E3 ≈ 60

Table 5.2: Approximate simulation times tsim of the Inverse Scheme for the different mesh sizes de-
pending on the maximum frequency fmax, when running on 12 Intel Xeon CPUs with
2.60 GHz.

The source domain Ωsc = Γsc, where potential sources are located, is the loudspeaker’s membrane,
the plate, and the housing: Γsc = Γmem Γp Γh, see Fig. 4.6b. The inverse problem with virtual
measurements is solved for discrete frequencies f = 200, 300, . . . , 1600 Hz. The same material pa-
rameters Keff and ρeff are assigned to the acoustic absorber region in the inverse as in the forward
simulation. The material properties of the fitting in Sec. 4.2.3 are used, as the identification with
virtual microphone measurements shall be as close as possible to the measurement setup where actual
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microphone measurements are used to identify sound sources.
The monopole sources prescribed on Γmem and Γp for the forward computation, at an exemplary

frequency f = 200 Hz, are depicted in Fig. 5.3a, where sound source levels Lσn and the source phases
ϕn = arctan Im{σ}

Re{σ} are plotted. The sound source level computes – analogously to the sound pressure
level – as

Lσ = 20 log10
|σ|
σ0

, σ0 = 20 µN/m . (5.37)

As it can be seen in Fig. 5.3, the difference of the prescribed sound source level between sources
on membrane and plate is approximately 6 dB, since aplate,fwd = 0.5 amem,fwd. The source’s phase is
chosen the same for the membrane and plate.

(a) Sound source level. (b) Sound source phase.

Figure 5.3: Monopole sources prescribed on the membrane and the surrounding plate in the forward
simulation to obtain virtual microphone measurements; shown exemplarily at f = 200 Hz.

5.2.2 Inverse Scheme – Sound Source Identification Results with Virtual Measurements
In the following, the sound sources prescribed in the forward simulation and the identified sound sources
via the Inverse Scheme are compared in amplitude (Fig. 5.4) and phase (Fig. 5.5). The presented
results were obtained with the following regularization parameters, which were chosen according to
the findings in [83] and from experience with the new phase regularization (5.13)

αr = 10−6

β = 50
= 2

q = 1.9

Φ = 8
max{|pms

i
|} .

(5.38)

Since in the forward simulation, all amplitude values aplate on the plate Γp are half the amplitude
values of the sources on the membrane Γmem, the graphic representation of the forward amplitude in
the left column of Fig. 5.4 is the same for all frequencies. Only the absolute values of Lσ, i. e. the
ranges of the color bars, change. The prescribed amplitude and phase values of the forward simulation
are chosen the same as in the validation simulations in Sec. 4.2, even though we prescribe monopole
sources in each node here, whereas in the validation simulations the normal component of the acoustic
particle velocity on each element was defined. Therefore, the resulting sound pressure levels at the
microphone positions may be in an unrealistic range.
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(a) Forward Simulation,
f = 200 Hz.

(b) Forward Simulation,
f = 300 Hz.

(c) Forward Simulation,
f = 600 Hz.

(d) Forward Simulation,
f = 1000 Hz.

(e) Inverse Simulation,
f = 200 Hz.

(f) Inverse Simulation,
f = 300 Hz.

(g) Inverse Simulation,
f = 600 Hz.

(h) Inverse Simulation,
f = 1000 Hz.

Figure 5.4: Amplitude results of sound source identification gathered from the Inverse Scheme, with
virtual measurement input data. Forward simulations are depicted in the upper row, and
inverse results are in the lower row.

(a) Forward Simulation,
f = 200 Hz.

(b) Forward Simulation,
f = 300 Hz.

(c) Forward Simulation,
f = 600 Hz.

(d) Forward Simulation,
f = 1000 Hz.

(e) Inverse Simulation,
f = 200 Hz.

(f) Inverse Simulation,
f = 300 Hz.

(g) Inverse Simulation,
f = 600 Hz.

(h) Inverse Simulation,
f = 1000 Hz.

Figure 5.5: Phase results of sound source identification gathered from the Inverse Scheme, with virtual
measurement input data. Forward simulations are depicted in the upper row, and inverse
results are in the lower row.

76



5.2 Sound Source Identification within the Trailer with Virtual Measurements

The source level’s dynamic range in Figs. 5.4 and 5.5 is Ldyn = 12 dB, except for the lowest frequency
of f = 200 Hz, where it is chosen Ldyn(f = 200 Hz) = 24 dB. The reasons for that will be discussed
later. The phase values ϕn of the identified sources are only depicted at locations where Lσ ≥ Ldyn.

From the lower row of Fig. 5.4, it can be seen that for frequencies f > 200 Hz the primary sound
source is identified at the top of the loudspeaker, i. e. the loudspeaker membrane, or the plate. Due to
the chosen dynamic range of 12 dB, only a single dominant monopole source is visible in the Inverse
Scheme’s identification. This single monopole source’s amplitude is higher than the amplitudes of the
individual sources in the forward simulation, since it can be interpreted as the sum of sound sources
in its immediate neighborhood. Due to the compactness of the source region, with its characteristic
dimension being the membrane diameter dmem = 100 mm, the resulting sound pressure at the micro-
phone positions is not sensitive enough to the exact source positions within Γmem Γp. With (2.65),
the Helmholtz number He of the membrane region takes values in the range of

He = 0.37 for f = 200 Hz
2.93 for f = 1600 Hz .

Therefore, compactness is given according to (2.66) for the lower frequencies of interest. With increas-
ing frequency, the location of the identified dominant sound sources converges towards the midpoint
of the membrane.

Also, the identified source’s phase values match the phases of the forward simulation well; see
Fig. 5.5.

The only frequency which stands out concerning the location of the identified dominant sound source
is the lowest frequency of 200 Hz. Here, the dominant sound source is located at the bottom of the
loudspeaker’s housing, where z = 0. It is assumed that the reason for this behavior is, again, the
compactness of the source at the lowest frequency. It has to be stressed that we can only minimize the
difference of simulated and (virtually) measured acoustic pressures at the microphone position xm,i,
since usually no a priori information about the source distribution is known in a real-life application.
An optimal sound source distribution inferred from the optimization (5.9) may cause a similar sound
field at xm,i at certain frequencies as the actual source distribution of the forward simulation. However,
at f = 200 Hz the Inverse Scheme’s result also yielded weaker sound sources on the membrane and
plate surface. Since they would not have been visible with a dynamic range of 12 dB, a value of 24 dB
was chosen for this frequency. These weaker identified sources are indeed located at the top of the
loudspeaker. As we will see in the following two sections, even at the lowest frequency of 200 Hz, the
sound fields of the original forward simulation and the simulation with identified sound sources match
well.

5.2.3 Inverse Scheme – Sound Pressure Results
In the following, we examine the sound pressure calculated from the identified sources compared to
the forward simulation. Firstly, the relative errors εrel,L2 and εabs,L2 are investigated as a function
of the discrete frequencies. These errors are computed via (4.38) and (4.39), respectively. As the
measured pressures are inferred from a forward simulation here, pa,meas denotes the vector of virtual
measurements at the microphone positions xm,i. In Fig. 5.6, the relative errors are plotted over the
frequency. As one can see, the relative errors are low at all calculated frequencies and are decreasing
with increasing frequency. Again, as it could be observed in the L2-error plots in Sec. 4.2.3, the relative
error of the sound pressure amplitudes εabs,L2 is lower than the relative error of the complex-valued
sound pressures εrel,L2.
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Figure 5.6: Relative L2-errors εrel,L2 and εabs,L2 of the acoustic pressure calculated from identified
sound sources via the Inverse Scheme and the forward computation.

To take a closer look at the calculated acoustic pressure, it is plotted in each microphone position
compared to the virtual measurements as a function of distance between the respective microphone to
the membrane. Again, the same exemplary frequencies f = 200, 300, 600 and 1000 Hz, as in the source
identification results previously, are depicted in Fig. 5.7 and Fig. 5.8. The virtual measurements are
plotted in blue, and the sound pressure simulation with the identified sound sources from the Inverse
Scheme, are shown in amplitude (in Pa) and phase (in rad) in orange. As mentioned, the x-axis
is the distance between the respective microphone position xm,i and the membrane’s center point.
Additionally, the distance scaled with the wavelength at the corresponding frequency, which computes
according to (4.41), is shown in a second axis. Note that the spacing between the ticks in the x-axis is
equidistant and not scaled with the actual distance values to ensure readability of the plotted graph.

78



5.2 Sound Source Identification within the Trailer with Virtual Measurements

Figure 5.7: Comparison of virtual measurement and the simulated sound pressures at the microphone
positions for f = 200 Hz and f = 300 Hz.
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Figure 5.8: Comparison of virtual measurement and the simulated sound pressures at the microphone
positions for f = 600 Hz and f = 1000 Hz.
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The figures show a very good agreement between the two sound pressures. This is also the case for
the lowest frequency of 200 Hz, where the source identification did not perform as well as at higher
frequencies and a monopole source was wrongly localized at the bottom of the loudspeaker’s housing.
The error in dB averaged over all frequencies, which computes via (4.43) is

Lerr = 1.76 dB .

Comparing this calculated error level value and the relative error plot in Fig. 5.6 with the results
in Fig. 4.12a from Sec. 4.2.3, where the simulated sound pressure of the material property optimiza-
tion was shown, the following can be concluded: The overall match of the sound pressures of Inverse
Scheme’s result is significantly better than those of the genetic optimization. However, one has to
consider that in case of the Inverse Scheme, virtual measurements were used as sound pressure mea-
surements. In contrast, in the validation measurements for the material properties, actual microphone
data was used. Despite the differences in these two optimizations, the cost function is, in both cases,
the difference between the measured and simulated acoustic pressure at the same microphone posi-
tions. This fact leads to the conclusion that the sensitivity of the sound pressure at the microphone
positions to changes in the sound source amplitudes and phases and to its positions is higher than
to changes in the material parameters of the acoustic absorbers on the vehicle trailer’s walls. Sec-
ondly, the gradient-based optimization in the Inverse Scheme is assumed to perform better than the
gradient-free optimization used in Sec. 4.2.3.

Later, sound source localization results with actual microphone data will be provided, which allows
a better comparability of the optimization in the Inverse Scheme and the gradient-free optimization
for the parameter fitting.

Up until now, the microphone data serving as input for the Inverse Scheme was gathered from FE
simulations of the forward problem. Therefore, the (virtual) measurements can not only be compared
to the sound pressure at the microphone positions but in the whole computational domain. This
allows us to compare the sound pressure field from the original forward simulations and the sound
pressure simulations with identified sources in arbitrary points. In the latter forward simulation,s the
sound sources identified via the Inverse Scheme were prescribed. In Fig. 5.9, the sound pressure field
is depicted in a section of the air domain of the measurement trailer model. The sections are in planes
parallel to the xz- and yz-planes through the center point of the loudspeaker membrane.

In the left column in Fig. 5.9, the sound pressure level Lpa resulting from the forward simulation is
depicted. In the right column, we see the sound pressure level, which results from the FE simulation
with the identified sound sources from the Inverse Scheme. Again, two exemplary frequencies are
shown: f = 200 Hz and f = 1000 Hz. From the graphical representation in Fig. 5.9a, we can see that
even for the lowest frequency of 200 Hz, where the location of the identified dominant monopole sources
deviated from the actual positions, the sound pressure field resulting from the identified sources is very
similar to the one of the forward simulation.

From the various results shown above, it is concluded that the sound source identification with
the Inverse Scheme yields satisfying results within the measurement trailer. Therefore, the next step
is to apply the Inverse Scheme to source localization problems with actual microphone data. For
this purpose, the microphone measurements from the validation measurements are re-used. We will
compare the Inverse Scheme’s results to the results from other well-known sound source localization
algorithms, such as Conventional Beamforming.
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(a) Forward simulation, f = 200 Hz. (b) Inverse simulation, f = 200 Hz.

(c) Forward simulation, f = 1000 Hz. (d) Inverse simulation, f = 1000 Hz.

Figure 5.9: Sound pressure field in a section of the computational domain of the measurement trailer for
different frequencies. The forward simulation is shown in the left column and simulations
with sound sources identified with the Inverse Scheme in the right column.

5.3 Sound Source Identification within the Trailer – Stationary Measurements
In this section, the performance of the Inverse Scheme is compared to conventional methods for sound
source localization, namely Conventional Beamforming, Functional Beamforming, and the deconvolu-
tion method CLEAN-SC. Details on the fundamentals of these well-established methods are covered
in Chap. 3.

In this section, the stationary trailer is considered. As in case of the validation measurements, the
stationary trailer is excited with a loudspeaker with sinusoidal signals of discrete frequencies. Subse-
quently, sound sources at the loudspeaker’s membrane and its housing shall be identified. Therefore,
in contrast to the previous section, actual sound source measurements serves as input for the Inverse
Scheme and beamforming-based algorithms. The schematics of both methods are depicted in Fig. 5.10.

Except for the sound pressure measurement data, all other inputs for the Inverse Scheme remain
the same as in case of using virtual measurement data. This means, specifically, that the microphone
positions are the ones depicted in Fig. 4.11. Further, the optimal acoustic absorber’s material proper-
ties Keff and ρeff obtained from the second optimization – where the real and imaginary parts of the
effective compression modulus and effective density were fitted to microphone measurements within
the measurement trailer – are prescribed in the porous absorber region of the Finite Element model.
The computational mesh’s element size is chosen adaptively depending on the frequency according to
Tab. 4.4.

As the acoustic excitation was achieved with a loudspeaker, whose membrane is a vibrating surface,
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Figure 5.10: Schematics of the Inverse Scheme and beamforming-based algorithms (short Beamform-
ing) with actual microphone measurement data.

the obvious approach would be to identify the normal component of the surface velocity in each
finite element of the computational mesh within ∂Ωsc. However, sound sources are again modeled as
monopoles. This approach seems justified since the radiation pattern of a small oscillating surface
that is small compared to the wavelength, evaluated at a distance that is large compared to the
characteristic length of the surface, does not differ significantly from that of a monopole source. In the
Finite Element method, the characteristic length of the oscillating surfaces is the mesh size h, which is
at least smaller by a factor 1

10 than the wavelength λ. Therefore, it is assumed that monopole sound
sources may approximate the source distribution of vibrating surfaces well enough. Further, this has
the advantage that the results of the Inverse Scheme can be compared directly with the beamforming
results, where usually monopole sources are assumed.

5.3.1 Sound Source Identification Results with Microphone Measurements
The Inverse Scheme’s sound source identification results were obtained with the exact regularization
and optimization parameters as in the virtual measurements, which are listed in (5.38) and Tab. 5.1.
The region Ωsc of possible source positions is – as in case of virtual measurements – the loudspeaker’s
membrane, the plate around the membrane, and the loudspeaker’s housing, Ωsc = Γmem Γp Γh,
i. e. all surfaces depicted in Fig. 4.6b.

The source maps of the Inverse Scheme are presented in Fig. 5.11. Source points that are depicted
as circles are located at the back-facing surfaces of the loudspeaker’s housing, i. e. the surfaces parallel
to the xz- and yz-plane through the point (x, y) = (1.24, 0.9) m – see Fig. 5.3. The identified source
amplitudes are plotted in the upper row, and the sources’ phases in the lower row. The same frequencies
as in the previous section are chosen, and the dynamic range is set to 12 dB for all frequencies, except
at f = 200 Hz. The reasons for that will be explained later. Note that there are no forward simulations
available to which the sound source localization results may be compared in case of actual microphone
measurements. However, it is safe to assume that the dominant sound sources are located at the
membrane surface Γmem at the top of the loudspeaker.

The plots in Fig. 5.11 show that for frequencies f > 200 Hz, the dominant sound sources are always
identified at the top of the loudspeaker, i. e. the membrane or plate surface, where the dominant sound
sources of a loudspeaker are expected.

Only at the lowest frequency of 200 Hz, the dominant sound source is again localized at the bottom
of the loudspeaker’s housing, as with the virtual measurements. While sound sources are identified at
the top of the loudspeaker, their amplitudes are lower than the amplitude of those at the bottom by
approx. 15 dB. This is the same behavior as was the case with the virtual measurements, where the
dominant sound source at 200 Hz was located at z = 0 as well. This leads to the assumption that at
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(a) Source amplitudes,
f = 200 Hz.

(b) Source amplitudes,
f = 300 Hz.

(c) Source amplitudes,
f = 600 Hz.

(d) Source amplitudes,
f = 1000 Hz.

(e) Source phases,
f = 200 Hz.

(f) Source phases,
f = 300 Hz.

(g) Source phases,
f = 600 Hz.

(h) Source phases,
f = 1000 Hz.

Figure 5.11: Amplitude and phase results of sound source identification within the measurement trailer
gathered from the Inverse Scheme for actual microphone measurement data of loudspeaker
excitation.

this specific frequency, the sound field at the used microphone positions is not unique in terms of the
exact location of the sound sources within Ωsc. As stated in the previous section, the source region can
be assumed to be compact at lower frequencies, where the corresponding wavelength is large compared
to the loudspeaker’s characteristic length.

The results at higher frequencies are very satisfying. Bear in mind that when using actual micro-
phone measurement data as input for the Inverse Scheme, the boundary conditions, i. e. the chosen
material properties in the model’s acoustic absorber region, and all sound hard scatterers within
the measurement trailer, which were geometrically simplified, greatly influence the identified sound
sources. This does not apply to the virtual measurements, where the same geometry and material
properties were used for the forward simulation and the FE simulations of the Inverse Scheme.

In the next step, the sound sources are localized using beamforming-based algorithms – Conventional
Beamforming (ConvBF), Functional Beamforming (FunctBF), and CLEAN-SC – to compare these
results to the Inverse Scheme’s results. Concerning the sound pressure signals, the beamforming-
based algorithms receive the same input as the Inverse Scheme: microphone positions and the Fourier
transforms of the acoustic pressure at the considered frequency. In contrast to the Inverse Scheme,
the beamforming algorithms do not consider the entire geometry of the measurement setup, as free
field radiation from the scanning points to the receiving points is assumed. Therefore, scatterers and
the acoustic absorbers are not modeled, and only the potential source positions xsc ∈ Ωsc are taken
into account concerning the measurement setup’s geometry. From the microphone positions xm,i and
xsc, the steering vectors can be computed via (3.9) and (2.54).

Another significant difference compared to the Inverse Scheme is that it is impossible to identify
the sound sources’ phases with beamforming algorithms since the relation between the searched for
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source strength σ(xsc) and the beamforming result as(xsc) is given by (see Sec. 3.1.2)

as = |σ|2 . (5.39)

In Fig. 5.12, plots of sound source localization results from Conventional Beamforming (ConvBF),
Functional Beamforming (FunctBF), and CLEAN-SC are shown in comparison to the previously
presented Inverse Scheme’s sound source identification results. In the plots of ConvBF and FunctBF
in the left and center columns, respectively, the sources located at the back-facing surfaces of the
loudspeaker housing have been deleted in order to increase the readability. This is necessary because
of the main lobe’s large width.

As it can be seen when comparing the center column of Fig. 5.12 with its left column, the main
lobe width could be decreased when using the advanced algorithm Functional Beamforming. While
ConvBF does not yield satisfying sound source localization results at the lower frequencies of 200,
300, and 600 Hz, with FunctBF it is noticeable at 300 and 600 Hz that the primary sound sources are
located at the top. At f = 1000 Hz with both ConvBF and FunctBF the dominant sound sources are
identifiable at the top part of the loudspeaker.

With the deconvolution algorithm CLEAN-SC at all shown frequencies only one source point lies
within the chosen dynamic range. At the lowest frequency of f = 200 Hz, similarly to the results
obtained with the Inverse Scheme, the dominant sound source is identified at the bottom of the
loudspeaker housing. With increasing frequency, the position of the identified sound source converges
towards the membrane. Comparing the performance of CLEAN-SC with the Inverse Scheme shows
that for frequencies f ≥ 600 Hz their results are very similar to each other concerning the local
distribution of the identified monopole sources. Below 600 Hz, the Inverse Scheme performs better.
Given the drastically higher computation time of the Inverse Scheme compared to CLEAN-SC, this
leads to the recommendation of using a hybrid approach when one is solely interested in the locations
of dominant sound sources. Since at lower frequencies, the Inverse Scheme outperforms the potent
deconvolution algorithm CLEAN-SC and the computational times of the Inverse Scheme are relatively
low when using a coarse mesh, see Tab. 5.2, it is advisable to use the Inverse Scheme. At frequencies
above a specific cut-off frequency of approx. 500 Hz in this example, because of the low computational
demand of CLEAN-SC and its similar performance to the Inverse Scheme’s localization results, it is
advisable to use CLEAN-SC. However, this recommendation is only valid if one is only interested in the
locations and amplitudes of the dominant sound sources. If a good approximation of the present sound
field is of interest or the source phases shall be determined, using the Inverse Scheme is necessary.
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(a) ConvBF, f = 200 Hz. (b) FunctBF, f = 200 Hz. (c) CLEAN-SC, f = 200 Hz.

(d) ConvBF, f = 300 Hz. (e) FunctBF, f = 300 Hz. (f) CLEAN-SC, f = 300 Hz.

(g) ConvBF, f = 600 Hz. (h) FunctBF, f = 600 Hz. (i) CLEAN-SC, f = 600 Hz.

(j) ConvBF, f = 1000 Hz. (k) FunctBF, f = 1000 Hz. (l) CLEAN-SC, f = 1000 Hz.

Figure 5.12: Amplitude results from beamforming-based algorithms Conventional Beamforming
(ConvBF), Functional Beamforming (FunctBF), and the deconvolution algorithm
CLEAN-SC; microphone data was recorded within the stationary measurement trailer
during loudspeaker excitation.
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5.3.2 Inverse Scheme – Sound Pressure Results
In this section, we look at the sound pressure at the microphone positions calculated with the identified
sources via the Inverse Scheme in comparison to the measured sound pressure signals. Firstly, the
relative L2-errors εrel,L2 and εabs,L2 are considered, which compute via (4.38) and (4.39), respectively.
The results, as a function of the discrete frequencies at which the sound source identification was
performed, are depicted in Fig. 5.13. Again, as was the case with the virtual measurements in the
previous section, the relative error of amplitudes, εabs,L2, is lower by a factor of approx. 0.6 to 0.8
as the relative error εrel,L2 of complex sound pressure differences. This fact indicates inaccuracies
in the simulated sound pressure’s phases. The lowest frequency of 200 Hz shows more significant
relative errors than the other frequencies. At this frequency, the sound source identification result
did not yield a satisfactory result. The relative errors decrease with increasing frequency, with two
outliers at f = 700 and 900 Hz, at which the L2-errors are slightly higher. In general, the relative L2-
errors are larger than in case of the virtual measurements. However, they are significantly lower than
in the forward simulation where the material properties Keff and ρeff were fitted to the validation
measurements. This fact will be discussed in further detail later, when the sound pressure at the
microphone positions will be shown.

Figure 5.13: Relative L2-errors εrel,L2 and εabs,L2 of the acoustic pressure calculated from identified
sound sources via the Inverse Scheme and the forward computation.

In order to further analyze the source identification results at the different frequencies, the sound
pressure is plotted as a function of the distance rlm, which is the distance between the microphone
position and the midpoint of the loudspeaker membrane. Additionally, the relative distance rlm/λ
scaled with the wavelength at the corresponding frequency, is plotted as a second abscissa.

As it could be seen from the relative L2-errors, there are deviations between the simulated and
measured acoustic pressures at 200 Hz, especially for rlm ≥ 0.59λ. However, the simulated acoustic
pressure’s phase matches the measured phase very well at all microphone points. This can also be seen
from Fig. 5.13, where – while the overall error values at 200 Hz are high compared to other frequencies
– the relative L2-error εabs,L2 of pressure amplitudes is close to the relative error values εrel,L2 of the
complex values.

For frequencies f ≥ 300 Hz, the simulated and measured pressures match well in amplitude and
phase. The deviation of phases at rlm = 0.67 m at f = 600 Hz is a phase wrapping effect at ϕa ≈ ±π.

As already mentioned, the simulated acoustic pressure matches the measured pressure better in
case of the Inverse Scheme, where the optimization parameters are the searched for sound source
amplitudes and phases within Ωsc, than in case of fitting the acoustic absorber’s material parameters,
where the optimization parameters were the real and imaginary parts of compression modulus Keff
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and ρeff within Ωabs. The cost function is defined in both cases as the sound pressure difference

Nm

i=1
|pa(xm,i) − pms

i
|2 ,

see (4.35) and (5.10). Again it has to be stressed that the measurement is in both cases the same –
the acoustic pressure at the microphone positions while the stationary measurement trailer is excited
via the loudspeaker at the mentioned discrete frequencies. However, in case of the Inverse Scheme we
regularize by means of Tikhonov, and the constrained optimization problem is solved via a gradient-
based optimization. In contrast, the material property fitting is achieved via an unconstrained genetic
optimization.

This fact leads to the conclusion that the optimization via a gradient-based approach is more
potent than the genetic optimization. Further, the sensitivity of the sound pressure at the microphone
positions xm,i is higher to changes in the source distribution within Ωsc than it is to changes in
the complex material properties within Ωabs. Nevertheless, the satisfying sound source identification
results via the Inverse Scheme suggest that the results of the material fitting is sufficiently accurate.

To conclude the sound source identification within the stationary trailer, the sound pressure field
within the trailer is plotted in the whole computational domain, which is computed via a forward
simulation with the results from the Inverse Scheme. Two exemplary frequencies are depicted in
Fig. 5.16: 200 Hz and 600 Hz, which are frequencies that correspond to the highest relative L2-error
of εrel,L2(f = 200 Hz) ≈ 51 % and a relative error in the medium range of εrel,L2(f = 600 Hz) ≈ 31 %.

In Fig. 5.16a, the wrongly identified sound source at the bottom of the loudspeaker’s housing causes
high sound pressure levels in its vicinity. However, also near the membrane, high sound pressure levels
arise from the identified sound sources near the membrane.

At f = 600 Hz one can see acoustic modes within the trailer. This indicates that the acoustic
absorber cannot fully dampen the acoustic waves radiated from the loudspeaker. Further, although
the dominant sound source is located at the top of the loudspeaker, regions of high sound pressure
levels occur at the housing.

Since – as mentioned – there is no forward simulation available in case of microphone measurements,
it is not possible to compare the simulated sound pressure field in each node of the computational
mesh to the actual value. However, since the simulated sound pressure matches the measured one well
at the microphone positions and these positions are evenly distributed across the measurement trailer,
it is to be expected that the sound pressure field is reconstructed well in the whole chamber.

To sum up, the sound source localization with the Inverse Scheme and, at higher frequencies, also
the beamforming-based algorithm CLEAN-SC yields satisfying results. Therefore, the sound source
identification algorithms may be applied to measurements with the moving trailer in the next step,
where not a loudspeaker but the tire-pavement interactions of the rolling tire are the sound sources
to be identified.
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Figure 5.14: Comparison of microphone measurement and the simulated sound pressures at the mi-
crophone positions for f = 200 Hz and f = 300 Hz.
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Figure 5.15: Comparison of microphone measurement and the simulated sound pressures at the mi-
crophone positions for f = 600 Hz and f = 1000 Hz.
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(a) f = 200 Hz. (b) f = 600 Hz.

Figure 5.16: Sound pressure level within the computational domain, calculated from identified sources
via the Inverse Scheme.
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CHAPTER 6

Application of the Inverse Scheme for Sound Sources at the Rolling Tire

In this chapter, the Inverse Scheme and beamforming-based algorithms are applied to determine
the dominant sound sources during the tire-pavement interaction. For this purpose, a measurement
trailer is towed across different pavements. At the same time, the emitted sound is measured with the
microphones positioned at similar locations within the trailer as in the stationary case described in
the preceding chapter. This chapter discusses the trailer and the used sensors, covers the process of
signal recording and processing, and subsequently, the application of the sound source algorithms.

6.1 Measurement Trailers
Different types of measurement trailers in Europe are mainly used for standard measurements accord-
ing to ISO 11819-2 [37]. Usually, the microphones and the test tires are mounted inside a trailer with
an enclosure. The trailers are equipped with sound-absorbing materials on the inside in order to limit
the influence of the trailer’s enclosure on the measured sound at the tire. In order to gauge if the
enclosure’s influence on the measured sound pressure is below certain limits, a measurement procedure
is defined in [37]. This procedure requires an artificial sound source – tire mock-up – placed inside the
stationary trailer while a white or pink noise signal is applied to the sound source. Subsequently, the
sound pressure is measured at the CPX positions as shown in Fig. 1.2. The measurement is repeated
with the tire mock-up and microphones only, without the trailer present. The absolute deviations
between the two measured third-octave band spectra must be less or equal to 3 dB.

Besides the described most common form of trailers, alternative designs exist, such as open trail-
ers without the protective enclosure, which eliminates the problem of unwanted reflections from the
trailer’s walls. In some cases the microphones are mounted outside of one of the vehicle’s own tires. In
the latter case, the standardized test tire has to have the appropriate dimensions for the test vehicle.
An overview on different trailers can be found in [3, 161] or in reports on the Round Robin tests, which
are organized regularly by a Dutch non-profit organization with international participants [162].

In addition to the trailers designed for standard measurements, there also exist trailers for research
purposes with additional features, e. g. the possibility to measure the rolling resistance of the test
tire [163] or with adjustable tire loads, see e. g. [164]. The trailer “SlipSonic” [3, 165] allows for an
adjustable longitudinal slip of the measurement tire to investigate the sound emission of a tire with
torque applied.
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6.1.1 Used Trailer
In this thesis, the measurement trailer “AT3 Acoustic Tyre Test Trailer” was used for recording the
microphone data, which will be used for the different sound source localization methods to identify the
dominant sound sources of the tire-pavement interactions. The trailer was already briefly presented in
Sec. 4.2. It was built specifically for the AIT (Austrian Institute of Technology GmbH) to investigate
the acoustics of the interactions between tires and different road surfaces. In contrast to classical
trailers for measurements according to ISO 11819-2 [37] (Close Proximity Method) and RVS 11.06.64
[42], see Sec. 1.3.3, it provides enough space for additional microphones and other sensors. It has two
separate chambers with one measurement tire in each chamber. The trailer’s outer width of 2.5 m
equals approximately the maximum width of trailers allowed on Austrian roads of 2.6 m. The internal
dimensions of one chamber are approximately 1.2 m × 2.4 m × 1.4 m (width × length × height), which
is considerably larger than other trailers designed for standard measurements. Its weight is approx.
750 kg, which means the trailer can be registered as a light trailer in Austria.

The test tires used are Standard Reference Test Tires (SRTT), standardized in [39], of type P1,
which are the normed tires for passenger cars. The dimensions of the tire are P225/60R16, where the
meaning of the string of letters and numbers can be taken from Tab. 6.1.

Symbol Meaning
P Tire for passenger cars
225 Nominal width wt in mm
60 Aspect ratio rhw (ratio of height to width) in percent
R Radial tire
16 Rim diameter dr in inches (16 in ≈ 406 mm)

Table 6.1: Meaning of tire designations.

Therefore, the total diameter dt of the SRTT is calculated to dt = 2wtrhw/100 + dr = 676 mm.
The measurement trailer consists of two separate mirror-symmetric chambers with one test tire each,
which is mounted on a swing arm, depicted in yellow in the sketch in Fig. 6.1. The tires’ track gauge
is chosen such that the tires are running in the roads’ lane grooves, which arise from the wear. The
trailer is designed such that the tires’ flanges are facing inwards. This means that the tire running in
the left lane groove would be mounted on the right side of a vehicle and vice versa. Therefore, most
microphones, depicted as gray circles in Fig. 6.1 are on the virtual outside of the vehicle tires.

The trailer’s enclosure, see photo in Fig. 4.4a, can be adjusted in its height within limits. This is
achieved with a pneumatic spring. The trailer can be lowered to the measurement position, where the
gap between the trailer’s enclosure and the pavement is approximately 80 mm. Due to the adjustable
height and the trailer’s suspension, in the lowest position, there is still a small relative movement
possible between the enclosure and the swing arms. Since the microphones will be mounted on
mounting rails – depicted in light blue in Fig. 6.1 – connected to the enclosure, the microphone
positions may move relative to the tire during the measurement run. Therefore, an acceleration and
a distance sensor are mounted within the trailer to determine whether the relative motion between
microphones and the tire is within acceptable bounds.
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Figure 6.1: Sketch of the trailer’s left chamber with main components, not drawn to scale.

6.2 Used Sensors
This section lists and describes the sensors including the 37 microphones that were used during the
measurement runs. In addition to the sensors listed below, the trailer’s left chamber was monitored
via a live video feed during the measurement runs. From this video feed, it could already be observed
during the measurements that the trailer exhibited a high running smoothness, resulting in a small
amplitude of the relative displacement between the tire and microphones.

6.2.1 Microphones
The used microphones are electret microphones, an alternative type of condenser microphones with
a thin dielectric foil between the electrodes [166]. Traditional condenser microphones are state-of-
the-art in measurement technology when high-quality microphones with a flat frequency response are
needed. However, they can be costly, and require a rather high DC bias, usually in the order of 200 V
for measurement microphones. Since methods for sound source localization need a high number of
microphones, for the measurements in this thesis the much cheaper electret microphones were used.
They consist of a capsule of type KE 4-244-2 by Sennheiser [167] and a self-built preamplifier. Apart
from the lower costs, they also lack the necessity of DC bias. In addition to electret microphones, in the
last two decades, MEMS microphones have become cheap and reliable for medium-quality applications.
Some MEMS microphones have integrated AD-converters. However, the time-synchronous recording
of many microphones can be challenging.

The pre-amplified electret microphones’ signals are amplified with a 64-channel microphone amplifier
with an integrated band-pass filter with cut-off frequencies of 50 Hz and 20 kHz. For analog/digital
(A/D) conversion of the microphone signals, two M-32 AD by RME [168] are used, which are A/D
converters with 32 microphone channels each. The two A/D converters are synchronized via optical
fiber with the MADI (Multichannel Audio Digital Interface) standard, where one of the two M-32 AD
serves as a master clock. Thereby, a sampling rate of 48 kHz at a bit depth of 24 bits per sample can
be achieved. The microphone data is transferred to a measurement laptop via a MADIface XT by
RME [169]. It receives the digital signal from the A/D converter via optical fiber and transmits it to
the PC via a USB 3.0 standard cable.

The microphones are calibrated with a Brüel & Kjær Sound Calibrator Type 4231 [156], which is
a portable sound source that emits a sinusoidal test tone of a defined sound pressure of pref,rms =
1 Pa ≈ 94 dB at a frequency of f = 1000 Hz and a feedback loop with a built-in reference condenser
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microphone. Here, the suffix rms stands for root mean square, which computes as

pa,rms = 1
T

T

0

p2
a(t) dt . (6.1)

From the measured microphone output voltage Upa,rms, which is proportional to the acoustic pressure
pa, and the knowledge of the RMS value of the reference signal, the microphone’s sensitivity Smic,1000 Hz
at 1000 Hz, including the measurement chain, is calculated via

Smic,1000 Hz = Upa,rms
pref,rms

= Upa,rms
1 Pa . (6.2)

As the calibration only takes place at 1 kHz, the frequency dependency of the microphone’s sensi-
tivity is neglected. In [83], the frequency responses of the used electret microphones were measured
compared to a reference microphone, a half-inch free-field microphone by Brüel & Kjær, Type 4190-
L-001 [170]. The findings confirmed the flat frequency response in the frequency range of interest in
this thesis.

Microphone Positions

The microphones are mounted to the bars inside the trailer. Instead of the clamp holders used in
the stationary measurements, the microphones are mounted to the bars with pipe clamps. They are
equipped with a sound insulation inlay. Hereby, the impact of vibrations stemming from the moving
measurement trailer on the microphones’ membranes shall be reduced. The slightly different mounting
method results in marginally different microphone positions compared to the stationary measurements.
Further, four more microphones were added, resulting in 37 microphones inside the trailer. Two of
the added microphone positions are the two mandatory positions of the CPX method, see Fig. 1.2.

6.2.2 Position Sensor
In order to measure the relative displacement srel between the microphone mounting bars and the
swing arm, the laser displacement sensor LK-G152 by Keyence was used [171]. With this sensor, the
displacement of an object within the focus range of ±40 mm can be measured at a maximum rate
of 50 kHz. The reference distance for diffused reflection amounts to 150 mm. Therefore, this sensor
is suitable to measure the relative displacement between the tire and the trailer’s enclosure since its
maximum amplitude during the measurement run – compared to the relative reference deviation when
the trailer is stationary – is expected to be below 40 mm, if the trailer is set to the lowest possible
position with the pneumatic spring. In this position, the trailer’s enclosure rests on rubber buffers
with high hardness.

6.2.3 Acceleration Sensor
For additional information about the measurement trailer’s running smoothness, a MEMS acceleration
sensor is placed on one of the microphone mounting bars. A 3D accelerometer type ADXL335 by
Analog Devices [172] was used, but only the direction normal to the pavement and in the lateral
direction was recorded. The sensor’s sensitivity Sacc amounts to

Sacc = 300 mV
g

≈ 300 mV
9.81 m/s2 ≈ 30.58 mVs2m−1 .
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Moreover, the sensor’s upper frequency limit is 500 Hz. This frequency limit is considered as sufficiently
high since the deflection’s amplitude |s(ω)| is related to the acceleration’s amplitude |a(ω)| via

|s| = 1
ω2 |a| .

Therefore, with increasing frequency, the displacement amplitudes are decreasing and, therefore, an
acceleration measurement at higher frequencies becomes irrelevant. The sensor’s measurement range
is ±3 g ≈ 29.40 m/s2.

6.2.4 Rotational Frequency Sensor
In order to determine the measurement trailer’s speed, the rotational frequency fR = ωR

2π of the
measurement tire SRTT in the trailer is determined. From the rotational frequency, the trailer’s speed
vt can readily be calculated via

vt = ωR
dt
2 = πfRdt . (6.3)

An eddy current probe of type IC12-02 by WayCon [173], with which the distance to electrically
conductive materials can be measured, was used to determine the distance of the rear side of the rim
from the sensor. The sensor is positioned on the swing arm so that the five wheel bolts pass the sensor
during the tire rotation. Since the sensors have a measurement range of 0–2 mm, the eddy current
probe has to be placed close to the head of the wheel bolt. Thereby, the measured signal exhibits five
significant peaks per revolution of the tire – whenever a screw head passes the sensor. When there
is no screw in front of the sensor, the distance to the nearest conductive material is the rim, whose
distance is outside the sensor’s measurement range.

6.3 Sections of Measurements
The measurement data was gathered with the measurement trailer on Austrian highways in August
2022. In the following sections of this thesis, the measurement sections are presented. Further,
the criteria to choose the specific measuring segments and frequencies at which the sound source
localization algorithms are applied are discussed.

In order to cover different pavements, measurements were performed on asphalt, concrete, and
concrete with grinding. The latter is a traditional concrete pavement with longitudinal grooves cut
into its surface. This technique is used to reduce the noise due to the tire-pavement interactions
by adding voids to the concrete surface. Thereby, the disadvantages of the otherwise mostly sealed
concrete pavement’s surface compared to asphalt pavements shall be compensated. The method is
expected to reduce noise due to the air-pumping effect, described in Sec. 1.3.1, and increase the
pavement’s evenness, thereby reducing vibration effects.

To decide which measurement data is used to apply the sound source localization methods, the
quality of the sound pressure measurements is the main criterion. Due to the high noise level, caused
by wind noise, vibrations of the microphone mounting bars, and the increasing sound pressure with
increasing trailer speeds, overdrives (clipping) of the audio signals occurred. It could be observed
that overloads occurred primarily at the A/D converters. Therefore, only sound pressure data at
lower vehicle speeds of 50 km/h to 80 km/h could be evaluated. The microphone data from untreated
concrete surfaces showed a higher likelihood of overdriving. In order to determine if a microphone
signal shows overdriving, the following method is used:

1. Calculate the maximum and minimum value of each microphone’s time signal.

2. Determine all locations in the signal, where one or more microphone channels show at least two
consecutive data samples where the maximum or minimum value is reached.
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3. Determine the maximum length between the previously determined locations.

4. All microphone signal data outside of this period are omitted.

The procedure is illustrated in Fig. 6.2, where the time signals of two microphone channels are
depicted. At t ≈ 7530 ms and t ≈ 8807 ms one of the two plotted signals reaches its respective
maximum value in four and five consecutive data samples, respectively. Therefore, the areas marked
in gray are omitted. The resulting valid microphone signals have a length of Tmeas ≈ 1.28 s.

Figure 6.2: To avoid overdriving in microphone signals, all data marked in grey is omitted since the
corresponding maximum time signal values are reached at the marked positions.

A list of potential measurements is obtained by evaluating the maximum lengths of the valid time
spans for all measurement runs. Depending on the valid signals’ lengths, after applying the Fourier
transform to each signal, the corresponding frequency resolutions differ for each signal. The frequency
resolution Δf can be calculated from the measurement time Tmeas by

Δf = 1
Tmeas

= fS
Ns

, (6.4)

where fS = 48 kHz denotes the sampling frequency of the microphone signals, and Ns is the number
of samples.

6.3.1 Locations and Pavements
From the evaluated valid periods of each measurement, the following sound pressure measurements
were chosen for being processed by sound source localization algorithms:

Meas. No. Speed in km/h Pavement Type Highway Valid length in s
1 78 Asphalt SMA-S1 S05 1.2
2 68 Asphalt SMA-S1 S05 7.7
3 59 Asphalt SMA-S3 A21 20
4 50 Asphalt SMA-S3 A21 12.3
5 59 Concrete with grinding A02 10.9

Table 6.2: Measurements chosen for sound source identification algorithms.

Measurements 1 to 4 were recorded on an asphalt pavement, and measurement 5 on a concrete
pavement. Here, the name “SMA” is short for Stone Matrix Asphalt or Stone Mastic Asphalt, which is

98



6.3 Sections of Measurements

an asphalt developed to increase the pavements working lifetime combined with good sound absorption
capabilities [174]. The name “SMA-S1” stands for a dense asphalt, and “SMA-S3” is an open-graded
asphalt with usually better sound absorption properties because of its higher porosity.

The measurements were recorded in August 2022, with air temperatures inside of the trailer varying
between 28 ◦C and 34 ◦C.

6.3.2 Evaluation of Sensor Data
This section deals with the interpretation of the gathered measurement signals. As mentioned in the
previous section, the most crucial criterion is that the sound pressure signals are free of overdriving.
The other sensor signals are evaluated in the resulting period to determine the relative displacement
between microphone bars and the tire swing. Further, the trailer’s speed is calculated from the
rotational frequency of the measurement tire.

Position Sensor

As shown from the plots in Fig. 6.3, the relative deviation srel between the microphone mounting bars
and the trailer’s swing arm is relatively small. Note that the zero level of the sensor was determined at
the stationary trailer on a level ground. Due to tilted and inclined pavements, the measured deflections
may have a different mean position during the measurement runs.

Within the valid periods, the maximum peak-to-peak srel,pp value of srel is below 10 mm for all
measurement numbers. Since the maximum frequency of interest is 1600 Hz the corresponding mini-
mal wavelength of interest is λ ≈ 219 mm for the mean temperature during the measurements. This
equals more than 20srel,pp, and therefore, this deviation of the nominal microphone positions is negli-
gible. Thus, no further restrictions concerning the evaluable microphone signal lengths arise from the
deflection measurements.

However, the relative deflections show that the valid periods, evaluated from the microphone signals,
often correspond to minimal values of the relative deviation srel during the measurements. This can
be seen especially in the plot of measurement 1, where distinctive peaks in the deflection signal occur
at the end and beginning of the invalid time periods, respectively. Invalid periods where overdriving
occurs are again marked in gray.

The relative deviation srel of measurement 5 in Fig. 6.3 exhibits periodic peaks with a spacing of
approx. 336 ms. With the speed during measurement 5 of 59 km/h ≈ 16.4 m/s, this corresponds to a
spacial distance of approx. 5.5 m between two peaks. At the measurement location, this equals exactly
the distance of two joint gaps between the concrete blocks.

Rotational Frequency Sensor

In the following, the evaluation of the tire’s rotational frequency sensor is addressed. In Fig. 6.4a, the
eddy current probe’s signal is plotted. As previously mentioned, when a wheel bolt’s head passes the
sensor, a conductive material is within the sensor’s measurement range. This manifests as peaks in
the signal, marked as triangles in Fig. 6.4a. Note that the depicted signal has been mirrored vertically
and shifted, such that the points in time, where the wheel bolts pass in front of the sensor, manifest as
positive peaks and can therefore easily be detected by Matlab’s findpeaks algorithm. Values close
to zero indicate that the sensor is out of range. Since each bolt causes two peaks in the signal – it is
assumed that the cause for that is the screw’s hexagon socket – only every other peak is taken into
account. Those peaks are marked with a red ’x’. Since we only want to obtain information about the
rotational frequency of the tire, the absolute values of the displacement data are not of interest and
are, therefore, not evaluated. From the time Δttire,rot between the peaks marked with ’x’ in Fig. 6.4a,
the tire’s rotational frequency ftire,rot can be obtained via

ftire,rot = 1
Nscrew

1
Δttire,rot

, (6.5)
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6 Application of the Inverse Scheme for Sound Sources at the Rolling Tire

Measurement No. 1 Measurement No. 2 Measurement No. 3

Measurement No. 4 Measurement No. 5

Figure 6.3: Evaluation of the positional sensor signal: relative deflection srel between the microphone
mounting bars and the trailer’s swing arm. Time periods where the microphone signals
are overdriven are marked in gray.

with the numbers of screws Nscrew = 5. Therefore, during one revolution of the tire, four independent
values of ftire,rot can be determined.

With (6.3), the trailer’s speed during the measurements is calculated. In Fig. 6.4b, the speeds are
depicted as a function of time, where only valid periods are considered. Therefore, the signals’ lengths
differ according to Tab. 6.2. Figure 6.4b indicates, that the trailer’s speed is almost constant during
the measurement time.

(a) Mirrored and shifted signal of the eddy cur-
rent sensor. Detected peaks are marked with
a triangle, values for the evaluation of the ro-
tational frequency are marked with a red ’x’.

(b) Trailer’s speed v, calculated from the rota-
tional frequency ftire,rot.

Figure 6.4: Evaluation of the eddy current sensor to obtain the tire’s rotational frequency.

The evaluation of the acceleration sensor did not yield relevant information concerning the validity
of the microphone measurements and is therefore not shown here.
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6.3 Sections of Measurements

Sound Pressure Signals

The recorded microphone signals shall be investigated before performing sound source identification
on the rolling tire. Thereby, suitable frequencies for the sound source localization can be chosen.
Localizing sound sources with beamforming-based algorithms is often done for multiple frequencies
within a frequency band, e. g. a third-octave band. Since compared to beamforming-based algorithms,
the Inverse Scheme is computationally demanding, see Tab. 5.2, a broadband analysis is not feasible.
Therefore, sound source identification results are only obtained for discrete frequencies. In order to
ensure a high signal-to-noise ratio, tonal components within the recorded signals are chosen for these
frequencies.

In Fig. 6.5, the sound pressure spectra averaged over all microphones are plotted in the relevant
frequency range for the five measurements listed in Tab. 6.2. In addition to the averaging over
all microphones, a temporal averaging was applied: the FFT was performed using a block size of
Nb = 12000, a Hann window, and an overlap of 50 % between the blocks. Therefore, the resulting
frequency resolution Δf = fS

Nb
= 4 Hz, with the sampling frequency fS = 48 kHz. Since the valid

measurement times differ in each measurement run, see Tab. 6.2, and the block size is held constant,
the resulting numbers of averages differ for each measurement.

Note that the averaging of the Fourier transforms of the sound pressure spectra is only performed
for the sake of readability of the plots. The Fourier transforms of each microphone without averaging
serve as input data for the Inverse Scheme and other sound source localization algorithms.

Measurement No. 1 Measurement No. 2 Measurement No. 3

Measurement No. 4 Measurement No. 5

Figure 6.5: Mean sound pressure spectra averaged over all microphone positions during measurements
1–5. Tonal components chosen for sound source localization are marked with a vertical
dashed line.

In Fig. 6.6, the third-octave bands of the sound pressure levels, again averaged over all microphone
positions, of measurements 1 until 5 are plotted. Note, that the center frequencies are calculated
according to [175], and therefore differ slightly from the commonly known values.

From the plots, it can be concluded that the dominant frequency range of the sound sources during
the tire-pavement interaction lies between 700 Hz and 1000 Hz, which is consistent with the literature,
see e. g. [3]. The two dominant third-octave bands for all pavements are fc ≈ 800 Hz and fc = 1000 Hz.
In the spectra depicted in Fig. 6.5, it can be seen that additional tonal components occur at frequencies
outside of the dominant range, which will later be chosen for the application of the sound source
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6 Application of the Inverse Scheme for Sound Sources at the Rolling Tire

Figure 6.6: Third-octave band sound pressure levels of measurement 1–5 in the relevant frequency
bands with center frequencies fc < 1600 Hz.

identification algorithms. Especially measurement 5, which was gathered on a concrete pavement with
grinding, shows distinctive tonal components at approximately 620 Hz and 730 Hz, below the dominant
third-octave center frequency.

The overall A-weighted sound pressure levels can be found in Tab. 6.3. A comparison of measure-
ments 3 and 4, which were recorded immediately following each other on the same asphalt pavement,
show the speed dependency of the tire noise levels, as stated in Sec. 1.2. The sound pressure level
difference ΔLp between the two speeds v3, and v4 is ΔLp ≈ 2.2 dB, which is an excellent agreement
with the speed dependency of tire-pavement noise according to the literature review in Sec. 1.2. There,
the dependency factor is stated as A log(v/vref), with A ≈ 30. The norm of the CPX method [37]
defines speed coefficients for correcting the measured sound pressure for deviations from the reference
speed of A = 25 for porous pavements in new conditions and A = 30 for dense asphalt pavements.

The calculated speed proportionality factor Acalc reads as

Acalc(v3, v4) = ΔLp

log v3
v4

≈ 30.6 .

The speed factor of measurements 1 and 2 is in the same scale, with Acalc(v1, v2) ≈ 32.7. Measurements
1 and 2 cannot be directly compared to 3 and 4 since they were recorded on different types of asphalt
pavements. The fact that the asphalt pavement SMA-S3 has a lower speed proportionality factor than
the more dense asphalt SMA-S1 is expected due to the higher porosity of SMA-S3. This means that
higher speeds lead to a lower sound pressure increase in case of the open-graded asphalt.

Meas. No. Pavement Speed in km/h SPL in dBA
1 Asphalt SMA-S1 78 92.0
2 Asphalt SMA-S1 68 90.1
3 Asphalt SMA-S3 59 89.9
4 Asphalt SMA-S3 50 87.7
5 Concrete with grinding 59 87.3

Table 6.3: Overall sound pressure levels of chosen measurements.
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6.4 Sound Source Identification Results

6.4 Sound Source Identification Results
In the previous sections, the valid measurement sections could be established, and the measured signals
were discussed in detail. Therefore, we now identify the sound sources via the Inverse Scheme and
compare the results obtained with beamforming-based algorithms.

6.4.1 Results – Inverse Scheme
The source region Ωsc, where the dominant sound sources are expected to be located, is defined as the
surfaces of the measurement tire. The tire is modeled as a sound-hard cylinder with the diameter and
the width of the SRTT. Therefore, the actual tire geometry is simplified. The computational mesh is
similar to the one used for solving the inverse problem for the stationary trailer, where sources on a
loudspeaker were identified. However, since a measurement tire is now mounted in both chambers of
the trailer, the computational mesh has a symmetry plane in the middle of the wall dividing the two
chambers. Therefore, a sound-hard boundary condition is imposed there.

Further, to model that the tire deforms under load due to its elasticity, the distance between the
wheel axle and the pavement is slightly less than the tire’s radius. Therefore, the tire’s lowest part is
intersected with the pavement plane and the tire contact patch is modeled as a rectangle. All other
parameters, including the material parameters of the acoustic absorber region, remain the same as in
the previous sound source identifications with the Inverse Scheme, see Sec. 5.3. The Inverse Scheme’s
results were obtained with the regularization parameters in (5.38).

In the following, the identified sound sources are depicted as a sound source level, which calculates
via (5.37). The dynamic range is chosen 12 dB and 20 dB for Fig. 6.7 and Fig. 6.8, respectively. All
sources with a source level below this dynamic range are omitted. Owing to space limitations, only
results of selected frequencies can be presented here. Since – as mentioned – the SNR is expected to
be highest at frequencies of tonal components in the microphone signals, the localization algorithms
are applied at those frequencies. The chosen frequencies of the respective measurements are marked
with a vertical dashed line in Fig. 6.5.

In the result plots, the trailer’s left tire is depicted in side view, with the tire turning clockwise.
Identified sound sources at the tire’s left side wall and the rear-facing trailing edge are shown as a
small circle; all sources on surfaces facing the front – i. e. the right side wall and the front-facing
leading edge – are depicted as solid circles.

103



6 Application of the Inverse Scheme for Sound Sources at the Rolling Tire

(a) Meas. No. 1,
f = 827 Hz.

(b) Meas. No. 1,
f = 974 Hz.

(c) Meas. No. 2,
f = 604 Hz.

(d) Meas. No. 2,
f = 851 Hz.

(e) Meas. No. 3,
f = 667 Hz.

(f) Meas. No. 4,
f = 153 Hz.

(g) Meas. No. 5,
f = 622 Hz.

(h) Meas. No. 5,
f = 732 Hz.

Figure 6.7: Sound source identification results via the Inverse Scheme; with a dynamic range of 12 dB.

(a) Meas. No. 1,
f = 827 Hz.

(b) Meas. No. 1,
f = 974 Hz.

(c) Meas. No. 2,
f = 604 Hz.

(d) Meas. No. 2,
f = 851 Hz.

(e) Meas. No. 3,
f = 667 Hz.

(f) Meas. No. 4,
f = 153 Hz.

(g) Meas. No. 5,
f = 622 Hz.

(h) Meas. No. 5,
f = 732 Hz.

Figure 6.8: Sound source identification results via the Inverse Scheme; with a dynamic range of 20 dB.
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As shown in the plots in Fig. 6.7, the most dominant sound source in each evaluated frequency
of the corresponding measurement is always identified near the contact zone between the tire and
pavement. If weaker sound sources within the dynamic range of 12 dB are identified, they are mainly
located around the tire’s circumference – see identification results in Fig. 6.7e. This indicates strong
sidewall and tire belt vibrations at these frequencies.

The only exception to this pattern is the identification result shown in Fig. 6.7f, which is the lowest
depicted frequency at f = 153 Hz. At this frequency, the dominant sound source is located at the
tire’s trailing edge, with other dominant sound sources located along the trailing edge to the top of
the tire. In the literature, the low frequency range is associated with tire vibrations, which lies in good
agreement with the result at this lowest frequency, where the sources are more distributed over the
whole tire than at higher frequencies. However, as stated in the previous results, one has to consider
the compactness of the source at low frequencies and, subsequently the low sensitivity of the sound
pressure to the exact source locations.

The plots in Fig. 6.8 also reveal weaker identified sources. Thereby, e. g. a cluster of monopole
sources with lower amplitudes becomes visible at the top of the tire in Fig. 6.8a, and further sources
are depicted along the tire’s circumference in Fig. 6.8e.

6.4.2 Results – Beamforming-Based Algorithms
In order to compare the Inverse Scheme’s performance with commonly known algorithms, the results
are – as in the section before – validated with beamforming-based algorithms. Again, the beamforming-
based algorithms are Conventional Beamforming (ConvBF), Functional Beamforming (FunctBF), and
CLEAN-SC.

To obtain the beamforming results, the same sound pressure data in the frequency domain as
in the Inverse Scheme are used, along with the same microphone and potential source locations.
From these positions, the steering vectors are calculated according to (3.9), which use the free-field
Green’s function (2.56) for monopoles. Note that besides the aforementioned information, namely
Fourier-transforms of the sound pressure data and microphone and potential source positions, no ad-
ditional information are passed to the beamforming algorithms. Therefore, no information concerning
boundary conditions of the actual measurement setup, such as the porous acoustic absorbers or the
sound-hard obstacles within the computational domain, including the tire itself, are known to the
beamforming-based methods. This fact might be seen as if the beamforming-based algorithms are put
at a disadvantage. However, in [83] the beamforming steering vectors were determined with numeri-
cally calculated Green’s functions via the FE method, considering the actual boundary conditions. But
the numerically calculated transfer functions did not significantly improve the source maps compared
to the analytically calculated steering vectors. Therefore, in this thesis, only the standard approach
according to (3.9) was chosen.

The results of the three mentioned algorithms, calculated at the same frequencies and measurements
as the previously shown Inverse Scheme’s results, are depicted in Fig. 6.9, Fig. 6.10 and Fig. 6.11,
respectively. Here, only figures with a dynamic range of 20 dB are plotted.

From Fig. 6.11, one can see that the very fast and basic algorithm ConvBF yields qualitatively good
results for some frequencies regarding the primary sound source being at the contact zone between
tire and pavement. This is especially the case for the higher of the depicted frequencies. At the lowest
frequency of f = 153 Hz the location of the dominant sound source cannot be established due to the
large width of the main-lobe. At all other shown frequencies, relatively high side-lobe levels are visible,
which makes it difficult to interpret whether there are sources present additionally to the dominant
ones located in the lowest region of the tire.

The algorithm FunctBF yields better results concerning the side-lobe level, see Fig. 6.10. Comparing
Fig. 6.8f and Fig. 6.10f, one can see that both algorithms locate the dominant sound sources along
the tire’s trailing edge. The main sound sources are again located near the tire’s contact patch at all
other measurements. However, no sources along the tire’s circumference are identified, as it was the
case with the Inverse Scheme.
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(a) Meas. No. 1,
f = 827 Hz.

(b) Meas. No. 1,
f = 974 Hz.

(c) Meas. No. 2,
f = 604 Hz.

(d) Meas. No. 2,
f = 851 Hz.

(e) Meas. No. 3,
f = 667 Hz.

(f) Meas. No. 4,
f = 153 Hz.

(g) Meas. No. 5,
f = 622 Hz.

(h) Meas. No. 5,
f = 732 Hz.

Figure 6.9: Sound source identification results via Conventional Beamforming.

The de-convolution algorithm CLEAN-SC, which calculates its clean source maps from the “dirty”
ConvBF maps, yields sparse source distributions at all frequencies. Only one monopole source is
present at all frequencies, which is always located near the tire-pavement contact zone. This means
that there is only one source within the dynamic range of 20 dB present, although it could be possible
that other sound sources with high amplitudes are omitted by the algorithm. This may be the case
since CLEAN-SC eliminates the side-lobes of the dirty map by exploiting the fact that they are
coherent with the main lobe, see Sec. 3.2.2. Therefore, sources coherent to the dominant sound source
may be omitted by CLEAN-SC.

The results obtained via CLEAN-SC resemble the plots of the Inverse Scheme’s results with the
dynamic range set to 12 dB, where also mainly one sound source near the contact patch was identified
as the dominant sound source. However, as Fig. 6.8 shows, in contrast to CLEAN-SC, the Inverse
Scheme identifies more sound sources on the tire’s surface with source levels Lσ < Lσ − 12 dB. As we
will see in the next section, these weaker sound sources are essential for accurately reconstructing the
sound pressure at the microphone positions.
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(a) Meas. No. 1,
f = 827 Hz.

(b) Meas. No. 1,
f = 974 Hz.

(c) Meas. No. 2,
f = 604 Hz.

(d) Meas. No. 2,
f = 851 Hz.

(e) Meas. No. 3,
f = 667 Hz.

(f) Meas. No. 4,
f = 153 Hz.

(g) Meas. No. 5,
f = 622 Hz.

(h) Meas. No. 5,
f = 732 Hz.

Figure 6.10: Sound source identification results via Functional Beamforming.

(a) Meas. No. 1,
f = 827 Hz.

(b) Meas. No. 1,
f = 974 Hz.

(c) Meas. No. 2,
f = 604 Hz.

(d) Meas. No. 2,
f = 851 Hz.

(e) Meas. No. 3,
f = 667 Hz.

(f) Meas. No. 4,
f = 153 Hz.

(g) Meas. No. 5,
f = 622 Hz.

(h) Meas. No. 5,
f = 732 Hz.

Figure 6.11: Sound source identification results via CLEAN-SC.
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6.5 Sound Pressure Field Results
The sound pressures at the microphone positions may be calculated from the identified sound sources
via FE simulations and will be compared to the measurements. This forward computation will be
performed using the sources identified from the Inverse Scheme and those determined by the de-
convolution algorithm CLEAN-SC. However, since beamforming-based algorithms can only reconstruct
the source amplitudes, the phases of the CLEAN-SC sources are set to zero. Therefore, comparing the
calculated sound pressure phases to the measured phases is only possible to a limited extent. Since in
all presented sound source identifications, CLEAN-SC identifies a single sound source only, and due to
the linearity of the acoustic wave equation, the assumption of setting the source phase to zero results
in a potential constant phase offset, which is the same for all microphone positions.

6.5.1 Comparison Forward Simulation with Measurement
In the following figures, Fig. 6.12 until Fig. 6.16, the acoustic pressure simulated via the forward
model of the trailer, which was established in Chap. 4, is compared to the microphone measurements
at one frequency of the respective measurements. As excitation, three different source distributions
are computed at each frequency:

• All sources identified via the Inverse Scheme (solid orange lines)

• Sources identified via the Inverse Scheme, which are visible when the dynamic range is set to
12 dB (solid yellow lines)

• Sources identified with the CLEAN-SC (dashed purple lines).

The measurements are depicted as a solid blue line. The acoustic pressure at the microphone
positions is plotted as a function of rtm, which is the distance between the center point of the tire
contact patch and the respective microphone position. Again, to ensure readability, the spacing of the
x-axis ticks is equidistant and, therefore, not proportional to the distance rtm.

In all cases, the acoustic pressure simulation with all sources identified via the Inverse Scheme
matches the microphone signals best. If only the dominant sources, with a source level of max. 12 dB
lower than the source with the highest amplitude are taken into account, the simulated pressure is too
low for most of the presented results. The only exception to this is the lowest frequency of f = 153 Hz,
where the sound pressure calculated with only the sources within 12 dB dynamic range is higher than
in case of taking all monopole sources into account, see Fig. 6.15. This can be explained by the fact
that most identified sources have opposite phases, leading to an acoustic or hydrodynamic short-circuit.
This is a phenomenon which occurs when two sound sources with opposite phases cancel any sound
radiation due to air flowing from one to the other source point. If some sound sources are omitted,
and the cancellation is thereby partially prevented, the sound radiation can be more effective with
fewer acoustic monopoles.

The acoustic pressure’s phase calculated with all sources within the 12 dB range matches the mea-
sured phase well, although the deviation is more significant than when simulating with all identified
sources.

If the acoustic pressure is calculated with the CLEAN-SC sources, the simulated acoustic pressures’
amplitudes do not match the measured values well. In particular, the agreement is worse than in case
of the 12 dB-sources inferred from the Inverse Scheme, although the plots of the identified source maps
of the two algorithms are often similar to each other, see e. g. Fig. 6.7g and Fig. 6.11g. Again, it has
to be stressed that the acoustic pressure phases calculated with the sources identified via CLEAN-
SC may differ by a constant offset over all microphones since the source phases are assumed to be
zero in the forward computation. However, the calculated deviations of the pressures’ phases are not
constant over the microphone positions for all frequencies. The best agreement of the acoustic phases
for the CLEAN-SC sources is found at the lowest of the presented frequencies, where f = 153 Hz, see
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Fig. 6.15. Note that the y-axis is scaled logarithmically to increase the readability since the sound
pressures calculated from the CLEAN-SC sources partially have very high amplitudes.

Figure 6.12: Comparison of simulated acoustic pressures to microphone measurements for measure-
ment 1.
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Figure 6.13: Comparison of simulated acoustic pressures to microphone measurements for measure-
ment 2.

Figure 6.14: Comparison of simulated acoustic pressures to microphone measurements for measure-
ment 3.
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Figure 6.15: Comparison of simulated acoustic pressures to microphone measurements for measure-
ment 4.

Figure 6.16: Comparison of simulated acoustic pressures to microphone measurements for measure-
ment 5.
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In Tab. 6.4, the relative L2-error, calculated according to (4.38), of the simulated acoustic pressures
at the microphone positions, is listed. For each frequency, the aforementioned three different forward
computations are taken into account. This table demonstrates that the Inverse Scheme is superior
to beamforming-based algorithms. However, they perform well when only the location of the most
dominant sound source is of interest, and no forward computation of the sound pressure field is
required.

Meas. No. f in Hz εrel,inv εrel,inv,12 dB εrel,CLEAN−SC

1 827 0.24 0.77 1.20
1 974 0.22 0.84 3.50
2 604 0.40 0.86 4.13
2 851 0.25 0.77 1.33
3 667 0.36 0.69 1.93
4 153 0.43 0.74 1.67
5 622 0.37 0.74 3.54
5 732 0.34 0.78 3.40

Table 6.4: Relative L2-errors of the simulated acoustic pressures for all presented frequencies and
measurement numbers if the forward computation is performed with all sources identified
via the Inverse Scheme (εrel,inv), with identified sources via the Inverse Scheme within the
12 dB-range (εrel,inv,12 dB) and with the sources identified via CLEAN-SC (εrel,CLEAN−SC).

The relative errors of the forward computations via the Inverse Scheme sources are lowest for all
frequencies, while the relative errors of the CLEAN-SC sources are always highest. While the values
of εrel,inv are in the range of 0.22 to 0.40, the values of εrel,inv,12 dB are larger by a factor of approx. 1.7
(f = 153 Hz) to 3.8 (f = 974 Hz), which corresponds to the lowest and highest frequency, respectively.
The error values of εrel,CLEAN−SC are higher than that of the Inverse Scheme by a factor of approx.
3.9 to 15.9. Again, the lowest factor corresponds to the lowest frequency, and the highest factor to
the highest frequency. Although these frequencies are taken from different measurement runs, and
therefore, the comparison has to be treated with caution, this fact demonstrates once more that the
sound pressures’ sensitivity to the source distribution – including weaker sources – increases with
increasing frequency.

The overall value of the relative error εrel,inv decreases with increasing frequency. This substantiates
the assertion that the sensitivity of the acoustic pressure to the exact locations and amplitudes as well
as phases of the sources is higher at high frequencies, and thus, the measured acoustic pressure can
be matched better by the Inverse Scheme with sources within the finite source domain of the tire’s
surface at higher frequencies. The relative error of the CLEAN-SC forward computations does not
show the same dependency on frequency as the computations with sources from the Inverse Scheme.

6.5.2 Reconstruction of Sound Pressure at CPX Positions
To conclude the analysis of the sound source identification results and the subsequent calculation of
the sound pressures at the microphone positions, it is investigated how the sound pressure from a
forward simulation matches the measured sound pressure if the measurements at those positions are
excluded from the input to the Inverse Scheme. In other words, some microphone measurements are
excluded during the sound source identification process. Subsequently, with the resulting identified
sound sources, a forward simulation is performed, and the simulated sound pressure at the excluded
position is compared to the measured sound pressure. This procedure is analog to comparing the sound
pressure fields in the whole computational domain in case of virtual measurements – see Fig. 5.9 –,
with the difference that the sound pressure in a real-world scenario is only known at the microphone
positions.
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The positions excluded from the algorithm are the two mandatory microphone positions defined in
the standard for CPX measurements [37], see Fig. 1.2. We investigate how well the calculated sound
field matches the existing in the near field. The CPX positions are chosen as they are of great interest
in the practical application when pavements are characterized.

Due to the reduced number of microphones and the therefore different input data for the Inverse
Scheme and other algorithms, the sound source identification results will change. By comparing these
source maps to the original results, the impact of providing sound pressure measurements in immediate
proximity to the localization algorithm may be determined.

The results of the sound source identification via the Inverse Scheme and the simulated acoustic
pressure are shown for three different frequencies. In Fig. 6.17, the highest frequency of f = 974 Hz
is depicted, Fig. 6.18 shows measurement 3 with a frequency of f = 667 Hz and results of the lowest
frequency at f = 153 Hz can be taken from Fig. 6.19.

(a) Inv. res., 12 dB.

(b) Inv. res., 20 dB. (c) Comparison of simulated acoustic pressures to microphone measurements.

Figure 6.17: Sound source identification results and simulated sound pressures at microphone positions
without CPX microphone positions, f = 974 Hz, measurement 1.

As can be seen by comparing the sound source identification results at 974 Hz obtained without the
microphones at the CPX positions in Fig. 6.17a, and Fig. 6.17b to the original result in Fig. 6.7b and
Fig. 6.8b, respectively, the SNR is lower, if the sound pressure signals from the CPX microphones are
not taken into account. While the positions of the dominant sound source near the tire contact patch
and the weaker sources along the tire’s circumference remain mostly the same as in case of the result
using all microphones, the amplitude of the dominant sound source decreases by approx 2 dB.

The CPX positions have the same distance to the center of the tire contact patch of 0.3 m. The first
data point in Fig. 6.17c corresponds to the rear CPX position, and the second data point to the front
CPX position. These two data points are not connected to the other points, indicating that they were
not included in the input data.

The simulated sound pressure amplitude at the rear CPX position is overestimated by the simu-
lation since sources identified at the tire’s trailing edge have a slightly higher amplitude than in the
result of the original configuration. However, the front CPX position’s sound pressure amplitude is
reconstructed well. The phase of the simulated sound pressure matches the measured phase better at
the rear position.

The sound pressure amplitudes and phases at the other microphone positions, which were taken
into account during the optimization of the Inverse Scheme, are matched very well by the forward
simulation, and therefore, the amplitude and phase values are very similar to the ones from the original

113



6 Application of the Inverse Scheme for Sound Sources at the Rolling Tire

configuration with all microphones.

(a) Inv. res., 12 dB.

(b) Inv. res., 20 dB.
(c) Comparison of simulated acoustic pressures to microphone measurements for

measurement 2, without CPX microphones.

Figure 6.18: Sound source identification results and simulated sound pressures at microphone positions
without CPX microphone positions, f = 667 Hz, measurement 3.

The same considerations hold for the frequency of f = 667 Hz, – the simulated sound pressure
amplitudes and phases match the measurement very well at positions with rtm ≥ 0.5 m. While the
simulation slightly overestimates the sound pressure amplitudes at both CPX positions, the simulated
phases match the measured phases well, see Fig. 6.18.

At the lowest frequency of f = 153 Hz, the matching between simulated and measured acoustic
pressures at the CPX positions is the best of the presented frequencies in both amplitudes and phases.
The source maps in Fig. 6.19a and Fig. 6.19b are very similar to the ones obtained with all microphones,
see Fig. 6.7f and Fig. 6.8f. However, the SNR again decreased because of the reduced number of
microphones.

The presented figures show that the sound pressures are still reproduced fairly well at locations in
the immediate near field, even without microphone measurements entering the optimization at those
positions. However, the deviations are considerably larger at those positions than if the respective
microphone data are considered by the Inverse Scheme. This demonstrates the importance of posi-
tioning microphones in the immediate near-field if the accurate reconstruction of the sound pressure
close to the dominant sound sources is of interest. Further, taking the sound pressure measurements
at the CPX positions into account proved to be essential for the SNR of the source map. However,
the overall positions of the identified sound sources did not change if the CPX measurements were
omitted.
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6.5 Sound Pressure Field Results

(a) Inv. res., 12 dB.

(b) Inv. res., 20 dB.
(c) Comparison of simulated acoustic pressures to microphone measurements for

measurement 4, without CPX microphones.

Figure 6.19: Sound source identification results and simulated sound pressures at microphone positions
without CPX microphone positions, f = 135 Hz, measurement 4.

Relative errors

In Tab. 6.5, the relative errors calculated according to (4.38) are listed for the Inverse Scheme without
the CPX microphones in comparison to the values calculated before, where all microphones are taken
into account. In doing so, we see that the relative errors of the calculated sound pressures take nearly
the same value in both cases. For most frequencies εrel,inv is slightly higher if the CPX microphone
signals are omitted.

Note that in the first case, the summation in (4.40) is carried out over the remaining 35 microphones
only, and therefore, the CPX microphones are not considered in the relative L2-error. Otherwise, the
error would not be comparable to the previously calculated error values.

Meas. No. f in Hz εrel,inv

without CPX mics. with CPX mics.
1 827 0.28 0.24
1 974 0.22 0.22
2 604 0.42 0.40
2 851 0.24 0.25
3 667 0.39 0.36
4 153 0.44 0.43
5 622 0.37 0.37
5 732 0.34 0.34

Table 6.5: Comparison of the relative L2-errors of the simulated sound pressures via the Inverse
Scheme, if the measurements at the CPX positions in the acoustic near-field are considered
or if they are omitted.
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CHAPTER 7

Summary and Outlook

This thesis’ objective was to apply an inverse method – called Inverse Scheme – for identifying the
dominant sound sources on a rolling tire due to tire-pavement interactions. The Inverse Scheme
obtains the sound sources within a predefined source region via an optimization. This optimization
minimizes the differences between the sound pressures measured with a microphone array and Finite
Element (FE) simulations at the respective positions. The sound source localization was preformed
in the frequency range of interest between 150 Hz and 1600 Hz. The dominant sound sources of the
tire noise lie in this frequency range. Subsequently, the sound field around the tire was calculated by
means of the Finite Element Method.

Using a measurement trailer, the sound emitted by a rolling test tire was recorded. The trailer has a
protective enclosure equipped with a porous acoustic absorber for sound insulation and to absorb the
sound radiated from the tire. In the first step a suitable FE model of this given measurement setup
had to be established. In doing so, one challenging task was to model the sound absorption in the
acoustic absorbers within the FE framework. This includes obtaining the absorbers’ correct material
parameters. Based on Biot’s theory, the region was modeled as an equivalent fluid. Its material
properties were calculated using the Johnson-Champoux-Allard-Lafarge model. Its parameters were
obtained via a genetic optimization, fitting the material’s calculated reflection coefficient to impedance
tube measurements.

The obtained material properties were validated via microphone measurements while the stationary
trailer was excited with a loudspeaker. In order to model the loudspeaker as an acoustic source, its
membrane deflection was determined as a function of frequency and of the electric current through the
loudspeaker using a laser scanning vibrometer. Further, the material properties were optimized in a
second step, where the acoustic pressure simulated with the FE method was fitted to the microphone
measurements.

As a preliminary step to the source identification at the rolling tire, the Inverse Scheme’s performance
was investigated using the stationary measurements. The inverse method’s source identification re-
sults were compared to results of established, beamforming-based sound source localization algorithms.
Thereby, it could be demonstrated, that the Inverse Scheme is superior to the beamforming-based
methods regarding the ability to localize source in the low frequency regime. Additionally, computa-
tions of the sound field with the identified sound sources obtained via the Inverse Scheme showed a
better agreement with the microphone measurements.

The application of the Inverse Scheme to actual measurement data, recorded during measurement
runs with the measurement trailer on Austrian highways, concludes this thesis. For this purpose, the
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measurement trailer was equipped with 37 microphones positioned in a three-dimensional array inside
the trailer. These include those two microphone positions in the tire’s near-field that are mandatory
in the Close-Proximity (CPX) method, a standardized method used to characterize pavements. A
method for determining whether a measurement run may be used for the sound source localization
was established, using sensors to evaluate the trailer’s running smoothness and the rotational frequency
of the tire. The Inverse Scheme and established sound source localization algorithms were applied to
different frequencies of five measurement runs, including various types of asphalt pavements and a
concrete pavement.

The Inverse Scheme and the beamforming-based de-convolution algorithm CLEAN-SC identified the
dominant sound source during the tire-pavement interaction near the tire contact patch for most of the
evaluated frequencies, which is in accordance with the literature review presented in the first chapter.
However, the Inverse Scheme could identify additional weaker sources along the tire’s circumference.
The basic algorithms Conventional Beamforming and the advanced Functional Beamforming could
localize the dominant sound sources’ exact positions only at higher frequencies. However, weaker
sound sources at the tire could not be identified by these simpler methods.

Further, the sound pressure field around the tire was calculated by solving the forward problem
via the FE method, prescribing the identified sound sources in the FE model. It could be shown
that the sound field calculated from sources obtained via the inverse method matched the microphone
measurements better than sound sources inferred with the alternative methods. It was also investigated
how well the sound pressure can be reconstructed in the near-field of the tire at locations other than
the microphone positions. In doing so, the sound pressure measurements at the CPX positions were
omitted for the identification via the Inverse Scheme, and the sound pressure at the respective positions
therefore did not enter the optimization. It could be shown that, especially at low frequencies, the
reconstruction of the sound pressure in the near field – again obtained via solving the forward problem
with the identified sound sources prescribed – matched the microphone measurements well. However,
at higher frequencies, the simulated pressure deviated from the measurements. Further, it could be
observed that taking microphone measurements at the CPX positions into account for the sound
source localization yielded source maps with a higher signal-to-noise ratio. These facts indicate the
importance of choosing the microphone positions carefully, both for the identification results and the
simulated sound pressures in the near-field.

Therefore, future works should focus on the influence the chosen microphone positions have on
the identified sound source locations and amplitudes. Further, since it could be observed that the
Inverse Scheme’s gradient-based optimization performed better concerning the matching of measured
and calculated sound pressures than the genetic-based optimization used for the material parameter
identification, it should be investigated how the fitting of the material parameters could be improved
by using gradient-based algorithms.
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