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A B S T R A C T

We investigate the stability of destructive quantum interference (DQI) in electron transport through graphene
nanostructures connected to source and drain electrodes. The fingerprint of DQI is an antiresonance in the
transmission function, and its origin is deeply connected to the topology of the atomic structure, which we
discuss in terms of symmetry arguments supported by numerical simulations. A systematic analysis of the
transmission function versus system size reveals that the DQI antiresonance persists for large systems in the
ballistic regime and establishes the quantum confinement gap as the intrinsic resolution limit to detect QI
effects. Furthermore, we consider the influence of disorder, electron–electron and electron–phonon interactions,
and provide quantitative criteria for the robustness of DQI in their presence. We find that the conductance
is quite sensitive to perturbations, and its value alone may not be sufficient to characterize the quantum
interference properties of a junction. Instead, the characteristic behavior of the transmission function is more
resilient, and we suggest it retains information on the presence of an antiresonance even if DQI is partially
concealed or suppressed. At the same time, DQI results in a non-linear transport regime in the current-bias
characteristics that can be possibly detected in transport experiments.
1. Introduction

Quantum interference (QI) in electron transport is a purely quan-
tum mechanical phenomenon of keen interest in the field of molecu-
lar electronics. In single-molecule junctions, experimental evidence of
both destructive [1–6] (DQI) and constructive [7–9] (CQI) quantum
interference, as well as their control [10,11] has been extensively
reported. Sharp antiresonances due to QI with asymmetric Fano shapes
and symmetric Mach–Zehnder shapes can be found and theoretically
explained [12–18]. Close to the Fermi level, sharp antiresonances
drastically affect the transport properties [19–22], and indeed, QI has
been proposed as a paradigm for a wide spectrum of technological
applications, ranging from logic gates [15,23] single-molecule transis-
tors [24,25], molecular switches [5,26], spin-filters [27–30], as well
as for enhancing the performance of thermoelectric [4,8,31,32] and
chemical sensing [21,33,34] devices.

Fundamentally, QI effects occur when the transmission of electrons
across a resistor is phase-coherent, which is realized when the length
of the transmission channel  is shorter than the characteristic scale
(mean free path) associated with elastic (𝜆𝑒) and phase-breaking (𝜆𝜙)
electron scattering events, i.e.,  < 𝜆𝑒, 𝜆𝜙 (ballistic regime). For large
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ballistic cavities of size , an intuitive interpretation is provided by
semiclassical approaches like Gutzwiller’s trace formula [35]. By con-
trast, QI in the context of molecular electronics rather originates from
contributions between different molecular orbitals (MO), depending on
their coupling strength to the electrodes and their phases [36,37]. A
qualitative understanding of QI can be achieved within a single-particle
picture, thus making QI deceptively simple. However, careful treatment
is warranted, since the loss of electronic phase coherence is typically
(but not exclusively) associated to inelastic processes which are often
neglected in theoretical calculations, such as, e.g., electron–electron or
electron–phonon scattering.

Notwithstanding different sources of scattering, which can possibly
spoil phase coherence, QI effects can be detected under experimental
conditions. While early evidence of QI has been rather indirect [38],
the dramatic technological progress of the last few decades eventually
lead to a clear direct detection of DQI [1,5,6].

It is worth stressing that, while the synthesis of molecular bridges
is very advanced, current junction fabrication techniques do not offer
high enough spatial resolution to reliably contact single molecules
within well-defined geometries. Instead, transport measurements of
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single-molecule devices are typically performed with break-junction
techniques, either in a mechanically-controlled or a scanning tunneling
microscope setup [39]. In the simplest case, a thin gold wire is me-
chanically strained until the wire breaks, creating two fresh electrode
surfaces that can now be connected by individual molecules in a self-
assembled way. Consequently, the junction is subject to configuration
fluctuations, as the atomic arrangement is unknown. The measurement
is therefore repeated over a series of break-junction events to obtain
reliable statistics. Despite the statistical nature of break-junction ex-
periments, there are protocols to identify the suppression of electron
transmission due to DQI, e.g., in differential conductance (𝑑𝐼∕𝑑𝑉𝑏)

aps [1,40,41], or through the analysis of conductance histograms [2,
,11,42,43] of single-molecule junctions. Remarkably, QI effects seem
lso to be surprisingly stable, having been detected even at room tem-
erature [1,9,10,43], and on length scales well beyond that of single-
olecule junctions, in systems such as, e.g., macromolecules [44] as
ell as nanostructured graphene [19,28,29,45,46].

In particular, graphene represents a natural platform for high-
erformance nanoelectronics [47], thanks to its unique physical prop-
rties, and its ability to form atomically precise nanostructures [46,48–
1]. Antiresonances akin to those occurring in single-molecule junc-
ions have been predicted theoretically [28,29,52–58] and confirmed
xperimentally [19,46,59–61]. QI effects can also occur in the diffusive
egime, i.e., 𝜆𝑒 ≪  < 𝜆𝜙, where weak localization can arise due to
he coherent superposition of random scattering paths [62]. Since the
ffective mean free path of electrons in graphene strongly depends on
he local doping [63], both regimes may be relevant for a single device
t different energies.

In the present work we analyze, within a unified framework, the
tability of QI antiresonances in graphene nanostructures. We show that
he ballistic transmission function displays a characteristic behavior
ithin the quantum confinement gap, that can be entirely ascribed to

he existence of an antiresonance. We consider a wide range of different
echanisms which are detrimental to QI, including disorder, electron–

lectron, and electron–phonon interactions, and quantify their effect
n a QI antiresonance. Our results thus provide stringent boundaries
n the possibility of detecting QI effects in an experimentally-relevant
arameter range.

. Topological conditions for DQI

Predicting the occurrence of QI in the electron transmission function
s a challenging task [12,23,64–67]. A few back-of-the-envelope meth-
ds have been developed [14,23,64,66,68,69], including a graphical
cheme, which relies on a visual inspection of the molecular struc-
ure and the topology of the Hückel (or tight-binding) Hamiltonian,
nd is able to predict DQI without the need for explicit numerical
imulations [23]. This graphical scheme has been validated against
ensity functional theory [64], it was extended to hetero-atoms [65],
on-alternant hydrocarbons such as azulene [66,67], and further gen-
ralized in a diagrammatic fashion to calculate the position of the
ntiresonances [66]. The Coulson–Rushbrooke pairing theorem from
uantum chemistry [70] has recently reconciled the graphical approach
ith a MOs perspective more common for a theoretical analysis of
olecular properties [36].

The graphical scheme and the pairing theorem naturally link the
ublattice structure to DQI. The term alternant hydrocarbons refers to
onjugated hydrocarbon systems where carbon atoms can be divided
nto two subsets (or sublattices) with nearest-neighbor interactions only
etween two atoms of the two different subsets – i.e., any hydro-
arbon system containing no odd-membered rings. For such systems
QI antiresonance appears between the highest occupied (HOMO)

nd the lowest unoccupied (LUMO) MOs if the contact sites belong
o the same sublattice [28,29,36,58,71,72]. If the contact sites belong
o different sublattices, DQI is still possible if certain conditions are
et [58], but it is in general harder to predict. These properties have
2

also been confirmed within the more general framework of Green’s
functions formalism, [28,29,57,58,73,74] which also revealed a rich
QI phenomenology [74]. Specifically, DQI has been demonstrated nu-
merically for rectangular [57,58] and hexagonal [28,29] graphene
nanostructures. Indeed, such an argument predicts DQI in graphene
nanostructure with any size and shape, with some caveats [58,73].
Since graphene nanostructures can be considered, and even chemically
synthesized [48,75], as extended polyaromatic molecules with an alter-
nant structure and hydrogen-passivated edges, the sublattice scenario
naturally holds. While selectively contacting a specific sublattice can
be difficult from the experimental point of view, it is within reach
of present fabrication technologies. For instance, linker molecules are
routinely used in single-molecule mechanically-controlled break junc-
tions. They act as spacer allowing the molecule to bridge the nano-gap
between the electrodes and at the same time can be used to target
specific C atoms for contacting the electrodes. In this sense, the choice
of considering nanostructures with zig-zag edges is very natural, as all C
atoms along a given zig-zag edge (i.e., those available to bond to either
passivating groups or to the linkers) belong to the same sublattice. This
is expected to facilitate contacting in an experimental setup. Provided
that the contacting can be engineered to be atomically precise, DQI
can arise independently on the edge topology of edges (e.g., zig-zag,
armchair, or even imperfect ones). Another interesting case is that
of imperfections, such as Stone–Wales (pentagonal-heptagonal) defects
and vacancies, due to which the sublattice symmetry is locally broken.
A graph theoretical analysis of QI has been proposed [73] to treat these
scenarios in terms of perturbations of a bipartite subsystem (for which
the QI properties are known or easy to predict). Some perturbations
leave the interference set invariant, while others lift or create additional
antiresonances. However, with state-of-the-art bottom-up fabrication
technologies, especially those based on molecular precursors, it is pos-
sible to realize defect-free, atomically-precise graphene nanostructures,
with a variety of edge termination [48]. From this perspective, an
analysis of QI effects in graphene nanostructures without intrinsic
lattice imperfections is still experimentally relevant.

The topological argument greatly simplifies the theoretical analysis
and, at the same time, can guide the experimental fabrication, as it
provides a very simple criterion to identify which contact configu-
rations display a QI antiresonance. It is equally clear, however, that
for larger graphene flakes with several transmission channels, more
phases accumulate, and as a consequence, the characteristic dip due
to DQI becomes less pronounced. Indeed, only the existence of the dip
is topologically protected — there is no general statement on its width.
Additional interactions such as electron–electron or electron–phonon
coupling will further affect the phase coherence required for quantum
interference effects. Consequently, one might ask under which realistic
conditions DQI effects can still be measured. In the following, we intend
to provide a comprehensive answer to this question, investigating the
role of system size, disorder, electron–phonon, and electron–electron
coupling on the DQI dip.

3. Results

We consider a graphene nanostructures with rhomboidal shape and
size 𝑁×𝑁 , where 𝑁 denotes the number of rings along each edge, and
𝑛𝐶 the number of C atoms in the nanostructure (see Fig. 1a). As we
discuss below, our arguments are rather general and are expected to
remain valid for graphene nanostructure with other shapes (e.g., rect-
angular or hexagonal). Let us further denote by {𝓁} = {𝓁1,𝓁2,…}
and {𝑟} = {𝑟1, 𝑟2,…} the sets of edge AOs contacted to the 𝐿 and 𝑅
leads, respectively. We indicate as meta and para the configurations in
which the atoms in sets {𝓁} and {𝑟} belong to the same or opposite
graphene sublattices (see Fig. 1c). Here we just focus on the graphene
nanostructure and the contact atoms therein, independently on the
particular experimental strategy that can be employed to create the
junction and contact the bridge to the electrodes, e.g., introducing
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linkers and anchoring groups, and we implicitly assume that those
elements do not introduce QI features.

We begin our analysis by studying the dependence of DQI features
on system size within the tight-binding approximation. The corre-
sponding Hamiltonian, describing a single 𝑝𝑧 AO per C atom, reads

0 = 𝑡
∑

⟨𝑖𝑗⟩

∑

𝜎
𝑐†𝑖𝜎𝑐𝑗𝜎 , (1)

here 𝑐(†)𝑖𝜎 is the annihilation (creation) operator for an electron at site
with spin 𝜎, and 𝑡 is the hopping between nearest-neighbor sites 𝑖 and
, for which we take a typical value 𝑡 = 2.7 eV. Including longer-range
oppings, or deriving them ab-initio [76], e.g., breaks the particle-
ole symmetry and shifts the position of the antiresonance within the
ap [28] but does not invalidate our conclusions (see also our analysis
n the presence of disorder).

Since the tight-binding Hamiltonian 0 does not include any scatter-
ng mechanism (neither elastic nor inelastic), in this approximation the
lectronic excitations do not decay, i.e., are characterized by a lifetime
= ∞ and mean-free paths 𝜆𝑒 = 𝜆𝜙 = ∞. As we introduce disorder,

lectron–electron, or electron–phonon scattering below, we estimate
he characteristic length scales on which QI effects are suppressed.

.1. Universal transport behavior due to DQI

We describe electronic transport within the Landauer formalism
77], where the transmission function is given by

(𝜔) = Tr
[

𝛤𝐿(𝜔)𝐺†(𝜔)𝛤𝑅(𝜔)𝐺(𝜔)
]

, (2)

n terms of the molecular Green’s function 𝐺(𝜔) and the coupling matrix
𝐿∕𝑅 to the left (𝐿) and right (𝑅) leads. We assume that the leads-
olecule coupling is diagonal in the AO indices, i.e., 𝛤𝐿

𝓁𝓁′
= 𝛤𝛿𝓁𝓁′

nd 𝛤𝑅
𝑟𝑟′ = 𝛤𝛿𝑟𝑟′ , and we further employ a wideband limit (WBL)

pproximation for the leads, so that the coupling elements 𝛤𝐿
𝓁𝓁 and

𝑅
𝑟𝑟 are given by energy-independent constants 𝛤 for edge C atoms

n the sets {𝓁} and {𝑟}, and zero otherwise, see also Supplementary
aterial (SM). In the following, we set all non-zero couplings to the

eads to 𝛤 = 0.0004𝑡 ≈ 1meV (or ≈ 10K, for reference) and we focus on
he non-resonant transport regime. We have verified numerically that
either the WBL approximation [28,78,79] nor neglecting non-diagonal
ouplings 𝛤𝑖≠𝑗 [17,80–82] fundamentally change the QI properties of
he system under study. Under the assumptions above, we can decom-
ose the transmission function as a sum over independent transmission
hannels

(𝜔) =
∑

𝓁𝑟
𝑇𝓁→𝑟(𝜔) = 𝛤 2

∑

𝓁𝑟
|𝐺𝓁𝑟(𝜔)|

2. (3)

n the non-resonant transport regime, the condition for an antireso-
ance in a given channel 𝑇𝓁→𝑟 due to DQI becomes ℜ𝐺𝓁𝑟(𝜔DQI) = 0,
or a given frequency 𝜔DQI [28,29,74]. While 𝜔DQI can be different in
ach channel, due to the particle-hole symmetry of Hamiltonian (1) the
ntiresonance is pinned at 𝜔DQI = 0 in each channel. In Figs. 1(b,d)
e show the total transmission function, i.e., the sum over all possible

ontributions 𝑇𝓁→𝑟 for the 4 × 4 graphene nanostructure. Indeed, we
ind a pronounced antiresonance at 𝜔 = 0 (solid line in Fig. 1b) if {𝓁}

and {𝑟} belong to the same sublattice (labeled as meta configuration,
Fig. 1c). If {𝓁} and {𝑟} instead belong to different sublattices (labeled
s para configuration, Fig. 1c) we find no antiresonance, and the
ransmission function within the HOMO-LUMO gap saturates at a much
igher value (dashed line in Fig. 1b). These results are consistent with
he topological conditions for DQI discussed above.

In the meta configuration, we identify a universal behavior of the
transmission function and we show that it can be ascribed to the pres-
ence of the DQI antiresonance. We calculate the transmission function
through graphene nanostructures of increasing size and we show 𝑇 (𝜔 >
3

0) on a log–log scale (Fig. 1d). Due to the particle-hole symmetry in
our model, the transmission function is symmetric, i.e., 𝑇 (−𝜔) = 𝑇 (𝜔)
and the antiresonance is pinned at 𝜔DQI = 0 [29]. The transmission
function saturates close to the antiresonance 𝜔 → 𝜔DQI whereas it
is unitary in correspondence to the LUMO resonance at 𝜔LUMO. The
evolution of 𝜔LUMO shows that the HOMO-LUMO gap 𝛥0 = 𝜔LUMO −
HOMO, decreases with systems size (see also Fig. 1e), in agreement
ith the literature [83–85]. At intermediate energies, we find that the

ransmission follows the universal behavior

meta(𝜔) ∼ 𝛤 2 [𝛼20 + 𝛼21𝜔
2] , (4)

here 𝛼𝑘 is the (size-dependent) real-valued coefficient of the 𝜔𝑘 term
n the expansion of the Green’s function. Such behavior follows nat-
rally upon symmetry considerations. Indeed, when 𝓁 and 𝑟 belong to
he same sublattice, it can be shown [29] that: (i) ℜ𝐺𝓁𝑟(𝜔) and ℑ𝐺𝓁𝑟(𝜔)
re odd and even functions of 𝜔, respectively, and (ii) ℜ𝐺𝓁𝑟(0) = 0,
hich defines 𝜔DQI. Hence, to the leading order 𝐺𝓁𝑟(𝜔) ∼ 𝛼1𝜔 + 𝚤𝛼0.

Inserting the expansion of the Green’s function in Eq. (3) yields Eq. (4)
and the universal behavior of the transmission function (see the SM
for a detailed derivation). Remarkably, we verify numerically that the
leading order dominates not only close to 𝜔DQI but it extends on a wider
window within the HOMO-LUMO gap. Deviations from this behavior
are observed when contributions from the frontier MO resonances
become sizable. While it is convenient to derive the universal behavior
from symmetry considerations, we verify numerically that it holds even
when the particle-hole symmetry is broken and it can therefore be
expected also for realistic nanostructures beyond our minimal tight-
binding model (see, e.g., Fig. 2d and the analysis in the presence of
disorder).

From the numerical data we observe a weakly size-dependent sat-
uration value 𝑇 (𝜔DQI). However, at a finite energy scale, e.g., due to
experimental resolution, the transmission increases approximately by
an order or magnitude when increasing 𝑁 by one unit. This is because
𝛥0 decreases with size but the coupling between molecule and leads
𝛤 , which determines the width of the transmission features, remains
constant. An analogous dependence of the transmission function is
observed at constant 𝛥0 by increasing 𝛤 (see SM). To remove this
contribution, we consider the ratio 𝜉(𝜔) = 𝑇meta(𝜔)∕𝑇para(𝜔) between
the transmission in the meta and para configurations (Fig. 1f). Away
from the Dirac point, i.e., for |𝜔∕𝑡| ≫ 0 the transmission in meta and
para configurations approach each other, 𝜉(1) → 1 because the position
and the width of the LUMO and HOMO resonances are the same in
the meta and para configurations (Fig. 1b). For energies within the
HOMO-LUMO gap, all the curves 𝜉(𝜔) collapse onto each other (see
Fig. 1f). We ascribe the imperfect collapse at 𝑁 ≤ 4 to the distribution
f poles of the transmission function on the complex plane. Hence, by
isentangling the behavior induced by the antiresonance from 𝛥0 and
, we can draw the following conclusions: (i) for 𝑁 ≥ 4, the trans-
ission 𝑇meta within the HOMO-LUMO gap approaches the universal

orm of Eq. (4), with the prefactor 𝛼1 determined by 𝑇meta(𝜔LUMO) =
para(𝜔LUMO) (i.e., 𝜉(𝜔LUMO) → 1), and (ii) our argument remains
alid for differently shaped graphene nanostructures, especially as the
urface-to-bulk ratio decreases. Hence, in the following, we shall focus
n a 4 × 4 graphene nanostructure, which strikes a good balance be-
ween numerical cost while displaying weak-to-none finite-size effects
n the universal behavior of the transmission of Eq. (4).

Remarkably, the universal behavior of the transmission function
eflects on the current-bias (𝐼 − 𝑉𝑏) characteristics, which can be di-
ectly measured in the experiment, whereas the transmission is loosely
elated to the differential conductance 𝑑𝐼∕𝑑𝑉𝑏, at least at low bias
oltages 𝑒𝑉𝑏 = 𝜇𝐿 − 𝜇𝑅, where 𝜇𝐿 (𝜇𝑅) is the chemical potential
n the left (right) contact. We model the bias dependence in the
andauer–Büttiker framework, i.e.,

≈ 𝑒
ℎ ∫

𝜇𝐿

𝜇𝑅
𝑇 (𝜔)d𝜔, (5)

where 𝑒 denotes the electric charge and ℎ the Planck constant. Within
the HOMO-LUMO gap, we can insert the universal behavior of the
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Fig. 1. Effects of system size on DQI. (a) Representative 𝑁 ×𝑁 graphene nanostructure. (b) Transmission function in the meta an para configurations for a 4 × 4 nanostructure.
c) Connections in the meta and para configurations, the black and white circles indicate the sets of AO {𝓁} and {𝑟} connected to the L and R leads, respectively. (d) Evolution of
he transmission function in the meta configuration with system size. Within the gap 𝑇 (𝜔) ∝ 𝜔2 and saturates as 𝜔 → 𝜔DQI. (e) Evolution of the HOMO-LUMO gap 𝛥0 with system
ize. (f) Data collapse of the ratio 𝜉 between the transmission function in the meta and para configurations, for system size 𝑁 ≳ 4. (For interpretation of the references to color

in this figure legend, the reader is referred to the web version of this article.)
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transmission function. For the meta configuration, 𝐼meta ∝ 𝑉𝑏 only
lose to the antiresonance, whereas when the 𝜔2 behavior of Eq. (4)
upersedes, it yields a non-linear characteristic 𝐼meta ∝ 𝑉 3

𝑏 . In the para
onfiguration the slowly-varying transmission 𝑇para(𝜔) ≈ const results
n a linear characteristic 𝐼para ∝ 𝑉𝑏 (see SM). Hence, we identify this
pecific non-linear transport regime as a fingerprint of DQI, which is
seful for the experimental characterization of a junction, besides the
alue of the zero-bias conductance 𝐺 = (𝑒2∕ℎ)𝑇 (0). Indeed, recent
xperimental investigations [5,40,86] have suggested non-linear 𝐼 −𝑉𝑏
haracteristics to originate from DQI features in the electron trans-
ission, whereas it is not found for molecular bridges missing a DQI

ntiresonance or when the antiresonance lies far from the Fermi energy
f the electrodes [40]. In the latter case, while displaying a linear 𝐼−𝑉𝑏
haracteristic, the influence of QI effect can be still detected in the
hermoelectric properties, as, e.g., the Seeback coefficient is sensitive
o the asymmetric slope generated by a DQI antiresonance away from
he Fermi energy [86].

In single-molecule junctions, with a gap in the range of a few eV,
he experimental resolution necessary to resolve the in-gap 𝐼 − 𝑉𝑏
haracteristics is hardly an issue. By contrast, the HOMO-LUMO gap
uickly becomes unmeasurably small for large graphene nanostruc-
ures, i.e., below 1 meV for 𝑁 = 11. Another possible limitation is the
ontribution to the transmission function through the 𝜎 channel, which
s neglected in our numerical simulation, and can in principle mask
nterference effects in the 𝜋 channel. However, the 𝜎 contribution is
aturally suppressed for longer molecules due to a faster decay with
ength (see, e.g., [87] and references therein) and can therefore be
xpected to be less relevant upon increasing systems size.

In summary, for larger flakes, the main restriction for observing DQI
ffects is the energy scale of the HOMO-LUMO gap, which approaches
he limit of experimental resolution at 𝑁 ≳ 12.

.2. Disorder

For exploiting DQI in practice, robustness with respect to moderate
isorder is critical. Sources of disorders can be intrinsic or extrin-
ic. Intrinsic disorder is related to defects in the crystal structure,
.g., vacancies, edge or Stone–Wales (pentagonal-heptagonal) defects,
hereas extrinsic disorder originates from the environment, including

train and impurities from the substrate and adsorbates (e.g., due to
xidation). With state-of-the-art bottom-up fabrication technologies,
specially those based on molecular precursors, it is possible to realize
efect-free, atomically-precise graphene nanostructures, with a variety
f edge terminations [48]. In mechanically exfoliated graphene most
f the disorder is extrinsic [51,88]. In contrast to earlier devices on
IO2 substrates, exhibiting chemical potential variations of ∼ 100meV,
n state-of-the-art graphene devices sandwiched between hexagonal
4

oron-nitride (hBN) bulk disorder is of the order of a few meV [51],
ith a major contribution from long-range strain modulations [89], and
vidence of ballistic transport exceeding 1 μm has been reported [90].
or graphene nanostructure with length scales of a few nm there are no
xperimental reference values. The dominant source disorder is likely
he different chemical environment at edge C atoms due to passivation
with H or other functional groups). Some insight comes from density
unctional theory, suggesting that passivation with different atoms
nduces a charge redistribution in the proximity of the edges, and a
orresponding change in the energy of the frontier MOs of the order of
00meV [85]. Notwithstanding, transport simulations for graphene-like
olecules such a pyrene [34,79] or anthanthrene [14], find the DQI

ntiresonance not far from the middle of the HOMO-LUMO gap.
We investigate the influence of uncorrelated local random disorder

ocusing on the configurations exhibiting DQI. The scope of our analysis
s two-fold: (i) we show how the transmission function changes with
espect to the pristine sample, for configurations with static disorder,
nd (ii) we look at the transmission function averaged over hundreds
f disorder realizations (also referred to as dynamic disorder) by adding
he individual transmission traces incoherently. The disorder average is
epresentative of the statistical nature of experimental measurements
n a break-junction setup. The combination of the two effects allows
s to understand the stability of DQI against disorder. We find that QI
s surprisingly robust up to disorder amplitudes of ≈ 40meV, which is
t least one order of magnitude above the experimental estimates for
tate-of-the-art devices.

The local disorder is described by adding to the tight-binding Hamil-
onian (1) the following term

disorder =
∑

𝑖𝜎
𝜖𝑖𝑛𝑖𝜎 , (6)

where 𝑛𝑖𝜎 = 𝑐†𝑖𝜎𝑐𝑖𝜎 is the number operator and 𝜖𝑖 is the on-site energy of
site 𝑖. We create random disorder with ⟨𝜖𝑖⟩ = 0 and ⟨𝜖2𝑖 ⟩ = 𝐴2, with 𝐴
the disorder amplitude. Such a local potential is suitable to describe
extrinsic disorder such as chemical potential fluctuations. Moreover,
the disordered nanostructure is generally not at half-filling, it also
describes doping effects due to charge transfer between the graphene
structure and adsorbate atoms and molecules.

We calculate the transmission function for different disorder re-
alizations (Fig. 2). Since disorder breaks the particle-hole symmetry,
the energies of the MOs, and their projection onto the C-𝑝𝑧 AOs no
longer fulfill the Coulson–Rushbrooke pairing theorem. In particular,
the position of the frontier MOs (𝜔HOMO and 𝜔LUMO) now depends on
the specific disorder realization, shifting the characteristic DQI dip in
the transmission function randomly (Fig. 2b). The antiresonance, which
emerges from the cancellation of contributions involving all MOs [36],
is no longer pinned at the Fermi energy, i.e., 𝜔DQI ≠ 0. Moreover, the

cancellation of the transmission is partial. In order to better understand
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Fig. 2. (a) Schematic representation of the local disorder. (b,c) Transmission function for a specific disorder realization (b) and averaged over hundreds of realizations (c), for
ifferent values of disorder strength. (d,e) Rescaling the energy allows aligning the position of the antiresonance 𝜔DQI and of the LUMO resonance 𝜔LUMO for each disorder

realization (or their average). Disorder strongly enhances the conductance, but the characteristic 𝜔2 behavior is clearly observed over an extended energy range up to moderate
disorder strength. Dashed gray lines mark the transmission functions of the corresponding pristine para configurations as a reference. (f) In contrast to the other transmission
features whose variance increases with the disorder strength, a statistical analysis reveals that the size of the HOMO-LUMO gap is remarkably stable around the pristine values
(red dashed lines). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
t
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this result, we recall that, in the pristine case, each transmission chan-
nel 𝑇𝓁→𝑟 exhibits a sharp DQI antiresonance at 𝜔DQI = 0 due to the
particle-hole symmetry (this is also demonstrated numerically in the
SM). In the presence of disorder, the particle-hole symmetry is broken
and each contribution 𝑇𝓁→𝑟 in the meta configuration exhibits a sharp
DQI antiresonance at a different energy (i.e., 𝜔DQI becomes channel
dependent) determined by the specific realization of the disorder poten-
tial (see SM). Hence, the total transmission function displays a broader

QI suppression, given by the contribution of several antiresonances at
ifferent energies. The broadening depends on the distribution of the
ndividual antiresonances and therefore on the strength of the disorder
otential.

We also mention that the shift of the DQI antiresonance position
ue to the interaction of the surface and an adsorbate, and the corre-
ponding chemiresistive response, is the underlying mechanism of QI
hemical sensors [33,34].

Averaging over disorder further smears out the signatures of DQI
Fig. 2c). Close to the DQI resonance, the conductance is thus effec-
ively enhanced by disorder, both in individual realizations (as the
ntiresonance shifts away from the Fermi energy) and on average. In
his sense, we can talk about disorder-assisted transport, as the role of
he disorder is to suppress the QI effects responsible for the transmission
inimum. Finally, we note that for individual realizations the resonant

ransport through the MOs remains unitary, while the average over
isorder introduces an effective decoherence and drives the system
way from the ballistic regime.

In order to understand how disorder affects the universal behavior
f the transmission function, we rescale the conductance traces as a
unction of the dimensionless scale (𝜔−𝜔DQI)∕(𝜔LUMO−𝜔DQI), using the
orresponding value of 𝜔DQI and 𝜔LUMO extracted for each individual
isorder realization (Fig. 2d) or their average (Fig. 2e). This aligns the
osition of both the antiresonance and the gap edge for both static
nd dynamic disorder. Focusing on the transmission function close
o the antiresonance, we find quadratic enhancement with disorder
trength, i.e., 𝑇 (𝜔DQI) ∝ 𝐴2 for both individual configurations and on
verage (see SM). Hence, for any given value of the disorder strength,
he transmission function interpolates between a constant regime at
≈ 𝜔DQI and the characteristic 𝜔2 behavior at higher energies, and the

rossover scale increases with disorder strength. Above a critical thresh-
ld, the transmission function becomes qualitatively indistinguishable
rom that of the para configuration. Despite a lower conductance the
ffects of DQI are lost. This scenario emerges for both individual
isorder configurations and on average. This suggests that an analysis
f the conductance alone may not be conclusive for detecting DQI
5

hile the effects on the transmission function at finite energy and
he corresponding non-linearity of the 𝐼 − 𝑉𝑏 characteristics are more
esilient to the effects of disorder (see SM).

Disorder may also be characterized by a disorder scattering length.
or any given realization of static disorder the electron transport is
allistic and the transmission in the resonant regime (e.g., at the LUMO
esonance) is unitary, hence 𝜆disorder = ∞. After averaging over the

disorder realizations the resonant transmission is reduced as [91]

𝑇 (𝜔LUMO) =
𝜆disorder

 + 𝜆disorder
. (7)

For 𝜆disorder ≫  unitary transport is restored. Taking as system size  ≈
1 nm, estimated as the longest distance among all 𝓁 → 𝑟 channels, we
find, e.g., 𝜆disorder ≈ 1.2 nm at 𝐴 = 30meV, and a relation 𝜆disorder (𝐴) ∝
𝐴−1 (see SM). Alternatively, if we express the condition above as
𝜆disorder


=

𝑇 (𝜔LUMO)
1 − 𝑇 (𝜔LUMO)

, (8)

it is possible to estimate a disorder threshold (independent on ) de-
fined by 𝜆disorder ≈ , corresponding to a resonant transmission reduced
to half its ballistic value. We find 𝐴critical ≲ 40meV, and verified that
when approaching the critical disorder strength the 𝜔2 transmission
disappears, meaning that the effects of QI are contextually lost (see
SM). Experimentally, the critical value is comparable with disorder
estimates for graphene on a SiO2 substrate but well above estimates for
devices encapsulated in hBN [51]. For individual disorder realizations,
QI are lost only at much higher values of disorder strength (i.e., above
those investigated here). We conclude that the intrinsic (i.e., static)
disorder of the sample is not as detrimental to QI as averaging over
several disorder configurations, which can be considered representative
of a statistical analysis of the transport properties over a series of
break-junction configurations.

Finally, we compare the disorder average and variance to a few
energy scales relevant for electron transport, i.e., the position of the
resonant (𝜔HOMO and 𝜔LUMO) and interference (𝜔DQI) features, and the
gap (Fig. 2f). Since the disorder distribution is symmetric, i.e., ⟨𝜖𝑘⟩ = 0,
the mean value of all quantities is close to that of the pristine sample,
while their variance generally increases with disorder strength. As
already discussed, the fluctuation of 𝜔DQI in the individual transmission
channels for each disorder realization is responsible for the enhance-
ment of the conductance, see Figs. 2b,c,d,e. However, we also find
that the gap 𝛥 is remarkably stable against disorder, i.e., its variance
is significantly lower than the variance of the frontier MOs position
for any value of the disorder strength. This suggests that the dominant
effect at play is rather a fluctuation of the Fermi level alignment. The
data are also compatible with a weak increase of the gap, e.g., less than

2% with respect to the pristine value 𝛥0 at 𝐴 ≈ 𝛥0.
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Overall, limiting disorder to below 10meV sufficiently limits disor-
der effects to still be able to observe DQI. This is readily possible for
state-of-the-art substrates like hBN [90].

3.3. Electron–electron interaction

Electronic correlation arising from the Coulomb repulsion are be-
lieved to play a relevant role in electron transport, when electrons
are constrained in narrow conduction channels. Unfortunately, tak-
ing into account many-body effects in the theoretical description of
electron transport is a challenging task [39], and despite attempts to
include dynamical correlations (in different fashions) in the recent
literature [28,29,92–98], systematic studies for correlated nanoscale
quantum junctions are still few and far between.

The Coulomb repulsion between 𝜋-electrons was estimated by Parr
t al. [99] to be 𝑈 = 16.93 eV, corresponding to 𝑈∕𝑡 ≈ 6. Typi-
ally, in organic molecules one should consider a Pariser–Parr–Pople
odel [99–101], which includes long-range interactions 𝑉 (𝑟). Remark-

ably, Schüler et al. [102] have shown that it is possible to approximate
a model with non-local interactions by an effective Hubbard model
with a screened local interactions 𝑈 . In practice, the local part of the
interaction is reduced according to a weighted average of non-local
interaction terms. The screened value, ranging between 𝑈∕𝑡 ≈ 1.6
for graphene and 𝑈∕𝑡 ≈ 1.2 for a benzene molecule, can supply for
the missing long-range repulsion in the Hubbard model [102]. From
the computational point of view, the many-body problem with non-
local interactions is significantly harder than its Hubbard counterpart,
and requires sophisticated techniques. In the case of benzene, numer-
ical simulations of the Pariser–Parr–Pople model suggest that indeed
non-local interactions reduce correlations effects [103], in agreement
with the above screening picture. In the following, we add to the
tight-binding Hamiltonian a screened local Coulomb repulsion (i.e., a
Hubbard interaction) described by the Hamiltonian

e−e = 𝑈
∑

𝑖
𝑛𝑖↑𝑛𝑖↓ − 𝜇

∑

𝑖
(𝑛𝑖↑ + 𝑛𝑖↓), (9)

where the chemical potential to be 𝜇 = 𝑈∕2 ensures the Fermi energy
is located at 𝜔 = 0 for any value of the local Coulomb repulsion. In our
analysis, we take 𝑈 as a parameter, which we vary within a reasonable
range of values in order to explore the system behavior from the weak-
to the strong-coupling regimes.

We take into account the many-body effects due to electron–electron
interaction within real-space dynamical mean-field theory (DMFT). In
a nutshell, each C atom is mapped onto an auxiliary impurity problem
(describing a single C-𝑝𝑧 AO) self-consistently embedded in the nanos-
tructure, which is solved with Lánczos exact diagonalization, [104,105]
similarly as in previous works [28,29,106,107]. All the many-body
effects are enclosed in the electronic self-energy 𝛴𝑖𝑗 (𝜔) = 𝛴𝑖𝑖(𝜔)𝛿𝑖𝑗 ,
which is a diagonal matrix in the space of the carbon 𝑝𝑧 AOs. The
dynamical nature of the self-energy allows to simultaneously describe
both coherent and incoherent electronic excitations living on different
energy scales, giving rise to a non-trivial renormalization of the spec-
tral features. Taking into account non-local correlations, i.e., 𝛴𝑖≠𝑗 (𝜔)
requires much more sophisticated and computationally expensive tech-
niques. Numerical investigations for molecules such as benzene have
shown that the dominant effect of non-local correlations is to enhance
the HOMO-LUMO gap [103,108], whereas local correlations tend to re-
duce it instead [103,106,108,109]. Hence, in the context of the present
work, it is reasonable to neglect non-local correlations, considering
the (normalized) HOMO-LUMO gap 𝛥 as a conservative approximation.
We perform zero-temperature calculations, which can be expected to
be accurate as long as thermal excitations of charge carriers across
the spectral gap are negligible, i.e., for 𝑘𝐵𝑇 ≪ 𝛥0, where 𝑘𝐵 denotes
Boltzmann’s constant.

Real-space DMFT has been employed in the literature to describe
6

many-body effects in a wide range of systems, lacking translational
Fig. 3. (a) Schematic representation of the local Coulomb repulsion. (b) Many-body
effects on the transmission function include a renormalization of the HOMO-LUMO gap,
and a redistribution of spectral weight, giving rise to many-body resonances. (c) The
universal behavior of the transmission function in the presence of the QI antiresonance
is preserved in the presence of electron–electron interactions. (d,e,f) Evolution of the
spectral gap 𝛥, of the average quasi-particle weight 𝑍, and the average scattering rate
𝛾 as a function of the Coulomb repulsion 𝑈 . The renormalization of the gap 𝛥∕𝛥0
correlates with the reduction of 𝑍 and it is mostly controlled by its value at the
edges 𝑍min. The low scattering rate, i.e., 𝛾 ≪ 𝛤 , due to the lack of electronic states
within the gap, cannot drive the electron transport away from the ballistic regime. (For
interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

invariance in one or more spatial directions [96–98,103,108,110–119],
including graphene nanostructures [28,29,106,107,120]. To address
the transport properties, the transmission function is evaluated from
the Landauer formula, where the Green’s function is dressed with the
many-body self-energy (see also SM). In the presence of many-body
correlations within the scattering region, the Landauer formula for the
transmission is approximate, and vertex corrections should be taken
into account. Following Ferreti et al., [121] vertex corrections to the
transmission effectively renormalize the coupling

𝛤𝑅 → 𝛤𝑅
[

1 +
𝛾(𝜔)

𝛤𝐿 + 𝛤𝑅

]

(10)

where 𝛾(𝜔) ∝ −ℑ𝛴(𝜔) is the scattering rate associated to electron–
electron scattering and 𝛤𝐿∕𝑅 = 𝛤 is the coupling to the leads. As long
as 𝛾 ≪ 𝛤 , vertex corrections are negligible. As we show numerically
below, this is indeed the case within the HOMO-LUMO gap 𝛥, where 𝛾
is strongly suppressed due to the lack of electronic states available for
scattering. Hence, far from the resonant transport regime, i.e., for bias
voltages 𝑒𝑉𝑏 ≪ 𝛥, vertex corrections can be neglected. [95,98,121–125]

In Fig. 3b,c we show how many-body effects reflect on the trans-
mission function of the meta configuration. The primary effect is a
renormalization of the HOMO-LUMO gap with respect to the tight-
binding value 𝛥 < 𝛥0, see also Fig. 3d. While the low-energy structure
is qualitatively identical to the one of the original tight-binding model,
at higher energy scales the system displays a significantly richer elec-
tronic structure, characterized by a redistribution of spectral weight
between emergent many-body resonances. Remarkably, the universal
𝜔2 behavior, as well as the QI antiresonance, survive in the presence
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of electron–electron interactions ranging from the weak- to the strong-
coupling regime [28,29]. The physics close to the Fermi energy, which
is relevant for electron transport, can be rationalized – to some extent
– in terms of key parameters derived from the many-body self-energy,
i.e., the quasi-particle weight 𝑍𝑖 and scattering rate 𝛾𝑖

𝑖 =
(

1 − 𝜕
𝜕𝜔

ℜ𝛴𝑖𝑖(𝜔)
|

|

|𝜔=0

)−1
(11)

𝛾𝑖 = −𝑍𝑖ℑ𝛴𝑖𝑖(0) (12)

hich account for the renormalization of spectral features, and the
cattering rate, proportional to the (inverse) lifetime of electronic exci-
ations, respectively. Since both depend on position and hence display
ome degree of spatial distribution, it is also convenient to consider
heir the spatial average, defined as  = 𝑛−1𝐶

∑

𝑖 𝑖 where 𝑖 is a generic
bservable. In order to understand the behavior of those parameters
s a function of the Coulomb repulsion, it is useful to recall that in
he non-interactive limit (𝑈 → 0) the many-body self-energy vanishes,
herefore 𝑍 → 1 and 𝛾 → 0.

Within DMFT, the renormalization of the gap of a correlated insu-
ator (or semiconductor) is controlled by the quasi-particle weight [28,
9,106,109]. In a spatially-translational system, one would expect 𝛥 =
𝛥0. At the size considered here, the gap decreases faster than the

verage 𝑍 as a function of the Coulomb repulsion, and its behavior
orrelates well with the minimal value of 𝑍 over the structure (𝑍min,
ompare Figs. 3d,e). The lowest values of 𝑍 correspond to edge C
toms, where the balance between potential and kinetic energy tilts
ore towards the former compared to bulk C atoms [106,107]. The

dges thus seem to control the reduction of the gap despite the average
being closer to the bulk values, see Fig. 3e.
The many-body scattering rate 𝛾 is a measure of the dampening of

he electronic excitations at the Fermi energy, while at finite energy, the
elf-energy induces broadening of the spectral and transport features.
n a semiconductor (or insulator) the scattering rate is dramatically
uppressed due to the lack of electronic states available for the scat-
ering. As show in Fig. 3f, 𝛾 increases with the Coulomb repulsion,
et only becomes comparable with the interface scattering to the leads
i.e., 𝛾 ∼ 𝛤 ) towards the strong-coupling regime. In this scenario, the
cattering time 𝜏e−e = ℏ∕𝛾 ≈ 100 fs suggests that long-lived electronic
xcitations propagate through the graphene nanostructure. Assuming
typical value 𝑣𝐹 ≈ 1 × 106 ms−1 for the Fermi velocity in free-

tanding graphene [126], the electron–electron scattering length can be
stimated as 𝜆e−e = 𝑣𝐹 𝜏e−e ≈ 100 nm, which is significantly longer than
he size of the nanostructures considered here. This scenario is in stark
ontrast with Mott insulators, where the electronic excitation within the
correlated) energy gap features an extremely short lifetime [127,128]
nd molecules in a open-shell configuration [129].

Hence, the primary effect of electronic-electron scattering is a renor-
alization of the spectral gap, while the electronic transport mecha-
ism is dominated by coherent quasi-particles, and a QI antiresonance
s clearly observed also in the presence of a strong Coulomb repulsion.

Finally, it is worth mentioning that graphene nanostructures with
ig-zag edges are prone towards magnetism. If the Coulomb interaction
s strong enough, the magnetic ground state is a global singlet with
n antiferromagnetic (Néel) real-space pattern [83,106,130]. In this
tate, the chiral and magnetic sublattices coincide, so that in the meta
onfiguration, the {𝓁} and {𝑟} contact atoms have the same spin
olarization. Remarkably, QI effects survive also in the magnetic state,
nd the DQI antiresonances in two spin channels appear at different
nergies, i.e., 𝜔DQI

↑ and 𝜔DQI
↓ , yielding a strong spin polarization of the

ransmission function [28,29,120]. This effect was suggested as a novel
echanism, e.g., to realize a spin filter operating on QI [28] and for
7

pin-caloritronic applications [120].
.4. Electron–phonon interaction

Molecular vibrations are another possible source of scattering for
lectrons. In the literature, a strong inelastic vibrational signal has been
eported close to electron transmission resonances through graphene
anoconstrictions [131], and the phonon-induced dephasing has been
uggested to be most relevant for molecular junctions in the meta
onfiguration [71]. Indeed, evidence of a partial quenching of DQI
n molecular junctions due to inelastic electron–phonon contributions
as been reported both theoretically [94] and experimentally [41,132].
owever, QI effects are not completely destroyed, not even at room

emperature, as the conductance difference between junction in the
eta and para configurations still remains substantial [94].

In the following, we analyze the effects of electron–phonon scatter-
ng on the electronic transmission through small graphene nanoflakes.
iven the comparatively small sample size (compared to large-scale
raphene devices) we are interested in coupling through bosonic vibra-
ional modes rather than long-wavelength acoustic phonons [133,134].
or the sake of simplicity, we consider the coupling to a dispersionless
uch mode, so that the coupled electron–phonon system is described by
he Fröhlich Hamiltonian

Fröhlich = 0 +ph +e−ph (13)

ith

ph = 𝜔𝑝ℎ

(

𝑎†𝑎 + 1
2

)

(14)

and

e−ph = (𝑎†𝑔∗ + 𝑎𝑔)
∑

𝑖𝜎
𝑛𝑖𝜎 , (15)

where 𝑎 (𝑎†) is the bosonic annihilation (creation) operator of a phonon
with energy 𝜔𝑝ℎ, coupled to the local electron density 𝑛𝑖 through a
complex electron–phonon coupling matrix which is diagonal in the
phonon subspace, 𝑔 = |𝑔| exp(𝚤𝜙), where 𝜙 is a random phase. We treat
both 𝜔𝑝ℎ and 𝑔 as parameters, in order to understand the effect of
electron–phonon scattering on the QI features in different regimes. For
coupling to vibrational modes, prefactors 𝑔 = 𝜆𝜔𝑝ℎ with 𝜆 ≈ 0.7 have
been estimated [134], corresponding to 𝑔 ≈ 20meV, i.e., at the lower
end of the values we investigate here. Typical values of the electron–
phonon coupling for graphene on a substrate have been estimated to
be 38meV on SiO2 and 62meV on hBN [135].

The expanded Hilbert space we simulate is spanned by a direct prod-
uct of the electronic and phononic degrees of freedom, i.e., 𝑛𝐶 ⋅𝑛𝑝ℎ, with
𝑛𝑝ℎ the number of phononic excitations. We compute the transmission
𝑇0→𝑛(𝜔;𝜔𝑝ℎ) with a fixed 𝜔𝑝ℎ, from an incoming mode with 𝑛 = 0
phonons to each outgoing mode with −𝑛𝑝ℎ ≤ 𝑛 ≤ 𝑛𝑝ℎ phonons. These
contributions are added fully coherently by taking the trace in the Lan-
dauer formula over the phononic degrees of freedom. We also sample
the phase 𝜙 of the electron–phonon coupling, in order to get the total
transmission 𝑇 (𝜔;𝜔𝑝ℎ). We further extend our analysis from a single-
to a multi-mode scenario by incoherently superimposing transmission
functions 𝑇 (𝜔;𝜔𝑝ℎ) over a range of phonon frequencies, weighted with
a Boltzmann factor evaluated at 𝑇 = 300K (i.e., 𝑘𝐵𝑇 ≈ 26meV) that
takes into account the thermal occupation of the corresponding phonon
mode (for a step-by-step description of all procedures see SM). Within
this approximation, we neglect higher-order processes such as multiple,
coherent scattering of phonons between several electrons. Treating
such effects would require a Keldysh Green’s function formalism with
an explicit simultaneous treatment of all electrons within the consid-
ered bias window. Given the comparatively small electron–phonon (or
electron–vibron) coupling, and the limited size of our scattering region,
neglecting the coherence between multiple scattering events seems
like a valid approximation, at least for bias voltages not substantially
exceeding the energy of the considered vibrational modes.

We calculate the transmission function for different values of the
electron–phonon coupling 𝑔. In the single-mode approximation
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Fig. 4. (a) Schematic representation of the electron–phonon interaction. (b,c) Effects of the electron–phonon coupling on the transmission function. In the single-mode case, phonon
satellite peaks are visible at integer multiples of 𝜔𝑝ℎ = 26meV around the frontier MOs. In the multi-mode case, the weighted average over 𝜔𝑝ℎ at 300K broadens the resonances,
and the transmission at the frontier MOs is no longer unitary. (d,e) Evolution of the universal behavior of the transmission function across the weak- to the strong-electron–phonon
coupling regimes. The transmission functions of the corresponding pristine para configurations is also given as a reference (dashed gray lines). (f,g) Single-mode transmission
function around 𝜔LUMO for 𝜔𝑝ℎ = 13meV (red line) and 𝜔𝑝ℎ = 26meV (orange line) and 𝑔 = 100meV compared to the result for 𝑔 = 0 (gray line). The arrows and the dashed lines
highlight the phonon satellite peaks. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
(Figs. 4b,d), we observe phonon satellite peaks around the frontier MO
resonances, at integer multiples of the phonon frequency (Figs. 4f,g)
for different values of 𝜔𝑝ℎ. Focusing on the transmission function close
o the antiresonance, we find that it is enhanced quadratically with
he electron–phonon coupling, i.e., 𝑇 (𝜔DQI) ∝ 𝑔2, in close analogy to

the effect of disorder. Continuing the analogy, we also observe that
for a given value of the electron–phonon coupling, the transmission
function interpolates between a constant regime at 𝜔 ≈ 𝜔DQI and
he characteristic 𝜔2 behavior at higher energies. The crossover scale
gain increases with the electron–phonon coupling. Above a critical
hreshold, the transmission function becomes qualitatively indistin-
uishable from that of the para configuration. In the multi-mode case,
nstead of generating individual phonon satellites, the electron–phonon
oupling broadens the resonances so that electron transport through
he MOs is no longer unitary as shown in Figs. 4c,e. The effects on
he antiresonance are qualitatively similar to those observed in the
ingle-mode scenario. The transmission in the single-mode scenario
eatures fewer, more pronounced peaks than the multi-mode version,
here the superposition of satellite peaks at different energies results

n a broadening of the resonance. While the position of the DQI
ntiresonance is not affected by the electron–phonon interaction, the
ransmission probability at 𝜔 ≈ 𝜔DQI increases due to contributions

of scattering channels involving phononic excitations. The dichotomy
between the effects close to the antiresonance and at higher energy
scales appears to be a generic feature of the suppression of QI, which
applies to different scattering mechanisms.

Since in our numerical framework, the electronic subsystem is no
longer energy-conserving, nor do we define an electronic self-energy,
we cannot estimate a scattering length as we did in the case of disorder
or electron–electron interactions. Therefore, we employ an alternative
strategy that allows us to estimate the inelastic scattering length as a
function of the electron–phonon coupling. In a nutshell, we consider
the probability distribution of 𝑇0→𝑛(𝜔 = 0;𝜔𝑝ℎ) as a random walk in
𝑛. As the number of steps increases, we can fit a Gaussian distribution
with width proportional to 𝜆e−ph∕ (the detailed procedure is described
in the SM). For instance, we find 𝜆e−ph ≈ 10 nm at 𝑔 = 20meV but

e only reach the typical system size 𝜆e−ph ≈ 2 nm at 𝑔 = 100meV.
ollowing a random walk argument in the space of possible bosonic
xcitations, we obtain a relation 𝜆e−ph(𝑔) ∝ 𝑔−1 (see SM), analogous to
he case of disorder. Upon comparison with the numerical data for the
ransmission function, this corresponds to the coupling range in which
he characteristic 𝜔2 behavior of the meta configuration is no longer
bservable and hence the effects of QI are contextually lost.

In summary, phonons (or, more generally, inelastic scattering) limit
QI effects as soon as 𝑘 𝑇 exceeds the size of the HOMO-LUMO gap, in
8

𝐵

line with a much more simple estimate of smearing out the conductance
on this energy scale. We, therefore, conclude that explicit consideration
of electron–phonon scattering does not pose an additional limit to the
observability of DQI.

4. Discussion and conclusions

The focus of the present work is the resilience of QI effects in the
electron transport through graphene nanostructures. In the ballistic
transport regime, the stability of DQI is rooted in its topological and
symmetry origin, as also established in the recent literature. Further-
more, we investigated several effects, which can be possibly detrimen-
tal to QI, and for each we estimate a characteristic scale above which
QI effects are likely to be lost.

Our findings can be summarized as follows. (i) A size effects analysis
reveals that in the ballistic regime, the in-gap transmission function
displays a characteristic 𝜔2 behavior that can be entirely ascribed to
the presence of a QI antiresonance. In this regime, the transmission
function is a universal function of the ratio between the molecule-lead
coupling and the width of the gap, i.e., 𝛤∕𝛥0. In turn, it also determines
an intrinsic resolution threshold necessary to resolve QI effects. (ii) The
dominant effect of local many-body correlations due to the Coulomb
repulsion is to renormalize the gap 𝛥 < 𝛥0 and, as long as thermal exci-
tations of electrons across the gap are negligible, the electron–electron
scattering rate is low and the effect on the QI properties is marginal.
(iii) For disorder and electron–phonon scattering, we identify a similar
behavior of the transmission function. Close to the antiresonance the
transmission function is strongly enhanced with analogous scaling laws
versus disorder strength 𝐴 and electron–phonon coupling 𝑔, whereas
at higher energies the characteristic 𝜔2 behavior is more resilient.
For typical values reported in the literature, QI can be suppressed for
graphene devices deposited on substrates like SiO2 but not for cleaner
devices deposited on hBN. The electron–phonon coupling in graphene
(as well as in organic molecules) is typically low-enough that even at
room temperature QI effects can survive.

While we investigated each case independently, multiple scatter-
ing sources are simultaneously in play. Hence, the effective electron
lifetime is dominated by the process with the highest scattering rate
(i.e., with the lowest lifetime or scattering length). Specifically, the
overall scattering time is determined like a resistance in parallel
1
𝜏
= 1

𝜏𝛤
+ 1

𝜏disorder
+ 1

𝜏e−e
+ 1

𝜏e−ph
+⋯ , (16)

where the characteristic times correspond to processes involving elec-
tron scattering at the interface with the leads 𝜏 , off disorder (𝜏 ),
𝛤 disorder
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off other electronic (𝜏𝑒−𝑒) and phononic (𝜏𝑒−𝑝ℎ) excitations, respectively,
nd similarly for any other possible process not explicitly included here.

Within the present framework some effects can be combined with
ome additional effort, e.g., disorder with either electron–electron
r electron–phonon interactions. For instance, we speculate that in
he presence of the electronic correlations, the disorder-driven Fermi
evel alignment fluctuations could be reduced, especially for weak-to-
oderate disorder |𝜖𝑖| ≪ 𝑈 . The argument is that the Coulomb re-
ulsion penalizes a spatially inhomogeneous charge distribution, [106,
07] and is expected to compete with disorder by renormalizing the
isorder potential, i.e., 𝜖𝑖 → 𝜖𝑖 +ℜ𝛴𝑖𝑖(0). Other combinations, such as

the simultaneous treatment of electron–electron and electron–phonon
interactions are very challenging, and are beyond the scope of the
present analysis.

In conclusion, our analysis provides a unified theoretical ground
to explore the resilience of QI effects, and the necessary conditions
for observing them under experimental conditions. At the same time,
the conductance alone may be insufficient for a characterization of
the QI properties of a junction, while identifying non-linear 𝐼 − 𝑉𝑏
characteristics can reveal the presence of an antiresonance even when
partially concealed or suppressed due to the Fermi level alignment or
electronic scattering.
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