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Abstract: We consider a discrete-time TASEP, where each particle jumps according to
Bernoulli random variables with particle-dependent and time-inhomogeneous parame-
ters. We use the combinatorics of the Robinson–Schensted–Knuth correspondence and
certain intertwining relations to express the transition kernel of this interacting particle
system in terms of ensembles of weighted, non-intersecting lattice paths and, conse-
quently, as a marginal of a determinantal point process. We next express the joint distri-
bution of the particle positions as a Fredholm determinant, whose correlation kernel is
given in terms of a boundary-value problem for a discrete heat equation. The solution to
such a problem finally leads us to a representation of the correlation kernel in terms of
random walk hitting probabilities, generalizing the formulation of Matetski et al. (Acta
Math. 227(1):115–203, 2021) to the case of both particle- and time-inhomogeneous
rates. The solution to the boundary value problem in the fully inhomogeneous case
appears with a finer structure than in the homogeneous case.
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1. Introduction

1.1. Background and literature. The Kardar–Parisi–Zhang (KPZ) universality class is
a large class of stochastic systems with highly correlated components that exhibit a
similar statistical asymptotic behavior under space-time rescaling. They include (1+1)-
dimensional random growthmodels, interacting particle systems, eigenvalues of random
matrices, and stochastic partial differential equations. These models can be character-
ized by means of a space-time ‘height function’, which typically features random non-
Gaussian fluctuations depending on the initial height profile. For certain specific initial
configurations (e.g. ‘step’ and ‘flat’), the one-point distributions are given by the Tracy–
Widom laws (first introduced in the random matrix literature [TW94,TW96]) and the
multi-point distributions are given by Airy processes. Such precise asymptotics have
been obtained so far only for a few integrable models, whose rich algebraic structure
lead to exact formulas that are suitable for asymptotic analysis; see e.g. [BG16,Zyg22].
Among these integrable models, the most accessible ones can be described in terms of
determinantal measures: popular examples are the corner growth model, the polynuclear
growth model, last passage percolation, and various types of exclusion processes.

It is conjectured that all KPZ models, under the so-called 1:2:3-scaling, converge to
a universal, scale-invariant Markov process, known as the KPZ fixed point. Such a lim-
iting process was constructed in [MQR21] for the continuous-time Totally Asymmetric
Simple Exclusion Process (TASEP), a prototypical interacting particle system on the
integer line. The transition probabilities of TASEP were first shown to admit determi-
nantal formulas in [Sch97], using the coordinate Bethe ansatz. Based on these formulas,
[Sas05,BFPS07] showed that the TASEP evolution is encoded by a determinantal point
process; consequently, for arbitrary initial configurations, the multi-point distribution
of TASEP particles was given as a Fredholm determinant, whose kernel is implicitly
characterized by a biorthogonalization problem. This problem was solved in [BFPS07]
in the case of flat (2-periodic) initial configuration for the particles. The solution to the
problem of biorthogonalization for general initial configuration was given in [MQR21],
where the kernel was expressed in terms of a functional of a random walk and its hitting
times to a curve encoding the (arbitrary) initial configuration. The KPZ fixed point was
then constructed by taking a Donsker type scaling limit, under which random walk and
associated hitting times turn into Brownian motion and corresponding hitting times.

Since the seminal contribution of [MQR21], numerous works have considered other,
not only determinantal, KPZmodelswith general initial configurations, obtaining similar
Fredholm determinant formulas and, in certain cases, also convergence to the KPZ fixed
point. Here is a non-exhaustive list of such results. A system of one-sided reflected
Brownian motions was studied in [NQR20]. Two variations of discrete-time TASEP
with geometric and Bernoulli jumps were considered in [Ara20]. Convergence to the
KPZ fixed point was proved in [QS23] in the case of finite range asymmetric exclusion
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processes and the KPZ equation, for certain classes of initial conditions. In [MR22] it
was shown that the method of [MQR21] can cover a general class of models whose
multipoint distributions possess a Schütz type determinantal formula.

In the present work, we consider a discrete-time TASEP with inhomogeneous jump
probabilities. We provide an explicit, step-by-step route from the very definition of the
model to a Fredholm determinant representation of the joint distribution of the particle
positions in terms of random walk hitting times. This is, to the best of our knowledge,
the first such formulation for an interacting particle system with both particle- and time-
inhomogeneous rates. As discussed above, a result of this type, for the continuous-time
and homogeneous-rate TASEP, was first obtained in [MQR21]. However, our approach
differs from that of [MQR21]: Firstly, our starting point is not a Schütz type formula, but
rather the combinatorial structure of the integrable model. Moreover, instead of solving
the biorthogonalization problem, we map to ensembles of non-intersecting paths. We
work directly with the corresponding determinantal processes, exploiting some special
features that emerge through mapping to path ensembles and from the expression of
the path weights via local operators. We hope this perspective can shed additional light
on the structure of the KPZ fixed point formulas and may also be useful in different
settings, in particular for other particle systems that can be characterized by intertwining
relations. In the next subsection we present our result and discuss our approach in detail.

1.2. Our result and approach. In all variations of TASEP, particles occupy sites of Z
and, according to a stochastic mechanism, perform jumps in the same direction (to the
right, by convention). The interaction between particles consists in the exclusion rule:
no two particles may occupy the same position at any given time. Therefore, if a particle
attempts to jump to an occupied site, the jump is suppressed. There are several possible
stochastic mechanisms inducing the dynamics. In this article, as a working example, we
consider a version of TASEP where:

(i) there is a finite number N ≥ 2 of particles;
(ii) the dynamics evolves in discrete time;
(iii) jump sizes are given by independent Bernoulli random variables;
(iv) the expected jump size may depend both on the particle (particle-inhomogeneous

rates) and on time (time-inhomogenous rates);
(v) particle positions are updated sequentially from right to left.

Let us define the version of TASEP we are concerned with. For k = 1, . . . , N , denote
by Yk(t) ∈ Z the position of the k-th particle from the right at time t ∈ Z≥0. Therefore,
the configuration encoding the positions of the particles, at time t , will be

Y (t) = (Y1(t) > Y2(t) > · · · > YN (t)),

with arbitrary initial configuration

Y (0) = y = (y1 > y2 > · · · > yN ).

Let pt , t ≥ 1, and qk , 1 ≤ k ≤ N , be positive parameters. The random dynamics
is then given by sequential updates from right to left, i.e. from the particle labeled 1 to
the particle labeled N , as follows: Assume we have already updated the position of the
(k − 1)-th particle at time t (with k ≥ 2). Then, the k-th particle updates its position at
time t by jumping one step to the right with probability ptqk/(1 + ptqk), assuming that
the neighboring site on its right is not occupied by the (k − 1)-th particle; otherwise,
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the particle remains in its current position. We call this model discrete-time (Bernoulli)
TASEP and abbreviate it as dTASEP.

To state our main result, we first define the following kernels of operators from Z to
Z. For 1 ≤ j ≤ k and 0 ≤ r ≤ t , let

S[ j,k],(r,t](x, y) :=
∮

�0

dz

2π iz

∏k
�= j (q� − z) ·∏t

�=r+1(1 + p�z)

zx−y+k− j+1 , (1.1)

S̄[ j,k],(r,t](x, y) := −
k∏

�= j

(q� − 1) ·
∮

�q

dz

2π iz

zy−x+k− j+1

∏k
�= j (q� − z) ·∏t

�=r+1(1 + p�z)
, (1.2)

where �0 and �q are simple closed contours with counterclockwise orientation, enclos-
ing 0 and {qi }Ni=1 as the only poles, respectively. The kernels S[ j,k],(r,t] are compositions
of some random walk transition kernels and S̄[ j,k],(r,t] are dual versions of S[ j,k],(r,t]
with contribution coming from the poles {qi }Ni=1 instead of 0; see Proposition 4.1 for the
precise statement. The randomwalk/path interpretations of the kernels will be explained
through §2-4.

Let S be a geometric random walk (as defined in (4.24)). Let

epi( y) := {(i, x) : 0 ≤ i ≤ N − 1, x > yi+1}
be the (discrete) strict epigraph of the (discrete) curve (i, yi+1)0≤i≤N−1. For n ≤ N , let
τ be the first time ≤ n at which the random walk S hits epi(y):

τ := min{m ∈ {0, . . . , n} : Sm > ym+1}. (1.3)

The kernel encoding the initial configuration y = (y1 > · · · > yN ) is then expressed in
terms of S̄ and τ as the expectation

S̄epi( y)
[1,n],(r,t](x, y) := ES0=x [S̄[τ+1,n],(r,t](Sτ , y)1τ<n]∏n

�=1(q� − 1)
. (1.4)

Let also Qi (x, y) := qy−x
i 1{y<x} for 1 ≤ i ≤ N and x, y ∈ Z and Q(m,n] := Qm+1 ◦

· · · ◦ Qn for n > m.
Finally, for two operators A and B with kernels A(x, y) and B(x, y), x, y ∈ Z, we

define the composition operator A◦B through the kernel (A◦B)(x, z) :=∑y∈Z A(x, y)
B(y, z). With these notations, our main result is the following.

Theorem 1.1 (Multipoint distributions of dTASEP with particle- and time-inhom-
ogeneous rates). Let (Y (t))t≥0 = (Y1(t) > · · · > YN (t))t≥0 be the locations of N
particles evolving according to the dTASEP dynamics with parameters {pt }t≥1 and
{qk}Nk=1 and initial configuration Y (0) = y. Assume that qk pt < 1 for all k, t and
qk > 1 for all k. Then, the joint distribution of particle locations at time t is given by
the Fredholm determinant

P

(
m⋂
i=1

{Yki (t) ≥ si }
∣∣∣∣ Y (0) = y

)
= det(I − χs Kχs)�2({k1,...,km }×Z), (1.5)

for any m ∈ N, 1 ≤ k1 < k2 < · · · < km ≤ N and (s1, . . . , sm) ∈ R
m, where

χs(ki , x) := 1x<si and K is the kernel

K (m, x; n, x ′) = −Q(m,n](x, x ′)1n>m + S[1,m],(0,t] ◦ S̄epi( y)
[1,n],(0,t](x, x

′). (1.6)
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We remark that the condition qk pt < 1 for all k, t is equivalent to assuming that, for
all k, t , the k-th particle attempts its t-th jump with probability (qk pt )/(1 + qk pt ) < 1

2 .
The case when all the jump probabilities are greater than 1/2 can be analyzed using
particle-hole duality (see for example [Fer04]). Our theorem does not cover the case
where some of the jump rates are > 1

2 and others are < 1
2 . This seems to be a common

restriction, appearing for example also in [MR22, Assumption 1.1].
The assumption qk > 1 is innocuous, as we will explain in Remark 4.8.
The original work [MQR21] dealt with homogeneous rates, while [Ara20] considered

time-inhomogeneous rates only. In their recent work [MR22], Matetski and Remenik
expressed interest in the case of particle-inhomogeneous rates, considering it “meaning-
ful from a physical point of view”. However, they only considered this general case in
the preliminary part of their analysis, and did not solve the corresponding biorthogonal-
ization problem.1

Let us mention that shape functions and hydrodynamic limits of inhomogeneous
TASEP and corner growth model have been studied since the 1990s; see [SK99,Emr16,
EJS21]. Furthermore, multipoint formulas for TASEP with particle- and time-
inhomogeneous rates have been obtained e.g. in [BP08,KPS19,JR22,IMS22]. How-
ever, Theorem 1.1 expresses, for the first time in the case of a particle- and time-
inhomogeneous TASEP, the joint law of particle locations in terms of random walk
hitting times. As we explain later in the introduction, we obtain these formulas in a quite
different way from [MQR21,MR22], overcoming the technical difficulties that such a
generalization presents.

The routewe follow to prove Theorem 1.1 is also new, in various aspects, compared to
the methods used so far, as we now discuss. The remarkable idea of expressing the mul-
tipoint law in terms of a random walk hitting problem is due to [MQR21]. Before that,
the standard representation was in terms of a Fredholm determinant involving two fam-
ilies of biorthogonal functions {�n

k (·),�n
k (·)}1≤k≤n , where {�n

k (·)} are typically given
explicitly, but {�n

k (·)} are to be determined by solving the biorthogonalisation prob-
lem with respect to {�n

k (·)}. This formulation was first established in [Sas05,BFPS07],
where the case of flat (2-periodic) initial configuration for continuous-time TASEP
(which corresponds to a biorthogonalisation problem for shifted Charlier polynomials)
was solved.

Starting from the determinantal formula of [BFPS07] for TASEPwith general initial
configuration, [MQR21] were able to solve the biorthogonalisation problem in terms
of a hitting time expectation of the form (1.4). At the core of this lay an expression of
the family {�n

k (·)} in terms of a terminal-boundary value problem for a discrete heat
equation. The fact that the family {�n

k (·)} obtained by this method solves the biorthog-
onal problem with respect to {�n

k (·)} was achieved via a direct check. As explained in
[MQR21] (see also [Rem22]), the intuition that led to such a guess was based on two
points. Firstly, thanks to the “skew time reversibility” of TASEP, the one-point distribu-
tion of TASEPwith homogeneous parameters and a general initial profile is equal to the
multi-point distribution of TASEP starting from the so-called step initial configuration
(which represented the first solvable example of a particle system [Joh00]). Secondly,
the multi-point distribution of TASEP with the step initial condition has been known
since [PS02] to possess the Fredholm determinant expression

1 In a recently appeared preprint [MR23], they have extended the explicit biorthogonalization scheme
developed in [MR22] to an inhomogeneous setting that allows to study, for instance, a discrete-time TASEP
where some particles update sequentially and some update in parallel.
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P

( m⋂
i=1

{Yki (t) ≥ si }
)

= det
(
I − K (km)

t (I − Qk1−kmχ ′
s1Q

k2−k1χ ′
s2 · · · Qkm−km−1χ ′

sm )
)
�2(Z)

,

where Qn is the n-step transition kernel of a homogeneous, geometric random walk,
K (n)
t is the kernel of the one-point distribution of the model and χ ′

s(k j , x) := 1x>s j .
The expression Qk1−kmχ ′

s1Q
k2−k1χ ′

s2 · · · Qkm−km−1χ ′
sm can then be interpreted as the

probability that a homogeneous, geometric random walk with transition kernel Q lies
above s1, . . . , sm at times k1, . . . , km . We remark that, due to the aforementioned skew
time reversibility of TASEP, the levels s1, . . . , sm are related to the initial (rather than
final) positions of the particles.

Our approach to Theorem 1.1 differs from the above, even though our guiding prin-
ciple has been the already mentioned terminal-boundary value problem and a desire
to better understand its foundations. We do not start from the determinantal formulas;
instead, we work with the combinatorial foundations of discrete TASEP and its links,
via intertwinings and Markov functions, to determinantal point processes. We first com-
pute the transition kernel of dTASEP by using the column insertion, dual version of the
Robinson–Schensted–Knuth (RSK) correspondence, which we abbreviate as dRSK. As
it turns out, this combinatorial algorithm, viewed from a dynamical standpoint, encodes
the dTASEP dynamics as a projection. Furthermore, the transition kernel of dTASEP
intertwines with the transition kernel of the evolution of the shape of the tableaux gen-
erated by the dRSK dynamics and, thus, can be written as the latter kernel conjugated
by an ‘intertwining’ kernel; see (2.25). The general link between TASEP dynamics
and RSK correspondences is of course well known; see for example [DW08] and ref-
erences therein. In particular, our approach can be regarded as a time-inhomogeneous
generalization of [DW08] (see Case B: ‘Bernoulli jumps with blocking’).

Next, we interpret all the kernels appearing in our representation of the dTASEP
transition kernel in terms of weights of ensembles of non-intersecting lattice paths;
see (3.29). For our later goals, it is important to remark that theseweights canbe expressed
in terms of one-step (local) transition operators.

The Lindström–Gessel–Viennot theorem leads, then, to a determinantal formulation
for all these kernels, thus allowing us to view the transition distribution of dTASEP as a
marginal of a determinantal point process; see (3.35). Using standard methods in the the-
ory of determinantal point processes (as in [BFPS07,Joh03]), we express the fixed-time
joint distribution of dTASEP particles as a Fredholm determinant; see Proposition 3.10.
The correlation kernel of the Fredholm determinant involves the local operators encod-
ing the transition weights of the path ensemble as well as the inverse of a matrix M ;
see (3.53)–(3.54). The geometric picture that we obtain through the non-intersecting
path ensembles leads us to conclude that M is upper triangular and, therefore, explicitly
invertible. This crucial aspect leads to the boundary-terminal value problem (Proposi-
tion 4.2), which we next solve to arrive at the random walk hitting formula (1.4). This
task turns out to be more challenging than in [MQR21], since, in the case of particle-
inhomogeneous rates, the solution is not spanned by polynomials; see Remark 4.4. In
particular, we develop a very careful double induction argument (see the proof of Propo-
sition 4.6) that involves some subtle cancellations of inclusion–exclusion type that take
place in the formulas.

As outlined in Sect. 1.1, the KPZ fixed point was constructed in [MQR21] as the
1:2:3 scaling limit, at large time and length scales, of the homogeneous continuous-time
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TASEP. The present work paves the way to construct analogous processes from particle
systems with variable, fast/slow, rates. We leave this task for future work.

1.3. Outline of the article. In Sect. 2 we start by presenting some combinatorial objects
and, in particular, the dual, column RSK algorithm (dRSK) and its link with discrete-
time TASEP (dTASEP); we also obtain an expression for the transition probability
kernel of dTASEP via an intertwining relation. In Sect. 3 we re-express the transition
kernel of dTASEP in terms of weights of ensembles of non-intersecting paths and de-
terminantal point processes, thus arriving at an initial Fredholm determinant formula.
In Sect. 4 we prove our main result, Theorem 1.1, first formulating a terminal-boundary
value problem and then solving it, to arrive at the hitting time representation for the cor-
relation kernel of dTASEP with inhomogeneous rates. To solve the terminal-boundary
value problem, we first use path representations for certain subsets of Z, and then extend
the solution to the whole space via a subtle double induction argument (see Proposi-
tion 4.6).

2. TASEP Dynamics and Combinatorics

In this sectionwe present themain combinatorial tools that we need for the analysis of the
dTASEP dynamics. In Sect. 2.1, we introduce a few standard algebraic combinatorial
objects. In Sect. 2.2, we describe the dual, column RSK (dRSK) correspondence and
its main properties. In Sect. 2.3, we discuss the link between dTASEP and dRSK.
Finally, in Sect. 2.4 we establish certain intertwining relations and deduce a preliminary
expression for the dTASEP transition kernel.

2.1. Partitions, tableaux, and Schur polynomials. A partition λ of n ≥ 0 is a sequence
λ = (λ1 ≥ λ2 ≥ · · · ) of weakly decreasing non-negative integers, called parts of λ,
such that |λ| := ∑

i≥1 λi = n. If λ is a partition of n, we write λ � n and refer to n as
the size of λ. We will also say that λ is a partition without referring to its size. We will
denote by ∅ the only partition of 0. Any partition of n can be graphically represented
as a Young diagram of size n, i.e. a collection of n cells arranged in left-justified rows,
with λi cells in the i-th row. Every such a cell can be identified with a pair (i, j) ∈ Z

2≥1
with row index i and column index j ; thus, we may alternatively write λ as the set of
such pairs:

λ = {(i, j) : i ≥ 1, 1 ≤ j ≤ λi }. (2.1)

The conjugate partition of λ, which we denote by λ	, is defined by setting λ	
i to be the

number of k ≥ 1 such that λk ≥ i ; conjugating a partition corresponds to transposing
the associated Young diagram. The length of λ is the number of its non-zero parts; since
it clearly coincides with the first part of the conjugate partition λ	, we denote it by λ	

1 .
We define the (discrete) Weyl chamber as

Wn := {y = (y1, . . . , yn) ∈ Z
n : y1 ≥ y2 ≥ · · · ≥ yn

}
. (2.2)

Throughout this section, elements of Wn will be implicitly taken to have non-negative
components and, thus, to be integer partitions of length ≤ n. In later sections, we will
drop this assumption and consider elements ofWn with possibly negative components.
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1 1 1 2 3 3
2 2 4 5
4 4

≡ (∅ ≺(3) ≺ (4, 2) ≺ (6, 2) ≺ (6, 3, 2) ≺ (6, 4, 2))

Fig. 1. On the left-hand side, an example of a column-strict Young tableau of shape (6, 4, 2) and left edge
(3, 2). On the right-hand side, its corresponding sequence of interlacing partitions

For any two partitionsλ andμ, wewriteμ ⊆ λ ifμi ≤ λi for all i ≥ 1, or equivalently
if μ is a subset of λ, viewing the partitions as sets as in (2.1). A skew Young diagram
λ/μ is the set difference between two partitions λ and μ such that μ ⊆ λ. The size of
λ/μ, denoted by |λ/μ|, is the number of its cells, which equals |λ| − |μ|. If λ/μ has at
most one cell per column, we call it horizontal strip; if λ/μ has at most one cell per row,
we call it vertical strip. We say that two partitions μ and λ interlace, and write μ ≺ λ,
if λ/μ is a horizontal strip, or equivalently if λi ≥ μi ≥ λi+1 for all i ≥ 1.

A Young tableau T = {Ti, j : (i, j) ∈ λ} of shape λ is a filling of a Young diagram
λ with elements of an alphabet A ⊆ Z≥1. We write sh(T) for the shape of T. The
transpose of T, denoted by T	, is the tableau of shape λ	 that is obtained from T by
exchanging its rows with its columns. A Young tableau T is called column-strict if its
entries weakly increase along rows and strictly increase down columns. Every column-
strict Young tableau T of shape λ can be alternatively represented as a sequence of
interlacing partitions:

T ≡ (∅ =:λ(0) ≺ λ(1) ≺ λ(2) ≺ · · · ), (2.3)

where each λ(k) is the shape of the Young tableau obtained from T by removing all the
cells containing numbers > k. By the column-strict property of T, we have λ(k) ∈ Wk
for all k, and the partitions interlace. Clearly, λ(k) coincides with λ for k large enough;
therefore, one can think of the sequence as finite, by stopping it at any λ(k) such that
λ(k) = λ. See Fig. 1 for an example of a column-strict Young tableau. Similarly, a Young
tableauT is called row-strict if its rows are strictly increasing and its columns are weakly
increasing, or equivalently if T	 is column-strict.

We define the left edge2 of a column-strict tableau T = (
λ(0) ≺ λ(1) ≺ λ(2) ≺ · · · )

to be the partition

l-edge(T) := (λ(1)
1 ≥ λ

(2)
2 ≥ · · · ). (2.4)

Notice that, as all entries of the k-th row of T are ≥ k by the column-strict property, λ(k)
k

is simply the number of k’s in the k-th row of T. See again Fig. 1 for an example.
Finally, we give two equivalent, combinatorial definitions of Schur polynomials. Let

n ≥ 1 and λ ∈ Wn . The Schur polynomial in n variables of shape λ is given by

sλ(x1, . . . , xn) :=
∑

λ(0)≺···≺λ(n) :
λ(n)=λ

n∏
k=1

x |λ(k)/λ(k−1)|
k =

∑
T : sh(T)=λ

n∏
k=1

x
|(i, j) : Ti, j=k|
k .

(2.5)

2 This terminology comes from the triangular arrangement of
(
λ(0) ≺ λ(1) ≺ λ(2) ≺ · · · ) as a Gelfand–

Tsetlin pattern. Later on, we will also consider the left edge of a triangular point process, as defined in Sect.
3.3 and visualized in Fig. 4.
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The first sum is taken over any sequence
(
λ(0) ≺ · · · ≺ λ(n)

)
of interlacing partitions

such that λ(k) ∈ Wk for all k and λ(n) = λ. The second sum is taken over any column-
strict Young tableau T of shape λ in the alphabet {1, . . . , n}. It is also convenient to
define sλ(x1, . . . , xn) := 0 whenever the length of λ exceeds n.

2.2. Dual column RSK. As we will see, the TASEP dynamics we are concerned with
are encoded by a certain variation of the Robinson–Schensted–Knuth correspondence
(RSK), a celebrated combinatorial algorithm [Knu70,Ful97,Sta99].

All the RSK variations map a matrix (input) to a pair of Young tableaux (output).
They can be differentiated based on two key factors:

• The input may be a non-negative integer matrix or a {0, 1}-matrix (in the latter case,
one usually talks about dual RSK);

• The algorithm may be based on the so-called row insertion or column insertion.

According to these factors, one obtains four variations ofRSK: rowRSK, columnRSK,
dual row RSK, and dual column RSK. For our purposes we need the latter variation,
dual column RSK, which we abbreviate as dRSK. We introduce it here and refer to
[Ful97, A.4.3] for further details.

It is convenient to first define, for j ≥ 1, a mapping

I j : (T, x) 
→ (T′, y), (2.6)

which should be interpreted as the insertion of a number x into the j-th column of a
tableau T. Here:

(i) T is an input column-strict Young tableau T of shape λ, with λ1 ≥ j − 1;
(ii) x is an input positive integer such that, if j > 1 and λ	

j = λ	
j−1, then x ≤ maxi Ti, j ;

(iii) T′ is an output column-strict Young tableau;
(iv) y is either an output positive integer or a ‘stop symbol’×.

The mapping works as follows. For fixed j ≥ 1, if all entries Ti, j , 1 ≤ i ≤ λ	
j , of the j-

th column of T are< x (so that, by (ii), we have λ	
j < λ	

j−1), then a new cell (λ	
j +1, j)

containing x is added to the column, thus yielding a new column-strict tableau T′; the
outputs are then (T′,×). Otherwise, let i be the smallest integer such that x ≤ Ti, j =: y;
define T′ to be the same tableau as T except for the (i, j)-entry T′

i, j := x ; the outputs
are then (T′, y).

We now define the column insertion algorithm as a composition of several mappings
of the form (2.6). Consider the sequence

(T, x) =: (T(0), y(0))
I1
−→ (T(1), y(1))

I2
−→ · · · Ik
−→ (T(k), y(k)) =: (T′,×) ,

where k is the smallest integer such that y(k) =×. Notice that, by construction, every
y( j−1), 1 ≤ j ≤ k, can be inserted into the j-th column of T ( j−1), in the sense that
hypothesis (ii) above is satisfied.We then setT′ to be the outcome of the column insertion
of x into the tableau T. Clearly, if T is of size n, then T′ will be of size n + 1. See Fig. 2
for a graphical representation of the column insertion algorithm.

We now construct the dRSK algorithm. Given an input matrix w = {wi, j : 1 ≤ i ≤
n, 1 ≤ j ≤ N } with entries in {0, 1}, we define a sequence

(∅,∅) =: (P(0),Q(0)) 
→ (P(1),Q(1)) 
→ · · · 
→ (P(n),Q(n)) =: (P,Q) (2.7)
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⎛
⎝ 1 1 2

2 5
3

, 3

⎞
⎠ I1→−�

⎛
⎝ 1 1 2

2 5
3

, 3

⎞
⎠ I2→−�

⎛
⎝ 1 1 2

2 3
3

, 5

⎞
⎠ I3→−�

⎛
⎝ 1 1 2

2 3 5
3

,×
⎞
⎠

Fig. 2. Example of column insertion of an integer x into a tableau T. We start with the pair (T, x), on the
left-hand side, and apply the mappings I1,I2, . . . until we get a pair of the form (T′,×). The tableau T′
is then the outcome of the column insertion. At the j-th step, the red number is to be inserted into the j-th
column: either it replaces the blue number (first two steps) or it is inserted in a new cell at the end of the
column (third step). In the former case, the blue number becomes the red one at the next step; in the latter
case, a ‘stop symbol’×is returned and the procedure stops

w =

⎛
⎝
1 0 1 1
0 1 1 0
1 1 0 1

⎞
⎠

∅ =: P(0) �→ P(1) =
1
3
4

�→ P(2) =
1 3
2 4
3

�→ P(3) =

1 1 3
2 2 4
3
4

∅ := Q(0) �→ Q(1) =
1
1
1

�→ Q(2) =
1 2
1 2
1

�→ Q(3) =

1 2 3
1 2 3
1
3

Fig. 3. An example of the dRSK correspondence, constructed as in (2.7). An input {0, 1}-matrix w yields a
sequence of tableaux pairs, which terminates at the dRSK output pair (P,Q) = (P(3),Q(3))

of Young tableaux pairs starting from the pair of empty tableaux and ending at the dRSK
output pair (P,Q) (for an example, see Fig. 3). Essentially, each P(i) is constructed by
column inserting into P(i − 1) the column indices j that correspond to ones in the i-th
row of w, whereas eachQ(i) records the cells that are added in the construction of P(i).
More precisely, for all i = 1, . . . , n, given (P(i−1),Q(i−1)), the next pair (P(i),Q(i))
is obtained as the last element of the sequence

(P(i − 1),Q(i − 1)) =: (P(i, 0),Q(i, 0)) 
→ (P(i, 1),Q(i, 1))


→ · · · 
→ (P(i, N ),Q(i, N )) =: (P(i),Q(i)),

where, for j = 1, . . . , N :

• if wi, j = 0, then P(i, j) = P(i, j − 1) and Q(i, j) = Q(i, j − 1);
• if wi, j = 1, then
• P(i, j) is the tableau obtained by column inserting j into P(i, j − 1), and
• Q(i, j) is obtained from Q(i, j − 1) by adding a cell, filled with i , at the same

location where a cell was added in the column insertion of j into P(i, j − 1).

By construction, for all i, j , P(i, j) and Q(i, j) are Young tableaux of the same shape.
Each P(i, j) is column-strict. Moreover, it is not difficult to see that each Q(i, j) is
row-strict.

In the next theorem we summarize the properties of this mapping that are useful for
our purposes. They are all either immediate from the construction or easy to prove, and
can be visualized in the example of Fig. 3. We refer e.g. to [Ful97, A.4.3] for a proof.

Theorem 2.1. The dual column Robinson–Schensted–Knuth correspondence
dRSK : w 
→ (P,Q) is a bijection between a matrix with entries in {0, 1} and a pair
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(P,Q) of Young tableaux of the same shape such that P is column-strict and Q is row-
strict. If the input matrix is n × N, then P is in the alphabet {1, . . . , N } and Q is in the
alphabet {1, . . . , n}, so one can identify

P = (λ(0) ≺ · · · ≺ λ(N )
)

and Q	 = (μ(0),	 ≺ · · · ≺ μ(n),	) ,
where λ(k), μ(k),	 ∈ Wk for all k. Referring to the sequence of pairs (2.7) that defines
dRSK, we then have

μ(i) = sh(P(i)) for i = 1, . . . , n. (2.8)

Moreover, we have

n∑
i=1

wi j = ∣∣λ( j)/λ( j−1)
∣∣ for all j = 1, . . . , N , (2.9)

N∑
j=1

wi j = ∣∣μ(i)/μ(i−1)
∣∣ for all i = 1, . . . , n. (2.10)

2.3. dTASEP dynamics and dRSK. Let us now elaborate on the definition of dTASEP
given in the introduction and describe its relation to the dynamics of dRSK. Recall
that the N -particle dTASEP is encoded by the discrete-time Markov chain (Y (t))t≥0
of particle configurations Y (t) = (Y1(t) > Y2(t) > · · · > YN (t)), where Yk(t) is the
location of the k-th particle from the right. We consider an arbitrary initial configuration
Y (0) = y = (y1 > y2 > · · · > yN ). Let p = (pt )t≥1 and q = (q1, . . . , qN ) be positive
parameters and let W = {Wt,k : t ≥ 1, 1 ≤ k ≤ N } be a collection of independent
Bernoulli random variables with

P
(
Wt,k = 0

) = 1

1 + ptqk
, P

(
Wt,k = 1

) = ptqk
1 + ptqk

. (2.11)

The random dynamics is then given by sequential updates from right to left, i.e. from the
particle labeled 1 to the particle labeled N , driven by these random variables as follows:

Yk(t) := min
{
Yk−1(t) − 1, Yk(t − 1) +Wt,k

}
, (2.12)

with the convention that Y0(t) = ∞ for all t ≥ 0. These dynamics clearly preserve the
ordering of the particles (exclusion rule). We will abbreviate the N -particle dTASEP
with parameters p and q as dTASEP(N ; p, q).

The construction of dRSK given in Sect. 2.2 (see in particular (2.7) and Fig. 3) is
‘dynamic’: at the t-th step, the tableau pair (P(t − 1),Q(t − 1)) and the t-th row of
the input matrix w are used to generate a new tableau pair (P(t),Q(t)) through the
column insertion algorithm. We will now see how this dynamic procedure encodes the
evolution of the dTASEP, if one interprets the input matrix entries as the Bernoulli
random variables governing the particle jumps.

Notice that the collection W = {Wt,k : t ≥ 1, 1 ≤ k ≤ N } of Bernoulli random
variables defined in (2.11) canbe seen as a (random)matrixwith infinitelymany rows. For
all t ≥ 0, let (P(t),Q(t)) be the tableau pair obtained by applying dRSK to the (random)
matrix {Wi, j : 1 ≤ i ≤ t, 1 ≤ j ≤ N } consisting of the first t rows of W . As each P(t)
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is a column-strict tableau, we may write P(t) = (λ(0)(t) ≺ λ(1)(t) ≺ · · · ≺ λ(N )(t)
)
as

a sequence of interlacing partitions; see (2.3).
Recall from (2.4) that the left edge of P(t) is the partition l-edge(P(t)) = (λ

(1)
1 ≥

· · · ≥ λ
(N )
N ), where each λ

(k)
k (t) is the number of k’s in the k-th row of P(t). It is a

consequence of the column insertion algorithm that the time evolution of l-edge(P(t))
is autonomous from any additional information carried by P(t). To see this, suppose
that the first t − 1 rows of W have been inserted, yielding a P-tableau P(t − 1). If
Wt,1 = 1, then a 1 is column inserted into P(t − 1), thus yielding a new tableau P(t, 1)
(according to the notation of Sect. 2.2) that contains one more 1 in the first row. As
the subsequent insertion of any k > 1 does not affect the cells containing 1’s, we have
λ

(1)
1 (t) = λ

(1)
1 (t−1)+Wt,1. Suppose now that, at time t , for some k ≥ 2, the numbers< k

have been sequentially inserted, thus yielding a tableau P(t, k − 1). Now, if Wt,k = 1,
then P(t, k) is generated by column inserting a k into P(t, k − 1): if there are more
(k − 1)’s in the (k − 1)-th row than k’s in k-th row, then the ‘new’ k will end up in the
k-th row; however, if there are as many (k − 1)’s in the (k − 1)-th row as there are k’s in
the k-th row, then the ‘new’ k will end up in the j-th row, for some j < k. Again, since
the cells containing k are not affected by subsequent insertions of larger numbers, we
conclude that

λ
(k)
k (t) =

{
λ

(k)
k (t − 1) +Wt,k if λ

(k−1)
k−1 (t) > λ

(k)
k (t − 1),

λ
(k)
k (t − 1) if λ

(k−1)
k−1 (t) = λ

(k)
k (t − 1).

(2.13)

The latter formula is also valid for k = 1, if we adopt the convention λ
(0)
0 (t) = ∞ for

all t ≥ 0. Notice that the update rules (2.13) must be applied sequentially, from k = 1
to k = N . It is then straightforward to check that the N -tuple

(
λ

(k)
k (t) − k : 1 ≤ k ≤ N

) = (λ(1)
1 (t) − 1 > λ

(2)
2 (t) − 2 > · · · > λ

(N )
N (t) − N

)

satisfies the same recursion Equations (2.12) that the dTASEP satisfies.

Remark 2.2. Integer partitions coming from Young tableaux have of course nonnegative
parts. As a result, the transition kernels arising in the dRSK dynamics that will be
computed in the next subsection will be acting, in principle, on elements of WN with
nonnegative components. On the other hand, dTASEP particles may occupy any site of
Z. However, this is not an issue: The kernels coming from dRSK can be extended to
elements ofWN with components of any sign, just by shifting all the parts by the same
(integer) amount.

2.4. Transition probabilities for dRSK and dTASEP. We now study the evolution of
the P- and Q-tableaux under the dRSK dynamics considered in Sect. 2.3. This will
yield useful formulas for the transition probabilities of dTASEP(N ; p, q), as defined
in (2.11)–(2.12).

By (2.11), the joint probability distribution of the Bernoulli weights up to time t is

P(Wi, j = wi, j : 1 ≤ i ≤ t, 1 ≤ j ≤ N ) = 1

Z p,q
(0,t]

t∏
i=1

p
∑N

j=1 wi, j

i

N∏
j=1

q
∑t

i=1 wi, j
j ,
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where {wi, j : 1 ≤ i ≤ t, 1 ≤ j ≤ N } is any {0, 1}-matrix and, for 0 ≤ r < t ,

Z p,q
(r,t] :=

t∏
i=r+1

N∏
j=1

(1 + piq j ). (2.14)

Then, by Theorem 2.1, the pushforward law of the tableaux under the dRSK bijection
at time t is given by

P

(
P(t) = (λ(0) ≺ · · · ≺ λ(N )

)
, Q(t)	 = (μ(0),	 ≺ · · · ≺ μ(t),	))

= 1λ(N )=μ(t)
1

Z p,q
(0,t]

t∏
i=1

p|μ(i)/μ(i−1)|
i

N∏
j=1

q |λ( j)/λ( j−1)|
j ,

(2.15)

where
(
λ(0) ≺ · · · ≺ λ(N )

)
and

(
μ(0),	 ≺ · · · ≺ μ(t),	) are any sequences of interlacing

partitions such that λ(k), μ(k),	 ∈ Wk for all k.
It follows from (2.15) and from the definition (2.5) of Schur polynomials that the

marginal law of the common shape of P(t) and Q(t) is given by a Schur measure:

P
(
sh(P(t)) = sh(Q(t)) = λ

) = 1

Z p,q
(0,t]

sλ	
(
p[1,t]

)
sλ(q), (2.16)

where p[1,t] := (p1, . . . , pt ). By summing the above probabilities over all partitions λ,
one obtains the so-called dual Cauchy identity (see e.g. [Sta99, §7.14]):

∑
λ

sλ	
(
p[1,t]

)
sλ(q) =

∏
1≤i≤t
1≤ j≤N

(1 + piq j ).

Recalling (2.8) and taking a marginal of (2.15), we see that the joint distribution of
the shapes of the P-tableaux up to time t is given by

P

((
sh(P(0)), . . . , sh(P(t))

) = (μ(0), . . . , μ(t)))

= P

(
Q(t)	 = (μ(0),	 ≺ · · · ≺ μ(t),	))

=
∑

λ(0)≺···≺λ(N ) :
λ(N )=μ(t)

1

Z p,q
(0,t]

t∏
i=1

p|μ(i)/μ(i−1)|
i

N∏
j=1

q |λ( j)/λ( j−1)|
j = 1

Z p,q
(0,t]

t∏
i=1

p|μ(i)/μ(i−1)|
i sμ(t) (q).

(2.17)

For 0 ≤ r < t , define now the kernels R̂(r,t] and R(r,t] by setting

R̂(r,t](μ, λ) := sλ(q)

sμ(q)
R(r,t](μ, λ) := sλ(q)

sμ(q)

1

Z p,q
(r,t]

∑
ν(r)≺ν(r+1)≺···≺ν(t) :

ν(r)=μ	, ν(t)=λ	

t∏
i=r+1

p|ν(i)/ν(i−1)|
i

(2.18)

for any μ, λ ∈ WN , where ν(k) ∈ Wk for all k. From the first equality, we see that
R̂(r,t] can be interpreted as a Doob h-transform of R(r,t], with Schur polynomials as
h-functions (for a precise account of Doob’s h-transforms, see e.g. [RW00,Doo01]). It
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follows immediately from (2.17) that R̂(r,t] is the transition kernel of the shape of the
P-tableau from time r to time t :

R̂(r,t](μ, λ) = P

(
sh(P(t)) = λ

∣∣∣∣ sh(P(r)) = μ, sh(P(r − 1)), . . . , sh(P(0))

)

= P

(
sh(P(t)) = λ

∣∣∣∣ sh(P(r)) = μ

)
. (2.19)

Next, define the kernel K̂ and K by setting

K̂ (λ, y) := 1

sλ(q)
K (λ, y) := 1

sλ(q)

∑
λ(0)≺···≺λ(N )=λ :(

λ
(1)
1 ,...,λ

(N )
N

)
= y

N∏
j=1

q |λ( j)/λ( j−1)|
j (2.20)

for anyλ, y ∈ WN , where, as usual,λ(k) ∈ Wk for all k. Notice that K is an unnormalised
version of K̂ , which is a probability kernel. It follows from (2.15) and (2.17) that, for
all t ≥ 0,

K̂ (λ, y) = P

(
l-edge(P(t)) = y

∣∣∣∣ sh(P(t)) = λ, sh(P(t − 1)), . . . , sh(P(0))

)

= P

(
l-edge(P(t)) = y

∣∣∣∣ sh(P(t)) = λ

)
.

(2.21)

Finally, recall from Sect. 2.3 that the left edge of P evolves as a Markov chain in its
own filtration (i.e., autonomously from the rest of P). Thus, we may write its transition
kernel from time r to time t , for 0 ≤ r < t , as

Q(r,t]( y, y′) := P

(
l-edge(P(t)) = y′

∣∣∣∣ l-edge(P(r)) = y
)

= P

(
l-edge(P(t)) = y′

∣∣∣∣ l-edge(P(r)) = y,P(r), . . . ,P(0)

)(2.22)

for y, y′ ∈ WN . We will soon derive explicit expressions for the kernel Q(r,t] defined
above.

The Q- and R̂-kernels are transition kernels of the left edge and of the shape of the
P-tableau, respectively; on the other hand, K̂ encodes the conditional law of the left edge
of P given its shape at any given time. Therefore, from the theory of Markov functions
(see e.g. [RP81]), we expect these kernels to satisfy intertwining relations, and this is
indeed the case. We state the result in the next proposition and, for completeness, we
also provide a proof, following [DW08].

Proposition 2.3. For 0 ≤ r < t , the following intertwining relations between operators
fromWN toWN hold:

R̂(r,t] K̂ = K̂ Q(r,t] and R(r,t]K = K Q(r,t]. (2.23)
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Proof. Let y ∈ WN . By (2.21) and (2.19), we have

P
(
l-edge(P(t)) = y

∣∣ sh(P(0)), . . . , sh(P(r))
)

= E
[
P
(
l-edge(P(t)) = y

∣∣ sh(P(0)), . . . , sh(P(t))
) ∣∣ sh(P(0)), . . . , sh(P(r))

]
= E

[
K̂ (sh(P(t)), y)

∣∣ sh(P(0)), . . . , sh(P(r))
] =

∑
λ

R̂(r,t](sh(P(r)), λ) K̂ (λ, y).

We point out that, by the definition of R̂(r,t] in (2.18), R̂(r,t](sh(P(r)), λ) is non-zero
only for a finite number of partitions λ.

On the other hand, by (2.22) and (2.21), we have

P
(
l-edge(P(t)) = y

∣∣ sh(P(0)), . . . , sh(P(r))
)

= E
[
P
(
l-edge(P(t)) = y

∣∣ P(0), . . . ,P(r)
) ∣∣ sh(P(0)), . . . , sh(P(r))

]
= E

[Q(r,t](l-edge(P(r)), y)
∣∣ sh(P(0)), . . . , sh(P(r))

]
=
∑
λ

K̂ (sh(P(r)), λ)Q(r,t](λ, y).

Comparing the two expressions above leads to the first intertwining relation in (2.23).
The second one follows from the first, by using (2.18) and (2.20) and noting that the
Schur polynomials cancel out. ��
Remark 2.4. Notice that, by construction, Q(r,t]( y, y′) equals zero unless y j ≤ y′

j for
all 1 ≤ j ≤ N .

Define now the modified kernels

�(λ, y) := q−y1
1 · · · q−yN

N K (λ, y), Q̂(r,t]( y, y′) :=
( N∏

j=1

q
y j−y′

j
j

)
Q(r,t]( y, y′).

(2.24)

It is immediate to see that the second intertwining relation in (2.23) still holds when
replacing K with � and Q(r,t] with Q̂(r,t]. Moreover, it was proven in [DW08, Prop. 3]
that � is invertible (with an explicit inverse). This provides an explicit expression for
the kernel Q̂(r,t]. We summarize these facts in the next proposition.

Proposition 2.5. The intertwining relation R(r,t]� = � Q̂(r,t] holds. Moreover, the
operator � is invertible, so that

Q̂(r,t] = �−1R(r,t] �. (2.25)

In the next section we will interpret (2.25) in terms of weights of non-intersecting
paths.

3. Path Ensembles and Determinantal Point Processes

This section concerns the non-intersecting path constructions that lie at the core of our
approach. In Sect. 3.1, we introduce certain ‘local’ Toeplitz operators that we will use
throughout this work. In Sect. 3.2, we provide a non-intersecting path interpretation of
the dTASEP transition kernel in terms of these local operators. In Sect. 3.3, we deduce
an expression for the law of dTASEP in terms of a determinantal point process, which
we then study in Sect. 3.4, obtaining an initial expression for its correlation kernel in
terms of biorthogonal functions and local operators.



300 E. Bisi, Y. Liao, A. Saenz, N. Zygouras

3.1. Local operators. We will express the weights of the path ensembles in terms
of convolutions of local operators, which we now introduce. Let us first define the
conventions for the operator formalism. For an operator A defined through a ker-
nel (A(x, y) : x ∈ X, y ∈ Y ) on suitable spaces X,Y and a function (or vector)
f = ( f (y) : y ∈ Y ), we define the function (A ◦ f )(x) := ∑

y∈Y A(x, y) f (y), when-
ever the sum is absolutely convergent. Similarly, for a function g = (g(x) : x ∈ X), we
define the function (g ◦ A)(y) := ∑x∈X g(x)A(x, y). For two operators A and B with
kernels (A(x, y) : x ∈ X, y ∈ Y

)
and (B(y, z) : y ∈ Y, z ∈ Z), respectively, we define

the operator A ◦ B through the kernel (A ◦ B)(x, z) := ∑y∈Y A(x, y)B(y, z). Finally,
we define the adjoint of A as the operator A∗ with kernel A∗(x, y) := A(y, x).

Let us now introduce some specific local operators we are concerned with. Recall
from Sect. 2.3 that we fixed positive parameters p = (pi )i≥1 and q = (q1, . . . , qN ).

The first family of operators encode geometric jumps weakly to the right: for i =
1, . . . , N , let

Q†
i (x, y) := qy−x

i 1{y≥x}, x, y ∈ Z. (3.1)

We also define a family of operators encoding geometric jumps strictly to the left:

Qi (x, y) := qy−x
i 1{y<x}, x, y ∈ Z. (3.2)

We note that, under the hypothesis qi > 1 (which we will always assume, without
explicitly mentioning, from now on), the kernel Qi (x, y) defines a bounded operator on
�1(Z) with a well-defined inverse:

Q−1
i (x, y) := −1y=x + qi1y=x+1, x, y ∈ Z. (3.3)

Finally, for i ≥ 1, we define the operators

Ri (x, y) := 1{y=x} + pi1{y=x+1}. (3.4)

For 1 ≤ m ≤ n ≤ N , we will use the compact notations

Q(m−1,n] := Q[m,n] := Qm ◦ · · · ◦ Qn, (3.5)

Q−1
(m−1,n] := Q−1

[m,n] := Q−1
n ◦ · · · ◦ Q−1

m . (3.6)

We will abuse the notation slightly by defining

Q[m,n] := Qm ◦ · · · ◦ QN ◦ Q−1
N ◦ · · · Q−1

n+1, (3.7)

which makes sense even for m > n, in which case Q[m,n] = Q−1
m−1 ◦ · · · ◦ Q−1

n+1.
In particular, we have Q(n,n] = Q[n+1,n] := I for 1 ≤ n ≤ N . We will use similar
conventions for the Q†- and R-operators.

Certain convolutions of the operators defined above may be expressed in terms of
symmetric functions. Given indeterminates x1, . . . , xN , let

hn(x1, . . . , xN ) :=
∑

1≤i1≤···≤in≤N

xi1 · · · xin ,

en(x1, . . . , xN ) :=
∑

1≤i1<···<in≤N

xi1 · · · xin
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be the complete symmetric polynomial of degree n and the elementary symmetric poly-
nomial of degree n, respectively. By convention, we set h0 = e0 := 1 and hn = en := 0
for all n < 0. Then, it is not difficult to check that

Q†
(i,N ](x, y) = hy−x (0, . . . , 0, qi+1, . . . , qN ), (3.8)

and

(−1)N−i Q−1
(i,N ](x, y) = ey−x (0, . . . , 0,−qi+1, . . . ,−qN )

= (−1)y−x ey−x (0, . . . , 0, qi+1, . . . , qN ),
(3.9)

for x, y ∈ Z, where the first i indeterminates of the symmetric polynomials are set to be
0. These identities follow from the definitions of the symmetric functions hn and en , the
form of the operators Q† and Q−1 in (3.1) and (3.3) and the definition of the operation
◦.

Observe that the values of Q†
i (x, y), Qi (x, y), Q

−1
i (x, y) and Ri (x, y) only depend

on y−x . The operatorswith such a property are known as (bi-infinite)Toeplitz operators.
To each Toeplitz operator T with kernel T (x, y) onZ×Z, we associate a formal Laurent
series ϕT (z), known as the symbol of T , defined by

ϕT (z) :=
∑
x∈Z

T (0, x)z−x .

Inside its domain of convergence, which is a (possibly empty) annulus {r < |z| < R},
the function ϕT (z) is analytic in z. We summarize some standard properties of Toeplitz
operators that will be used later; the proofs are elementary, so we omit them. From now
on, all contours will be implicitly taken to have a counterclockwise orientation.

Proposition 3.1. (i) Let T be a (bi-infinite) Toeplitz operator whose symbol ϕT (z) is
analytic in a non-empty annulus {r < |z| < R}. Then, the entries T (x, y) can be
computed through the contour integral

T (x, y) =
∮

|z|=r1

dz

2π iz
zy−x · ϕT (z), (3.10)

for any r < r1 < R.
(ii) Let T and S be two (bi-infinite) Toeplitz operators whose symbols ϕT (z) and ϕS(z)

are both analytic inside a common non-empty annulus {r < |z| < R}. Then, the
convolutions T ◦ S and S ◦ T both converge, with

ϕT ◦S(z) = ϕT (z)ϕS(z) = ϕS◦T (z) (3.11)

for all z on the annulus. In particular, T and S commute. Assuming that T is invertible
with T−1 = S, we have

1 = ϕid(z) = ϕT (z)ϕT−1(z),

or equivalently

ϕT−1(z) = ϕT (z)−1.
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For example, the symbols of the Q†- and Q-operators defined above are given by

ϕQ†
i
(z) = z

z − qi
for |z| > qi , (3.12)

ϕQi (z) = z

qi − z
for |z| < qi , (3.13)

ϕQ−1
i

(z) = qi − z

z
for |z| > 0. (3.14)

As a consequence of Proposition 3.1 and the fact that the series are absolutely convergent
in the domains considered below, we then obtain the contour integral representations

Q†
[m,n](x, y) = (−1)n−m+1

∮
|z|=R

dz

2π iz

zy−x+n−m+1∏n
�=m(q� − z)

for R > max{qi }ni=m,

(3.15)

Q[m,n](x, y) =
∮

|z|=r

dz

2π iz

zy−x+n−m+1∏n
�=m(q� − z)

for 0 < r < min{qi }ni=m,

(3.16)

Q−1
[m,n](x, y) =

∮
|z|=r

dz

2π iz
zy−x+m−n−1

n∏
�=m

(q� − z) for r > 0. (3.17)

3.2. Non-intersecting path ensembles. We now define two ensembles of paths, which
we call h-paths h
 (related to the complete symmetric polynomials h) and e-paths e


(related to the elementary symmetric polynomials e).
Let (y1, i1), . . . , (yn, in), (x1, j1), . . . , (xn, jn) ∈ Z

2.Wedenote byh

{(x1, j1),...,(xn , jn)}
{(y1,i1),...,(yn ,in)}

the (possibly empty) ensemble of all of n-tuples (π1, . . . , πn) of non-intersecting paths
in Z

2, such that each path πk starts from (yk, ik), ends at (xk, jk), and moves either
straight up or straight to the right at each step; namely, from a point (x, j) the path
moves either to (x, j + 1) or to (x + 1, j). We also denote by h


{(x1, j1),...,(xn , jn)}
{(y1,i1),...,(yn ,in)},↑ the

subset of 

{(x1, j1),...,(xn , jn)}
{(y1,i1),...,(yn ,in)} of all (π1, . . . , πn) such that the first step of each path πk is

vertical, upwards.
We also denote by e


{(x1, j1),...,(xn , jn)}
{(y1,i1),...,(yn ,in)} the ensemble of all n-tuples (π1, . . . , πn) of

non-intersecting paths in Z2, such that each path πk starts from (yk, ik), ends at (xk, jk),
and moves either straight up or diagonally up-right at each step; namely, from a point
(x, i) the path moves either to (x, i + 1) or to (x + 1, i + 1). Finally, we denote by
(e
∗){(x1, j1),...,(xn , jn)}{(y1,i1),...,(yn ,in)} a similar e-path ensemble, where the allowed diagonal steps are
up-left, instead of up-right.

In the following, both h- and e-paths will be assigned weights, based on suitable
weights wt(e) assigned to each edge e. The rules are as follows. The weight of a path
π with edges e1,e2, . . . is defined as wt(π) = wt(e1)wt(e2) · · · . The total weight
of an n-tuple (π1, . . . , πn) of paths is defined as wt(π1, . . . , πn) := ∏n

i=1 wt(πi ).
Finally, the weight of an ensemble 
 of n-tuples of paths is defined as wt(
) :=∑

(π1,...,πn)∈
 wt(π1, . . . , πn).
We are now ready to provide the path and local operator representations of the kernels

appearing in (2.25).
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Proposition 3.2 (Path and local operator representation of �). Let a vertical edge
connecting (x, i) to (x, i+1)be assignedweight1andahorizontal edge connecting (x, i)
to (x + 1, i) be assigned weight qi , for x ∈ Z and 1 ≤ i ≤ N. For λ = (λ1 ≥ · · · ≥ λN )

and y′ = (y′
1 ≥ · · · ≥ y′

N ) in WN , the kernel �(λ, y′) defined in (2.24) can be written
as

�(λ, y′) = wt
(
h


{(λi−i,N ) : 1≤i≤N }
{(y′

i−i,i) : 1≤i≤N },↑
)

(3.18)

= det
(
wt
(
h


(λ j− j,N )

(y′
i−i,i),↑

))
1≤i, j≤N

(3.19)

= det
(
Q†

(i,N ](y
′
i − i, λ j − j)

)
1≤i, j≤N

. (3.20)

Proof. The first equality is a rewriting of the definition of � (see (2.24) and (2.20))
in terms of weights of non-intersecting path ensembles; see e.g. [FK97, Section 4] for
a description of the connection between tableaux and non-intersecting lattice paths.
The second equality is an application of the Lindström–Gessel–Viennot theorem. Note
now that, by the definition of path weights and by the form of the complete symmetric
polynomials, we have

wt
(
h


(x,N )
(y,i),↑

)
= hx−y(0, . . . , 0, qi+1, . . . , qN ).

Combining this with (3.8), we arrive at the third equality. Notice that this proposition
can be also seen as a reformulation of [DW08, Prop. 2]. ��
As stated in Proposition 2.5, the operator� is invertible:We nowprovide a determinantal
and path representation of its inverse.

Proposition 3.3 (Path and local operator representation of �−1). Let a vertical edge
connecting (x, i − 1) to (x, i) be assigned weight 1 and a diagonal up-right edge con-
necting (x, i−1) to (x+1, i) be assigned weight−qN−i+1, for x ∈ Z and 1 ≤ i ≤ N−1.
For y = (y1 ≥ · · · ≥ yN ) and μ = (μ1 ≥ · · · ≥ μN ) inWN , the kernel �−1( y, μ) can
be written as

�−1( y, μ) = det
(
(−1)N− j Q−1

( j,N ](μi − i, y j − j)
)
1≤i, j≤N

(3.21)

= det
(
wt
(
e


(y j− j,N− j)
(μi−i,0)

))
1≤i, j≤N

(3.22)

= wt
(
e


{(yi−i,N−i) : 1≤i≤N }
{(μi−i,0) : 1≤i≤N }

)
. (3.23)

Proof. It was proved in [DW08, Prop. 3] that � is invertible, with an inverse given by

�−1( y, μ) = det
(
(−1)y j−μi− j+i ey j−μi− j+i (0, . . . , 0, q j+1, . . . , qN )

)
1≤i, j≤N

.

(3.24)

This, together with (3.9), yields the first equality. On the other hand, from the form of
the elementary symmetric functions, it is easy to see that

ey−x (0, . . . , 0,−q j+1, . . . ,−qN ) = wt
(
e


(y,N− j)
(x,0)

)
.

The latter, together with (3.24) and (3.9), yields the second equality. Finally, the third
equality follows from the Lindström–Gessel–Viennot theorem. ��
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The proof of the following proposition follows the same lines as the proofs of Propo-
sitions 3.2 and 3.3, so we will be brief.

Proposition 3.4 (Path and local operator representation of R(r,t)). Let 0 ≤ r < t . Let
a vertical edge connecting (x, i) to (x, i + 1) be assigned weight 1 and a diagonal up-
right edge connecting (x, i) to (x + 1, i + 1) be assigned weight pi+1, for x ∈ Z and
r ≤ i ≤ t − 1. Then, for λ = (λ1 ≥ · · · ≥ λN ) and μ = (μ1 ≥ · · · ≥ μN ) in WN with
μ ⊆ λ, the kernel R(r,t](μ, λ) defined in (2.18) can be written as

Z p,q
(r,t] · R(r,t](μ, λ) = wt

(
e


{(λi−i,t) : 1≤i≤N }
{(μi−i,r) : 1≤i≤N }

)
(3.25)

= det
(
wt
(
e


(λ j− j,t)
(μi−i,r)

))
1≤i, j≤N

(3.26)

= det
(
R(r,t](μi − i, λ j − j)

)
1≤i, j≤N

, (3.27)

where the R-operators are defined in (3.4).

Proof. The first equality follows from the definition of R(r,t](μ, λ) in (2.18) and its
representation in terms of weights of non-intersecting lattice paths. The second equality
is then a consequence of the Lindström–Gessel–Viennot theorem, while the last equality
is a direct consequence of the representation of the weight of a single e-path ensemble
in terms of the R-operator. ��

The following proposition provides a path representation of the transition kernel
of dTASEP(N ; p, q), obtained by path concatenation. The graphical depiction of this
result is shown in Fig. 4. Let us first explain what we mean by path concatenation, again
referring to Fig. 4 for an illustration. Let �(1) and �(2) be two lattice path ensembles,
each consisting of N -tuples of paths. Suppose that, for all (π

(1)
1 , . . . , π

(1)
N ) ∈ �(1)

and (π
(2)
1 , . . . , π

(2)
N ) ∈ �(2) and for all j , the endpoint of π

(1)
j equals the starting

point of π
(2)
j . Then, we define the path concatenation �1 � �2 to be the ensemble

consisting of all paths (π
(1)
1 ∪ π

(2)
1 , . . . , π

(1)
N ∪ π

(2)
N ), for some (π

(1)
1 , . . . , π

(1)
N ) ∈ �(1)

and (π
(2)
1 , . . . , π

(2)
N ) ∈ �(2) (here, union of paths is understood in terms of both edges

and vertices).

Proposition 3.5 (Path representation of dTASEP transition kernel). Let y, y′ ∈ WN
with y ⊆ y′. The transition kernel of dTASEP(N ; p, q), encoding the probability that
particles starting from locations (y1 − 1 > y2 − 2 > · · · > yN − N ) at time r end up at
locations (y′

1 − 1 > y′
2 − 2 > · · · > y′

N − N ) at time t, admits the following weighted
path representation:

Q(r,t]( y, y′) =
(∏N

i=1 q
y′
i−yi

i

)
Z p,q

(r,t]

∑
λ,μ∈WN :

μ⊆λ,μ⊆ y, y′⊆λ

wt
(
h


{(λi−i,N ) : 1≤i≤N }
{(y′

i−i,i) : 1≤i≤N },↑
⊔

⊔
(e
∗

r )
{(μi−i,N+t−r) : 1≤i≤N }
{(λi−i,N ) : 1≤i≤N }

⊔
e


{(yi−i,2N+t−r−i) : 1≤i≤N }
{(μi−i,N+t−r) : 1≤i≤N }

)
.

(3.28)

The weights assigned to the edges are as follows:

• All vertical edges are assigned weight 1.
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• Horizontal edges between (x, i) and (x + 1, i) for x ∈ Z and 1 ≤ i ≤ N are
assigned weight qi .
• Diagonal, up-left edges between (x, i) and (x − 1, i + 1), for x ∈ Z and N ≤ i ≤
N + t − r − 1, are assigned weight pN+t−i .

• Finally, diagonal, up-right edges between (x, i) and (x + 1, i + 1) for x ∈ Z and
N + t − r ≤ i ≤ 2N + t − r − 2, are assigned weight −q2N+t−r−i .

Choose now x0 so that x0 − 1 < yN − N and consider an auxiliary vector x(0) =
(x (0)

1 , . . . , x (0)
N ), with x (0)

i = x0 − i for 1 ≤ i ≤ N. Then, with the same assignment of

weights and setting Ẑ p,q
(r,t] := Z p,q

(r,t]
∏N

i=1 q
yi−x0
i , we also have

Q(r,t]( y, y′) = 1

Ẑ p,q
(r,t]

∑
λ,μ∈WN :

μ⊆λ,μ⊆ y, y′⊆λ

wt
(
h


{(y′
i−i,i) : 1≤i≤N }

{(x (0)
i ,i) : 1≤i≤N }

⊔
h


{(λi−i,N ) : 1≤i≤N }
{(y′

i−i,i) : 1≤i≤N },↑
⊔

⊔
(e
∗

r )
{(μi−i,N+t−r) : 1≤i≤N }
{(λi−i,N ) : 1≤i≤N }

⊔
e


{(yi−i,2N+t−r−i) : 1≤i≤N }
{(μi−i,N+t−r) : 1≤i≤N }

)
.

(3.29)

Proof. By Proposition 2.5, we have

Q(r,t]( y, y′) =
( N∏

i=1

q
y′
i−yi

i

)(
�−1R(r,t]�

)
( y, y′)

=
( N∏

i=1

q
y′
i−yi

i

)∑
λ,μ

�−1( y, μ)R(r,t](μ, λ)�(λ, y′),

(3.30)

where the summation is over all partitions λ,μ ∈ WN such that μ ⊆ λ, μ ⊆ y and
y′ ⊆ λ. We now concatenate the non-intersecting paths corresponding to the operators
�−1,R(r,t] and�, as given in Propositions 3.3, 3.4 and 3.2, respectively, and as shown in
Fig. 4. The only point to notice is that, compared to Proposition 3.4, the paths correspond-
ing to the operator R(r,t] are flipped upside down, resulting in the ‘reverse’ ensemble

(e
∗
r )

{(μi−i,N+t−r) : 1≤i≤N }
{(λi−i,N ) : 1≤i≤N } , in which paths move either upwards or in the up-left direc-

tion at each step, starting from the points λi − i , 1 ≤ i ≤ N , at level N and ending at
the points μi − i , 1 ≤ i ≤ N , at level N + t − r . Thus, using Eqs. (3.18)–(3.23)–(3.25)
and the weights defined in the proposition, we obtain

Q(r,t]( y, y′ ) =
(∏N

i=1 q
y′
i−yi

i

)
Z p,q

(r,t]

∑
λ,μ

wt
(
h


{(λi−i,N ) : 1≤i≤N }
{(y′

i−i,i) : 1≤i≤N },↑
)
·

· wt
(
(e
∗

r )
{(μi−i,N+t−r) : 1≤i≤N }
{(λi−i,N ) : 1≤i≤N }

)
· wt
(
e


{(yi−i,2N+t−r−i) : 1≤i≤N }
{(μi−i,N+t−r) : i=1,...,N }

)
,

which is the same as (3.28).
We now rewrite (3.28), by multiplying and dividing by

∏N
i=1 q

−x0
i , as

Q(r,t]( y, y′) =
∏N

i=1 q
y′
i−x0

i

Z p,q
(r,t]
∏N

i=1 q
yi−x0
i

∑
λ,μ

wt
(
h


{(λi−i,N ) : 1≤i≤N }
{(y′

i−i,i) : 1≤i≤N },↑
⊔

⊔
(e
∗

r )
{(μi−i,N+t−r) : 1≤i≤N }
{(λi−i,N ) : 1≤i≤N }

⊔
e


{(yi−i,2N+t−r−i) : 1≤i≤N }
{(μi−i,N+t−r) : 1≤i≤N }

)
.



306 E. Bisi, Y. Liao, A. Saenz, N. Zygouras

y′
5−5 = λ5−5

y5−5 = μ5−5

λ4−4
y′
4−4

y4−4

μ4−4

y′
3−3

λ3−3

y3−3

μ3−3

y′
2−2

λ2−2

y2−2

μ2−2

y1−1

μ1−1

y′
1 − 1

λ1−1

−q2
−q3
−q4
−q5
pr+1

pr+2

pt−1

pt

..................

q5
q4
q3
q2
q1

0
x
(0)
1x

(0)
N

· · · · · ·

Fig. 4. Non-intersecting path representation of the transition kernel of dTASEP particles, as in (3.29). The
figure refers to the transition probability of five dTASEP particles, starting from locations (y1−1 > y2−2 >

· · · > y5 −5) at time r and ending at locations (y′
1 −1 > y′

2 −2 > · · · > y′
5 −5) at time t . Note that the paths

do not depict the actual trajectories of the particles. The weights assigned to all vertical steps are equal to 1.
In the bottom part of the figure, paths move either vertically up or horizontally to the right, with horizontal
weights q1, . . . , q5, as shown on the left-hand side of the figure. In the middle part, paths move vertically up
or diagonally up-left, with diagonal weights pt , pt−1, . . . , pr+2, pr+1, as shown. In the top part, paths move
either vertically up or diagonally up-right, with diagonal weights q5, . . . , q2, as shown. The solid paths can be
extended in such a way that they all start at level zero and include the dashed colored lines in the bottom-left
part of the picture; due to the non-intersecting property and the fact that vertical weights are assigned weight
1, such an extension does not change the weight of the ensemble (provided that the horizontal edges on the
bottom level are assigned weight 0). The bullets in the bottom part of the figure refer to the point processes
XN and XN from Sect. 3.3

The denominator equals Ẑ p,q
(r,t]. Moreover, the product

∏N
i=1 q

y′
i−x0

i =∏N
i=1 q

(y′
i−i)−x (0)

i
i

equals the total weight of the path ensemble h

{(y′

i−i,i) : 1≤i≤N }
{(x (0)

i ,i) : 1≤i≤N } , since the h-weight of

a single path from (x (0)
i , i) to (y′

i − i, i) (see bottom-left end of the path depictions in

Fig. 4) is q
(y′

i−i)−x (0)
i

i . Notice that such a path ensemble is nonempty, due to the hypothesis
x0 − 1 < yN − N , which implies

x (0)
i = x0 − i < yN − N ≤ y′

N − N ≤ y′
i − i

for 1 ≤ i ≤ N . This readily yields (3.29). ��

3.3. Determinantal point processes. We now describe the law of dTASEP(N ; p, q) as
a marginal of a determinantal point process, which we now build out of the above path
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construction. The configuration space will be integer arrays

XN := {x (i)
j }1≤ j≤i≤N with x (i+1)

j+1 < x (i)
j ≤ x (i+1)

j . (3.31)

Such a point process naturally arises from the non-intersecting path construction given
in Proposition 3.5 (see in particular (3.29)) and illustrated in the bottom part of Fig. 4.
For 1 ≤ j ≤ i ≤ N , the point x (i)

j of XN is identified with the rightmost point on the
horizontal line {(x, i) : x ∈ Z} of the j-th path (enumerating the paths from right to
left). We will consider (3.31) as a point process on Z × {1, . . . , N }, such that the line
{i} × Z has exactly i points x (i)

1 , . . . , x (i)
i , for 1 ≤ i ≤ N . However, for brevity and

when there is no ambiguity, we will usually write x (i)
j instead of (x (i)

j , i). We note that
the non-intersecting property of the paths enforces the inequalities in (3.31). It will be
useful to extend the above triangular array to a square array with additional frozen points
on every line:

XN := {x (i)
j }Ni, j=1 with x (i+1)

j+1 < x (i)
j ≤ x (i+1)

j and

x (i)
j := (x0 − j, i) for 1 ≤ i < j ≤ N .

(3.32)

The auxiliary points x (i)
j with 1 ≤ i < j ≤ N are illustrated as the ‘frozen’ bullets in

the bottom-left part of Fig. 4. As in Proposition 3.5, the point x0 is chosen arbitrarily but
such that x0 − 1 < yN − N . We will also use the notation x(0) := (x (0)

1 , x (0)
2 , . . . , x (0)

N ),

with x (0)
i := x0 − i , for i = 1, . . . , N . The freezing is, again, due to the non-intersecting

nature of the extended paths (i.e., the paths that start from {(x (0)
i , 0) : 1 ≤ i ≤ N } and

include the dashed lines) in Fig. 4.
For 0 ≤ r < t , 1 ≤ k ≤ N and x ∈ Z, we now define the family of functions

�
(N )
k (x) :=

∑
z∈Z

Q−1
N ◦ · · · ◦ Q−1

k+1(z, yk − k) Rr+1 ◦ · · · ◦ Rt (z, x)

=
∑
z∈Z

Q−1
N ◦ · · · ◦ Q−1

k+1(z, yk − k) R∗
t ◦ · · · ◦ R∗

r+1(x, z)

= R∗
t ◦ · · · ◦ R∗

r+1 ◦ Q−1
N ◦ · · · ◦ Q−1

k+1(x, yk − k)

= R∗
(r,t] ◦ Q−1

(k,N ](x, yk − k),

(3.33)

where, as usual, R∗
(r,t] denotes the adjoint of R(r,t], i.e. R∗

(r,t](x, y) := R(r,t](y, x). Notice
that the function �

(N )
k (x) depends implicitly on y = (y1 ≥ · · · ≥ yN ). With reference

to Fig. 4, (−1)N−k�
(N )
k (x) captures the weight of a path starting at location (x, N ) on

the lower solid black line and ending at (yk − k, 2N + t − r − k) at the top of the figure
(passing by any z on the upper solid black line). Note also that, even though the sums in
the first two lines of (3.33) are over the Z, these sums actually have only a finite number
of non-zero terms, since the values of x and yk − k are fixed.

Observe that the left edge of the triangular array XN , i.e. l-edge(XN ) := (x (i)
i : 1 ≤

i ≤ N ), coincides with the terminal positions (y′
1 −1 > y′

2 −2 > · · · > y′
N − N ) of the

dTASEP(N ; p, q) particles, by Proposition 3.5. Thanks to this, we are able to obtain
an initial representation of the transition kernel of dTASEP(N ; p, q) as a marginal of
the determinantal point process XN .
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Proposition 3.6. Let y ∈ WN . Let x0 ∈ Z with x0 − 1 < yN − N and write x(0) :=
(x (0)

1 , x (0)
2 , . . . , x (0)

N ), where x (0)
i := x0 − i . Define the (signed) determinantal measure

P
(
XN

∣∣ y) := 1

Ẑ p,q
(r,t]

(
N∏

k=1

det
(
Q†

k(x
(k−1)
i , x (k)

j )
)k
i, j=1

)

· det
(
(−1)N−i �

(N )
i (x (N )

j )
)N
i, j=1

(3.34)

on configurations XN = {x (i)
j }1≤ j≤i≤N with x (i+1)

j+1 < x (i)
j ≤ x (i+1)

j , where we have

set x (k−1)
k = x (0)

k for 1 ≤ k ≤ N, Ẑ p,q
(r,t] := Z p,q

(r,t]
∏N

i=1 q
yi−x0
i and Z p,q

(r,t] as in (2.14)
(note that the right-hand side of (3.34) depends on y through the �-functions). The
determinantalmeasure does not depend on the auxiliary point x0, as long as the condition
x0 − 1 < yN − N holds. Then, the transition kernel of dTASEP(N ; p, q), encoding the
probability that particles starting from locations (y1 − 1 > y2 − 2 > · · · > yN − N ) at
time r end up at locations (y′

1 − 1 > y′
2 − 2 > · · · > y′

N − N ) at time t, is given by

Q(r,t]( y, y′) = P
(
l-edge

(
XN
) = (y′

1 − 1 > y′
2 − 2 > · · · > y′

N − N )
∣∣ y). (3.35)

Proof. In a nutshell, this result is a consequenceof thepath representationofQ(r,t]( y, y′),
as described in Proposition 3.5 (see in particular (3.29)), as well as the identification of
the point processXN as the ‘trace’ of that path ensemble on {(x, i) : x ∈ Z, 1 ≤ i ≤ N }.
Starting from (3.30) and using (3.21), (3.27) and (3.20), we obtain

Q(r,t]( y, y′) =
( N∏

i=1

q
y′
i−yi

i

)∑
λ,μ

�−1( y, μ)R(r,t](μ, λ)�(λ, y′)

=
(∏N

i=1 q
y′
i−yi

i

)
Z p,q

(r,t]

∑
λ,μ

det
(
(−1)N− j Q−1

( j,N ]
(
μi − i, y j − j

))N
i, j=1

· det
(
R(r,t](μi − i, λ j − j)

)N
i, j=1

det
(
Q†

(i,N ](y
′
i − i, λ j − j)

)N
i, j=1

,

where the summations are over all λ,μ ∈ WN such that μ ⊆ λ, μ ⊆ y and y′ ⊆ λ.
Using the Cauchy–Binet identity to compute the sum over μ, we have

Q(r,t]( y, y′) =
(∏N

i=1 q
y′
i−yi

i

)
Z p,q

(r,t]

∑
λ⊇ y′

det
(
(−1)N− j

∑
z∈Z

Q−1
( j,N ]

(
z, y j − j

)
R(r,t](z, λi − i)

)N
i, j=1

· det
(
Q†

(i,N ](y
′
i − i, λ j − j)

)N
i, j=1

=
(∏N

i=1 q
y′
i−yi

i

)
Z p,q

(r,t]

∑
λ⊇ y′

det
(
(−1)N− j�

(N )
j (λi − i)

)N
i, j=1

det
(
Q†

(i,N ](y
′
i − i, λ j − j)

)N
i, j=1

,



Non-intersecting Path Constructions for TASEP with Inhomogeneous Rates 309

where the latter equality follows from definition (3.33). We next multiply and divide by∏N
i=1 q

−x0
i , recall that Ẑ p,q

(r,t] = (∏N
i=1 q

yi−x0
i

)
Z p,q

(r,t] and absorb the factor
∏N

i=1 q
y′
i−x0

i
into the second determinant, thus obtaining

Q(r,t]( y, y′) = 1

Ẑ p,q
(r,t]

∑
λ⊇ y′

det
(
(−1)N−i�

(N )
i (λ j − j)

)N
i, j=1

· det
(
q
y′
i−x0

i Q†
(i,N ](y

′
i − i, λ j − j)

)N
i, j=1

.

Using the facts that Q†
(0,i−1](x

(0)
i , x (0)

i ) = 1 and q
y′
i−x0

i = Q†
i (x

(0)
i , y′

i − i), we can
rewrite

q
y′
i−x0

i Q†
(i,N ](y

′
i − i, λ j − j)

= Q†
(0,i−1](x

(0)
i , x (0)

i ) Q†
(i−1,i](x

(0)
i , y′

i − i) Q†
(i,N ](y

′
i − i, λ j − j)

=
∑

(z0,...,zN )∈ZN+1 :
z0=z1=···=zi−1=x (0)

i ,

zi=y′
i−i, zN=λ j− j

N∏
k=1

Q†
k(zk−1, zk).

Using several times the Cauchy–Binet identity, we obtain

Q(r,t]( y, y′) = 1

Ẑ p,q
(r,t]

∑
λ⊇ y′

∑
XN : x (i−1)

i =···=x (1)
i =x (0)

i ,

x (i)
i =y′

i−i, x (N )
i =λi−i

for 1≤i≤N

det
(
(−1)N−i�

(N )
i (λ j − j)

)N
i, j=1

·
N∏

k=1

det
(
Q†

k(x
(k−1)
i , x (k)

j )
)N
i, j=1

.

Notice that the constraints x (i−1)
i = · · · = x (1)

i = x (0)
i , 1 ≤ i ≤ N , corresponds to ‘freez-

ing’ the points x (i)
j , 1 ≤ i < j ≤ N , as in (3.32). Due to the inequalities (3.32) that XN

satisfies, we have x (k)
j < x (k−1)

i for i < j , hence Q†
k(x

(k−1)
i , x (k)

j ) = 0 for i < j . Fur-

thermore, due the constraints x (i−1)
i = · · · = x (1)

i = x (0)
i , we have Q†

k(x
(k−1)
i , x (k)

i ) = 1

for i > k. Therefore, thematrix
(
Q†

k(x
(k−1)
i , x (k)

j )
)N
i, j=1 is lower triangular with diagonal

elements Q†
k(x

(k−1)
i , x (k)

i ) = 1 for i > k. This implies

det
(
Q†

k(x
(k−1)
i , x (k)

j )
)N
i, j=1

= det
(
Q†

k(x
(k−1)
i , x (k)

j )
)k
i, j=1

,

which leads to

Q(r,t]( y, y′) = 1

Ẑ p,q
(r,t]

∑
XN : x (i)

i =y′
i−i

for 1≤i≤N

det
(
(−1)N−i�

(N )
i (x (N )

j )
)N
i, j=1

·
N∏

k=1

det
(
Q†

k(x
(k−1)
i , x (k)

j )
)k
i, j=1

,
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with the convention that x (k−1)
k = x (0)

k for 1 ≤ k ≤ N . This completes the proof
of (3.35).

To show that the determinantal measure does not in fact depend on x0, notice first
that the k-th row of the matrix Q†

k(x
(k−1)
i , x (k)

j ) has a common factor q−x0 , for all
1 ≤ k ≤ N . When factoring these terms out of the determinants, we see a cancellation
with the corresponding terms in the normalizing constant Ẑ p,q

(r,t]. The resulting expression
has no further dependence on x0. ��

For the analysis that will follow in the next sections, it will be convenient to re-express
the determinantal measure (3.34) in terms Q-operators, which represent weights of paths
moving strictly to the left, rather than Q†-operators, which represent weights of paths
moving weakly to the right. Towards this, the main observation is the following equality
of determinants, which will be a consequence of certain path constructions.

Proposition 3.7. Let {x (i)
j }1≤ j≤i≤N be a triangular array of integers and let {x ( j−1)

j }Nj=1

and {x ( j−1)
0 }Nj=1 be auxiliary integer variables. Assume that {x (i)

j }1≤ j≤i≤N satisfies

x (i)
j < x (i−1)

j−1 ≤ x (i)
j−1 for all 1 ≤ i ≤ N , 1 ≤ j ≤ i + 1. (3.36)

Then we have

N∏
k=1

(
q
x (k−1)
k

k det
(
Q†

k(x
(k−1)
i , x (k)

j )
)k
i, j=1

)

=
N∏

k=1

(
q
x (k−1)
0

k det
(
Qk(x

(k−1)
i−1 , x (k)

j )
)k
i, j=1

)
, (3.37)

and both sides are nonzero.

Proof. By the Lindström–Gessel–Viennot theorem, we may view det
(
Q†

k(x
(k−1)
i ,

x (k)
j )
)k
i, j=1 as the total weight of k non-intersecting paths starting from (x (k−1)

k , k −
1), . . . , (x (k−1)

1 , k − 1) and ending at (x (k)
k , k), . . . , (x (k)

1 , k), with the first step upwards
(with weight 1) and subsequent steps in the horizontal right direction (with weight qk at
each step). Note that such a non-intersecting path ensemble exists if and only if

x (k)
j < x (k−1)

j−1 ≤ x (k)
j−1 for all 2 ≤ j ≤ k + 1.

In such a case, the weight of the ensemble equals
∏k

j=1 Q
†
k(x

(k−1)
j , x (k)

j ). Taking the
product over k = 1, . . . , N , we obtain the total weight of the non-intersecting paths
illustrated in red in Fig. 5:

N∏
k=1

det
(
Q†

k(x
(k−1)
i , x (k)

j )
)k
i, j=1

=
{∏N

k=1
∏k

j=1 Q
†
k(x

(k−1)
j , x (k)

j ) if x (k)
j < x (k−1)

j−1 ≤ x (k)
j−1 for 1 ≤ k ≤ N , 2 ≤ j ≤ k + 1,

0 otherwise.

Wenowconsider similar, ‘dual’ paths, illustrated in blue inFig. 5.Recalling from (3.2)
that the Q-operators encode geometric jumps strictly to the left, by the Lindström–
Gessel–Viennot theorem we view det

(
Qk(x

(k−1)
i−1 , x (k)

j )
)k
i, j=1 as the total weight of k
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Fig. 5. Ensemble of non-intersecting red and blue paths used in the proof of Proposition 3.7

non-intersecting paths starting from (x (k−1)
k−1 , k − 1), . . . , (x (k−1)

0 , k − 1) and ending at

(x (k)
k , k), . . . , (x (k)

1 , k), with the first step diagonally up-left and subsequent steps in the
horizontal left direction, with all steps having weight qk . Reasoning as before, we obtain

N∏
k=1

det
(
Qk(x

(k−1)
i−1 , x(k)

j )
)k
i, j=1

=
{∏N

k=1
∏k

j=1 Qk(x
(k−1)
j−1 , x(k)

j ) if x(k)
j < x(k−1)

j−1 ≤ x(k)
j−1 for 1 ≤ k ≤ N , 1 ≤ j ≤ k,

0 otherwise.

Thus, since by hypothesis the interlacing conditions (3.36) are satisfied, both sides
of (3.37) are nonzero. Moreover, we have

N∏
k=1

det
(
Q†

k(x
(k−1)
i , x (k)

j )
)k
i, j=1

= wt(red paths),

N∏
k=1

det
(
Qk(x

(k−1)
i−1 , x (k)

j )
)k
i, j=1

= wt(blue paths).

(3.38)

Moreover, up to inverting the weights of the blue paths, the total weight of red and blue
paths simply equals the weight of all the horizontal paths from (x (k−1)

k , k) to (x (k−1)
0 , k),

k = 1, · · · , N ; in other words, we have

wt(red paths) · wt(blue paths)−1 =
N∏

k=1

q
x (k−1)
0 −x (k−1)

k
k . (3.39)

Combining (3.39) with (3.38), we readily arrive at (3.37). ��
The following corollary re-expresses the determinantal measure (3.34) in a form that

will be more suitable to our purposes.

Corollary 3.8. The determinantal measure (3.34) is equal to

P
(
XN

∣∣ y) = 1

Z̃ p,q
(r,t]

(
N∏

k=1

det
(
Qk(x

(k−1)
i−1 , x (k)

j )
)k
i, j=1

)
det
(
�

(N )
i (x (N )

j )
)N
i, j=1

, (3.40)
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with

Z̃ p,q
(r,t] := (−1)N (N−1)/2

t∏
i=r+1

N∏
j=1

(1 + piq j ) ·
N∏
j=1

q
y j− j−x ( j−1)

0
j . (3.41)

The determinantal measure (3.40) is actually independent of the auxiliary variables
{x ( j−1)

0 }Nj=1. Reasoning as in the proof of Proposition 3.6, the first row of the matrix
(
Qk(x

(k−1)
i−1 , x (k)

j )
)k
i, j=1 has a common factor q

−x (k−1)
0

k , for all 1 ≤ k ≤ N . These terms,
when factored out of the determinants, cancel the corresponding terms in the normalizing
constant Z̃ p,q

(r,t], making the resulting expression independent of {x ( j−1)
0 }Nj=1. Thus, we

may set these auxiliary variables to be ∞ and simply define

Qk(x
(k−1)
0 , y) := qy

k = lim
x→∞ qxk · Qk(x, y), y ∈ Z. (3.42)

Using these conventions and defining

Z̄ p,q
(r,t] := (−1)N (N−1)/2

N∏
j=1

t∏
i=r+1

(1 + q j pi ) ·
N∏
j=1

q
y j− j
j , (3.43)

the determinantal measure (3.40) may be written in the form

P
(
XN

∣∣ y) = 1

Z̄ p,q
(r,t]

N∏
k=1

det
(
Qk(x

(k−1)
i−1 , x (k)

j )
)k
i, j=1

· det
(
�

(N )
i (x (N )

j )
)N
i, j=1

.

(3.44)

3.4. Correlation kernel and biorthogonal functions. From now on we will make the
additional assumption that q1 < q2 < · · · , throughout this subsection and most of Sect.
4, until when we remove it in the proof of Theorem 1.1 (see Sect. 4). This assumption
allows for a bona fide composition of the local operators and makes all infinite sums
in this subsection and in the next section well defined; it also justifies swapping sums
and exchanging sums with contour integrals. To better understand its need, recall that
in (3.42) we defined Qk(x

(k−1)
0 , y) := qy

k , for virtual variable x (k−1)
0 regarded as ∞.

This convention might seemingly lead to issues when defining

Q[ j,k](x ( j−1)
0 , x) := Q j ◦ Q[ j+1,k](x ( j−1)

0 , x) =
∑
y∈Z

qy
j · Q[ j+1,k](y, x) (3.45)

for k > j : if, for example, k = j + 1, the sum above equals
∑

y>x q
y
j · qx−y

j+1 , which
diverges for q j+1 ≤ q j . However, for q1 < q2 < · · · , (3.45) is well defined. To see this,
recall from (3.16) that

Q[ j+1,k](x, y) =
∮

|z|=r

dz

2π i

zy−x+k− j−1

∏k
�= j+1(q� − z)

, x, y ∈ Z,
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where 0 < r < min{q�}k�= j+1. To get a well-defined expression for Q[ j,k](x ( j−1)
0 , y),

note that, since q j < qk for all k > j , we can write

∑
y∈Z

qy
j · Q[ j+1,k](y, x) =

∑
y<0

qy
j ·
∮

|z|=r

dz

2π i

zx−y+k− j−1

∏k
�= j+1(q� − z)

+
∑
y≥0

qy
j ·
∮

|z|=r ′
dz

2π i

zx−y+k− j−1

∏k
�= j+1(q� − z)

,

where r, r ′ are chosen such that 0 < r < q j < r ′ < min{q�}k�= j+1. Both geometric
series converge and computing them yields

∑
y∈Z

qy
j · Q[ j+1,k](y, x) =

∮
|z|=r

dz

2π i

zx+k− j

∏k
�= j (q� − z)

−
∮

|z|=r ′
dz

2π i

zx+k− j

∏k
�= j (q� − z)

= −
∮

γq j

dz

2π i

zx+k− j

∏k
�= j (q� − z)

, (3.46)

where γq j is any simple closed contour enclosing q j as the only pole for the integrand.
This computation motivates the definition

Q[ j,k](x( j−1)
0 , x) := −

∮
γq j

dz

2π i

zx+k− j

∏k
�= j (q� − z)

=
qx+k− j
j∏k

�= j+1(q� − q j )
for 1 ≤ j ≤ k,

(3.47)

where γq j is the contour defined above. We also set

Q[ j,k](x ( j−1)
0 , y) := 0 for 1 ≤ k < j. (3.48)

We now summarize some basic properties of Q[ j,k](x ( j−1)
0 , x), which we will use

frequently:

Proposition 3.9. Assume that q1 < q2 < · · · and take Q[ j,k](x ( j−1)
0 , x) to be defined

as in (3.47)–(3.48), where x ( j−1)
0 are virtual variables regarded as ∞.

(i) For k ≥ 1 and y ∈ Z, we have

Q[k,k](x (k−1)
0 , y) = qy

k = Qk(x
(k−1)
0 , y), (3.49)

which is consistent with (3.42).
(ii) Given j, k, n ≥ 1 and y ∈ Z with j < k and j < n, we have

Q[ j,k] ◦ Q(k,n](x( j−1)
0 , y) :=

∑
x ′∈Z

Q[ j,k](x( j−1)
0 , x ′) Q(k,n](x ′, y) = Q[ j,n](x( j−1)

0 , y),

(3.50)

where we allow the slight abuse of notation (3.7) for k ≥ n.
(iii) For any j, k ≥ 1, we have

Q[ j,k](x ( j−1)
0 , y) = lim

x→∞ qxj · Q[ j,k](x, y). (3.51)
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Proof. (i) This follows immediately from (3.47).
(ii) To prove this, one can mimic (3.46), using the integral representation (3.16) and

splitting the sum into two geometric series with contours deformed in such a way
that both series converge simultaneously.

(iii) We first prove (3.51) for 1 ≤ j ≤ k, using again the integral representation (3.16).
Since q j < q j+1 < · · · , if we deform the contour |z| = r to be a slightly larger
circle |z| = r ′ with 0 < r < q j < r ′ < q j+1, the only extra contribution of the
integral comes from the residue at z = q j . Hence, we have

Q[ j,k](x, y) =
∮

|z|=r

dz

2π iz
· zy−x+k− j+1

∏k
�= j (q� − z)

=
∮

|z|=r ′
dz

2π iz
· zy−x+k− j+1

∏k
�= j (q� − z)

+
qy−x+k− j
j∏k

�= j+1(q� − q j )
.

Note that∣∣∣∣∣qxj ·
∮

|z|=r ′
dz

2π iz
· zy−x+k− j+1

∏k
�= j (q� − z)

∣∣∣∣∣ ≤ C ·
(q j

r ′
)x → 0, as x → ∞,

for some constant C > 0. Thus, by (3.47), we have

lim
x→∞ qxj · Q[ j,k](x, y) = qy+k− j

j∏k
�= j+1(q� − q j )

= Q[ j,k](x ( j−1)
0 , y).

To prove (3.51) for j > k, notice that in this case, using our convention (3.7), we
have

Q[ j,k](x, y) = Q−1
j−1 ◦ · · · ◦ Q−1

k+1(x, y) = 0,

whenever x > y. By definition (3.48), it then follows that

lim
x→∞ qxj · Q[ j,k](x, y) = 0 = Q[ j,k](x ( j−1)

0 , y),

as desired.
��

The following proposition is rather standard in the theory of determinantal point
processes. However, here we unveil an additional important structure, i.e. the triangu-
larity of the correlation matrix M, which can be seen from our non-intersecting paths
formulation.

Definefirst, forn < N , the followinggeneralisationof the functions�(N )
k from (3.33):

�
(n)
k (x) := Q(n,N ] ◦ �

(N )
k (x) =

∑
z∈Z

Q(n,N ](x, z)�(N )
k (z). (3.52)

We remark that the summation over z is actually within the finite range yk −N ≤ z < x ;
see Fig. 4 and recall the definition of the operator Q.
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Proposition 3.10 (Correlation kernel and Fredholm determinant). Let the functions�
(n)
k

be defined by (3.33) and (3.52). Let Q[ j,n](x ( j−1)
0 , y) be defined by (3.47)–(3.48). Under

the assumption that q1 < q2 < · · · , the determinantal point process (3.40) admits the
Fredholm determinant representation

E

[ ∏
1≤ j≤i≤N

(
1 + g(i, x (i)

j )
)] = det(I + gK )�2({1,...,N }×Z)

for any bounded test function g : {1, . . . , N } × Z → R. The correlation kernel K is
given by

K (m, x; n, x ′) = −Q(m,n](x, x ′)1{n>m} +
N∑

i, j=1

�
(m)
i (x)

[
M−1]

i, j Q[ j,n](x ( j−1)
0 , x ′),

(3.53)

where the matrix M is defined by

Mi, j :=
∑
z∈Z

Q[i,N ](x (i−1)
0 , z)�

(N )
j (z) for 1 ≤ i, j ≤ N . (3.54)

Furthermore, M is upper-triangular and invertible.

Proof. Except for the stated properties of M, Proposition 3.10 follows from [BFPS07,
Lemma 3.4] and the accompanying remark, see also [Joh03, Proposition 2.1]. We now
check that, under our assumptions that q1 < q2 < · · · , the matrix M is indeed upper-
triangular with nonzero diagonal entries, and therefore invertible. By (3.54) and (3.33),
we have

Mi, j =
∑
z∈Z

Q[i,N ](x (i−1)
0 , z) · (R∗

(r,t] ◦ Q−1
( j,N ]

)
(z, y j − j) (3.55)

for 1 ≤ i, j ≤ N . Recalling formula (3.47) for Q[i,N ](x (i−1)
0 , z) and expressing the

Toeplitz operator R∗
(r,t] ◦ Q−1

( j,N ] as a contour integral in the usual way (see (4.6) in the
next section for details), we see that

Mi, j =
∑
z∈Z

(
−
∮

γqi

dξ

2π i

ξ z+N−i

∏N
�=i (q� − ξ)

)∮
|w|=r

dw

2π i
wy j−z−N−1

N∏
�= j+1

(q� − w)

t∏
�=r+1

(1 + p�w)

= −
∮

γqi

dξ

2π i

∮
|w|=r

dw

2π i
ξ N−iwy j−N−1

∏N
�= j+1(q� − w)

∏t
�=r+1(1 + p�w)∏N

�=i (q� − ξ)

∑
z≥y j−N

(
ξ

w

)z

= −
∮

γqi

dξ

2π i

∮
|w|=r

dw

2π i
ξ y j−i ·

∏N
�= j+1(q� − w)

∏t
�=r+1(1 + p�w)∏N

�=i (q� − ξ)
· 1

w − ξ
,

where r > max{|ξ | : ξ ∈ γqi }, so that the sum over z converges. Note that in the second
equality we can restrict the sum to z ≥ y j − N , since the contour integral with respect
to w vanishes for z < y j − N due to analyticity. The only pole inside the w-contour is
at w = ξ , and calculating its residue yields

Mi, j = −
∮

γqi

dξ

2π i
ξ y j−i ·

∏N
�= j+1(q� − ξ)

∏t
�=r+1(1 + p�ξ)∏N

�=i (q� − ξ)
.
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Note now that, for i > j , the integrand is analytic at qi , hence the integral vanishes and
Mi, j = 0. On the other hand, when i = j , by our assumptions on the parameters we
have

Mi,i = −
∮

γqi

dξ

2π i

ξ yi−i

qi − ξ
·

t∏
�=r+1

(1 + p�ξ) = qyi−i
i ·

t∏
�=r+1

(1 + p�qi ),

which is nonzero. We conclude that the matrixM is upper-triangular and invertible. ��
Remark 3.11. Here we provide a more intuitive, pathwise explanation of the fact that the
matrixM is upper-triangular. By (3.51), for i > j we have

Mi, j :=
∑
z∈Z

Q[i,N ](x (i−1)
0 , z)�N

j (z)

=
∑
z∈Z

lim
x→∞ qxi · (Qi ◦ · · · ◦ QN

)
(x, z)

(
R∗

(r,t] ◦ Q−1
N ◦ · · · ◦ Q−1

j+1

)
(z, y j − j)

= lim
x→∞ qxi · (R∗

(r,t] ◦ Q−1
[ j+1,i−1]

)
(x, y j − j),

where in the last equality we used the fact that all the operators commute. Viewing the
operators as associated to paths, R∗-operators take at most one step to the left at the time,
whereas Q−1-operators take at most one step to the right at the time. Thus, if i > j ,
for any x sufficiently large, the point y j − j cannot be reached from x by applying the
operator R∗

(r,t] ◦ Q−1
[ j+1,i−1], hence R∗

(r,t] ◦ Q−1
[ j+1,i−1](x, y j − j) = 0. This shows that

Mi, j = 0 for i > j .

We now derive a simplified expression for the correlation kernel in terms of biorthog-
onal functions. Define

�
(n)
i (x) :=

n∑
j=1

[
M−1]

i, j Q[ j,n](x ( j−1)
0 , x)=

n∑
j=i

[
M−1]

i, j Q[ j,n](x ( j−1)
0 , x), x ∈ Z,

(3.56)

where the latter equality is due to the fact that M (and hence M−1) is upper-triangular.

Proposition 3.12. The kernel K in (3.53) can be written as

K (m, x; n, x ′) = −Q(m,n](x, x ′)1{n>m} +
n∑

i=1

�
(m)
i (x)�

(n)
i (x ′). (3.57)

Moreover, for 1 ≤ i, j ≤ n and n = 1, . . . , N, the following biorthogonality relation
holds:

∑
x∈Z

�
(n)
i (x)�

(n)
j (x) = δi, j , (3.58)

where δi, j is the Kronecker delta.
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Proof. Since M is upper-triangular and, by (3.48), Q[ j,n](x ( j−1)
0 , x) = 0 whenever

j > n, the summation in (3.53) over i, j can be restricted to 1 ≤ i ≤ j ≤ n, yielding

K (m, x; n, x ′) = −Q(m,n](x, x ′)1{n>m} +
n∑

i=1

�
(m)
i (x)

n∑
j=i

[
M−1]

i, j Q[ j,n](x ( j−1)
0 , x ′).

Therefore, (3.57) follows from definition (3.56).
To prove the biorthogonality relation (3.58), recalling the definitions (3.52) and (3.56)

of �
(n)
i (x) and �

(n)
j (x), we compute

∑
x∈Z

�
(n)
i (x)�

(n)
j (x) =

∑
x∈Z

⎧⎨
⎩
∑
z∈Z

Q(n,N ](x, z)�(N )
i (z)

⎫⎬
⎭
⎧⎨
⎩

N∑
k=1

[
M−1]

j,k Q[k,n](x(k−1)
0 , x)

⎫⎬
⎭

=
N∑

k=1

[
M−1]

j,k

∑
z∈Z

�
(N )
i (z)

∑
x∈Z

Q(n,N ](x, z) Q[k,n](x(k−1)
0 , x)

(3.50)=
N∑

k=1

[
M−1]

j,k

∑
z∈Z

�
(N )
i (z) Q[k,N ](x(k−1)

0 , z)

(3.54)=
N∑

k=1

[
M−1]

j,k · Mk,i = δi, j .

Note that the exchange of the summations over x and z is justified by absolute con-
vergence, due to our working assumption q1 < q2 < · · · ; see the discussion at the
beginning of this subsection. ��

4. Boundary Value Problem and Random Walk Hitting Times

The goal of this section is to prove our main result, Theorem 1.1. Towards this, in Sect.
4.1 we establish some equivalent formulations of the contour integrals S and S̄ in terms
of local operators. Next, in Sect. 4.2, we establish a relationship between the functions
�

(n)
i (x), implicitly defined in (3.56), and a terminal-boundary value problem for a dis-

crete heat equation. In Sect. 4.3 and Sect. 4.4, we express the solution to this problem
in terms of random walk hitting probabilities. We will first do so under the additional
assumption that q1 < q2 < · · · , and then extend the result to general parameters through
an analytic continuation argument, thus completing the proof of Theorem 1.1.

A boundary value problem of this kind and its connection to random walk hitting
problems were first formulated in [MQR21]. However, our approach emphasizes the
role of local operators and their path interpretation; this might shed some additional
light on the nature of the boundary value problem itself. Furthermore, our main technical
tool, Proposition 4.6, requires a completely different proof compared to [MQR21]. The
reason is that, in the case of inhomogeneous rates, the kernel is not a polynomial in the
spatial variables, while polynomiality is crucial in the proof of the random walk hitting
formulas given by [MQR21]. In Sect. 4.5, we will build a subtle induction argument to
prove Proposition 4.6.

As a preliminary notational remark, notice that, in Sects. 2–3, the vector y encoding
the initial configuration satisfied the weak inequalities y1 ≥ · · · ≥ yN , according to the
original dRSK dynamics of Sect. 2. On the other hand, in this section, we will always
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assume that y satisfies the strict inequalities y1 > · · · > yN , matching more closely the
dTASEP initial configuration and the notation of Theorem 1.1. To translate formulas
from the notation of previous sections, it will suffice to replace each yk with yk + k for
all 1 ≤ k ≤ N .

4.1. Preliminaries towards the Fredholm determinant. Moving towards the Fredholm
determinant formula of Theorem 1.1, here we prove an alternative representation of S
and S̄ involving local operators. This will give a natural connection between the path
constructions of Sect. 3 and the random walk hitting times.

For 1 ≤ j ≤ k, we define the operators Q̄[ j,k] by

Q̄[ j,k](x, y):= Q[ j,k](x, y) + (−1)k− j Q†
[ j,k](x, y)

=
{(

Q j ◦ · · · ◦ Qk
)
(x, y) x > y,

(−1)k− j
(
Q†

j ◦ · · · ◦ Q†
k

)
(x, y) x ≤ y,

(4.1)

where x, y ∈ Z. It is then straightforward to check that

Q−1
j ◦ Q̄[ j,k] = Q̄[ j+1,k] and Q̄[ j,k] ◦ Q−1

k = Q̄[ j,k−1],

whenever j < k. However, when j = k, we have

Q̄[k,k](x, y) = Qk(x, y) + Q†
k(x, y) = qy−x

k for all x, y ∈ Z, (4.2)

hence we deduce from (3.3) that

Q−1
k ◦ Q̄[k,k] = Q̄[k,k] ◦ Q−1

k = 0.

Note also that Q̄[ j,k] ◦ Q̄[k+1,�] may not be well defined. The operator Q̄[ j,k] is Toeplitz,
but its symbol is divergent on the whole complex plane. However, recalling (3.15)
and (3.16), we can still express it as a contour integral:

Q̄[ j,k](x, y) =
∮

|z|=r

dz

2π i

zy−x+k− j

∏k
�= j (q� − z)

−
∮

|z|=R

dz

2π i

zy−x+k− j

∏k
�= j (q� − z)

= −
∮

�q

dz

2π i

zy−x+k− j

∏k
�= j (q� − z)

,

(4.3)

where 0 < r < q� < R for all j ≤ � ≤ k, and�q is any simple closed contour enclosing
q� for all j ≤ � ≤ k but not 0.

Proposition 4.1. The operators S and S̄ defined in (1.1) and (1.2) can be rewritten as

S[ j,k],(r,t](x, y) =
(
Q−1

[ j,k] ◦ R∗
(r,t]
)

(x, y), (4.4)

S̄[ j,k],(r,t](x, y) =
k∏

�= j

(q� − 1) ·
(
Q̄[ j,k] ◦ (R∗

(r,t])
−1
)

(x, y), (4.5)

where the second formula holds under the hypothesis that piq� < 1 for all r < i ≤ t
and j ≤ � ≤ k (this condition is equivalent to the convergence of the right-hand side
of (4.5)).
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Proof. By (3.14) and Proposition 3.1, the symbol of the (bi-infinite) Toeplitz operator
Q−1

[ j,k] is ϕQ−1
[ j,k]

(z) = z−(k− j+1)∏k
�= j (q� − z), for |z| > 0. On the other hand, the

Toeplitz operator R∗
k has kernel R∗

k (x, y) = 1y=x + pk1y=x−1 and symbol ϕR∗
k
(z) =∑

x∈Z R∗
k (0, x)z

−x = 1 + pkz. Therefore, the composition R∗
(r,t] is also a Toeplitz

operator with symbol ϕR∗
(r,t](z) =∏t

�=r+1(1+ p�z) for every z ∈ C. It then follows from
Proposition 3.1 that

(
Q−1

[ j,k] ◦ R∗
(r,t]
)

(x, y) =
∮

|z|=r

dz

2π iz
zy−x−k+ j−1

k∏
�= j

(q� − z) ·
t∏

�=r+1

(1 + p�z),

(4.6)

for any r > 0. This, combined with definition (1.1), proves (4.4).
Let us now prove (4.5). By Proposition 3.1, we may express the inverse of R∗

(r,t] as

(R∗
(r,t])

−1(x, y) =
∮

|z|=R

dz

2π iz

zy−x∏t
�=r+1(1 + p�z)

, x, y ∈ Z,

where 0 < R < min{p−1
� }. Using (4.3) for Q̄[ j,k] and noting from the above expression

that (R∗
(r,t])−1(x, y) = 0 if x < y, we can formally write

(
Q̄[ j,k] ◦ (R∗

(r,t])
−1
)

(x, y) =
∑
x ′≥y

Q̄[ j,k](x, x ′) (R∗
(r,t])

−1(x ′, y)

= −
∮

|z|=R

dz

2π iz

∮
�q

dw

2π i

zyw−x+k− j

∏k
�= j (q� − w) ·∏t

�=r+1(1 + p�z)

∑
x ′≥y

(
w

z

)x ′

.

In order for
(
Q̄[ j,k]◦(R∗

(r,t])−1
)
(x, y) to converge, i.e. for the geometric series

∑
x ′≥y(w/z)x

′

to converge, we need to take �q to be inside the circle |z| = R; see Fig. 6 for an illus-
tration of the contours. This is only possible if max j≤�≤k{q�} < minr<i≤t {p−1

i }, or
equivalently piq� < 1 for all r < i ≤ t and j ≤ � ≤ k. Under this hypothesis, we
evaluate the geometric series and compute the only residue of the z-contour at z = w,
thus obtaining

(
Q̄[ j,k] ◦ (R∗

(r,t])
−1
)

(x, y)

= −
∮

|z|=R

dz

2π i

∮
�q

dw

2π i

wy−x+k− j

∏k
�= j (q� − w) ·∏t

�=r+1(1 + p�z)

1

z − w

= −
∮

�q

dw

2π i

wy−x+k− j

∏k
�= j (q� − w) ·∏t

�=r+1(1 + p�w)
.

This, combined with definition (1.2), leads to (4.5). ��
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0

Γq

|z| = R

Fig. 6. The contours �q and |z| = R. Here, the red dots represent the points {−p−1
�

} and the blue dots
represent the points {q�}

4.2. Terminal-boundary value problem. Assume that q1 < q2 < · · · .
Proposition 4.2. Recall the definitions of Qk and its inverse in (3.2)–(3.3). Recall also
that y = (y1 > · · · > yN ) is an arbitrary vector encoding the initial configuration of
dTASEP. For n ≤ N and k ∈ {0, . . . , n − 1}, consider the terminal-boundary value
problem ⎧⎪⎪⎨

⎪⎪⎩

hnk (� + 1, x) = hnk (�, ·) ◦ Q−1
n−�(x) x ∈ Z, � < k,

hnk (�, yn−�) = 0 � < k,

hnk (k, x) = qx−yn−k
n−k x ∈ Z.

(4.7)

(4.8)

(4.9)

Then, for 0 ≤ � ≤ k, the functions

hnk (�, x) := �
(n)
n−k ◦ R∗

(r,t] ◦ Q−1
(n−�,n](x) (4.10)

solve (4.7)–(4.9). In particular, we have that

�
(n)
n−k(x) = hnk (0, ·) ◦ (R∗

(r,t])
−1(x). (4.11)

Proof. It is clear that hnk defined in (4.10) satisfies (4.7), since, for � < k,

hnk (� + 1, x) := �
(n)
n−k ◦ R∗

(r,t] ◦ {Q−1
n ◦ · · · ◦ Q−1

n−�

}
(x)

= �
(n)
n−k ◦ R∗

(r,t] ◦ {Q−1
n ◦ · · · ◦ Q−1

n−�+1

} ◦ Q−1
n−�(x)

= hnk (�, ·) ◦ Q−1
n−�(x).

The boundary condition (4.8) follows from the biorthogonality property (3.58) and the
definition of �

(n)
k in (3.33) and (3.52): for � < k,

hnk (�, yn−�) = (�(n)
n−k ◦ R∗

(r,t] ◦ Q−1
(n−�,n]

)
(yn−�)

=
∑
x∈Z

�
(n)
n−k(x) · (R∗

(r,t] ◦ Q−1
(n−�,n]

)
(x, yn−�) =

∑
x∈Z

�
(n)
n−k(x)�

(n)
n−�(x) = 0.
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Finally, we check the terminal condition (4.9). By the definition (3.56) of �
(n)
n−k , we

have

hnk (k, x) = �
(n)
n−k ◦ R∗

(r,t] ◦ Q−1
(n−k,n](x)

=
n∑

j=n−k

[
M−1]

n−k, j

∑
y∈Z

Q[ j,n](x ( j−1)
0 , y) ·

(
R∗

(r,t] ◦ Q−1
(n−k,n]

)
(y, x).

(4.12)

Using (3.51) and recalling that the Toeplitz operators Q, Q−1 and R∗ all commute with
each other, we have, for j > n − k,

∑
y∈Z

Q[ j,n](x ( j−1)
0 , y) ·

(
R∗

(r,t] ◦ Q−1
(n−k,n]

)
(y, x)

=
∑
y∈Z

lim
z→∞ qzj · Q[ j,n](z, y) ·

(
R∗

(r,t] ◦ Q−1
(n−k,n]

)
(y, x)

= lim
z→∞ qzj

(
R∗

(r,t] ◦ Q−1
[n−k+1, j−1]

)
(z, x).

The same argument of Remark 3.11 shows that the latter limit is zero for j > n − k.
Therefore, the only surviving summand in (4.12) is the one corresponding to j = n− k.
We thus have

hnk (k, x) = [M−1]
n−k,n−k

∑
y∈Z

Q[n−k,n](x (n−k−1)
0 , y) ·

(
R∗

(r,t] ◦ Q−1
(n−k,n]

)
(y, x)

=
∑

y∈Z Qn−k(x
(n−k−1)
0 , y) · R∗

(r,t](y, x)∑
y∈Z Qn−k(x

(n−k−1)
0 , y) · R∗

(r,t](y, yn−k)

= qxn−k ·∑y∈Z q
y−x
n−k · R∗

(r,t](y, x)

qyn−k
n−k ·∑y∈Z q

y−yn−k
n−k · R∗

(r,t](y, yn−k)

In the second equality we used again the commutativity of the operators, the fact that[
M−1

]
n−k,n−k = (Mn−k,n−k)

−1 (as M is upper-triangular), and (3.55). In the third
equality we used (3.49). Since R∗

(r,t] is a Toeplitz operator, the sum

∑
y∈Z

qy−x
n−k · R∗

(r,t](y, x) =
∑
y∈Z

qy−x
n−k · R∗

(r,t](y − x, 0) =
∑
y∈Z

qy
n−k · R∗

(r,t](y, 0)

does not depend on x . Therefore, in the latest expression of hnk (k, x), the two sums
appearing in the numerator and denominator cancel each other, andwe obtain hnk (k, x) =
qx−yn−k
n−k , as desired. ��
Recalling (3.3), Eq. (4.7) can be written equivalently as

hnk (� + 1, x) = −hnk (�, x) + qn−� · hnk (�, x − 1). (4.13)
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If we solve the latter recursively in x for any fixed � < k, using the boundary condi-
tion (4.8), we obtain a cumulative (integral) expression of hnk (�, ·) in terms of hnk (�+1, ·):

hnk (�, x) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

yn−�∑
y=x+1

qx−y
n−� · hnk (� + 1, y) x ≤ yn−�,

−
x∑

y=yn−�+1

qx−y
n−� · hnk (� + 1, y) x ≥ yn−�,

(4.14)

with the convention that the above summations equal zero when their range is empty,
i.e., when x = yn−�.

Proposition 4.3. If the parameters q� are equal to some value q > 1 for all �, then
every solution to the initial-boundary value problem (4.7)–(4.9) satisfies the property
that q−xhnk (�, x) is a polynomial of degree k − � in the spatial variable x.

Proof. This is trivially true for � = k, ashnk (k, x) = qx−yn−k by the initial condition (4.9).
Using the recursion (4.14), we see that hnk (k − 1, x) = qx−yn−k · (yn−(k−1) − x). Using
this and, again, the recursion (4.14) inductively, we arrive at the claim. ��
Remark 4.4. Using the same procedure as in the proof of Proposition 4.3, one can see
that the solutions to the terminal-boundary value problem (4.7)–(4.9) do not have an
analogous polynomial property if the parameters q�, 1 ≤ � ≤ N , are not identical. As
mentioned at the beginning of Sect. 4, we will need to prove Theorem 1.1 using different
methods, compared to [MQR21], due to the non-polynomiality of these solutions.

4.3. Random walk hitting probabilities. We will now present some preliminary com-
putations that, although not strictly essential for our final purposes, will motivate and
illustrate the representation of hnk in terms of random walk hitting probabilities.

When x ≤ yn−� we can iterate the recursion (4.14) to obtain, for � < k,

hnk (�, x) =
∑

x<x1≤yn−�

∑
x1<x2≤yn−(�+1)

· · ·
∑

xk−�−1<xk−�≤yn−k+1

qx−x1
n−� qx1−x2

n−(�+1) · · · qxk−�−1−xk−�

n−(k−1) qxk−�−yn−k
n−k

(4.15)

Let S∗ be an n-step geometric random walk moving strictly to the right (more pre-
cisely, a sum of independent geometric random variables with inhomogeneous parame-
ters q−1

n , . . . , q−1
1 ) with transition probability

P(S∗
� = y | S∗

�−1 = x) := (qn−� − 1)qx−y
n−� 1y>x , 0 ≤ � ≤ n − 1. (4.16)

Then for x ≤ yn−�, the one step recurrence (4.14) can be written as

hnk (�, x) = 1

qn−� − 1
· ES∗

�−1=x

[
hnk (� + 1, S∗

� )1{S∗
� ≤yn−�}

]
.

Analogously, writing (4.15) in terms of the law of the random walk yields

hnk (�, x) =
⎛
⎝ k∏

j=�

1

qn− j − 1

⎞
⎠ES∗

�−1=x

[
q
S∗
k−1−yn−k

n−k 1{S∗
j ≤yn− j , �≤ j≤k−1}

]
. (4.17)
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For 0 ≤ � ≤ k ≤ n − 1, we define the hitting time

τ ∗
�,n := min{m ∈ {�, · · · , n − 1} : S∗

m > yn−m}. (4.18)

Proposition 4.5. With the above notation, for x ≤ yn−�, we have

hnk (�, x) = PS∗
�−1=x (τ

∗
�,n = k)∏k

j=�(qn− j − 1)
. (4.19)

Proof. Let us first write

PS∗
�−1=x (τ

∗
�,n = k) = PS∗

�−1=x (τ
∗
�,n ≥ k) − PS∗

�−1=x (τ
∗
�,n ≥ k + 1)

= ES∗
�−1=x

[
1{S∗

j ≤yn− j , �≤ j≤k−1}
]

− ES∗
�−1=x

[
1{S∗

j ≤yn− j , �≤ j≤k}
]
.

Here, the indicator 1{S∗
j ≤yn− j , �≤ j≤k−1} is set to be 1 when � = k. Rearranging the terms

and using standard properties of the conditional expectation, we obtain

PS∗
�−1=x (τ

∗
�,n = k) = ES∗

�−1=x

[(
1 − E

[
1{S∗

k ≤yn−k }
∣∣∣∣ S∗

� , . . . , S∗
k−1

])
1{S∗

j ≤yn− j , �≤ j≤k−1}
]

.

Note that

E

[
1{S∗

k ≤yn−k }
∣∣∣∣ S∗

� , . . . , S∗
k−1

]
= (qn−k − 1)

yn−k∑
x=S∗

k−1+1

q
S∗
k−1−x

n−k = 1 − q
S∗
k−1−yn−k

n−k ,

so that

PS∗
�−1=x (τ

∗
�,n = k) = ES∗

�−1=x

[
q
S∗
k−1−yn−k

n−k 1{S∗
j ≤yn− j , �≤ j≤k−1}

]
.

Hence, (4.19) follows from (4.17). ��

4.4. Hitting probability representation for the kernel. Wewill nowderive amore explicit
representation of the Fredholm determinant kernel (3.57), which contains the implicit
part

∑n
i=1 �

(m)
i (x)�(n)

i (x ′). Using (3.52), (3.33) and (4.11), we write

n∑
i=1

�
(m)
i (x)�(n)

i (x ′) =
n∑

i=1

Q(m,N ] ◦ R∗
(r,t] ◦ Q−1

(i,N ](x, yi )
∑
z2∈Z

hnn−i (0, z2) · (R∗
(r,t])−1(z2, x

′).

Notice that, by the commutativity of Toeplitz operators,

Q(m,N ] ◦ R∗
(r,t] ◦ Q−1

(i,N ](x, yi ) = Q[1,N ] ◦ Q−1
[1,m] ◦ R∗

(r,t] ◦ Q−1
[1,N ] ◦ Q[1,i](x, yi )

= Q−1
[1,m] ◦ R∗

(r,t] ◦ Q[1,i](x, yi )

=
∑
z1∈Z

(Q−1
[1,m] ◦ R∗

(r,t])(x, z1)Q[1,i](z1, yi ).
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z2 = xn

z1 = x0

yn

yn−1

y1

xn−1

xn−2

xi

xi−1

xi−2

x1

yi+1

yi

yi−1

Fig. 7. Path representation of the function G(z1, z2) for z2 ≤ yn , as in (4.21)–(4.22). For 1 ≤ i ≤ n, the solid
red path depicts the path representation of hnn−i (0, z2) (see also (4.15)), while the dashed, red path depicts
the path representation of (Q1 ◦ · · · ◦ Qi )(z1, yi ). Concatenating the two paths gives a path of the geometric
random walk S∗ going from z2 to z1, which enters the region (strictly) to the right of the (discrete) curve
(yi )1≤i≤n with a first entrance time at some time 1 ≤ i ≤ n

Therefore, we obtain

n∑
i=1

�
(m)
i (x)�(n)

i (x ′) =
∑

z1,z2∈Z

(
Q−1

[1,m] ◦ R∗
(r,t]
)
(x, z1) · G(z1, z2) · (R∗

(r,t])
−1(z2, x

′),

(4.20)

where the function G is defined as

G(z1, z2) :=
n∑

i=1

Q[1,i](z1, yi ) · hnn−i (0, z2). (4.21)

By the definition (3.2) of the Q-operators and formula (4.15), we have

G(z1, z2) =
n∑

i=1

∑
z1:=x0>x1>x2>···>xi−1>yi

qx1−z1
1 qx2−x1

2 · · · qxi−1−xi−2
i−1 qyi−xi−1

i

·
∑

z2=:xn<xn−1<···<xi
xn−1≤yn ,...,xi≤yi+1

qxi−yi
i qxi+1−xi

i+1 · · · qxn−1−xn−2
n−1 qz2−xn−1

n

(4.22)

for z2 ≤ yn . Up to a normalizing constant, formula (4.22) precisely represents the
probability that the geometric random walk S∗ defined in (4.16), started from z2, ends
at z1 after n steps and enters the region (strictly) to the right of the curve (yi )1≤i≤n in
between; see Fig. 7 for an illustration. More precisely, for z2 ≤ yn ,

G(z1, z2) = PS∗−1=z2(S
∗
n−1 = z1, τ ∗

0,n < n)∏n−1
j=0(qn− j − 1)

,

where τ ∗
0,n is defined in (4.18).
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The above expression of G(z1, z2) is only valid for z2 ≤ yn . For this special case,
one only needs to use the first recurrence relation in (4.14). The situation for z2 > yn is
more complicated, since in this case one also has to use the second recurrence relation
in (4.14). Consequently, the expression for G(z1, z2) defined in (4.21) will no longer
be a sum of positive terms, but a sum containing both positive and negative terms;
accordingly, G(z1, z2) will not be a probability (up to normalization). Nevertheless,
G(z1, z2) still possesses a probabilistic interpretation. In order to extend the probabilistic
interpretation of G(z1, z2) to all z1, z2 ∈ Z, we need to introduce additional notation.
For 1 ≤ j ≤ k ≤ n, recall the operators Q̄[ j,k] introduced in (4.1) and, for convenience,
define a renormalized version of them as follows:

Q̂[ j,k](x, y) :=
( k∏

�= j

(q� − 1)

)
Q̄[ j,k](x, y). (4.23)

We now express G(z1, z2) in terms of a random walk hitting problem involving the Q̂-
operators. Let S be a geometric random walk moving strictly to the left with transition
probabilities

P(S� = y | S�−1 = x) := (q� − 1)qy−x
� 1y<x = (q� − 1)Q�(x, y), for 1 ≤ � ≤ n.

(4.24)

Define the hitting time

τ := min{m ∈ {0, . . . , n} : Sm > ym+1}, (4.25)

where yn+1 := −∞. Then we have

Proposition 4.6. For any z1, z2 ∈ Z,

G(z1, z2) =
ES0=z1

[
Q̂[τ+1,n](Sτ , z2)1τ<n

]
∏n

�=1(q� − 1)
. (4.26)

Remark 4.7. The special case of Proposition 4.6 when q j = q for all j was proved in
[MQR21].Aspointedout earlier, their proof relies crucially on the fact thatq−z2G(z1, z2)
and Q̂[k,n](·, z2) (and hence the right hand side of (4.26)) are both polynomials in z2, so
one only needs to check the equality for z2 in an infinite subset ofZ (a convenient choice
would then be z2 ≤ yn). When the parameters {q j } are distinct, the polynomiality no
longer holds.

The proof of Propositon 4.6 is one of the main technical novelties of this article and
will be presented in Sect. 4.5. Assuming for the moment Proposition 4.6, we are ready to
prove Theorem 1.1. The crucial additional information in Theorem 1.1 is a more explicit
expression for the correlation kernel, which, in (3.57), was given implicitly through a
biorthogonal relation. To prove the result, we will first assume that the parameters {qi }
satisfy the condition q1 < q2 < · · · and use the probabilistic representation (4.26).
Then, we will remove the restriction on the parameters by using analytic continuation.

Proof. Assume first that q1 < q2 < · · · . Using (4.26), (4.23), (4.5) and (1.4), we obtain
∑
z∈Z

G(x, z) · (R∗
(r,t])

−1(z, y)
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=
∑
z∈Z

ES0=x
[∏n

�=τ+1(q� − 1) · Q̄[τ+1,n](Sτ , z)1τ<n
]

∏n
�=1(q� − 1)

· (R∗
(r,t])

−1(z, y)

=
ES0=x

[∏n
�=τ+1(q� − 1)

(∑
z∈Z Q̄[τ+1,n](Sτ , z) · (R∗

(r,t])−1(z, y)
)
1τ<n

]
∏n

�=1(q� − 1)

= ES0=x
[S̄[τ+1,n],(r,t](Sτ , y)1τ<n

]
∏n

�=1(q� − 1)
= S̄epi( y)

[1,n],(r,t](x, y). (4.27)

Then, by (3.57), (4.20), (4.21), (4.4) and (4.27), we have

K (m, x; n, x ′) = −Q(m,n](x, x ′)1n>m +
n∑

i=1

�
(m)
i (x) · �

(n)
i (x ′)

= −Q(m,n](x, x ′)1n>m

+
∑

z1,z2∈Z
Q−1

[1,m] ◦ R∗
(r,t](x, z1) · G(z1, z2) · (R∗

(r,t])
−1(z2, x

′)

= −Q(m,n](x, x ′)1n>m + S[1,m],(r,t] ◦ S̄epi( y)
[1,n],(r,t](x, x

′).

Fix now 1 ≤ k1 < k2 < · · · < km ≤ N and (s1, . . . , sm) ∈ R
m , as in the statement

of Theorem 1.1. Take the starting time r := 0 and choose the test function

g : {1, . . . , N } × Z → R, g(k, x) :=
{

−χs(ki , x), if k = ki for some 1 ≤ i ≤ m,

0 otherwise,

recalling that χs(ki , x) := 1x<si . Recall now that Yk(t) = x (k)
k is the left-most particle

of the k-th row in the point process XN of Proposition 3.6 and Corollary 3.8. Therefore,
by Proposition 3.10 and the above expression for the kernel, we have

P

(
m⋂
i=1

{Yki (t) ≥ si }
∣∣∣∣ Y (0) = y

)
= E

⎡
⎣ ∏
1≤ j≤i≤N

(1 + g(i, x (i)
j ))

⎤
⎦

= det(I + gK )�2({1,...,N }×Z) = det(I − χs Kχs)�2({k1,...,km }×Z),

where K is the kernel (1.6). This proves Theorem 1.1 for parameters satisfying the
condition q1 < q2 < · · · .

Now we extend the result to parameters q1, q2, . . . for the most general hypotheses
of the theorem. On the one hand we can write the left hand side of (1.5) as a sum of
transition probabilities over suitable configurations:

P

⎛
⎝ m⋂
i=1

{Yki (t) ≥ si }
∣∣∣∣ Y (0) = y

⎞
⎠ =

∑
x∈WN :
xki +ki≥si ,
1≤i≤m

Q0,t ((y1 + 1, . . . , yN + N ), (x1 + 1, . . . , xN + N )),

where Q0,t given by (3.30) is clearly analytic in qi for each i . Note that the right-hand
side above is a finite sum, since Q0,t ( y, x) = 0 if t < xi − yi or xi − yi < 0 for some

i . Hence, P

(⋂m
i=1{Yki (t) ≥ si }

∣∣∣∣ Y (0) = y
)
is analytic in qi for each i .
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On the other hand, the kernels S[ j,k],(r,t](x, y) and S̄[ j,k],(r,t](x, y) defined through
the contour integral representations (1.1) and (1.2) are clearly analytic in qi for each i .
Moreover, for the geometric random walk S defined in (4.24), the hitting time τ defined
in (4.25) and Sτ have joint distribution given by a finite sum:

PS0=z1(τ = k, Sτ = z) = 1z>yk+1

∑
z1=x0>x1>···>xk=z
xi≤yi+1, 0≤i≤k−1

k∏
i=1

(
(qi − 1) · qxi−xi−1

i

)
,

(4.28)

which is also analytic in qi for all i . Thus the kernel S̄epi( y)
[1,n],(0,t](x, y), given by

S̄epi( y)
[1,n],(0,t](x, y) := ES0=x [S̄[τ+1,n],(0,t](Sτ , y)1τ<n]∏n

�=1(q� − 1)

=
∑n−1

k=0
∑

z ES0=x [S̄[k+1,n],(0,t](z, y)1τ=k, Sk=z]∏n
�=1(q� − 1)

=
∑n−1

k=0
∑

z S̄[k+1,n],(0,t](z, y) · PS0=x (τ = k, Sτ = z)∏n
�=1(q� − 1)

,

is analytic in qi for all i (note that the sum over z is a finite sum, as PS0=x (τ = k, Sτ =
z) = 0 if z ≤ yk+1 or z > x − k). Note that the kernel S̄epi( y)

[1,n],(0,t](x, y) is analytic in each
qi also at qi = 1, since the normalizing factor

∏n
�=1(q� − 1) in the denominator cancels

out with the same factor appearing in S̄[k+1,n],(0,t](z, y) · PS0=x (τ = k, Sτ = z) for any
k and z (see (1.2) and (4.28)). Therefore, we conclude that the kernel K (m, x; n, x ′)
defined in (1.6) is analytic in qi for each i , and so is the Fredholm determinant det(I −
χs Kχs) associated to it. To be more precise, we need absolute convergence of the series
expansion for the Fredholm determinant, which is guaranteed by the fact that χs Kχs
is a trace class operator. The trace class property can be proved in a similar way as in
[MQR21, Appendix A and B] (there, uniform bounds on the trace norms are obtained
for a family of kernels with respect to certain scaling parameters). The only modification
needed amounts to replacing the weight function et (z−1/2)(z − 1)nz−n that appears in
[MQR21, (2.28) and (2.29)] with

∏k
�= j (q�z−1 − 1) ·∏t

�=r+1(1 + p�z) for our discrete-
time inhomogeneous setup. These weight functions, coming from the contour integral
representations of S[ j,k],(r,t](x, y) and S̄[ j,k],(r,t](x, y), as shown in (1.1) and (1.2), are
independent of the entries x and y and remain uniformly bounded on the contours, so
one can bound the trace norm almost identically as in [MQR21]; we omit the details.

Now, for fixed parameters {pi }, both sides of (1.5) admit analytic continuation to all
q j satisfying 0 < q j < min{p−1

i } for all j and they agree for q1 < q2 < · · · , hence
they must agree for all 0 < q j < min{p−1

i }, not necessarily ordered. ��
Remark 4.8. We have already commented in the introduction about the assumption
piq j < 1, which is innocent due to a particle-hole duality. The second assumption
of the theorem, i.e. q j > 1 for all j , is also innocent, as it can be removed by replacing
pi with p̃i := qpi , and qi with q̃i := qi/q, for some choice of q > 0. Tuning q, one can
recover any N -tuple (q̃1, . . . , q̃N ) of positive parameters. On the other hand, this will
not change the jumping rates, since p̃i q̃ j = piq j . Therefore, the Fredholm determinant
on the right hand side of (1.5) does not depend on the choice of q. This can also be
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seen from the fact that, for any two choices of the renormalizing constants q and q ′, the
corresponding kernels Kq and Kq ′ are off by a conjugation, which does not affect the
Fredholm determinant:

Kq ′(m, x; n, x ′) =
(
q ′

q

)x−x ′

Kq(m, x; n, x ′).

Example 4.9. (Step initial configuration) The simplest case in which the random walk
hitting kernel S̄epi( y)

[1,n],(0,t] can be explicitly written out is the step initial configuration, i.e.
yi = −i for i = 1, . . . , N . In this case, if the random walk S starts at S0 = x ≤ y1, then
it will never hit the strict epigraph of the curve (i, yi+1)0≤i≤N−1. This happens because
the random walk S moves strictly to the left, hence

Sk ≤ S0 − k = x − k ≤ y1 − k = yk+1

for all k ≥ 0. Therefore, in this case, we have 1τ<n = 1τ=0 and

S̄epi( y)
[1,n],(0,t](x, y) = 1x>y1 S̄[1,n],(0,t](x, y)∏n

�=1(q� − 1)
. (4.29)

The correlation kernel for the step initial configuration takes, thus, the form

K (m, x; n, x ′) = −Q(m,n]1n>m +
∑
z≥0

S[1,m],(0,t](x, z) · S̄[1,n],(0,t](z, x ′)∏n
�=1(q� − 1)

. (4.30)

Using the contour integral representations (1.1)–(1.2), it is easy to check that

K (m, x; n, x ′) = −Q(m,n]1n>m

+
∮

�0

dz

2π i

∮
�q

dw

2π i

1

z − w

z−x−1∏m
�=1(q�z−1 − 1)

w−x ′ ∏n
�=1(q�w−1 − 1)

t∏
�=1

1 + p�z

1 + p�w
,

where �0 and �q are contours as in Theorem 1.1, with the additional property that
|z| < |w| for all z ∈ �0 and w ∈ �q .

4.5. Proof of Proposition 4.6. In this subsection we prove Proposition 4.6 by induction.
For induction purposes, we define the following more general kernels:

G(n)
j,k(z1, z2) :=

n−k∑
i= j+1

Q[ j+1,i](z1, yi ) · hnn−i (k, z2), (4.31)

where 0 ≤ k ≤ n − 1 and 0 ≤ j ≤ n − k − 1. Then, by (4.21), we have

G(z1, z2) = G(n)
0,0(z1, z2).

We will prove the following generalization of Proposition 4.6:

G(n)
j,k(z1, z2) =

ES j=z1

[
Q̂[τ j+1,n−k](Sτ j , z2)1τ j<n−k

]
∏n−k

�= j+1(q� − 1)
, (4.32)
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for all z1, z2 ∈ Z, 0 ≤ k ≤ n − 1 and 0 ≤ j ≤ n − k − 1, where S is the geometric
random walk defined in (4.24) and

τ j := min{m ∈ { j, . . . , n} : Sm > ym+1}. (4.33)

Notice that τ 0 = τ , with τ defined in (4.25). To prove (4.32), we use a backward
induction on k and j .

For any 0 ≤ k ≤ n − 1 and j = n − k − 1, we have

G(n)
j,k(z1, z2) = Qn−k(z1, yn−k) · hnk (k, z2)

= 1z1>yn−k · qz2−z1
n−k

= PSn−k−1=z1(τ
n−k−1 = n − k − 1) · Q̄[n−k,n−k](z1, z2)

=
ESn−k−1=z1

[
Q̂[τ n−k−1+1,n−k](Sτ n−k−1 , z2)1τ n−k−1<n−k

]

qn−k − 1
,

where the first equality follows from (4.31), the second equality from (3.2) and (4.9),
the third from (4.33) and (4.2), and the fourth from (4.23). This proves (4.32) for 0 ≤
k ≤ n − 1 and j = n − k − 1. In particular, (4.32) is proven for k = n − 1 and
0 ≤ j ≤ n − k − 1.

Assume now by induction that, for some 0 ≤ � ≤ n − 2, (4.32) holds for all
k = � + 1 and 0 ≤ j ≤ n − � − 2. We will show that (4.32) holds for k = � and for all
0 ≤ j ≤ n−�−1, proceeding with a backward induction on j . We have already proven
above the base case k = � and j = n−�−1. Assume that, for some 0 ≤ m ≤ n−�−2,
(4.32) holds for k = � and j = m + 1. We need to show (4.32) for k = � and j = m
and, to do so, we will consider various cases separately.
Case 1: z1 ≤ ym+1. In this case we have Qm+1(z1, ym+1) = 0, hence by (4.31) we have

G(n)
m,�(z1, z2) =

n−�∑
i=m+2

Q[m+1,i](z1, yi ) · hnn−i (�, z2)

=
∑
y<z1

Qm+1(z1, y)

(
n−�∑

i=m+2

Q[m+2,i](y, yi ) · hnn−i (�, z2)

)

=
∑
y<z1

PSm=z1 [Sm+1 = y]
qm+1 − 1

·
ESm+1=y

[
Q̂[τm+1+1,n−�](Sτm+1 , z2)1τm+1<n−�

]
∏n−�

j=m+2(q j − 1)
,

where the latter equality follows from (4.24) and the induction hypothesis (with k = �

and j = m+1). Factoring out the normalization constants and using theMarkov property
of the random walk S, we obtain

G(n)
m,�(z1, z2) =

ESm=z1

[
Q̂[τm+1+1,n−�](Sτm+1 , z2)1τm+1<n−�

]
∏n−�

j=m+1(q j − 1)
.

Note now that, for z1 ≤ ym+1,

τm+11Sm=z1 = τm1Sm=z1 ,
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since the only situation when τm �= τm+1 is τm = m, which cannot happen if Sm =
z1 ≤ ym+1. Thus, for z1 ≤ ym+1, we have

G(n)
m,�(z1, z2) =

ESm=z1

[
Q̂[τm+1,n−�](Sτm , z2)1τm<n−�

]
∏n−�

j=m+1(q j − 1)
,

which proves (4.32) for k = � and j = m in Case 1.
Case 2: z1 > ym+1. In this case, we have:

If Sm = z1, then τm = m, (4.34)

since z1 > ym+1. Therefore, recalling that m ≤ n − � − 2, the right hand side of (4.32)
for k = � and j = m reduces to Q̄[m+1,n−�](z1, z2) and it suffices to prove that

G(n)
m,�(z1, z2) = Q̄[m+1,n−�](z1, z2). (4.35)

We now check (4.35) in three distinct subcases, using the recurrence relation (4.14).
Case 2.1: z2 ≤ yn−�. Then, by the first recurrence relation in (4.14), we have

hnn−i (�, z2) =
yn−�∑

y=z2+1

qz2−y
n−� · hnn−i (� + 1, y),

for any m + 1 ≤ i ≤ n − � − 1. Using the latter equality and (4.9), we obtain

G(n)
m,�(z1, z2) =

n−�∑
i=m+1

Q[m+1,i](z1, yi ) · hnn−i (�, z2)

=
n−�−1∑
i=m+1

Q[m+1,i](z1, yi )

⎛
⎝

yn−�∑
y=z2+1

qz2−y
n−� · hnn−i (� + 1, y)

⎞
⎠

+ Q[m+1,n−�](z1, yn−�) · hn�(�, z2)

=
yn−�∑

y=z2+1

qz2−y
n−� ·

(
n−�−1∑
i=m+1

Q[m+1,i](z1, yi ) · hnn−i (� + 1, y)

)

+ Q[m+1,n−�](z1, yn−�) · qz2−yn−�

n−� .

(4.36)

We recognize the sum inside the big parentheses in the last line above to beG(n)
m,�+1(z1, y).

Applying the induction hypothesis with k = � + 1 and j = m ≤ n − (� + 1) − 1, we
may rewrite it as

n−�−1∑
i=m+1

Q[m+1,i](z1, yi ) · hnn−i (� + 1, y) = ESm=z1 [Q̂[τm+1,n−�−1](Sτm , y)1τm<n−�−1]∏n−�−1
j=m+1(q j − 1)

= Q̄[m+1,n−�−1](z1, y),

where the latter equality follows from (4.34) and the fact thatm ≤ n−�−2. Notice now
that, for all z2 < y ≤ yn−�, by the assumptions corresponding to Case 2 andCase 2.1, we
have z2 < y ≤ yn−� ≤ ym+1 < z1. Therefore, by (4.1), we have Q̄[m+1,n−�−1](z1, y) =
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Q[m+1,n−�−1](z1, y) and Q̄[m+1,n−�](z1, z2) = Q[m+1,n−�](z1, z2). It then follows from(4.36)
that

G(n)
m,�(z1, z2) =

yn−�∑
y=z2+1

qz2−y
n−� · Q[m+1,n−�−1](z1, y)

+
∑

yn−�<y<z1

qz2−y
n−� · Q[m+1,n−�−1](z1, y).

=
∑

z2<y<z1

qz2−y
n−� · Q[m+1,n−�−1](z1, y)

= Q[m+1,n−�](z1, z2) = Q̄[m+1,n−�](z1, z2),

which proves (4.35) in Case 2.1.
Case 2.2: yn−� < z2 < z1. The computation is similar to the one in Case 2.1, except
that we need to use the second recurrence relation for hnn−i (�, z2) in (4.14), i.e.

hnn−i (�, z2) = −
z2∑

y=yn−�+1

qz2−y
n−� · hnn−i (� + 1, y),

since z2 > yn−�. Following a similar computation as in Case 2.1, we arrive at

G(n)
m,�(z1, z2) = −

z2∑
y=yn−�+1

qz2−y
n−� · Q̄[m+1,n−�−1](z1, y) + Q[m+1,n−�](z1, yn−�) · qz2−yn−�

n−� .

(4.37)

Notice now that, for all yn−� < y ≤ z2, by the assumptions corresponding to Case 2 and
Case2.2,wehave yn−� < y ≤ z2 < z1. Therefore, by (4.1),wehave Q̄[m+1,n−�−1](z1, y) =
Q[m+1,n−�−1](z1, y) and Q̄[m+1,n−�](z1, z2) = Q[m+1,n−�](z1, z2), as in Case 2.1. We
then deduce that

G(n)
m,�(z1, z2) = −

z2∑
y=yn−�+1

qz2−y
n−� · Q[m+1,n−�−1](z1, y)

+
∑

yn−�<y<z1

qz2−y
n−� · Q[m+1,n−�−1](z1, y).

=
∑

z2<y<z1

qz2−y
n−� · Q[m+1,n−�−1](z1, y) = Q[m+1,n−�](z1, z2)

= Q̄[m+1,n−�](z1, z2),

which proves (4.35) in Case 2.2.
Case 2.3: z2 ≥ z1. Given the assumptions corresponding to Case 2 and Case 2.3, we
now have z2 ≥ z1 > ym+1 ≥ yn−�. Therefore, similarly to Case 2.2, we apply the
second recurrence relation for hnn−i (�, z2) in (4.14) and arrive at (4.37). However, this
time, Q̄[m+1,n−�−1](z1, y) takes different forms for z1 > y > yn−� and z2 ≥ y ≥ z1.
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We then split the sum over y in (4.37) accordingly and compute

z2∑
y=yn−�+1

qz2−y
n−� · Q̄[m+1,n−�−1](z1, y)

=
∑

z1>y>yn−�

qz2−y
n−� · Q[m+1,n−�−1](z1, y) + (−1)n−�−m−2

∑
z2≥y≥z1

qz2−y
n−� · Q†

[m+1,n−�−1](z1, y)

= Q[m+1,n−�](z1, yn−�) · qz2−yn−�

n−� − (−1)n−�−m−1Q†
[m+1,n−�](z1, z2),

where the latter equality is due to (3.2) and (3.1). Combining this with (4.37), after a
cancellation, we obtain

G(n)
m,�(z1, z2) = (−1)n−�−(m+1) · Q†

[m+1,n−�](z1, z2) = Q̄[m+1,n−�](z1, z2),

where the latter equality follows from(4.1) and the assumption z2 ≥ z1. This proves (4.35)
in Case 2.3 and, thus, completes the proof of Proposition 4.6.
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