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A B S T R A C T   

In this work, microstructural changes during creep of Ni-based alloy 617 at 700 ◦C and 165 MPa have been 
investigated by electron microscopy, and complementarily modelled. Precipitate types, sizes and chemistry were 
determined by transmission- (TEM) and scanning electron microscopy (SEM). Apart from γ’ particles, MX and 
carbides, coarse μ-phase was found. Grain size, frequency of twins, deformation patterns and geometrically 
necessary dislocations were characterized by electron backscatter diffraction (EBSD). Based on measurements 
and literature data, creep behavior and a time-to-rupture (TTR) diagram of A617 have been numerically 
simulated at 700 ◦C in a range of 165 to 215 MPa with a new physical model. Our new creep model achieved 
excellent agreement with measured data and literature in terms of predicted creep life, times to 1% strain, 
minimum creep rate and microstructural evolution. We also succeeded in considering the varying ductility of the 
material in a novel damage law by implementing the reduction of area from fractured creep samples. Diffusion 
creep (coble creep) is considered in addition to dislocation creep in the model. The impact of diffusion creep is 
mostly visible at low stresses, leading to significant improvements within the TTR diagram.   

1. Introduction 

Alloy 617 or A617 (also known as Inconel 617) ranks amongst the 
solid-solution strengthened Ni-based superalloys [1] and has been 
developed for high temperature components in thermal power plants 
and aircraft [2]. High concentrations of Co (11–14 wt%) and Mo 
(8.5–10 wt%) are contained [2] in these for solid solution purposes. 
A617 is extremely resistant to both corrosion and (cyclic) oxidation 
[1–3], because of 20–23 wt% Cr. Further advantages are the good 
workability and a low coefficient of thermal expansion [3]. Alloy 617B 
represents a further development of A617 with narrower tolerance 
windows for the chemical composition and specific information on the B 
content [3]. A617B exhibits extraordinary creep strength especially 
between 650 ◦C and 720 ◦C [4]. For components of gas-cooled genera-
tion IV nuclear reactors, A617 has even been qualified for temperatures 
up to 950 ◦C [2]. A617 is also a promising candidate for applications in 
concentrated solar power [5]. 

The outstanding creep performance below 750 ◦C is related to 

nucleation of coherent, ordered, evenly distributed, long-term stable 
γ‘precipitates Ni3(Al,Ti) with lattice type L12 [6–8]. Unlike other Ni-base 
alloys, the γ‘phase fraction is remarkably smaller than 10% [9,10]. 
γ‘precipitates can be distinctly characterized in TEM by dark field im-
aging on super-lattice reflections in the electron diffraction patterns 
[11]. They may under certain conditions change their morphology from 
spherical to cubic during aging [6,12,13]. The phenomenon seems to be 
more pronounced and faster for higher creep temperatures [12], longer 
aging times [6] and larger γ/γ‘misfits [13]. Apart from γ‘precipitates, 
inter- and intragranular networks of carbides [4,14] (mainly fcc M23C6 
and M6C [4,11]) as well as fcc Ti-rich MX (carbo-) nitrides [1,9] can be 
present in A617. A time-temperature-transformation (TTT) diagram and 
further crystallographic details of all mentioned precipitates are pro-
vided by [8]. 

In Ni-based superalloys, particular attention must be paid to the 
avoidance of topologically closed-packed (TCP) phases [15]. In A617, 
detrimental μ-phase [11] (featuring a rhombohedral A6B7 crystal 
structure [15]) has been shown to compete with M23C6 for Cr and Mo 
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[16]. Although high alloying with Mo (> 9 wt%) is beneficial to retard 
coarsening of γ‘, the undesired nucleation of coarse μ-phase precipitates 
may be initiated by this means [16]. Three nucleation mechanisms of 
μ-phase are stated in literature: a) independent (from the matrix) [17], 
b) related to metastable TCP σ-phase [17,18] and c) from M23C6 carbides 
[16]. μ-phase is suspected of fostering grain boundary failure [11]. Its 
inherent brittleness [17] and the consumption of solid solution 
strengthening elements from the surrounding matrix [18] lead to asso-
ciated void and crack nucleation [17]. 

A617 is prone to formation of annealing twins, i.e., the grains are 
sub-divided by 

∑
3 CSL boundaries [19]. However, these twin bound-

aries have been shown to be rather unfavorable for nucleation of M23C6 
which prefer to nucleate on high angle grain boundaries [19]. Dynamic 
recrystallization upon deformation has been shown to start above 800 ◦C 
[20]. Low-angle subgrain boundary formation only takes place in A617 
exposed to a stabilizing heat treatment between 950 and 1000 ◦C [21] or 
during hot deformation at 950 ◦C [22], but has not been observed for 
purely solutionized material [23]. One of the open questions addressed 
in this paper is the role of twins for the creep mechanism of A617. 

During aging, the hardness of A617 has been shown to increase, 
whereas toughness mostly drops because of M23C6 located at grain 
boundaries [14]. During creep, crack propagation, damage and failure 
usually occur along the grain boundaries [4,14], often with supposed 
involvement of coarse carbides [4]. One of the counter measures for 
excessive M23C6 coarsening and to support the stabilization of their 
network is the addition of B [24]. Especially solution heat-treated A617 
without additional annealing may experience stress relaxation cracking 
at 700 ◦C in case of residual stresses (e.g. induced by welding) [25]. One 
parameter for monitoring the risk of stress relaxation cracking is the 
reduction of area, Z, during (slow strain rate) tensile tests, which be-
comes particularly critical below 10% [25]. Some creep test results for 
700 ◦C suggest that the elongation at rupture and the reachable creep 
deformation may decrease drastically with smaller applied stresses 
[10,26,27]. An important factor that additionally impacts both strength 
and ductility, are segregation phenomena (including B) [3]. S and B are 
suspected of causing a drop in the elongation at rupture, when con-
centrations are too high [28]. 

During creep exposure, the dislocation density of A617 has been 
observed to increase by around one order of magnitude, from typically 
around 1013 to 1014 m− 2 at 700 ◦C and intermediate stresses [4,9]. One 
of the reasons for this rise may be work hardening [10]. Depending on 
stress and temperature level, three types of interactions between dislo-
cations and γ‘precipitates have been proposed [6]: a) shearing (which is 
also known as cutting), b) Orowan looping and c) local climb. 

A constitutive creep model has been proposed by [29] for Ni-based 
superalloys with a high phase fraction of γ’ particles, and applied to 
Nimonic 90. The model distinguishes gliding from climbing dislocations 
and implements interparticle distance as well as phase fraction of γ’ into 
the dislocation release rate. The strain rate is assumed to be dominated 
by climbing instead of gliding dislocations. It has been demonstrated 
that the minimum creep rate and rupture life of Nimonic 90 may be well 
predicted by the model. 

For Ni-based alloy C263, an important contribution has been made 
by [30] with a similar concept, involving climbing and gliding disloca-
tions as well as the γ’ effect. As a simplification, steady-state creep is 
assumed which results in the gliding dislocation density rate to be set 
zero. The model accounts for both annihilation and trapping processes 
(respectively pinning), so that a simple rate equation for the dislocation 

evolution can be created. Also, an attempt is made to consider cutting of 
γ’ precipitates below a critical size by modifying the activation volume 
in the glide velocity. 

For A617, a model for high temperature creep (between 900 and 
1000 ◦C) has recently been introduced by [31,32], taking into account 
the effect of M23C6 inside the grain and at grain boundaries (with the 
phenomenon of dislocation pile-ups) as well as grain boundary sliding. 
However, the model of [31,32] fails at lower temperatures (for instance 
700 ◦C as in this work), since a γ’ effect has not been implemented into 
the concept. 

A backstress-based creep model for A617B has been proposed by 
[21], implementing the strengthening effects of dislocations, carbides 
and γ’. Dislocation climb and Orowan mechanism are summarized into a 
phenomenological precipitate backstress equation. Although being 
convenient and correctly reproducing experimental creep curves, the 
model requires a high number of fitting parameters, and an explicit 
evolution of dislocation density is missing. 

The aim of this paper is to determine interactions and establish re-
lationships between precipitates, dislocations, matrix boundaries, creep 
mechanisms and damage. For this purpose, the creep behavior of A617 
at 700 ◦C was modelled, using a physically-based approach, assisted by 
electron microscopy investigations and accompanied by precipitate 
calculations. 

2. Experimental procedure 

2.1. Material 

After vacuum-induction melting (VIM) and electro-slag remelting 
(ESR), the material was forged into ring blocks (outer diameter of 220 
mm, inner diameter of 110 mm and height of 150 mm) by company 
ENPAR. 

The chemical composition of A617 is indicated in Table 1. A617 
contains at least 20 wt% Cr, 11–14 wt% Co and 8.5–10 wt% Mo. Sub-
sequently, Ni represents only about 60 wt% of the overall chemical 
composition. The C content of up to 0.1 wt% allows carbides to form, 
whereas alloying with Ti (0.2–0.6 wt%) and Al (0.7–1.4 wt%) promotes 
γ‘nucleation. 

Heat treatment consisted of normalizing (solution heat treatment) at 
1150 ◦C for 1.5 h and water quenching. The manufactured rings were 
then radially halved and re-joined at company pro-beam AG by electron- 
beam welding (EBW). Samples were extracted by wire cutting, followed 
by turning. No post weld heat treatment was performed. 

2.2. Creep tests 

Creep tests were carried out at 700 ◦C, applying stresses between 165 
and 185 MPa to round M16 samples without fins. The samples had di-
ameters of 9.53, 9.39, 9.25 and 9.00 mm for stresses of 165, 170, 175 
and 185 MPa respectively, i.e., smaller diameters were chosen for higher 
stresses. Rupture times and the reduction of area after failure were 
documented. 

2.3. Thermodynamic calculation and creep simulation 

Thermodynamic equilibrium was simulated by MatCalc version 6.03 
(rel. 1.000). The database was “mc_ni_v2.034.tdb”. For solving the 
equation system of our creep model, MatLab version 2019a was used. 

Table 1 
Chemical composition of EN-standardized Alloy 617 [33].  

wt.% Ni C Si Mn P S Cr 

A617 bal 0.05–0.1 <0.2 <0.2 <0.01 <0.01 20–23 
wt.% Mo Co Cu Ti Fe Al B 
A617 8.5–10 11–14 <0.5 0.2–0.6 <2 0.7–1.4 <0.006  
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Both MatCalc and MatLab ran on a Windows 10 system with 64 bits and 
4 Intel Core 2114 Quad Q9550 @ 2.83 GHz processors. 

2.4. Microstructural investigations 

Two samples were investigated: a) the base material (BM) before 
creep (as-received condition) as well as b) gauge and head part of the 
700 ◦C/165 MPa sample which had failed after 34,220 h. The welded 
zone is beyond the scope of this paper that focuses on the (crept) base 
material, where the fracture occurred in a distance >1 cm from the 

weldment and heat-affected zone. The precipitation state was charac-
terized at TU Wien using transmission electron microscopy (TEM) on a 
FEI Tecnai F20 device, equipped with a field emission gun and operated 
at 200 kV acceleration voltage (Ua). TEM samples were ground down to 
a thickness of approx. 0.1 mm and etched electrochemically on a Struers 
Tenupol 5, using a 7% perchloric acid solution at 10 V and − 15 ◦C. 
Single grains were tilted into the [001] zone axis for bright field and 
dark field imaging. Since the coherent γ’ precipitates are L12 ordered, 
dark field imaging on [100] reflections allow their visualization in the 
disordered face-centered cubic (fcc) γ matrix. Investigation of other 

Table 2 
Equation framework of a modified dislocation creep model for A617.  

Creep model equations and numbering of subterms Eq. Ref. 

Creep strain rate (modified Orowan equation) 
(1) [36,40] dε

dt
=

b • ρm • υeff

M •
(
1 − Dppt

)
• (1 − Dcav)

Mobile dislocation density rate  

[36,37] dρm
dt

= υeff • ρ3/2
m

⏟̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅⏟
a

+
β • ρs • Rgb

h2
b

• veff

⏟̅̅̅̅̅̅̅̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅̅̅̅̅̅̅̅⏟
b

−
υeff

2 • Rgb
• ρm

⏟̅̅̅̅̅̅̅̅ ⏞⏞̅̅̅̅̅̅̅̅ ⏟
c

−
υeff

2 • hb
• ρm

⏟̅̅̅̅̅̅̅ ⏞⏞̅̅̅̅̅̅̅ ⏟
c− obst

− 8 • ρ3/2
m • υc

⏟̅̅̅̅̅̅̅̅ ⏞⏞̅̅̅̅̅̅̅̅ ⏟
d1

− δanh • (ρm + ρs) • ρm • υeff
⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏟

e1  

(2)  

Static dislocation density rate  
[36,37] 

dρs
dt

=
υeff

2 • Rgb
• ρm

⏟̅̅̅̅̅̅̅̅ ⏞⏞̅̅̅̅̅̅̅̅ ⏟
c

+
υeff

2 • hb
• ρm

⏟̅̅̅̅̅̅̅ ⏞⏞̅̅̅̅̅̅̅ ⏟
c− obst

− 8 •
υc

hb
• ρs

⏟̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅⏟
d2

− δanh • ρs • ρm • υeff
⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅ ⏞⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅ ⏟

e2 

(3)  

Mean obstacle spacing 
(4) New 

hb = 1/
( ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅ρm + ρs
√

0.8
+

1
λ

)

Individual interparticle spacing of γ’ and M23C6 

(5.1) 

[41] 

λi =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ln(3)
2πNvr

+
8
3
r2

√

−

̅̅̅
8
3

√

r 
Total interparticle spacing of all grain-interior precipitates 

(5.2) 
λ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ln(3)

2π
∑

i

(
NV,i ri

)+ (2rA)
2

√
√
√
√ − 2rA 

rA =

̅̅̅
2
3

√

•

∑

i

(
NV,ir2

i
)

∑

i

(
NV,i ri

)

Effective velocity 
1

veff
=

1
vg

+
∑

i
π
2
• NV,i • r3

i •
1
vc 

(6) [36] 

Dislocation glide velocity 

υg = a1 • exp
{
−

Q
kB • T

}

• exp
{

−
σi • Vr

kB • T

}

• 2 • sinh
{

σapp • Vr

kB • T

} (7) [36] 

Dislocation climb velocity 
υc = υcl + υcp 

(8) [37] 

Dislocation climb velocity- lattice diffusion share 

υcl =
2 • π • ηv • Ds

[
1 − ηv • ln

(
Lα •

̅̅̅̅ρt
√

) ]
• b

• exp
{

−
σi • Ω
kB • T

}

• 2 • sinh
{

σapp • Ω
kB • T

} (8.1) [36] 

Dislocation climb velocity- pipe diffusion share 

υcp =
2 • π • b • Dvp

L2
p

• exp
{

−
σi • Ω
kB • T

}

• 2 • sinh
{

σapp • Ω
kB • T

} (8.2) [36] 

Internal stress 
σi = α • M • G • b •

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅ρm + cs • ρs
√ (9) [39,42] 

Damage rate due to cavities 
Ḋcav = (1/Z)

⏟̅̅⏞⏞̅̅⏟
A

• ε̇ 
(10) New 

Overall damage caused by precipitate coarsening of GB particles 

Dppt = 1 −
∏n

i=1

(
1 − Dppt,i

) (11) [36] 

Damage rate caused by precipitate coarsening 

Ḋppt,i =
kp

lGB − 1
•
(
1 − Dppt,i

)lGB 
(11.1) [43] 

Normalized Ostwald ripening parameter 

kp =
kd

r3
i,0

=

[
r3
i (t)
r3
i,0

− 1

]

• t− 1 
(11.1.1) [39] 

Ostwald ripening parameter 

kd =
r3
i − r3

i,0

t 

(11.1.1.1) [44]  
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phases was performed using selected area electron diffraction (SAED) 
and energy dispersive X-ray spectroscopy (EDX) in scanning TEM mode 
(STEM), using a high angle annular dark field (HAADF) detector for 
mass contrast. Dislocation densities were estimated by a mean-linear 
intercept method applied to TEM images, as stated in [34]. Disloca-
tions were observed and analyzed both in [001] zone axis and in a two- 

beam condition. The TEM sample thickness was estimated with a log- 
ratio technique, using an electron energy loss spectrum (EELS), see e. 
g. [35]. Grain type, grain size, misorientations and geometrically 
necessary dislocations (GND) were determined by electron back-
scattered diffraction (EBSD) at TU Graz. Cavities and large precipitates 
were also detected at TU Graz by scanning electron microscopy (SEM). 
SEM analysis was conducted using a Tescan Mira3 microscope equipped 
with a Hikari EBSD camera and an EDX detector. Secondary electron 
(SE) and backscattered electrons (BSE) images were acquired using Ua =

10 to 25 kV, together with a working distance (WD) of 10 to 15 mm and 
a spot size (SS) of 4 to 30 nm. Chemical elemental analysis was carried 
out using Ua = 15 to 20 kV, WD = 15 mm and SS = 20 to 40 nm. A setting 
of Ua = 30 kV, WD = 15 to 30 mm and SS = 40 to 100 nm was applied for 
EBSD measurements which were processed by an APEX® software 
package. Data were post processed and evaluated by software OIM 
DataAnalysis® v8.6. A confidence index (CI) standardization was per-
formed, considering a minimum grain size of 5 points and a minimum 
boundary misorientation angle of 15◦. Finally, a neighboring CI corre-
lation was used to re-index the data-points with a CI lower than 0.3. The 
GND density was calculated by OIM, considering the possible slip sys-
tems for a fcc system: {111}〈110〉. 

Fig. 2. EBSD after 34,220 h of creep at 700 ◦C/165 MPa portraying a) GNDs in 
the head (white areas out of range), b) twins and HAGBs in the head, c) GNDs in 
the gauge (white areas out of range), d) twins and HAGBs in the gauge, e) 
distribution of GND density in BM (as-rec. condition) as well as gauge (g) and 
head (h) section of the crept sample after 34,220 h at 700 ◦C/165 MPa. 

Fig. 1. EBSD of BM (as-rec.) showing a) GND map (with white areas out of the 
range), b) twins and HAGBs, c) misorientations in the IPF map. 

Table 3 
Overview of input parameters for the creep model from literature and 
measurements.  

Parameters from literature 

Input Value Material (group) Source 
ag 3.59⋅10− 10 m Ni- fcc [45] 
β 0.0375 Model specific value [36] 
b 2.54⋅10− 10 m Ni- fcc [45] 
cs 0.3  [39] 
δanh 6⋅10− 9 m Ni- fcc (750 K) [46] 
Ds 9.0⋅10− 20 m2/s Ni- fcc (bulk diffus. 700 ◦C) [47] 
Epipe 4.03–5.52⋅10− 19 J A617 (700 ◦C) [48–50] 

ηv 10− 5 Estimation for Γ = 0.1 J/m2 

[45] 
[37] 

G 64 GPa A617 (700 ◦C) [51] 

lGB 4 Parameter for grain boundary  
(GB) particle coarsening 

[36] 

kB 1.38065⋅10− 23 J/K Fundamental constant [52] 
M 3 Crystals (approximation) [39] 

Q 1⋅10− 19 to 5⋅10− 19 J Ni- fcc 
[30] 
[53] 

Vr 

100⋅b3 to 263⋅b3 

See Table 8; 
see Section 5.5.4 

Alloy C263 [30] 
Coarse-grained Ni [54] 
Ni deformed at high stress [54] 
Ni with grain size 500 μm [55] 

ν 0.3 A617 [51]  

Microstructural input parameters (start values) 
Input Value Material (group) Source 
ρm,0 4⋅1013 m− 2 A617 as-rec. Cond. (BM) TEM (this work) 

ρs,0 4⋅1012 m− 2 A617 as-rec. Cond. (BM) 10% of ρm, 

0 [39] 

Rgb 250 μm A617 as-rec. Cond. (BM) EBSD (this 
work)  
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3. Creep model description 

In this work, we modify a recently published mean-field dislocation 
creep model [36] and adapt it to the microstructural constituents pre-
sent in A617 by following modifications. Contrary to the original model 
as presented in [36], we do not consider low-angle subgrain boundaries 
here, since they are not present in the solution-treated material [23]. 
Subsequently, only mobile (ρm) and static dislocation density (ρs) evolve 
and need to be considered in a system of rate equations that accounts for 
various microstructural interactions. The final aim is to calculate the 
creep strain rate from Orowan’s law, see eq. (1). We replace terms that 
formerly contained the subgrain radius Rsgb in [36] by terms using the 
grain radius Rgb (equal to half the grain size). This applies to the emission 
of statics (b) and the immobilization term (c) in [36]. Moreover, we 
introduce an additional immobilization term (c-obst, see eq. 2 and 3) 
which contains a new formulation of the mean obstacle spacing, hb. hb 
combines the spacing of mobile and static dislocations with the inter-
particle distance of grain-interior precipitates, λ, see eq. (4). λ sums up 
individual contributions from γ‘and M23C6 particles which are located 
inside grains, see eq. (5.1) and (5.2). Consequently, the new term (c- 
obst) reflects the ability of precipitates and/or the creation of a dislo-
cation network [30] to impede the motion of mobile dislocations. 

Glide, climb and effective velocity, as also the internal stress remain 
the same as suggested in [36], see eq. (6) to (9). For calculation of the 
glide velocity vg, activation energy Q and activation volume Vr are 
required. For the lattice diffusion part of the climb velocity vcl, the 
parameter Lα needs to be determined, depending on shear modulus G, 
Poisson’s ratio ν and Burgers vector b [36]. vcl also contains the 
important transfer number of defects into jogs ηv, which is related to the 

stacking fault energy Γ of a material [37]. Details on how to calculate 
parameter Lp for the pipe diffusion part of the climb velocity vcp based on 
jog energies (once more a function of G, b and ν) are given in [36]. Apart 
from the use of λ in the rate equations, the effective velocity veff repre-
sents an additional instrument of taking into account possible in-
teractions of dislocations with precipitates. veff quantifies climb over 
particles [36]. 

The model for cavitation damage (parameter Dcav) is inspired by 
[38], see eq. (10). As a difference, we use the inverse of the reduction of 
area, 1/Z, as a damage pre-factor (formerly A) which accounts for the 
level of ductility in the material and affects reachable strain and lifetime. 
Cavitation damage reflects damage to due void/ cavity formation in the 
course of creep [38], which is especially relevant in the tertiary stage of 
creep. Precipitate damage (parameter Dppt) is used identically to [36], 
see eq. (11). However, in this case, the concept is only applied to grain 
boundary precipitates (namely M23C6 and μ-phase). As stated by [39], 
precipitate damage is caused by excessive coarsening of precipitates 
combined with solid solution depletion. 

Once the evolution of mobile dislocation density ρm is known (from 
solving the differential equation system) and the effective velocity veff 
has been determined, the creep strain based on a modified Orowan law 
with damage parameters can be calculated, as stated in eq. (1). 

100% of damage for either Dppt or Dcav serve as failure criterion and 
end the calculation. 

An overview on all equations of the modified dislocation creep model 
is given in Table 2. 

Fig. 3. Dislocations in a) BM (as-rec.); acquired in [001] zone axis and b) gauge part of sample after 34,220 h at 700 ◦C/165 MPa; acquired in [001] zone axis; c) BM 
(as-rec.); acquired in two-beam condition and d) gauge part of sample after 34,220 h at 700 ◦C/165 MPa; acquired in two-beam condition. 
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4. Model setup 

Similar to the strategy proposed in [36], the input parameters have 
been selected according to a) literature study, b) experimental in-
vestigations from this work (such as TEM/SEM/EBSD) and c) creep test 
results (both from TU Graz and from the ECCC data collation for this 
material). An overview on all parameters for a) and b) including sources 
is given in Table 3. 

Microstructural start values for the simulation are provided at the 
bottom of Table 3. The TEM measurement of the BM (as-received con-
dition)- see Section 5.1- served as a start input for the mobile dislocation 
density ρm, 0. The observed ρm, 0 = 4 ⋅ 1013 m− 2 is supported by literature 
data on A617 base material [4,9] in a similar range. The grain size 
(respectively the grain radius Rgb) in our material was determined by 
EBSD and is kept at a constant level during the creep simulation. 

5. Results and discussion 

5.1. Dislocation- and grain structures 

EBSD evaluation of the 700 ◦C sample after 34,220 h of creep at 165 
MPa yields a grain size of approximately 400 μm in the head section (see 
Fig. 2a-b) and of 500 μm in the gauge section (see Fig. 2c-d). In the BM in 
as-received condition (see Fig. 1), the grain size is in a very similar 
range. Around 2/3 of all detected interfaces are twin boundaries, with a 
predominating coincidence site lattice (CSL) of 

∑
3. The rest of all in-

terfaces (around 1/3) represent high-angle grain boundaries (HAGBs) 
with a misorientation angle larger than 15◦. The shown HAGBs (see 
Figs. 1b, 2b, d) are subdivided into two to three blocks by the twins. 
Before the start of creep (in as-received state), most dislocations ac-
cording to the geometrically necessary dislocation (GND) map in Fig. 1a 
are located along HAGBs. The density of GNDs in the base material (BM) 
amounts to an average of 3.5⋅1012 m− 2, with a distribution “BM” for the 
individually analyzed pixels as given in Fig. 2e. 

After 34,220 h of creep at 700 ◦C and 165 MPa, the dislocations 
positioned along the grains have been annihilated in the head section by 
static recovery (see Fig. 2a). This is in line with a slight decrease of the 
GND density to approximately 2.1⋅1012 m− 2 in the head section of the 
crept sample, as can be seen in Fig. 2e by the label “700 ◦C(h)”. By 
contrast, the gauge section of the crept sample is characterized by a 
strong release of dislocations from the grains (as indicated in the GND 
map of Fig. 2c). An increase of the GND density to around 6.2⋅1012 m− 2 

can be seen in Fig. 2e, labelled as “700 ◦C(g)”. In the gauge part of the 
crept sample, there seems to be a local concentration of plastic 

Fig. 4. TEM-EDX line scan of Ti-rich MX found in the BM (as-received condition).  

Table 4 
Precipitate types, locations, number densities, sizes and volume fractions in base material (BM) and 700 ◦C/165 MPa crept sample (gauge and head part).  

Prec. σapp/ MPa T/◦C t/ h NS* NV/ m− 3 d fV/ % Method Loc. 

MX – – 0 GI See text 0.5 ± 0.2 μm See text TEM BM 
γ′ 165 700 34,220 GI 8.9⋅1019 108 ± 45 nm 5.8 TEM Gauge 
γ′ – 700 34,220 GI 1.3⋅1020 84 ± 30 nm 3.8 TEM Head 
M23C6 165 700 34,220 GB See text 0.4 ± 0.1 μm See text TEM Gauge 
M23C6 165 700 34,220 GI ≈1020 50 ± 20 nm ≈1 TEM Gauge 
μ 165 700 34,220 GB See text 1–2 μm See text SEM Gauge 
μ – 700 34,220 GB See text See text SEM Head  

* Nucleation Sites (NS): GB- grain boundaries, GI- grain interior. 

Table 5 
Volume phase fraction of γ’ for gauge and head section after 34,220 h at 165 
MPa/700 ◦C based on experimental evaluation (fV), MatCalc (fV,MC) and Ther-
moCalc [9] (fV,TC).  

Loc. fV/ % Method fV,MC/ % Source fV,TC/ % Source 

Gauge 5.8 
Eq. (12) 

5.2 MatCalc 6 ThermoCalc [9] 
Head 3.8 5.2 MatCalc 6 ThermoCalc [9]  
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Fig. 5. STEM micrographs with quantified EDX results of a) M23C6 at grain boundaries and b) of γ’ after 34,220 h of creep at 700 ◦C/165 MPa; c-d) overview of γ’ 
precipitates after 34,220 h at 700 ◦C/165 MPa in c) gauge and d) head section; e) evaluated size distribution of γ’ in gauge (g) and head (h) after 34,220 h at 700 ◦C/ 
165 MPa. 
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deformation that leads to the formation and alignment of slip bands 
(visible as green areas in Fig. 2c). This localization of deformation pre-
dominantly occurs along HAGBs and is less visible along twin bound-
aries. This indicates that twins do not promote a strong pile-up of 
dislocations. Recrystallization does not occur, but in the gauge section, 
some mobility of a low number of twin boundaries can be observed in 
Fig. 2d, since these appear serrated. 

Dislocation densities were first estimated from TEM investigations of 
the BM (see Fig. 3a) and the gauge part of the crept sample after 34,220 
h at 700 ◦C/165 MPa (see Fig. 3b) in the zone axis [001]. Therefore, a 
mean linear intercept method from [34] was applied. The result of the 
dislocation density in the BM (in as-received condition) was 4⋅1013 m− 2, 
incorporating a sample thickness of 100 nm detected by EELS [35]. In 
contrast, an increase of one order of magnitude up to 2⋅1014 m− 2 was 

found in the gauge part of the crept sample, when using a measured 
sample thickness of 130 nm according to the EELS log-ratio technique 
[35]. 

In addition, dislocation densities in BM and the gauge part of the 
crept sample after 34,220 h at 700 ◦C/165 MPa were evaluated in two- 
beam condition. Analysis yielded a dislocation density of 3⋅1013 m− 2 for 
the BM (see Fig. 3c) and of 2⋅1014 m− 2 for the crept sample after 34,220 
h (see Fig. 3d). This result is close respectively identical to the one in the 
[001] zone axis. 

These two values are important for the creep simulation. Whereas 
the dislocation density from the as-received BM serves as an input 
parameter, the crept condition helps to verify the microstructural cor-
rectness of our A617 creep model that will be shown in the following. 

Fig. 6. a) M23C6 and γ’ in grain interior in 700 ◦C/165 MPa crept condition of gauge (TEM dark field); b) TEM-bright-field of M23C6 carbides in the grain interior 
after creep at 700 ◦C/165 MPa (gauge); c) identification of M23C6 by EDX in TEM dark-field (see table left for spots 1 and 2). 
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5.2. Precipitate state 

The following Table 4 provides an overview of all detected pre-
cipitates in TEM and SEM. Where possible, size (diameter d), number 
density (NV) and phase fraction (fV) were accurately determined. In case 

of rare or insufficient number of characterized particles, only the size 
was stated. fV of γ’ was calculated from eq. (12), whereas NV was eval-
uated by eq. (13) from [56]. tS is the sample thickness (100 nm for the 
gauge- and 80 nm for the head sample), NA is the area density, and 
Asample denotes the investigated sample area. Table 5 compares fV values 
of γ’ from eq. (12) with thermodynamic calculations. 

fV =
d3π
6

• NV (12)  

NV =
1

Asample
•
∑NA

i=1

1
tS + di

(13) 

TEM investigations only revealed a rare number of Ti-rich MX car-
bonitrides with a size of approximately 0.5 μm in the BM (see Fig. 4 
including an EDX line scan). No γ’ nor any M23C6 precipitates were 
found in the BM (as-received condition). 

After 34,220 h of creep at 700 ◦C and 165 MPa, γ’ and M23C6 were 
characterized both by TEM-EDX (as can be seen in Figs. 5a-b) and by 
SAD. 

The mean size (diameter) d of γ’ turned out to be 108 nm in the gauge 
part and 84 nm in the head section of the sample. The number density NV 
of γ’ according to eq. (13) from [56] yielded 8.9⋅1019 m− 3 in the gauge- 
and 1.3⋅1020 m− 3 in the head section of the sample. An impression of the 
number density in gauge and head is provided in Figs. 5c-d. The eval-
uated size distribution of γ’ for gauge and head section based on eq. (13) 
is shown in Fig. 5e. 

According to eq. (12), the phase fractions (fV) of γ’ amount to 5.8% 
for the gauge section, respectively to 3.8% for the head section of the 
crept sample, see Table 5. Both of them fit well to the thermodynamic 
equilibrium result from MatCalc which suggests a phase fraction of 5.2% 
(please refer to Section 5.3). Volume fraction data on γ’ from literature 
are scarce. Krishna et al. [9] report a comparable equilibrium phase 
fraction of approximately 6% calculated by ThermoCalc. This high level 
of the γ’ phase fraction was experimentally verified for the as-received 
condition (BM) in [9], but was observed to drop during service due to 
excessive nucleation of TiN [9]. This differs from our alloy in two as-
pects: i.) In our case, γ’ was not found in the as-received condition (BM), 
because in contrast to [9], we did not temper our material after sol-
utionizing. ii.) In our A617, only a low N-content is present, which 
makes TiN formation rare and leaves the γ’ phase fraction almost 
unaffected. 

The mean diameter of chromium-carbides M23C6 located at grain 
boundaries (GBs) was around 0.4 μm (see Table 4 and Fig. 5a). A second 
and much finer population of M23C6 was found in the grain interior with 
a size of approximately 50 nm (see Fig. 6a-c). 

The quantity of M23C6 in the grain interior can be roughly estimated 
by applying eq. (14)- adopted from [56]- to Fig. 6a which portrays the 

Fig. 8. Equilibrium phase fractions for alloy 617 between 400 and 1600 ◦C.  

Fig. 7. a-b) Mo, Cr, Al maps from SEM for precipitates at HAGBs in 700 ◦C/165 
MPa crept condition (gauge); c) μ-phase found along HAGBs (close to cracks) 
identified by TEM-EDX after creep at 700 ◦C/165 MPa; d) μ-phase with stacking 
faults characterized by e) TEM-SAD. 

Table 6 
Chemical composition of μ-phase in at.% according to TEM-EDX, MatCalc and 
literature.  

Unit Co Cr Fe Mo Ni Source 

At.% 17–18 21–22 1 34 26 TEM-EDX 
22.5 17.2 3.1 31.8 25.4 MatCalc 
22 23 – 32 23 [59]  

Table 7 
Equilibrium phase fractions of A617 from MatCalc.  

Precipitate 650 ◦C 700 ◦C 750 ◦C 

[%] [%] [%] 

γ’ 6.54 5.19 3.71 
M23C6 1.34 1.31 1.12 
M6C – – 0.22 
μ-Phase 6.56 3.82 1.15 
MX 0.15 0.16 0.17  
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crept gauge part. Since around 150 carbides can be seen within an image 
size of 3.59 μm2, this corresponds to an area density of NA = 4⋅1013 m− 2. 
Together with a TEM sample thickness of tS = 100 nm, the number 
density amounts to approximately NV = 3⋅1020 m− 3 for the portrayed 
area. This number for M23C6 (GI) agrees well to MatCalc calculations, as 
will be demonstrated later (see Section 5.3). 

NV =
NA

tS + d
(14) 

SEM investigations of the crept sample confirmed the existence of 
coarse M23C6 at the GBs and in addition found a high proportion of even 
larger (1–2 μm) sized μ-phase occupying the boundaries. This applies for 
both head and gauge section of the crept sample. In the gauge part, 
μ-phase was particularly frequently found near or along cracks. To 
distinguish μ-phase from M23C6 and γ’, element maps for Cr, Mo and Al 
were applied to the grain boundary zones. 

Whereas μ-phase appears Mo-rich in Fig. 7a-b, Cr-rich spots are 
related to M23C6. Coarsened chains of γ’ particles- which partly also 
concentrate along the HAGBs- can be recognized in Fig. 7a-b by an 
enrichment of Al in the corresponding element map. μ-phase is found 
along grain boundaries and close to cracks, as shown in Fig. 7a-d. 
μ-phase contains 20–21 at.% Cr, 17–18 at.% Co, 26 at.% Ni, 34 at.% Mo 
and 1 at.% Fe, respectively. This result matches with the MatCalc and 
literature data, as can be seen in Table 6. Inside the μ-phase, various 
stacking faults are visible which is also reported in literature [57,17], see 
Fig. 7d. The stacking faults cause satellite reflections and their streaking 
in diffraction patterns [58] which we indexed as a rhombohedral A6B7 
structure, see Fig. 7e. 

5.3. MatCalc equilibrium 

MatCalc equilibrium identifies four phases to be stable in A617 
below 750 ◦C: γ’, M23C6, μ-phase and Ti-rich MX (carbo-)nitrides, as 
indicated, in Table 7 and in Fig. 8. Although not experimentally found in 
this work, M6C formation is theoretically possible [4]. However, M6C is 
metastable at 700 ◦C in contrast to M23C6 and μ-phase [18]. According to 
the simulation, Mo clearly prefers to enter μ-phase at 700 ◦C instead of 
forming M6C. 

For M23C6 carbides, MatCalc calculates an equilibrium phase fraction 
of 1.3% at 700 ◦C, which is in line with calculations in [4]. With an 
estimated GB surface density of 4⋅103 m− 1 and around 50% of the space 
being occupied by either GB carbides or μ-phase (based on TEM and SEM 
evaluation), a phase fraction of about 0.1% can be attributed to M23C6 or 
μ-phase at GBs. Concerning the total simulated M23C6 phase fraction, 
this leaves 1.2–1.3% to finer M23C6 inside the grain. These numbers 
suggest densities in order of max. 1016 m− 3 for M23C6 at GBs, but >1020 

m− 3 for M23C6 in the grain interior (GI). These theoretical consider-
ations are in principle confirmed by observations in Fig. 6a and also by 
precipitate kinetic simulations of A617B carried out by [4]. 

The γ’ phase fraction of 5.2% (at 700 ◦C) from MatCalc is in good 
agreement with our TEM result that suggests 3.8 to 5.8% for the head 
and 5.5 to 8.8% for the gauge section after 34,220 h of creep at 700 ◦C 
and 165 MPa (see Tables 4, 5) and also is confirmed by data from [4]. 

In contrast to this, the μ-phase is strongly over-predicted by MatCalc 
and represents a worst-case scenario for a fully pronounced TCP for-
mation in this material. The μ-phase is not formed by nucleation in bulk 
or matrix boundaries, however, but needs M23C6 as a precursor instead 
[16]. Thus, its formation appears to be very slow compared to the other 
precipitate types in the material, and the theoretically predicted equi-
librium phase fraction will not be reached. 

5.4. Precipitate evolution 

For the time-dependent size evolution of measured precipitates in-
side the grain, the data gained from TEM were fitted to a cubic Ostwald 
ripening law according to [44], see Fig. 9a. To model the increase of the 

Fig. 9. a) Diameter evolution of M23C6 (GI-grain interior) and γ’ during creep 
at 700 ◦C (fitted to TEM data from this work); the dashed line are M23C6 (GI) 
data from Speicher et al. [4]; b) number density evolution of M23C6 and γ’ 
during creep at 700 ◦C (calculated); c) calculated interparticle distance of 
M23C6 (GI) and γ’ at 700 ◦C and d-e) comparison to TEM figures after 34,220 h 
of creep at 700 ◦C/165 MPa (gauge section). 
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precipitate phase fraction towards its equilibrium value (adopted from 
TEM for γ’ and from MatCalc for M23C6 inside the grain), an Avrami 
equation was applied, as described in [60]. The evolution of number 
density of grain-interior M23C6(GI) and γ’ was calculated from size and 
volume fraction (see Fig. 9b). 

Finally, the interparticle distance of γ’ and of M23C6 located in the 
grain interior (GI) was determined from eq. (5.1). As depicted by Fig. 9c, 
the interparticle distances (λ) of M23C6 (GI) and of γ’ are close to each 
other with 170 nm and 120 nm after 34,220 h, respectively. The 
calculated λ values can be confirmed by TEM observations after 34,220 h 
of creep exposure at 700 ◦C/165 MPa, see Figs. 9d-e. 

γ’ and small M23C6(GI) are situated within the grain interiors and 
thus retard the motion of mobile dislocations. Consequently, we include 
these particles into the calculation of the mean obstacle spacing, see eqs. 
(4) and (5.2). 

By contrast, the M23C6(GB) and the μ-phase along grain boundaries 
are considered in the frame of precipitate damage, see eqs. (11) and 
(11.1). 

As pointed out by [32] and also illustrated in Fig. 8, the number of 
MX is negligible in A617. They are not thought to increase the creep 
strengthening (because of their large size and low number density), but 
also have not been observed to be involved in damage. As a result, MX 
precipitates are not considered for the simulation. 

5.5. Simulation of creep behavior 

We set up our creep simulation in order to be able to compare it 
against the following available experimental data:  

• Experimental and reported rupture times (see Section 5.5.1, Fig. 11a)  
• Reported times to 1% strain (see Section 5.5.1, Fig. 11b)  
• Reported minimum creep rates (see Section 5.5.1, Fig. 12)  
• Impact of ductility (see Section 5.5.2, Fig. 13)  

• Microstructural evolution (see Section 5.5.3, Tables 9 and 10) 

5.5.1. Predictability of time to rupture, time to 1% strain and minimum 
creep rate 

A small number of remaining input parameters, which are not 
experimentally accessible, needed to be determined in an iterative 
process, see Table 8. Creep curves between 165 and 215 MPa were 
calculated in steps of 5 MPa. Reaching a cavitation damage Dcav of 100% 
served as a failure criterion so that the calculation was stopped. As an 
example, a simulated creep curve- i.e., a plot of strain ε over time- and 
the evolution of the cavitation damage parameter Dcav at 165 MPa/ 
700 ◦C is shown in Fig. 10. 

Variables that needed to be fixed were the pre-factor of the glide 
velocity, a1, the dislocation interaction coefficient, α, the pipe diffusion 
coefficient, Dvp, and the activation volume for dislocation glide, Vr 
(where hints about the range were available as given in Table 3, Section 
4). The reduction of area at the fracture location, Z, was chosen as 4% to 
reflect the worst-case scenario of brittle rupture at 700 ◦C according to 
[61]. Parameters a1, α, Dvp and Vr were optimized to lie both within the 
experimental scatter band of ECCC from datasheet 2017 [62] in the 
time-to-rupture diagram (TTR) and also in order to meet our experi-
mental rupture times. 

The result of the simulated TTR diagram at 700 ◦C is presented in 
Fig. 11a, including a comparison to ECCC reference data [62] and to 
experimental data points from Speicher [4]. 

Our simulated rupture times lie well within the +20% scatter band 
from the ECCC [62]. 

In addition, our calculated data points are reasonably close to the 
experimentally observed results. Some deviation from parallelism 
compared to the ECCC reference line [62] can be observed for lower 
stresses (especially between 165 and 175 MPa). For a discussion on 
possible reasons for this behavior, please refer to Sections 5.5.4, 5.5.5 
and 5.5.8. 

Fig. 11b illustrates the agreement of our creep simulation between 
165 and 200 MPa at 700 ◦C in regard to available times to 1% strain 
(TT1%) from literature. Our simulation result lies in the upper half of a 
30% scatter band for TT1% which was adopted from Schubert [61]. Our 
simulation data also fit well to Huntington creep data [63] (which tend 
to be a bit weaker) and to data points from modified A617 [27] (which 

Fig. 10. Simulated creep curve (strain ε over time t) of A617 at 165 MPa/700 ◦C (scale on left ordinate) and evolution of cavitation damage parameter Dcav (scale on 
right ordinate). 

Table 8 
Optimized remaining input parameters for A617 creep model.  

Parameter Number Unit Parameter Number Unit 

a1 5⋅10− 14 m/s α 0.03 – 
Vr 155⋅Ω=110⋅b3 m3 Dvp 1.4⋅10− 19 m2/s  
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are significantly stronger due to a more advanced alloying concept). 
Between 175 and 200 MPa, our modelled TT1% points are perfectly 
parallel and extremely close to the average data provided by [61]. At 
lower stresses (165 to 170 MPa), there seems to be a slight trend of the 
simulation to deviate from the falling shape of the average TT1% data of 
[61] towards the upper end of the scatter band. 

Evaluation of the modelled minimum creep rate (MCR) based on 
available literature data represents another option to validate our 
simulation. For this purpose, four stress conditions were analyzed: 170, 
185, 200 and 215 MPa. As can be seen in Fig. 12, the calculated MCR 
values range from around 7⋅10− 11 s− 1 at 170 MPa to about 9⋅10− 10 s− 1 at 
215 MPa. This is in very good agreement with MCR data from Knezevic 
[64], with slightly higher rates predicted by the simulation. By contrast, 
the MCR data from Huntington Alloys given in [63] are half to one order 
of magnitude higher than the simulation, showing also a pronounced 
scatter in the results. For comparison, two measured steady state creep 
rates of A617 from Oak Ridge National Laboratory [65] are shown in the 
diagram, underlining the large potential scatter of this material. 

According to that, the MCR from the simulation are well situated within 
the scatter band ranges from Oak Ridge and Huntington. Our simulated 
MCR only show a slight downward trend at lower stresses, whereas 
Knezevic data [64] suggest a fully linear dependence in logarithmic 
scale. For a discussion on this small discrepancy, please refer to Section 
5.5.5. 

5.5.2. Impact of ductility on fracture time 
Since the exact rupture time depends strongly on the ductility of the 

material [3,28], we included the reduction of area, Z, within the pre- 
factor of damage, A, see eq. (10). To investigate the effect on the posi-
tion in the TTR diagram, Z was varied between 2 and 8% (which led to 
pre-factors A between 12.5 and 50). The result of the parameter study is 
shown in Fig. 13. The previously presented master simulation is 
included as a blue line (with A = 25 and Z = 4%). It turns out that for 
lower ductility values, rupture in the simulation occurs much earlier. 
This tendency is confirmed by our experimental results, where early 
fracture took place at 170 MPa (with Z = 4.8%) and 185 MPa (with Z =

Fig. 11. a) Simulated TTR diagram at 700 ◦C compared to experiments (this work), ECCC datasheet 2017 [62] and data points from Speicher et al. [4]; b) Simulated 
times to 1% strain at 700 ◦C compared to data from Schubert 2010 [61], Speicher 2016 [27] and Huntington Alloys 1983 [63]. 
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3.3%). The simulation anticipates a Z between 2 and 6% for the relevant 
data points. By contrast, for more ductile samples, lifetime in the 
simulation is prolonged. This is again consistent with experimental re-
sults from the samples at 165 MPa (Z = 6.0%) and 175 MPa (Z = 7.4%). 
Simulation results in a reduction of area between 6 and 8% for the 
corresponding rupture times. Surprisingly, for the portrayed stress range 
of between 165 and 215 MPa at 700 ◦C, approximately the entire +20% 
scatter band is filled, when varying the ductility from Z = 2 to 8%. 

Both simulation and measurements point out the importance of 
ductility for modelled and real creep life. We succeeded in finding a 
correlation between the reduction of area, the degree of damage in the 
material and reachable rupture times. A number of reasons might be 
responsible for the low level of ductility in our samples: i.) The material 
history of our samples- specifically, the missing annealing heat treat-
ment at 980 ◦C [25]. ii.) Formation of brittle μ-phase [17] which we 
found in our material at grain boundaries. Iii.) The low selected stresses 
in experiment (165 to 185 MPa in our case), since stresses ≤200 MPa at 
700 ◦C can lead to decreased ductility in some heats [10,26–28]. iv.) 
Segregation phenomena involving S and B [28]. 

In terms of creep modelling, it might be meaningful to distinguish 
ductile from brittle failure behavior. Whereas ductile rupture can be 
sufficiently described by reaching a critical strain value, a critical 

proportion of cavitation at grain boundaries might have to be defined for 
brittle rupture, as pointed out in [66,67]. As a future task, coupling our 
creep model with a physical cavitation evolution law is recommendable 
in order to improve predictivity. 

5.5.3. Microstructural verification 
Every calculated point in the TTR diagram illustrated previously is 

accompanied by a simulated microstructural evolution. In fact, creep 
deformation in our model is the consequence of mobile dislocations 
moving via a certain stress- and temperature-dependent effective ve-
locity, as stated by Orowan’s law in eq. (1). The following Table 9 in-
dicates the modelled microstructural changes between the BM (as- 
received condition) and the crept stage at 700 ◦C (with stresses from 165 
to 200 MPa and Z = 4%). Results for stresses from 205 to 215 MPa are in 
line with the trend of 165–200 MPa. 

Mobile dislocation densities ρm increase at all investigated stresses, 
compared to the BM (in as-received condition): the increase is by a factor 
of 2 at 165 MPa, 10 at 180 MPa and 30 at 200 MPa, at time of rupture, 
respectively. The simulated evolution of ρm is presented in Fig. 14 for 
165, 175 and 200 MPa, including a comparison to TEM measurements 
from this work and literature values [4,68,9], see also Table 10. 

It turns out that a peak of ρm is reached between 300 and 500 h 
(sooner for higher stresses, later for lower stresses) because of multi-
plication/ emission of mobiles, before recovery starts to predominate 
and ρm reduces. Finally, a saturation regime comes into play towards the 
end of simulated creep. The jump in the evolution of ρm at 100 h is 
related to accelerated multiplication of mobiles due to a drop of the 
interparticle distance λ in the course of γ’ and M23C6 nucleation, see 
Fig. 9c. 

Static dislocation density ρs halves to around 2.2⋅1012 m− 2 at 165 
MPa and remains approximately constant at 170 MPa. Above 175 MPa, 
slight increases of ρs occur. However, the total share of static disloca-
tions seems to be negligible compared to the significant increase in 
mobiles. 

A comparison of climb (vc) and glide velocities (vg) allows further 
interesting insights into the creep behavior of A617. It turns out that vc 
always exceeds vg, with the result that climb governs creep of A617 in 
the investigated stress range. The ratio of vc:vg moves between 2.1 and 
3.7 between 165 and 200 MPa at 700 ◦C. The reason for the increase in 
the vc:vg ratio with higher stresses lies in the slightly rising climb ve-
locity, whereas the glide velocity shows a considerable reduction with 
stress. This drop of vg can be traced back to stronger internal stresses due 

Fig. 13. Simulated TTR diagram at 700 ◦C with Z = 2,4,6,8% compared to 
experiments (this work) and reference from ECCC datasheet 2017 [62]. 

Fig. 12. Simulated MCR of A617 for 170, 185, 200 and 215 MPa at 700 ◦C compared to steady state rates from Oak Ridge 1985 [65], MCR from Knezevic 2013 [64] 
and MCR from Huntington 1983 [63]. 
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to higher dislocation densities. 
Another analysis of the A617 creep behavior is possible by reading 

out the mean obstacle spacing from eq. (4), hb, which consists of the 
dislocation densities, ρm and ρs, as well as the interparticle spacing λ. At 
165 MPa, the distances between obstacles are around 40 nm. This value 
drops strongly to around 11 nm for 200 MPa. The reason for is the higher 
dislocation density ρm at 200 MPa, and the smaller λ due to the finer 
precipitates stemming from a shorter time for particle coarsening. 

Our simulation implies the general trend of increasing dislocation 
density ρm at time of fracture with increasing applied stress. This finding 
is supported by the available dislocation density measurements from the 
literature at 164 and 175 MPa as well as by our own experimental results 
at 165 MPa, see Table 10. The literature data at 200 MPa are lower 
compared to our modelling result. This deviation is most likely caused 
by a relatively low correction factor of 1.2 for non-visible dislocations in 
the TEM micrographs as suggested by the authors [9], as opposed to a 
factor of 2 as stated by e.g. [34]. 

5.5.4. Debate on selected input parameters 
Most input parameters can be taken directly from literature or from 

microstructural start values based on our TEM and EBSD results (see 
Table 3). However, a small number of parameters have to be set partially 
based on our experimental results (see Table 8). 

5.5.4.1. Activation volume Vr. In a previous work, Vr was deduced from 
stress relaxation tests, see [36]. These tests are not available in the case 
of A617 at 700 ◦C. Subsequently, the range of Vr had to be estimated 
based on literature on pure Ni. Wang et al. [54] suggest a range of 
100–250⋅b3, with a tendency to higher values for large grain sizes and 

high stresses. Manonukul et al. [30] support the higher end of this es-
timate with 245–263⋅b3 at a very high stress level of 400 MPa for C263. 
A collection of Vr data on pure Ni from various literature sources is 
offered by [55], suggesting an extrapolated Vr = 125⋅b3 for our grain size 
of 500 μm. As already pointed out in [36], the experimentally deter-
mined Vr can scatter by at least 10–20%. Within this range, a Vr of 110⋅b3 

provided the best agreement to our measured fracture times. 

5.5.4.2. Dislocation interaction coefficient. α impacts the steepness of the 
simulated data points in the TTR diagram. α was therefore optimized to 
achieve a high degree of parallelism with the ECCC reference data line 
[62] and our experimental results. It turned out that α = 0.03 led to the 
best agreement, although for low stresses, a slight tendency to longer 

Fig. 14. Evolution of mobile dislocation density ρm during simulated creep of A617 at 165 MPa, 175 MPa and 200 MPa/700 ◦C, including a comparison to mea-
surements (this work) and literature [4,68,9]. 

Table 9 
Overview on microstructural results from the A617 creep model at 700 ◦C and 165 to 200 MPa.   

Unit Start σapp/ MPa 

165 170 175 180 185 190 195 200 

tR,mod h – 24,496 15,648 11,339 8776 7074 5868 4974 4285 
ρm m− 2 4.0⋅1013 7.8⋅1013 1.7⋅1014 2.8⋅1014 4.2⋅1014 5.8⋅1014 7.7⋅1014 9.9⋅1014 1.2⋅1015 

ρs m− 2 4.0⋅1012 2.2⋅1012 4.0⋅1012 6.1⋅1012 8.4⋅1012 1.1⋅1013 1.4⋅1013 1.6⋅1013 1.9⋅1013 

vg m/s – 8.5⋅10− 15 7.5⋅10− 15 6.9⋅10− 15 6.6⋅10− 15 6.3⋅10− 15 6.0⋅10− 15 5.8⋅10− 15 5.7⋅10− 15 

vc m/s – 1.8⋅10− 14 1.9⋅10− 14 1.9⋅10− 14 2.0⋅10− 14 2.0⋅10− 14 2.1⋅10− 14 2.1⋅10− 14 2.2⋅10− 14 

veff m/s – 8.4⋅10− 15 7.4⋅10− 15 6.9⋅10− 15 6.5⋅10− 15 6.2⋅10− 15 6.0⋅10− 15 5.8⋅10− 15 5.7⋅10− 15 

λall Nm – 71 53 43 36 31 28 25 22 
hb Nm 12 40 28 22 19 16 14 12 11  

Table 10 
Modelled, measured (A: in the [001] zone axis; B: in two-beam condition) and 
literature data on dislocation densities in grain interiors at time of fracture.  

Stress Base  
material 

164 MPa 165 MPa 175 MPa 200 MPa 

Modelled  
(this work) 

4.0⋅1013 

m− 2 – 
7.8⋅1013 

m− 2 
2.8⋅1014 

m− 2 
1.2⋅1015 

m− 2 

Experiment 
A 
(this work) 

4⋅1013 

m− 2 – 
2⋅1014 

m− 2 – – 

Experiment 
B 
(this work) 

3⋅1013 

m− 2 – 
2⋅1014 

m− 2 – – 

Experiment  
(literature) 

2.6⋅1013 

m− 2 
1.4⋅1014 

m− 2 – 
9⋅1014 

m− 2 
3.5⋅1014 

m− 2 

Source [4] [4] – [68] [9]  
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creep times can be recognized. The reason might be the growing 
importance of diffusion creep. According to [42], α in most metallic 
materials lies between 0.1 and 0.4. [69], e.g. state an α value of 0.3 for 
fcc metals. The discrepancy to our α = 0.03 can be explained in part by 
the Basinski correction for the internal stress in the case of heteroge-

neous dislocation arrangements [42], which is ln
[
1/

(
b •

̅̅̅ρ√
) ]

. In our 

case, the Basinski correction lies within the range of factor 5–7, sug-
gesting an effective value of α = 0.05. Moreover, α during creep has been 
shown to decrease with rising creep strains respectively for longer creep 
times [42]. 

5.5.4.3. Pre-factor of the glide velocity. a1 is per se not accessible to 
direct measurement. However, a reasonable choice of a1 is required to 
achieve realistic glide velocities of 5⋅10− 15 to 10− 14 m/s. An indirect 
verification of the glide velocity is possible by inserting reported mini-
mum creep rates (10− 9 to 10− 10 s− 1) and dislocation densities ρm 

Fig. 15. Sensitivity analysis, investigating effects of a1, A, ρm, Dvp, Rgb, β & Vr changes on: a) TTR at 165 MPa, b) TTR at 200 MPa, c) TT1% at 165 MPa, d) TT1% at 
200 MPa, e) MCR at 165 MPa, f) MCR at 200 MPa. 

Fig. 16. γ’ precipitate passed a) by climb of a dislocation split into partials and 
b) by cutting. 
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between 1014 and 1015 m− 2 to Orowan’s law, see eq. (1). When 
neglecting the damage factors, one arrives again at approximately 10− 14 

m/s. Factor a1 is related to the interaction of dislocations with solutes 
during glide. Determination of density and distribution of solutes is 
beyond the scope of this work. However, a reduced availability of solute 
strengtheners (such as Mo or Co, which are consumed by μ-phase) after 
long creep exposure, might potentially increase a1. This represents one 
of the possible reasons for the deviation of simulated TTR from ECCC 
reference data [62] at 165-170 MPa/700 ◦C, see Fig. 10a. 

5.5.5. Sensitivity analysis and parameter study of input parameters 
To estimate the impact of parameter changes on calculated time to 

rupture (TTR), time to 1% strain (TT1%) as well as on minimum creep 
rate (MCR), a sensitivity analysis was carried out for the model at 165 
MPa and at 200 MPa/700 ◦C. The result of this study is shown in Fig. 15. 

At low applied stress (165 MPa), a1 (the pre-factor of the glide ve-
locity), A (the cavitation damage pre-factor related to ductility) and Vr 
(activation volume) have the biggest impact on TTR and TT1%, see 
Fig. 15a and c. At high applied stress (200 MPa), the grain size Rgb, the 
density of dislocation sources β and the pipe diffusion coefficient Dvp 
additionally become important input parameters for TTR and TT1%, see 
Fig. 15b and d. 

The strongest change of MCR at 165 MPa is caused by variations of 
Vr, a1 and ρm, see Fig. 15e. Subsequently, a too low selected level of ρm 
might be responsible for the downward deviation of the simulated MCR 
at 165 MPa in contrast to the Knezevic data [64] with linear depen-
dence, see Fig. 12. At 200 MPa, Vr, Rgb, β and Dvp determine the simu-
lated MCR, whereas changes of ρm at this high stress level only have a 
minor effect on MCR, see Fig. 15f. 

5.5.6. Experimental observations on creep damage 
Our observations in EBSD (based on the GND maps) suggest a con-

centration of deformation and damage propagation along grain 
boundaries. Elemental maps in SEM and STEM-EDX spectra proved the 
existence of coarse μ-phase alternating with M23C6 along grain bound-
aries. μ-phase was often located close to creep cavities and cracks. Both 
facts support our model, where we decided to include μ-phase and 
M23C6(GB) into the precipitate damage concept. 

Near grain boundaries, γ’ precipitates appear to coarsen faster during 
creep exposure, compared to the grain interior. One reason is presum-
ably the higher effective diffusion coefficients close to the grain 

boundaries. In addition, μ-phase formation at the grain boundaries leads 
to a local depletion of Mo, whereas literature indicates, that high Mo- 
levels in the matrix effectively hinder γ’ coarsening [13,45]. In gen-
eral, the consumption of solid solution elements (such as Mo and Co) by 
the μ-phase is supposed to locally soften and weaken the material [18]. 

5.5.7. Interaction of dislocations with γ’ 
Fig. 3b suggests that the majority of γ’ precipitates promote the 

formation of Orowan loops, when being passed by mobile dislocations. 
Some γ’ precipitates are surmounted by climb, as illustrated in Fig. 9e. 
The dislocations themselves are sometimes split into partials, such as 
during the climb process portrayed in Fig. 16a. In very rare cases, a 
cutting process may occur (see Fig. 16b), but it does not seem to be a 
predominant mechanism at the investigated creep conditions of 165 
MPa/ 700 ◦C. 

5.5.8. Influence of diffusion creep for low stresses 
For stresses ≤175 MPa, we observed a deviation of parallelism be-

tween our simulated points and the ECCC data in the TTR diagram. To 
investigate the impact of additional diffusion creep, we add a coble 
creep share [70] as stated in eq. (15) to our dislocation creep rate from 
eq. (1). 

ε̇coble = Ac
DgbδgbσappΩ
(
2Rgb

)3kBT
(15) 

We implement a pre-factor of Ac = 48 [70,71], a grain boundary 
diffusion coefficient of Dgb = 3.4⋅10− 12 m− 2 [72] and a grain boundary 
width of δgb=5b [73]. As illustrated in Fig. 17, a much higher degree of 
parallelism between simulation and the ECCC reference line can be 
achieved in this way especially for 165 and 170 MPa. Diffusion creep 
indeed appears to play an important role in the investigated stress range, 
and the share of diffusion creep rate below 180 MPa potentially reaches 
the same order of magnitude of 10− 10 s− 1 as the dislocation creep rate. 
The accuracy of the simulation for low stresses increases, if taking 
diffusion creep into account. 

6. Conclusion 

A dislocation creep model for alloy 617 based on strengthening from 
grain interior M23C6 and γ’ was developed and successfully applied in a 
stress range from 165 to 215 MPa at 700 ◦C. The creep model considers 

Fig. 17. Simulated TTR diagram at 700 ◦C for Z = 4% showing the influence of overlaid diffusion creep.  
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the time-evolution and/or interaction of mobile dislocations, static 
dislocations, grain boundaries and precipitates and its impact on the 
creep rate and fracture time. Creep voids formed at grain boundaries 
close to large μ-phase precipitates and M23C6 particles. Subsequently, 
precipitates at grain boundaries as well as material ductility were 
included into damage models, specifically indicating the time of 
fracture. 

Our creep modelling results were verified based on times to 1% 
strain, minimum creep rates and rupture data. We achieve good agree-
ment with the available experimental creep and microstructural data. In 
addition, our model is able to explain and illustrate the essential role of 
material ductility on the total lifetime. 

We have also tested the impact of implementing diffusional creep in 
addition to our dislocation creep model. Diffusion creep appears to 
affect the deformation rate significantly at stresses below 180 MPa, 
improves the accuracy of our simulation, and complements our model. 

TEM investigations on the interaction between γ’ and dislocations 
revealed Orowan looping to play the main role during creep at 165 MPa/ 
700 ◦C, accompanied by climb and (in very rare cases) by cutting. EBSD 
results reveal a high proportion of twins inside the grain boundaries, 
which had a size of approximately 500 μm. Deformation in the GND map 
of gauge part of the crept sample was concentrated along grain bound-
aries. GNDs in the head of the crept sample after 34,220 h showed re-
covery behavior, whereas in the gauge part an increase was observed. In 
terms of the mobile dislocation density, a rise of one order of magnitude 
from 1013 m− 2 in the BM (as-rec.) to 1014 m− 2 in the 700 ◦C/165 MPa 
crept condition after 34,220 h was seen in TEM. In this context, mea-
surements in the zone axis were confirmed by those in two-beam 
condition. 

These findings were well embedded within literature data and used 
either as input of our creep simulation or consistent with our simulation 
results. 
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Appendix A. Appendix 

The following Table 11 lists all variables used in this paper (in 
equations or text), providing a description and unit for them. 

The following Table 12 converts all non-standard units used in this 
paper into SI units: 

Table 11 
Overview on all variables used in the paper with description and unit.  

Var. Description Unit 

a1 Parameter for glide velocity [m/s] 
ag Size of unit cell [m] 
aj Jog height- assumed as b [m] 
A Material specific constant for damage; A = 1/Z [− ] 
Ac Pre-factor for coble (diffusion) creep rate [− ] 
Asample Sample area for TEM investigation [m2] 
α Dislocation interaction factor [− ] 
b Burgers vector for fcc [m] 
β Parameter for density of sources [− ] 
cs Weighting factor for statics in the internal stress [− ] 

Γ Stacking fault energy 
[J/ 
m2] 

δanh Dislocation annihilation length [m] 
δgb Grain boundary width [m] 
d Precipitate size (diameter) [m] 
Dcav Cavitation damage parameter [− ] 

Dgb Grain boundary diffusion coefficient [m2/ 
s] 

Dppt Precipitate damage parameter [− ] 

Ds Lattice diffusion coefficient 
[m2/ 
s] 

Dvp Pipe diffusion coefficient [m2/ 
s] 

Epipe Activation energy for climb by pipe diffusion [J] 
fV Precipitate (volume) phase fraction [− ] 
ε Creep strain [− ] 
ε̇ Creep strain rate for dislocation creep [1/s] 
ε̇coble Creep strain rate for coble (diffusion) creep [1/s] 
ηv Transfer coefficient for defects into jogs; dependent on Γ [− ] 
G Shear modulus [Pa] 
hb Mean obstacle spacing [m] 
kB Boltzmann constant [J/K] 

kd Ostwald ripening parameter 
[m3/ 
s] 

kp Ostwald ripening parameter normalized to initial particle radius [s− 1] 

lGB 
Material specific parameter for precipitate coarsening of grain 
boundary precipitates (M23C6 and μ-phase) [− ] 

Lα Parameter for elastic interactions between dislocation/defects [m] 
Lp Diffusion path of core-vacancy before evaporation into lattice [m] 
λ Summed-up (total) interparticle distance of all precipitates i [m] 
λi Individual interparticle distance of precipitate i [m] 
M Taylor factor [− ] 
NA Precipitate area density [m− 2] 
NV Precipitate (volume) number density [m− 3] 
NV,i Precipitate (volume) number density of precipitate i [m− 3] 
Q Activation energy for dislocation glide [J] 
rA Mean projected precipitate radius [m] 
ri Precipitate radius of precipitate i [m] 
ri,0 Precipitate radius of precipitate i at the start of creep [m] 
Rgb Grain radius [m] 
ρm,0 Mobile dislocation density starting value [m− 2] 
ρm Mobile dislocation density [m− 2] 
ρs,0 Static dislocation density starting value [m− 2] 
ρs Static dislocation density [m− 2] 
σapp Applied stress [Pa] 

(continued on next page) 
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Appendix B. Supplementary data 

Supplementary data to this article can be found online at https://doi. 
org/10.1016/j.matchar.2023.112720. 
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