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A B S T R A C T   

Predictive energy management systems (EMSs) enable industrial plants to operate the energy supply systems at 
optimal efficiency, taking account of multiple objectives, including energy cost reduction. The performance of 
model-based EMSs depends on the appropriate design and correct scalarization of the resulting multiobjective 
function. This paper introduces the Volatile Energy Prices Scalarization (VEPS) method, which effectively de-
signs, standardizes, and weighs the multiobjective function of model-based EMSs without the need for prior 
simulations or test runs. We present a case study, in which we compare the VEPS method to other state-of-the-art 
methods, utilizing a validated simulation model from an industrial food plant. The results show that the VEPS 
method outperforms other weighting methods with comparable tuning effort in this case-study. Moreover, the 
performance of the VEPS method is close to the Pareto-optimal performance. Economic weighting methods such 
as VEPS enable a fast and cost-effective implementation of EMS in the manufacturing industry.   

1. Introduction 

Decarbonization of industrial plants is a key measure of the European 
green deal. Energy management systems (EMS) that optimize the utili-
zation of industrial energy supply systems (ESS) have therefore become 
increasingly important. EMS are usually optimization-based and have 
multiple objectives, often including energy cost reduction, emission 
reduction, and machine wear reduction. Multiobjective optimization 
(MOO) demands a suitable objective function design, and a method that 
takes account of the decision maker’s preferences to ensure performance 
objectives are achieved (Marler and Arora, 2004). 

Marler and Arora (2004) review different MOO concepts and 
distinguish between the a priori and a posteriori articulation of prefer-
ences by the decision-maker. A priori articulation of preferences means 
that the weighting of the different objectives is conducted before the 
optimization is executed, and where the weighted sum method is most 
commonly used. A posteriori articulation of preferences means that the 
MOO is executed with multiple weight settings, and the decision-maker 
compares performances to choose the preferred weights from a set of 
efficient solutions. It is commonly used for design optimization (Borghei 
and Ghassemi, 2020; Antipova et al., 2014; Karmellos and Mavrotas, 
2019; Wu et al., 2016; Majewski et al., 2017; Sabio et al., 2012), process 
optimization (Sankar Parhi et al., 2020), and the combination of both 

applications (Maroufmashat et al., 2016; Samsatli and Samsatli, 2018; 
Zavala, 2013; Rangaiah et al., 2015), scheduling in manufacturing in-
dustries (Para et al., 2022; Zhou et al., 2018; Liu and Huang, 2014; Yuan 
Qian et al., 2020; Wang et al., 2016), supply chain management (Liu 
et al., 2014; Qiao et al., 2012), planning of oil spill responses (Zhong and 
You, 2011) sensor placement (Aghaei et al., 2015), or industrial water 
management (Boix et al., 2012; Vadenbo et al., 2014). The most com-
mon workflow for a posteriori articulation of preferences is to repeat the 
optimization with different objective weights and visualize the results in 
a Pareto front. The decision-maker can then choose the desired tradeoff 
between the objectives. This workflow has two significant drawbacks: 
The calculation time needed to construct a Pareto front with sufficiently 
high resolution, and the difficulty of interpreting the Pareto front for 
more than three dimensions (Copado-Méndez et al., 2014; Solanki et al., 
2017; Schmitt et al., 2020). 

Multiple methods have been devised to tackle these challenges. One 
solution is provided by methods for dimensionality reduction to reduce 
the number of objectives to a maximum of three (Copado-Méndez et al., 
2014; Fonseca et al., 2020; Choi and Kwon, 2020; Zhang et al., 2020). 
Sabio et al. (2012) use principal component analysis to facilitate the 
interpretation and analysis of the possible solutions. The ε-constraint 
method converts multiobjective problems to single-objective problems 
by reformulating all but one objective as inequality constraints. The 
method is commonly used to facilitate the creation of the Pareto front 
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(Marler and Arora, 2004; Karmellos and Mavrotas, 2019; Liu et al., 
2014; Qiao et al., 2012; Fonseca et al., 2020; Choi and Kwon, 2020; 
Zhang et al., 2020). 

Nevertheless, the high calculation times makes a posteriori articu-
lation of preferences barely applicable for online methods such as model 
predictive control (MPC). As already mentioned, the weighted sum 
method is the most common approach to MOO with a priori articulation 
of preferences and is suitable for MPC (Marler and Arora, 2004). It re-
duces the computational effort by combining all objectives into one 
objective function to achieve online capability. The decision maker’s 
preferences are incorporated by weighting the terms of the objective 
function by defining the weight parameters. There are multiple publi-
cations for EMS utilizing the weighted sum method (Schmitt et al., 2020; 
Hu et al., 2016; Hooshmand et al., 2013; Terlouw et al., 2019; Tan and 
Chen, 2020). The choice of weight parameters is crucial for the perfor-
mance of the optimization and is a challenging task. There are several 
ways to obtain the weight parameters. As described for a posteriori 
articulation of preference, weighting can be chosen after creating a 
Pareto front with different weight settings (Choi and Kwon, 2020). 
However, constructing the Pareto front can be prohibitively expensive to 
compute and hard to interpret for more than three objectives (Marler 
and Arora, 2004; Schmitt et al., 2020). Schmitt et al. (2020) introduce an 
algorithm specifically to tackle this challenge. 

The algorithm reduces the number of optimizations needed for 
creating the Pareto front and automatically selects a point in the Pareto 
front according to a predefined criterion (Schmitt et al., 2020). Using 
this method, the Pareto front for an MPC with two objectives and a 

prediction horizon NP of 48 steps can be created in seconds. However, 
the authors state that the algorithm is limited in the number of objec-
tives and number of steps for more complex applications (Schmitt et al., 
2020). 

The choice of weights utilizing Pareto fronts is time and resource- 
intensive, thereby increasing EMS implementation costs. Implementa-
tion cost is a main inhibitor for the broad application of model-based 
EMS. Moreover, ESS are often grown structures and are constantly un-
dergo changes, hindering EMS’s standardized integration (Fluch et al., 
2017). A generic and straightforward implementation and weighting 
method is needed to reduce implementation costs. 

Another challenge for the correct choice of the weight parameters is 
that the optimal solution according to the model is, in general, not 
optimal in real-world applications (Hutchison and Mitchell, 2008). 
During the development of optimization models for MPC, 
model-accuracy and complexity have to be balanced to obtain an 
appropriate model. The vast majority of publications investigating 
different methods for weighting MOO in EMS use the same models for 
optimization as for the evaluation of the optimality. There is a lack of 
literature investigating the effect of model accuracy on the choice of 
preferences in MOO. Schmitt et al. (2020) detect a general lack of 
research on the correct choice of weights for counteracting objectives. 

This paper aims to close these research gaps with the following 
contributions:  

• A straightforward and generically applicable objective function for 
EMS for thermal batch processes is introduced. 

Nomenclature 

Abbreviations 
BC batch consumer 
DoE design of experiment 
EMS energy management system 
ESS energy supply system 
HLC higher-level control 
HP heat pump 
LLC low-level control 
MILP mixed-integer linear programing 
MOO multi objective optimization 
MPC model predictive control 
OLP online load predictor 
PoU Point of Utopia 
SOC state of charge 
SOO single objective optimization 
SU start-up 
SD shut-down 
TES thermal energy storage 
VEPS volatile energy price scalarization 

Symbols 
C cost coefficient vector in € 
c cost factor in e.g. €/MWh 
E power price in €/MWh 
F vector of objective functions 
J weighed sum objective function 
n quantity 
NP prediction horizon 
P power consumption 
Q weight factor 
S slack variable 
t time in h 
ts sampling time in h 

T temperature 
U plant input 
u operation condition 
v start-up integer 
w shut-down integer 

Indexes 
avg average 
C charge 
D discharge 
full full load 
ineq inequalities 
eq equalities 
j running index 
l running index 
k current time step 
lhs left hand side 
lim limit 
min minimum value 
max maximum value 
out outgoing mass flow 
part partial load 
rhs right hand side 
std scalarization 
sink heat sink of the heat pump 
source heat source of the heat pump 

Further nomenclature 
X scalar variable 
X vector variable 
Ẋ time derivative of X 
X̂ estimate of X 
X̃ normalization of X  
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• The VEPS method is presented, which enables the a priori definition 
of weight parameters without creating a Pareto front.  

• The performance of the presented VEPS method is compared to 
standard methods utilizing a validated detailed nonlinear model of 
an existing food plant. 

• An investigation of the effect of model inaccuracy on the perfor-
mance of EMS is conducted. 

The EMS used in this publication is based on a generic component- 
based structure to enable a straightforward implementation (Fuhr-
mann et al., 2022a). Tests in the laboratory highlighted the importance 
of the choice of weights for the performance of the EMS (Fuhrmann 
et al., 2022b). 

The VEPS method is based on a scalarization factor which enables an 
intuitive choice of weighting parameters. It is an application-oriented 
method developed for modular mixed integer linear program (MILP) 
based EMS for thermal batch production processes (Fuhrmann et al., 
2022aa). It is important to note that validation with simulations shows 
high performance for the use case, a thermal batch production process, 
yet it is no general validation of the method. The VESP method elimi-
nates the necessity of control experts to correctly define weight pa-
rameters and thereby reduces the implementation costs for EMS. 

2. Methods 

In this section, first basic definitions are given. Then the suggested 
objective function structure and the VEPS method are defined, followed 
by alternative weighting methods from the literature. Finally, the 
simulation study, including the simulation model, design of experiment 
(DoE), and the performance indicators are presented. 

2.1. Basic definitions 

Basic definitions for MOO, Pareto optimality, point of utopia (PoU), 
and the weighted sum formulation are given. For detailed descriptions 
and other literature, readers are referred to Marler and Arora (2004). 
Multiobjective optimization problems PMOO are defined as follows: 

PMOO : minF(x) =
(
F1(x),F2(x), ...,Fnobj (x)

)

s.t gj(x) ≤ 0, j = 1, 2, ..., nineq

hl(x) = 0, l = 1, 2, ..., neq

(1)  

where F is a vector of nobj objective functions, x ∈ X is a vector of de-
cision variables, nineq is the number of inequality constraints and neq is 
the number of equality constraints. In general, no single global solution 
other than a Pareto front X∗ of Pareto optimal solutions x∗ exists. A point, 
x∗ ∈ X, is Pareto optimal if there is no other point, x ∈ X, such that 
F(x) ≤ F(x∗) where ≤ is understood element-wise and Fi(x) < Fi(x∗) for 
at least one function. 

The PoU is defined by 

FUtopia =
(

FUtopia
1 ,FUtopia

2 , ...,FUtopia
nobj

)

FUtopia
i = minFi(x)

(2) 

Thereby, the PoU is the optimal point in respect to each objective 
function and in general unattainable. The weighted sum method is 
defined as: 

J =
∑n

i=1
Qi ⋅Fi(x) (3)  

where J is the objective function, and Q is a vector of weight parameters. 
In the following section, a practical structure for the definition of F and 
the choice of the weight parameters Q are given. 

2.2. Suggested objective function structure 

The objective function structure presented in this paper was devel-
oped on the basis of the EMS presented in Fuhrmann et al. (2022a). The 
EMS consists of a higher-level controller (HLC), a lower-level controller 
(LLC), and an online load predictor (OLP) and is displayed in Fig. 1. The 
HLC and LLC both use a modular mixed-integer linear program (MILP) 
optimization formulation. A MILP-optimization problem is built up from 
inputs, a set of constraints, and an objective function defined 
component-wise. This structure enables a generic application of the EMS 
on various ESS of different industrial plants. A detailed description of the 
constraints and parameters of the components used in the case study can 
be found in Fuhrmann et al. (2022a). In the current paper, the focus is 
laid on the objective function of the EMS. 

All optimization-based EMS require an objective function J 
describing the optimal operation of the ESS. The vast majority of 
objective functions minimize a set of M cost terms, which are a product 
of cost factors Cm and the corresponding weighting factor Qm: 

J = min
∑k+NP − 1

j=k

∑M

m=1
Cj,m⋅Qm (4)  

where k is the current time-step and NP is the control horizon. The cost 
factors C represent operation optimization objectives, such as electric 
power costs or machine wear, and objectives concerning control per-
formance, such as trajectory costs or plant input variation costs. As 
mentioned above, the MILP formulation defined in Fuhrmann et al. 
(2022a) enables a component-wise definition of J similar to (Moser 
et al., 2020). 

J =
∑N

n=1
JComp,n (5)  

JComp,n =
∑k+NP − 1

j=k

∑Mn

m=1
Cj,m,n⋅Qm,n (6)  

where N is the number of components, Mn is the number of cost factors 
considered for a component, and the costs are summed up for the pre-
diction horizon NP. In (6), the high number and importance of the 
weighting parameters Qm,n becomes apparent as it decides which 
component and cost factor is considered while optimizing. 

2.2.1. Cost factors 
In this section, the cost factors Cm which are used in the case study 

are presented. First, the control-specific terms are defined, followed by 
the operation optimization terms. 

Plant input deviation. To smoothen the plant input for wear reduction, 
the plant input deviation is penalized by the cost factor Cj,ΔU defined as: 

Cj,ΔU = abs
(
Uj+1 − Uj

)
(7)  

where U is the vector plant inputs restricted to values from 0 to 1. Note 

Fig. 1. Architecture of the energy management system (EMS) including the 
higher level controller (HLC), the lower level controller (LLC) and the online 
load predictor (OLP). Adapted from Fuhrmann et al. (2022a). 
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that absolute values in the objective function must be reformulated to 
retain linearity. One linearization method is displayed in (8) (Chan et al., 
2022). 

abs(X) = X ′ ⇔
{

X ≤ X ′

− X ≤ X
′ (8)  

Trajectory deviation. The trajectory deviation cost factor Cj,traj evaluates 
deviations of the plant input from a given optimal trajectory Utraj and is 
defined as: 

Cj,traj = abs
(
Uj − Uj,traj

)
(9) 

Note again that a linear reformulation is required. Optimal trajec-
tories Utraj are often used in multi-layer optimization where Utraj is 
calculated by the HLC and used as an input for the LLC. 

Slack constraint. Slack or soft constraints are used to avoid undesired 
system conditions at all costs and avoid infeasibility by numerical vio-
lations of constraints (Fuhrmann et al., 2020a). The working principle is 
that a slack variable S is introduced to quantify the violation of a 
constraint regarding state X. 

Cj,S = Sj (10)  

with the constraints: 

X − S ≤ Xmax
X + S ≥ Xmin
S ≥ 0

(11)  

where S is the vector of the slack variable and X is the vector of the state 
variable. 

Electric power cost. The electric power cost factor is driven by the elec-
tric power consumption of a component. As the power consumption P is 
usually given in power (kW), it has to be multiplied by the sampling time 
tC as stated in (12): 

Cj,power = Pj⋅tC (12)  

where P is the electric power consumption of the j-th component. 

Start-up cost & shut-down cost. The start-up and shut-down cost factors 
are defined by the occasion of a start-up or shut-down event: 

Cj,SU = vj (13)  

Cj,SD = wj (14)  

where v is a vector of integers indicating start-up events with a value of 1 
and w is a vector of integers indicating shut-down events with a value of 
1. 

Further cost factors. Further possible cost factors are, among others, the 
CO2-emissions CCO2 , power-independent operation cost Copex, power- 
peak costs Cpeak, operator costs Coperator. 

2.2.2. VEPS method 
The definitions in Section 2.2.1 show that the cost factors C can have 

different magnitudes. To enable multiobjective optimization, scalariza-
tion and a correct weighting of each cost factor of the objective function 
J is necessary (Marler and Arora, 2004). Therefore, the choice of 
weighting factors Q is crucial to the performance of the EMS. This sec-
tion presents the VEPS method for the efficient scalarization choice of 
Qm,n for an objective function J of the structure presented in (2)-(3). The 
VEPS method consists of tuning parameters which are comprehensible, 
meaningful and clear to operators or technicians handling an ESS. In this 
way, the resource intensive parameter tuning by experts or experiments 

(Fonseca et al., 2020) and suboptimal standard weight tunings, e.g. all 
weights equal to one (Hu et al., 2016), are avoided. Furthermore, a 
reasonable solution space regarding production and system constraints 
can easily be defined. 

First, a scalarization factor based on volatile energy prices is defined. 
After that, weighting rules utilizing this scalarization factor are pre-
sented for the cost factors given in Section 2.2.1. 

Scalarization factor. The volatile energy price-based scalarization factor 
enables an intuitive balancing of different, partly conflicting objectives. 
The cost of a start-up event has to be set in meaningful relation to power 
cost savings. Economic factors are the primary concern for plant oper-
ators, and the power costs are vivid values to operators. Therefore, po-
tential power cost savings are used to normalize the different cost terms. 
In addition, the scalarization factor avoids numerical problems by 
ensuring that all terms of the cost function have the same magnitude, 
except for the slack constraint for which a different magnitude is 
desired. 

Under the twin assumptions of a fixed production plan and no 
possible energy carrier substitution, only storage management can be 
used for time shifts of the power consumption. The reduction of the 
power costs term is thereby dependent on the fluctuation of the power 
price E.The average power price difference between two time-steps is a 
simple but suitable quantification of the power price fluctuation and is 
therefore utilized for scalarization. 

cstd =
∑NP

j=1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
Ej+1− Ej

)2
√

NP
⋅Pmax, (15)  

where cstd is the scalarization factor and Pmax is the maximum power 
consumption of the ESS in one time-step. 

Plant input deviation. A rule for normalizing the cost factor for the de-
viation of the plant input QΔU with the power costs is given in (16) where 
ΔUmax is the maximum desired deviation of U in one control step. The 
deviation of the plant input is defined as ΔUj = abs(Uj+1 − Uj) (compare 
(7)), and therefore is restricted to values from 0 to 1. For components 
where the performance is not influenced by changes of the working 
point ΔUmax can be set to the largest possible value of 1. For components 
sensitive to changes of the plant input lower values should be chosen for 
ΔUmax. Values for ΔUmax can often be derived from component manuals. 

QΔU = cstd⋅(1 − ΔUmax) (16) 

Thereby, in case ΔUmax = 1, where changes of the plant input have 
no influence on the performance of the EMS, QΔU is zero and the plant 
input deviation does not contribute to the cost function. In the case of 
low ΔUmax the cost factor is close to the scalarization factor. Ramp 
constraints are a common alternative means of prohibiting undesired 
changes of U. A definition of ramp constraints can be found in Fuhr-
mann et al. (2022a). 

Trajectory deviation. The trajectory deviation term evaluates the devia-
tion of the plant inputs from their trajectory. The weighting factor Qtraj 

normalizes the term by utilizing a desired maximum deviation of the 
plant input UHP from the trajectory ΔUtraj,max. 

Qtraj =
cstd

ΔUtraj,max
(17) 

Thereby, Qtraj increases strongly when even small deviations from the 
trajectory are undesired. The minimum value of Qtraj is cstd as even in 
case large deviations are acceptable, a trajectory following is always 
desired in a two-layer EMS. 

Slack constraint. Even though slack constraints are part of the objective 
function they are still constraints and violations should be avoided 
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whenever possible. Therefore, the slack cost term QS should exceed all 
other costs factors. Previous investigations of the authors showed that it 
is a useful choice to define QS three magnitudes higher than all other 
cost terms (Fuhrmann et al., 2020b). The weighting includes the 
magnitude of undesired changes of the constrained state Sstd which can 
be defined without simulations. 

QS = 103⋅
cstd

Sstd
(18)  

Electric power cost. The electric power cost can be weighted straight-
forwardly with the power price E, as they are used for the scalarization: 

Qpower = Ej (19)  

Start-up cost & shut-down cost. The weight of a start-up process QSU and 
shut-down process QSD are calculated with a desired minimal duration of 
a condition tSU, desired and tSD, desired as these parameters are intuitive for 
operators. Too short running or standstill durations typically lead to 
ineffective operation and high machine wear. This objective should not 
be mixed up with the minimum uptime in steps nHP, up, which can be 
implemented as a hard constraint. 

QSU = cstd⋅tSU,desired
QSD = cstd⋅tSD,desired

(20) 

Thereby, QSU and QSD are zero when no minimal up- or downtime is 
required. 

2.3. Simulation study 

In the simulation study, the influence of changes in the objective 
function on the performance of the EMS was investigated for an indus-
trial food plant. Simulation models of the industrial plant used in 
Fuhrmann et al. (2022a) and validated with industrial measurement 
data (Sack, 2021) were utilized. The industrial plant manufactures meat 
products that undergo specific temperature trajectories to alter the 
meat’s taste and structure and extend the expiration date. The structure 
and basic data of the components are displayed in Fig. 2. Main heat 
supply unit of the industrial plant is a heat pump (HP) with 0.206 MW 
maximum heat flow at the heat sink, which utilizes a constantly avail-
able heat recovery system as heat source. A thermal energy storage 
(TES) with 12.7m3 volume ensures production safety and enables flex-
ibility in the power consumption. Four heat exchangers are used to 
supply the peak-like demand of four production units. These batch 
consumers (BC) have a maximum short term heat demand of 1.367 MW. 

The simulation model of the plant has a high level of detail and 
considers nonlinear effects like liquid-mixing, underlying controllers, 
phase changes, or temperature gradient dependent effects. The model 
was developed component-wise utilizing Dymola® and Matlab Simu-
link®. A validation and further description of the model is published in 
Fuhrmann et al. (2022a), Sack (2021). 

The EMS uses a component-wise MILP-formulation of the plant as a 

basis for the optimization. These formulations were published in detail 
in Fuhrmann et al. (2022a). 

MATLAB Simulink® was used as a simulation platform. For each 
time-step, the simulation model was used to simulate the plant behavior 
with the inputs determined by the EMS. The plant states of the simula-
tion model were used as measurements for the EMS optimization. A 
single simulation spans one month of production using measurement 
data from 102 heat treatments as a production plan. 

A crucial difference to the existing literature consists in considering 
the impact of weight settings on the optimization performance where 
another more detailed simulation model is utilized to quantify the 
controller performance rather than the optimization model itself. In 
contrast to the optimization models used in the EMS, the simulation 
model is nonlinear and has a high level of detail. For example, the 
simulation model of the heat pump takes account, among other effects, 
of the underlying internal PID-controller, nonlinear characteristic curves 
of valves, and nonlinear fluid properties. 

2.3.1. Design of experiment 
It is the goal of the simulation study to compare the EMS- 

performance under weight settings defined by the VEPS-method with 
alternate weight settings. Two approaches were used to create alternate 
weight settings for the three weights QΔU,Qpower, QSU. First, alternative 
weighting methods were taken from literature. These methods are 
described in Section 2.3.3. Second, random deviations of the weight 
parameters defined by the VEPS factor were investigated. The deviation 
of parameters was executed by multiplying each weight parameter with 
a deviation factor D ranging from 10− 4 to 104 as described in (21): 

Qm,deviated = Qm,VEPS⋅Dm
with
Dm ∈

[
10− 4, 10− 3, 10− 2, 0.04, 10− 1, 0.25, 0.5, 1, 2, 4, 10, 25, 102, 103, 104]

(21) 

These deviations also enable a discussion on the effect of enlarging or 
decreasing a certain weight factor, thus constituting a sensitivity anal-
ysis with respect to the weight factors. All possible combinations of 
weighting factors were simulated. 

2.3.2. Performance evaluation 
The performance of the weighting and scalarization methods was 

evaluated in all simulations taking account of the three performance 
indicators:  

1. Count of violations of the desired maximum deviation of the plant 
input NΔUmax  

2. Number of short start-up events Nshort SU  
3. Total energy costs Cenergy,

These three performance indicators are normalized to enable a clear 
and intuitive assessment of the results and render the results of different 
simulation studies comparable. The normalization of all performance 

Fig. 2. Structure of the food production plant considered in the simulation study consisting of a constant heat source, a heat pump (HP), a thermal energy storage 
(TES) and four batch consumers (BC). Adapted from Fuhrmann et al. (2022a). 
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indicators follows the formula: 

I
∼

n =
In − Imin

Imax − Imin
with

Imin = min(I1, I2, ..., IN)

Imax = max(I1, I2, ..., IN)

(22)  

where In is the performance indicator of the n-th simulation, N the total 
number of experiments, and Ĩ the normalized performance indicator. 

Thereby, ̃I has a value of 0 for the best performance and 1 for the worst 
performance. 

2.3.3. Compared weighting methods 
The performance of the VEPS method was compared to two common 

alternative a priori weighting methods and the most common a poste-
riori weighting method. 

For the two a priori methods, the terms of the objective function were 
scalarized by dividing them through the maximum value of the term. 

Ci = 1
/

Ci,max (23) 

Fig. 3. a–e: Performance validation for all executed simulations. The Point of Utopia (PoU) and the results with specific settings are marked as described in the 
legend above. All other simulation results are marked by circles. To enhance readability the performance is also indicated by color and size of the markers, where big 
black markers indicate good performances and small yellow markers indicate bad performances, using the distance to PoU as indicator. 
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The first alternative method is the ranking method, in which the 
various objectives are ranked by importance and weighted accordingly 
(Marler and Arora, 2004). For the simulation, the power costs were 
chosen with the highest priority Qpower = 3, start-up events as medium 
priority QSU = 2, and aggressiveness of the controller as lower priority 
QΔU = 1. As a second method, all weights were set to a value of one, 
which is an extremely simple but still common method (Hu et al., 2016). 

As a posteriori method, the optimization closest to the PoU (CPoU) 
was chosen (Schmitt et al., 2020). 

3. Results 

The performance of all executed simulations visualized in Fig. 3a–e. 
The weight settings and performance indicators of the VEPS method, the 
comparison method, the best performance, and the three single objec-
tive optimization (SOO) runs are listed in Table 1. In the remainder of 
this section, first, the performance of the VEPS method is compared to 
the methods described in the literature. Next, the sensitivity of the 
weight parameters is analyzed, and finally, the impact of the optimiza-
tion model on the optimization performance is discussed. 

3.1. Comparison of the weighting methods 

Fig. 3(a–e) and Table 1 compare the different weighting methods. In 
Fig. 3(a–d), the normalized performance validation indicators ÑΔUmax , 
Ñshort SU and C̃energy are plotted on the axes. Based on the normalization 
described in Section 2.3.2., the best performance is indicated by a value 
of zero and the worst with a value of one. The closer a performance is to 
the origin - the PoU - the better the performance is rated. To improve the 
readability of the 3D plot, the size and color of each marker are a 
function of the distance to the PoU. The closer a performance is to the 
PoU, the darker and bigger the marker is displayed. 

For the first comparison of methods, the focus was put on the dis-
tance to PoU displayed in Fig. 3(e) and listed in the last column of 
Table 1. The simulation closest to the PoU, the simulation using the 
VEPS method, and the alternative using the CPoU-method displayed 
similar overall performance. Compared to the solution closest to PoU, 
the VEPS method overweighs the power cost by a factor of two. On the 
one hand, this causes a slightly more aggressive controller and 38.0% 
more short SU events. On the other hand, the power costs are reduced by 
38.6%. 

The alternative CPoU has a tenfold weight on ΔU, causing a strongly 
reduced aggressiveness of the controller, which is bought with 26% 
more startup events and 12% higher energy cost than the simulation 
closest to PoU. The alternative using a posteriori articulation shows the 
best result of all investigated rules. It is important to note that the CPoU 
is an a posteriori articulation of preferences demanding the high burden 
of creating the Pareto front before defining the weights. Still, it is further 
proof that a posteriori methods utilizing the Pareto front lead to a well- 
balanced objective function. 

The ranking method and the equal-weights method produced results 
far from the optimum and significantly worse than the VEPS method. 
The distance to the point of utopia is about two times the distance of the 

best performance. This is mainly caused by high energy costs. The 
reason is clearly that the scalarization based on the maximum value 
caused the weight to be two magnitudes from the optimal value. A more 
sophisticated economic weighting such as the VEPS method is needed to 
achieve acceptable performance with a priori articulation of 
preferences. 

3.2. Discussion of model inaccuracies 

The simulations considering single objectives give interesting in-
sights into the impact of inaccuracies of the optimization model on the 
optimization result. It is remarkable that no SOO simulation achieved 
the best result in the considered objective even though this would be 
expected. This is due to inaccuracies of the optimization model. The SOO 
for energy cost is closest to the minimal energy cost. Nevertheless, the 
optimization model does not take account of the fact that changes of the 
HP’s working point cause an efficiency reduction. 

For the other two objectives, reducing Nshort SU and NΔUmax the effect 
is even stronger. Here, in addition to model inaccuracies, the definition 
of CΔU displayed in (7) has a strong influence. The cost term CΔU is the 
absolute sum of differences of the plant input vector U. This definition 
includes shut-down and start-up maneuvers. Thereby the weight QΔU 
has direct influence on the performance indicator Nshort SU .The effect 
becomes clearly visible in Fig. 3d, where no classical Pareto front is 
visible. Instead, many results are close to the PoU because there is no 
classical tradeoff between reducing Nshort SU and NΔUmax. However, these 
points are far from the PoU as the energy costs increase strongly when 
the HP is operated in constantly also on times of high power prices. The 
HP operation has to be aggressive enough to follow the volatile energy 
prices. Therefore, the VEPS method is an effective method to weight the 
objectives of an EMS in respect of volatile energy prices. 

3.3. Parameter sensitivity 

Fig. 4(a–c) shows the sensitivity of control performance to changes in 
the weighting parameters. Each graph shows the performance of simu-
lations where all but one weighting parameter was frozen. The 
remaining weighting parameter was changed from 10− 4 to 104. All three 
graphs show that the VEPS method effectively calculates weighting 
parameters in the sensitive range. In general, the parameters are sensi-
tive in a range of 0.01 < D < 100. Thereby, the VEPS method can be 
used as a starting point to investigate different solution spaces. Fig. 4(a) 
indicates that increasing the QSU short parameter would reduce the 
number of starting events while increasing both the number ΔUmax vi-
olations and the energy cost. The weight of the VEPS method seems to be 
chosen correctly, as a slight reduction of the weight would cause a 
substantial increase in the short starting maneuvers. 

In Fig. 4(b), it can be seen that CΔU includes the switching maneuvers 
as the changes in Nshort SU and NΔUmax are strongly correlated. An in-
crease of QΔU would cause rising energy costs and therefore, again, the 
VEPS method has led to a meaningful weight parameter choice ac-
cording to this plot. 

Fig. 4(c) again shows the result already displayed in Section 3.1: For 

Table 1 
Results of chosen simulations. Q̃ are weight parameters normalized by the weight closest to PoU.  

Name Q̃ΔU Q̃SU Q̃power ÑΔUmax Ñshort SU C̃energy Distance to PoU Relative Distance to PoU 

Best Simulation 1 1 1 0.197 0.129 0.140 0.274 1 
VEPS method 0.5 0.5 1 0.232 0.178 0.086 0.305 1.11 
Equal priority method 0.677 0.025 0.007 0.202 0.141 0.675 0.719 2.62 
Ranking method 0.677 0.049 0.022 0.197 0.070 0.480 0.523 1.91 
CPoU-method 5 0.5 1 0.179 0.162 0.157 0.288 1.05 
SOO for energy cost 0 0 0.5 0.423 0.916 0.063 1.010 3.67 
SOO for ΔU 0.5 0 0 0.117 0.197 0.670 0.708 2,58 
SOO for short start up 0 0.5 0 1 0.085 1 1.417 5.17  

F. Fuhrmann et al.                                                                                                                                                                                                                              



Computers and Chemical Engineering 169 (2023) 108078

8

this use case, the VEPS method weighs strongly on energy cost, and the 
weight is close to the upper end of the sensitive area. The best result is 
visible in this plot at Denergy = 0.5. An increasing weight on energy cost 
would substantially increase both undesired intense changes in the plant 
input and a high number of starting maneuvers. 

4. Conclusion 

This paper has proposed and characterized the VEPS method for 
weighting multiobjective functions for EMSs considering volatile energy 
prices. The effectiveness of the VEPS method is successfully 

demonstrated in a case study considering an existing food processing 
plant. The performance of the method is compared with existing 
methods from literature. The results show that for the investigated use- 
case, the VESP-method outperforms all other considered methods with 
an a priori articulation of the decision maker’s preferences. Moreover, 
the performance is similar to the a posteriori method CPoU and close to 
the performance closest to the point of utopia. Further case studies with 
different systems are needed to verify the effectiveness of the method for 
other areas. 

The VEPS method does not require to conduct elaborate simulation 
studies, calculating the Pareto front, or numerous test runs to define the 
weight parameters. In addition, the definition of the weight parameters 
enables intuitive weighting even for inexperienced plant operators. The 
implementation costs are thus reduced, and the applicability of EMS in 
the manufacturing industry is increased. Furthermore, the VEPS method 
results in weight parameters sensitive to changes, facilitating subse-
quent changes to them. 

The case study also confirmed that methods using the Pareto front for 
a posteriori articulation of the decision maker’s preferences lead to good 
results. Nevertheless, computing and visualizing Pareto fronts with more 
than three dimensions is challenging. Therefore, economic a priori 
methods such as the VEPS method are more useful for the fast and cost- 
effective implementation of EMS in the manufacturing industries. The 
simulation study validates the VEPS method for manufacturing plants 
with thermal batch processes. General validation of the method requires 
results for other processes or analytical verification. 
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