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A B S T R A C T

Hardness is routinely utilised to link the bulk material properties to surface contact mechanics. Besides
possible differences in the material properties between bulk and surface, there is no established relation
between hardness and the thermo-viscoplastic flow stress of materials used in the context of metal forming
processes. The purpose of this study is to investigate such relationship using 6061 and 6016 aluminium
alloys manufactured by hot rolling. Optical microscopy and Vickers hardness tests at different loads and
temperatures ranging from 22 °C up to 450 °C were carried out. A time-dependent Finite Element model of an
indentation using thermo-viscoplastic material model based on bulk samples was developed and compared with
experiments. Overall, no significant difference between bulk and surface for neither alloy was experimentally
identified. The hardness decrease with temperature of the alloys is quantified and ready-to-use constraint
factor maps associating the thermo-viscoplastic flow stress with hardness of the materials are presented. The
numerical model allowed visualisation of viscoplastic effects, whereas comparisons to the experiments in terms
of hardness and topography validated the model and constitutive equations. Constitutive equations derived
from compression tests of bulk samples can confidently describe deformation at the surface level and so, be
used to develop a contact model in the tribological context of metal forming.
1. Introduction

Hardness is routinely associated with the yield stress of a material
and has important applications. The review by Hutchings [1] reports on
how the uses, experiments, and investigations of indentation hardness
in the first half of the 20th century paved the way for Tabor [2,3] to
build up a theoretical basis and study the relationship between yield
stress and hardness. As Tabor wrote [2], a hard indenter pressed on
a relatively softer metal specimen will reach full plastic conditions
when the mean pressure, i.e., load divided by the projected area of the
indentation, reaches a value of 2.6 to 3 times the yield stress, 𝜎𝑦, of
the softer material. By ‘‘full plastic conditions’’, it is meant that the
mean pressure varies little with further increase in indentation size,
such that it becomes independent from the load and proportional to the
yield stress. Therefore, the mean contact pressure over a fully plastic
indentation, i.e., the indentation hardness, 𝐻 , is expressed in terms of
yield stress of the material as

𝐻 = 𝑐𝜎𝑦 (1)

where 𝑐, named ‘‘constraint factor’’, varies between 2.6 and 3 for metals
(for aluminium, the value 2.8 is reported by Tabor [2]).

∗ Corresponding author at: AC2T research GmbH, Viktor-Kaplan-Straße 2/C, Wiener Neustadt, 2700, Austria.
E-mail address: andre.rudnytskyj@ac2t.at (A. Rudnytskyj).

Eq. (1) has been extensively studied at room temperature and with
regards to strain hardening. Verifications [4–7], and modifications [8–
10] have been reported in the literature; recent examples, include in-
vestigations at room temperature on cohesive-frictional materials [11],
use of the slip line theory [12], and a discussion on the generality of
such relationships [13]. Overall, there is no universal consensus, but
the expression can be said to be generally true for severely cold worked
metal, which essentially do not work harden. In work-hardening metals,
a ‘‘representative strain’’ in terms of the size of the indentation can
be used, such that the proportionality of Eq. (1) remains valid. For
Vickers hardness, for example, 𝐻 should result in ≈ 𝑐𝜎𝑦(0.08), where
𝜎𝑦(0.08) is the yield stress of the material at a strain of 0.08, taken from
a stress–strain curve of a tensile test [2].

Hardness is particularly important in contact mechanics involving
plasticity. By assuming that the contact between two solid bodies occurs
at the tip of surface asperities, Bowden and Tabor [14,15] further
proposed that such contacts would resemble an indentation in the softer
material in order to support the external load or imposed displacement.
As a result, hardness would define the real contact area, which greatly
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defines friction, particularly in metal forming process [16–20] where
it consequently affects the energy consumption in the process. In this
sense, hardness can be seen as the initial step to investigate friction
and wear in tribological problems [21–25]. The reasoning by Bowden
and Tabor for the contact area assumes 𝐻 is well defined by the
onstraint factor and the yield stress of the material, but one might
uestion if such relation also applies for materials under metal forming
onditions. In hot rolling of certain aluminium alloys, for example,
ot only strain hardening, but also time- and temperature-dependent
aterial properties are playing a role in the flow stress (the true stress

hat causes further plastic deformation) of the material.
Changes in the deformation due to temperature evidently affects

ardness [26,27], but it is unclear how the constraint factor is affected.
n ferritic steels, Hsu [28] reported that such changes could separate
ardness dependence on temperature into two linear regions, which
ould suggest that relation (1) is not true for large span of temperature,
ut rather for limited ranges. High temperature hardness has been
tudied in the past [29–34] and the literature shows hardness generally
ecreases with temperature, but that there is no universal conclusion on
he specifics of this dependence [35]. In the context of metal forming,
he constraint factor is still commonly used according to Tabor as 2.6-
, e.g., in sheet metal forming [36,37], and rolling of steels [18], for
alculations of the contact area and friction. Nonetheless, the con-
itions of thermo-viscoplasticity of the deforming material in such
rocesses significantly change the flow stress and whether usual values
f constraint factor are still valid is often overlooked. In the method-
logy for calculation of contact area proposed by [17,38] and adapted
n [39], the contact pressure, i.e., hardness, is individually obtained
or each contacting micro-region by means of a Finite Element (FE)
imulations. Such methodology may require long computational times
ince it involves several simulations, but it allows specific conditions
uch as creep to be looked at in individual asperities [40]. While this
pproach avoids the use of Eq. (1), there is still a need to verify if
he constitutive relations of the material model (which are normally
uilt based on experiments using bulk samples of the material) can
roperly describe the material properties at the surface level. Korzekwa
t al. [41] investigated the viscoplastic flattening of asperities in sheet
orming and based the contact pressure on the bulk flow stress to
nalyse the growth of the contact area. However, different features at
he surface such as, for example, a work hardened zone or a thin coating
ill lead to surface properties different from those of the bulk [42].

Investigations considering temperature and time-dependent proper-
ies are not so straight-forward. Kumaraswamy et al. [43,44] separately
tudied the effects of temperature based on static hardness and the
ffects of strain rate using dynamic indentation tests with projectiles for
itanium alloys, but no discussion was presented regarding temperature
r representative values of strain or strain rate for the flow stress cal-
ulation. With regards to aluminium, hardness and thermo-mechanical
rocessing of certain aluminium alloys have been studied in particular
ituations [45–48], but not in a thermo-viscoplastic metal forming
ontext. The use of numerical methods has also been explored and
lucidated new discussions [10,49–51], including investigations on the
onstraint factor; Stone and Elmustafa [52] e.g., briefly write that the
train rate sensitivity of nanoindentation hardness differs from that of
he flow stress, but lack experimental comparisons. Recently, Hamada
t al. [53] re-examined the constraint factor correlation studying work-
ardening in steels, while Zhang et al. [54] investigated the relation
etween high temperature indentations and compression tests, but in a
uasi-static context.

In view of the available literature, there is a clear need for further
esearch on the relationship of thermo-viscoplastic flow stress and
ardness in the metal forming context. Thus, this work proposes to
nvestigate the surface material properties of aluminium alloys manu-
actured by hot rolling and how they relate with their bulk properties,
or the purpose of developing an accurate contact model for metal form-
2

ng processes. To achieve this goal, room temperature (RT) and high
Table 1
Compositions of studied alloys in weight percent (wt.-%).

Alloy Mg Si Fe Cr Cu Mn Al

6061 0.9 0.7 0.5 0.2 0.2 0.1 Base
6016 0.4 1.1 0.2 – 0.1 – Base

temperature (HT) Vickers hardness tests are performed to investigate
any difference between bulk and surface regions of two aluminium al-
loys, namely a 6061 and a 6016. The HT tests further allow to quantify
and study the change in hardness with temperature. Experimental flow
curves from compression tests of bulk samples are used for building
constitutive equations used in a time-dependent FE Vickers indentation
model. The hardness and size of the indentations are compared be-
tween model and experiments, allowing an independent investigation
of whether constitutive relations based on bulk samples can confidently
be used to describe the behaviour of the surface material.

2. Materials & methods

In this section, the approaches used in the current investigation
are detailed in terms of materials used, experiments performed, and
numerical model of the indentation.

2.1. Materials

Two commonly hot rolled aluminium alloys are studied in this work:
a 6061 and a 6016. The 6xxx series contain Mg and Si as the main
alloying elements [55]. The compositions of the studied alloys are
shown in Table 1.

In hot rolling of aluminium, thermo-viscoplasticity of the material,
i.e., the interdependence between stress, strain, time, temperature, and
plasticity, is a major aspect. Different phenomenological constitutive
models for alloys under hot working conditions are available in the lit-
erature [56]. In essence, macroscopic thermo-mechanical experimental
results are fitted to a mathematical function representing the material
model. The flow stress data for the 6061 aluminium alloy, or simply
AA6061, can be found in a previous work [56], while the AA6016
data are presented in Section 2.3. Apart from the fact that the AA6016
samples were cut out of the end of a 450mm thick ingot, its flow
stress data were obtained and experimented in the same way as the
6061 alloy, except for a smaller strain range. This means that the flow
curves of both alloys originated from compression tests of bulk samples
initially cut out of the respective alloy ingots in as-cast conditions
according to the actual rolling process. The hot compression tests were
carried out using cylindrical samples in a Gleeble HDS-V40 machine,
where a controlled nitrogen atmosphere is used and the desired forming
temperature of the temperature is kept constant for 30 min before
deformation starts at the desired strain rate. Mo2S-Graphite suspension
is used between samples and anvils to minimise friction. After the load–
displacement raw data is processed to correct for friction, temperature
and heat generation, results in terms of true plastic (flow) stress ×
true plastic strain data are generated, i.e., flow curves. By definition,
the flow curve starts at the end of the elastic region, but strain offset
approaches used in tensile tests are normally not applicable in hot
forming tests. Thus, the initial yield stress is defined by looking for
a clear transition from elastic to plastic region, while comparing with
other flow curves. The block used to cut out specimens and samples for
the hardness tests was obtained from ingots of identical composition
and rolled with a few passes.

2.2. Experiments

Vickers hardness was employed throughout this work. The indenter
comprises of a square-based pyramid whose opposite sides meet at
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Fig. 1. (a) Positions of block, specimen, surface and bulk regions, and samples relative to ingot and rolling direction. Illustration of the indenter shows surface where high
temperature indentations were performed on samples. Photos of actual blocks from which specimens and samples were cut: (b) AA6061 and (c) AA6016.
the apex with an angle between faces of 136°. Such indenter allows
a wide range of strain and strain rate to be achieved within a single
indentation, which is advantageous for evaluating viscoplasticity of the
material. It is well-known that the Vickers indenter is designed to give
geometrically similar indentations [57], such that the hardness should
be independent of indentation size. The particular stress and strain
fields depend on the material and conditions involved [58]; in case of
the thermo-viscoplastic aluminium alloys studied in this work, whether
the interplay between strain hardening, strain rate hardening, and
softening with increasing temperature allow for similarities between
each case is discussed in Section 3.4. Additionally, the goal is to
evaluate the material properties as a whole in order to compare it
with the material model, and not of its individual components such
as precipitates and matrix, for which nanoindentation could be a more
appropriate method.

The Vickers hardness HV has units of kgf∕mm2 and is calculated
using the actual surface area of the impression [57]:

HV = 𝐿

𝑑2∕
(

2 sin 136◦
2

) = 1.8544 𝐿
𝑑2

(2)

where 𝐿 is the load in kgf used in the experiment and added in the
notation: in case of a 10 kg load, the notation used will be HV10. The
variable 𝑑 is the average of both diagonals of the indentation projected
area.

The nomenclature used in this work is displayed in Fig. 1, along
with indicated positions and a reference coordinate 𝑙, which is the
distance from the edge of the specimen; the definition of the start
and end of a surface region is to be determined from the experiments,
according to the identification of any difference in the properties.
Specimens were used in the RT tests, while surface and bulk samples
were used in the HT tests.

An optical light microscope Carl Zeiss Axio Imager M2 m with a
circular differential interference contrast filter was used to study the
microstructure of the surface and bulk region in detail. RT hardness
tests were performed at different loads and length scales on specimens,
in attempts to determine any change in the properties between surface
and bulk regions. Future Tec FV-700 and FM-700 were employed to
perform RT Vickers macro- and micro-hardness tests, respectively. The
HT Vickers hardness tests were performed on surface and bulk samples
cut out of the block, as indicated in Fig. 1, in a test rig developed at
AC2T research GmbH [59]. The indenter applies the set load through
a system of springs in a defined period of time according to the
Vickers standard. A load of 10 kg allows characteristics of different
phases (if present) of the alloy to be averaged in the indentation [60],
and therefore was used in the HT tests. Temperature is controlled
in the samples through thermocouples and the indenter is a highly
3

insulating material; thus, the sample temperature varies only a couple
of °C during indentation, which is assumed not to affect the results.
Three indents at each temperature were done to ensure repeatability
and the diagonals of each indent were measured after cooling down
using optical microscopy. The effect of cooling in the measurements
is not considered significant: the coefficient of thermal expansion of
the aluminium is approximately 23 × 10−6 K−1, which means that for
a temperature difference of 400K, the relative change in linear di-
mensions is about 1%, which can be considered within the range of
measurement uncertainties. Low vacuum conditions (5mbar) prevent
oxidation during the tests. For the current work, the temperatures
investigated were: 22 °C (room temperature), and from 50 °C to 450 °C
in steps of 50 °C.

2.3. Finite element model

The commercial software COMSOL Multiphysics® v. 5.2a, which
is based on the Finite Element Method, was used to perform time-
dependent simulations of HT Vickers indentations. There are two do-
mains in the 3D space model: the indenter on top and the aluminium
sample below. The size of the sample was taken as that of the actual
samples of the tests, which was approximately 68×20×10mm in length,
width and height (corresponding to 𝑦, 𝑥, 𝑧 directions in the figure,
respectively). However, using symmetry conditions, only a quarter of
the whole geometry needs to be explicitly modelled, as shown in Fig. 2-
(𝑎). The software’s solid mechanics module is employed and a penalty
formulation is used for the frictionless contact between indenter and
sample. Even though friction inevitably exists between the indenter and
sample, a frictionless contact was set to simplify the model; in Section 4
it is shown that friction does not have significant effects in the hard-
ness calculation and so, that a frictionless contact is acceptable. The
software’s tetrahedral meshing algorithm is used and the element type
was set as second-order Lagrange elements. Structurally, the sample
bottom boundary is fixed and the indenter is modelled as a rigid body
with constrained rotation around all axis and constrained displacement
in 𝑥, 𝑦-directions. A force 𝐿 as a function of time is applied in the
indenter domain in the negative 𝑧-direction, i.e., towards the sample.
The function of the prescribed force over time was reproduced as that
occurring in the HT hardness tests, shown in Fig. 2-(𝑏).

When not only work hardening, but also strain rate and temper-
ature effects are important, the flow stress of the material can be
described using phenomenological constitutive equations in the form
𝜎𝑓 = 𝑓 (𝜀, �̇�, 𝑇 ), i.e., the true flow stress 𝜎 as a function of strain 𝜀,
strain rate �̇�, and temperature 𝑇 . In these circumstances, the hardness
would depend on the indentation speed and the dwell time [61,62]. Thus,
a correct description of the force with respect to time is essential for
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Fig. 2. (a) FE model with indicated boundary conditions, Vickers indenter geometry and FE mesh of sample contact region are detailed; b) Load applied on indenter domain in
−𝑧 direction; c) Predicted (GA) and experimental (Exp.) true flow stress of AA6016 as a function of true plastic strain, at different strain rates (0.1, 1 and 10 s−1) and temperatures
(350, 400 and 450 °C) – selected data are displayed for experimental values.
modelling the indentation of the experiment. The typical force vs time
observed in the HT hardness tests is shown in Fig. 2-b). The start
corresponds to a pre-loading step, whereas the end corresponds to the
unloading of the indenter. A smoothing using piece-wise polynomials
is applied at the transition points, particularly around 3 s and 10 s,
which improves convergence in the simulation and, in fact, further
approximates the profile to the actual one observed in the experiment.
A spring foundation condition is applied to the indenter domain to
prevent rigid body motion at the start of the simulation, basically
functioning as a temporary weak spring, whose stiffness decays to zero
after 3 s, when contact is already established.

The equation of the material model for the aluminium domain
allows to capture the speed and dwell effects:

�̇�𝑒𝑄∕𝑅𝑇 = 𝐴
(

sinh
(

𝛼𝜎𝑓
))𝑛′ (3)

where 𝜎𝑓 is the flow stress, �̇� is equivalent plastic strain rate, 𝑇 is
temperature, 𝑅 = 8.3145 J∕mol∕K is the universal gas constant and 𝑄,
which is the deformation activation energy, along with the other ma-
terial ‘‘constants" 𝐴, 𝛼 and 𝑛′, are represented as high-order polynomial
functions of the equivalent plastic strain 𝜀 (details in Appendix). The
left term of Eq. (3) is the Zener–Hollomon parameter [63], while the
right term was suggested by Garofalo [64] and brought together by
Sellars and McTegart [65]. This phenomenological constitutive model
was showed by [64] to properly describe the material behaviour at low
and high stress levels under creep conditions and is often referred to as
‘‘Arrhenius type equation’’ or ‘‘sine-hyperbolic’’. Here, it is referred to
as Garofalo–Arrhenius, or simply GA model.

The experimental data and GA material model used for the AA6061
can be found in [56], as well as the steps to build such a model from
flow curves. For the AA6016, experimental data and model prediction
are shown in Fig. 2-c); the Pearson coefficient and average absolute
relative error between flow stress prediction and experiment were
99.84% and 1.75%, respectively. Numerically, the model considers
strain rate effects for �̇� ≥ 0.001 s−1. For strain extrapolations beyond
experimental data, i.e., 𝜀 > 1 for the AA6061 and 𝜀 > 0.48 for
the AA6016, the flow stress is calculated by setting 𝜀 fixed at 1 and
0.48, respectively. Extrapolation of the flow stress prediction assuming
constant values may be inaccurate if the prediction is made at much
larger values of strain rate, at which the material behaviour can vary
significantly [66]. Nonetheless, it is shown in the results that levels of
4

strain rate are within the same order of magnitude as the experimental
data. With regards to strain, a constant extrapolation is a reasonable
approach, as shown by experiments at large strains [67–69]. For the
sake of completeness, the aluminium domain of the FE model also
contains elastic properties, set as standard aluminium values of 70GPa
for Young’s modulus and 0.33 for Poisson’s ratio. These are, however,
irrelevant, since flow stress is reached practically as soon as the contact
is established. Elastic recovery of the sample during unloading was also
verified to be negligible. Finally, plasticity was based on multiplicative
decomposition of the deformation gradient, by selecting large plastic
deformation in the software.

3. Results

In this section, results of the experiments are presented and de-
scribed while comparing the surface and bulk for both alloys. Optical
microscopy is presented first, followed by room temperature hardness
tests. Next, the HT hardness tests are presented and lastly, a simulated
indentation is analysed.

3.1. Optical microscopy

The images obtained through optical microscopy of the bulk and
surface regions of each alloy are shown in Fig. 3. The differential
interference contrast technique was chosen to highlight precipitations
and grain boundaries of the alloys; it shows the aluminium matrix in
blue and the precipitates of the alloy as the coloured spots. It should
be noted that this microscopy technique makes the precipitates seem
larger than they actually are in the low magnification images.

Despite of this size effect, the distinction of the two alloys is evident
with respect to size of grains and precipitates, with the AA6061 being
noticeably larger and coarser. Contrasts in the matrix areas correspond
to grain boundaries (GB), where hard phases precipitated.

Fig. 3 shows the grains are noticeably elongated in the direction of
rolling for both alloys. The width of the grains differs between surface
and bulk, indicating a stronger deformation at the surface region, and
possibly resulting in different mechanical properties between bulk and
surface.
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Fig. 3. Optical microscopy images using a circular differential interference contrast filter. Images obtained at indicated regions of the alloys’ specimen corresponding to the surface
and the bulk. Coloured spots are precipitates of the alloys; dashed contour lines details GB (grain boundary).
Fig. 4. Room temperature Vickers hardness results for AA6061 (blue diamond markers) and AA6016 (orange square markers). Images (a) and (b) correspond to load of 98.1N
(HV10) and was performed across full length of specimens; right-side percentage deviation is with regards to the average: 44.8 HV10 for AA6061 and 43.9 HV10 for AA6016.
Images (c) and (d) correspond to load of 9.81N (HV1) and was performed up to 9mm from edge. Images (e) and (f) correspond to load of 0.49N (HV0.05) and performed up
to 1.4mm from edge: markers are the average of 3 indents and error bars indicate ± a standard deviation. Black dash-dotted line and filled region represent bulk average ± a
standard deviation, namely 47.5 ± 2.6 HV0.05 for AA6061 and 42.6 ± 2.1 HV0.05 for AA6016.
3.2. Room temperature hardness

Loads of 98.1N (HV10), 9.81N (HV1) and 0.49N (HV0.05), the
latter of which can be classified as micro-indentation [57], were used
for the RT hardness tests. Hardness is obtained according to Eq. (2)
by measuring the diagonals after the experiment is done. Attempts
5

to identify any difference between surface and bulk regions are sum-
marised in Fig. 4, as a function of the distance from the edge 𝑙. With
HV10, the AA6061 has a fairly constant hardness value throughout the
length of the specimen. More variation occurred with the AA6016, in
which the first indentation (nearest to the edge) shows about 7% lower
hardness relative to the average, which, however, was not observed
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Fig. 5. (a) High temperature Vickers hardness using 10 kgf ; values are average of 3 or more indentations and error bars indicate ± a standard deviation. (c) Corresponding hardness
decrease rate with temperature. As examples, images of indentation marks are shown for (b) bulk of a AA6061 sample at 400 °C and for (d) surface of a AA6016 sample at 50 °C.
𝜀

at the opposite position at 𝑙 ≈ 120mm. Indentations at smaller length
steps using HV1 show a clear difference between the two alloys, but
no evident distinction between surface and bulk regions is observed;
the lower hardness closer to the edge seen with HV10 for the AA6016
was not observed, which would suggest it is not a reflection of different
properties.

An even smaller length scale was investigated in more detail using
a load of 0.05 kgf . In this case, 3 indentations were performed at each
position. 10 indentations were also performed in the bulk region to
obtain an average and a standard deviation of the bulk hardness in
order to compare with the surface region. The results are shown in
images (𝑒) and (𝑓 ) of Fig. 4 as a function of 𝑙. The HV0.05 results
shows that hardness in the bulk region can lie in a relatively wide
range, which makes the values obtained in the surface region not
statistically significant variations. Nonetheless, indentations closest to
the edge, i.e., at approximately 𝑙 = 0.05mm showed largest difference
with respect to bulk value in both alloys, with a nominal lower hardness
for the AA6016 lying outside the expected value of the bulk. These
results are further discussed in Section 4.1.

3.3. High temperature hardness

The results of the HT hardness tests are summarised in Fig. 5;
samples of the surface and bulk were analysed for each alloy. It can
be seen that the surface hardness of the AA6061 is slightly, but consis-
tently, above the bulk value for temperatures between 50 °C and 250 °C.
Considering the small uncertainty, this result could indicate a harder
surface, albeit a small one. Apart from that, no other pronounced dis-
tinction is observed. Overall, the AA6061 starts at 43 HV10, reducing
slightly until 150 °C, followed by a steep decline until the highest tested
temperature, reaching 5 VH10 at 450 °C. The AA6016 reduces slightly
from 38 HV10 until 100 °C, which is followed by a steep decline until
250 °C, and from that point onward, a lower rate is observed until about
4 HV10 at 450 °C. Both alloys have a similar softening curve, except
the AA6061 is harder than the AA6016 by approximately 5 HV10 up
to 250 °C; from this point onward, it softens slightly faster than the
AA6016 such that the values approach one another.

The HT hardness tests evidence the non-linear decrease in hard-
ness with increasing temperature. The rate at which hardness changes
with respect to temperature can be visualised by taking the derivative
of the experimental data, shown with an assumed constant rate for
visualisation purposes in Fig. 5-b).
6

3.4. Finite element model

Initially, simulations were done for temperatures of 400 °C, and
450 °C for the AA6061, and 350 °C, 400 °C, and 450 °C for the AA6016.
These temperatures are usual hot rolling temperatures for these alloys
and lie within the range at which the respective material models were
built, and so, within the range at which the flow stress can be reliably
predicted. Firstly, the effects of temperature on the indentation are
studied by analysing the plastic strain and strain rate fields of the
solution. A FE mesh size convergence study was performed to ensure
the results are minimally affected by its size; the indentation size and
the average plastic in the indentation region were both used as metrics
and the convergence criterion was that these parameters should not
differ more than 0.5% between two mesh refinements for an acceptable
FE mesh. The model of the AA6016 at 450 °C was chosen, since that is
the case of largest deformation. Fig. 6-a) shows the mesh convergence
results; the selected mesh contained approximately 2.72 million degrees
of freedom and was used in all simulations.

The figure also shows the equivalent plastic strain field and max-
imum plastic strain for each temperature. Since the load applied in
time is the same for all simulations, the softening of the aluminium at
higher temperatures results in a bigger indentation mark than at lower
temperatures. Consequently, the deformation of the sample at the end
of the indentation increases with temperature, which is evidenced by
the maximum equivalent plastic strain in Fig. 6-c). The same general
strain pattern shown in image b) was observed throughout the inden-
tation and temperatures, which is similar to the quasi-static pattern
presented by [54], suggesting the strain hardening plays a major role
in the overall hardening.

Similarly, the strain rate was observed to also generally increase,
but its value changes significantly during the simulation because of the
complex effects of constant and increasing load on the deformation of
the material. Fig. 6-e) shows the maximum computed strain rate value,
̇𝑚𝑎𝑥 for each temperature throughout time. The peak at the begin-
ning corresponds to the instant of initial contact, which is inevitably
computed as high strain rate due to the change between no-contact
to contact. Low strain rates occur after 10 s, which corresponds to the
constant load on the indenter (Fig. 2). The typical strain rate pattern
during the indentation is displayed in image f), showing how the higher
rates occur at the edge of the contact between indenter and sample.

The results show that higher temperatures do not necessarily lead
to higher plastic strain rates throughout the entire indentation, but
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Fig. 6. Detailed results on simulations of indentations on AA6016. a) mesh convergence analysis considering average equivalent plastic strain �̄� in indentation region and diagonal
of indentation (AA6016 at 𝑇 = 450 °C); selected mesh showed difference of quantities (𝛥) below 0.5% in comparison to previous and subsequent meshes. b) mirrored solution on
full aluminium domain and detail of typical plastic strain pattern. c) maximum equivalent plastic strain �̇�𝑚𝑎𝑥 at indicated temperatures and corresponding d) equivalent plastic
strain field at 𝑇 = 350 °C, (𝑏) 𝑇 = 400 °C, and (𝑐) 𝑇 = 450 °C. (e) Maximum equivalent plastic strain rate computed during indentation of AA6016 at different temperatures. Constant
load region (𝑡 > 10 s) and f) typical strain rate pattern (𝑡 = 7 s at 𝑇 = 450 °C) are shown in detail.
rather that its integral with respect to time increases, i.e., the total
plastic strain. Although most of the deformation occurs during the
increase of the load, the time interval corresponding to the constant
load also causes significant deformation, evidencing the importance of
correctly describing the applied force in time. Another important aspect
highlighted by Fig. 6-e) refers to the importance of an accurate material
model capable of capturing strain rate effects already at small values;
it was verified that when using a material model that considers strain
rate effects starting at �̇� ≥ 0.1 s−1 such as those presented in [39],
the deformation during the constant load time interval is practically
nonexistent, which resulted in different hardness values.

4. Discussion

In this section, the results presented in the previous section are
discussed. Possible differences between surface and bulk are analysed,
constraint factor maps relating the high temperature hardness and the
material model are presented, and comparisons between experiment
and simulations are looked in detail.

4.1. Hardness

The RT results presented in Figs. 3 and 4 indicate that, in general,
there is no significant difference in room temperature hardness between
bulk and surface of the alloys and at the length scales investigated. The
difference in absolute values using different loads (HV10 vs HV0.05)
can be attributed to either measurement deviations or indentation size
7

effects; at smaller loads, the elastic part of the deformation has a higher
fraction of contribution in the maximum deformation, i.e., the residual
measured indent represents a smaller fraction of the total deformation
(when the indenter is at maximum depth).

The micro-hardness results displayed in Fig. 4 showed the highest
variation in the uppermost indentations, i.e., at the position of 𝑙 ≈
0.05mm for both alloys. The values suggest a tendency for a harder
surface region for the AA6061, but a softer surface region for the
AA6016. Even though the standard deviation would indicate that such
differences are not statistically significant for the AA6061, the same
tendency was observed in the HT hardness tests up to 250 °C (Fig. 5).
Such difference can be attributed to some anisotropy of the material
at the surface region due to slightly different grain structure, which
was also observed in the optical microscopy (Fig. 3). Microhardness
anisotropy was not investigated since the focus lies on comparing the
indentations to the bulk-based material model, which is isotropic. The
potential anisotropy seen in the hardness tests and microscopy may
indeed lead to dissimilarities between simulation and experiment, but
it is unlikely to be a strong source of errors given its small intensity.
Anisotropy can result in different hardness depending on the orienta-
tion [70], but such investigations are more pertinent to single crystals
and preferably done by means of the Knoop indenter [71].

The decrease rate of hardness with temperature in Fig. 4-b) shows
that the fastest softening occurs between 200 °C and 250 °C, reaching the
value of about −0.18HV10∕°C for the AA6061 and somewhat less for
the AA6016. Considering that the melting temperature 𝑇𝑚 of the alloys
ranges between 580 to 650 °C [72], this corresponds to approximately
0.3 to 0.4 times 𝑇 . It is well known that at such range, metals start to
𝑚
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Fig. 7. Constraint factor map for alloys at selected ranges of strain (in log scale) and strain rate (in linear scale) such that relation (1) results in measured hardness: (a) AA6061
at 350 °C, (b) AA6016 at 350 °C, (c) AA6061 at 400 °C, (d) AA6016 at 400 °C, (e) AA6061 at 450 °C, and (f) AA6016 at 450 °C.
Table 2
Hardness ± standard deviation in MPa.

Alloy 350 °C 400 °C 450 °C

AA6061 111.39 ± 4.53 75.51 ± 3.05 49.98 ± 1.10
AA6016 87.80 ± 6.06 58.89 ± 1.55 37.14 ± 1.17

creep significantly; the phenomenon has also been observed for other
metals in HT hardness experiments [35].

4.2. Constraint factor

In this subsection, the constraint factor in Eq. (1) is analysed by
verifying the results of the HT hardness tests and the flow stress
predicted by the material model of each alloy. Firstly, Table 2 shows
selected measured hardness values in MPa.

In order to study if relation (1) can predict such values, the strain
and strain rate at which the flow stress should be evaluated would
need to be defined. The use of Tabor’s representative strain is ill-
suited because not only strain hardening is present. An analogous
‘‘representative strain rate’’ based on indenter velocity as discussed
by [73,74] is likewise problematic because strain rate is not constant
throughout the indentation. Instead, using the material model and the
results from the hot hardness tests, we can build a ‘‘constraint factor
map’’ to visualise 𝑐 as a function of strain and strain rate at each
temperature, using the nominal results of the hardness tests. This is
shown in Fig. 7.

The visualisation reveals, firstly, that the value of 𝑐 = 2.8 attributed
to aluminium by Tabor is only correct in particular conditions of strain
at strain rate, and in fact, only at 350 °C for the AA6016. In other
words, hardness cannot be correctly predicted using 𝐻 = 2.8𝜎𝑓 at
400 °C and 450 °C for the AA6016; in these cases and depending on
chosen representative strain and strain rate, the maps shown in Fig. 7
can be used. An appropriate constraint factor for the AA6061 can be
much higher than 2.8 and much lower for the AA6016. It is interesting
8

Table 3
Constraint factor by fixing strain and strain rate such that 𝑐 × 𝜎𝑓 (𝜀, �̇�, 𝑇 ) results in
measured hardness of AA6061.

(𝜀, �̇�) 350 °C 400 °C 450 °C

(0,0) 6.34 ± 0.26 8.49 ± 0.34 10.72 ± 0.24
(0, 0.01) 3.44 ± 0.14 4.06 ± 0.16 4.76 ± 0.1
(0.01, 0.01) 2.62 ± 0.11 2.67 ± 0.11 2.77 ± 0.06
(0.08, 0.01) 1.83 ± 0.07 1.83 ± 0.07 1.85 ± 0.04

Table 4
Constraint factor by fixing strain and strain rate such that 𝑐 × 𝜎𝑓 (𝜀, �̇�, 𝑇 ) results in
measured hardness of AA6016.

(𝜀, �̇�) 350 °C 400 °C 450 °C

(0,0) 2.92 ± 0.2 2.77 ± 0.07 2.44 ± 0.08
(0, 0.01) 2.33 ± 0.16 2.14 ± 0.06 1.84 ± 0.06
(0.01, 0.01) 2.19 ± 0.15 2.01 ± 0.05 1.72 ± 0.05
(0.08, 0.01) 1.67 ± 0.12 1.53 ± 0.04 1.31 ± 0.04

to note that the values for the constraint factor at fixed strain and
strain rate changes differently for each alloy; for the AA6061, the
values increase with temperature, while for the AA6016 the values
decrease. The reason for this is can be attributed to the material model
and the resulting hardness decrease rates for each alloy, which is
overestimated for the AA6061, and underestimated for the AA6016
(shown in upcoming section). Tables 3 and 4 show constraint factor
values of selected combinations of strain and strain rate for each
alloy.

The results provide insights on how the constraint factor varies
with temperature, and expose that it clearly depends on the values of
strain and strain rate. These results show that care must be taken when
using Eq. (1) to study hardness involving thermo-viscoplastic materials,
requiring proper definition of the conditions being studied. Constraint
factor maps such as that presented in Fig. 7 can now be used for such
cases.
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Fig. 8. Comparison of indentation mark geometry and cross-section profiles of simulations and experiments for AA6061 at indicated temperatures and directions. 3D surfaces
shown are all 4 × 4mm in size, as displayed for the simulation case at 350 °C. Hardness comparison is shown on the top right and directions of cross-sections on the bottom right.
4.3. Model vs experiment

In this subsection, the simulations are compared with the exper-
imental results to verify the applicability of the bulk-based material
model in describing deformation of the surface. For such purpose,
the topography of indentation marks were measured using an Alicona
InfiniteFocus® optical 3D measurement system.

Figs. 8 and 9 compare simulations and experiments for the alloys,
showing the final 3D geometry of simulations and measured indenta-
tion marks, a comparison of hardness values between simulations and
experiments and a comparison of cross-sections in the directions of
the diagonals and 45◦ to it. The comparison of hardness is, in fact,
a comparison of 𝑑𝐹𝐸 and 𝑑𝑒𝑥𝑝, i.e., the diagonals of the indentation
marks of simulation and experiment, respectively. The uncertainty of
𝑑𝑒𝑥𝑝 refers to the standard deviation of the measurements of the 3
indentation marks performed at each temperature and at each sample
(bulk and surface). Similarly, 𝑑𝐹𝐸 is measured in both 𝑥 and 𝑦 direc-
tions, taken at the maximum pile-up height. Nonetheless, the diagonals
of the indentation mark in the FE model were practically the same in
both directions and so, a mean value of 𝑑𝐹𝐸 is calculated, and used as
a single nominal value for simulated hardness.

It is important to restate that the material models implemented in
the FE Vickers model are based on the compression flow curves of
the alloys, and that no inverse modelling is performed in this work.
Thus, the indentation results of the simulation and any temperature
dependence can be independently compared to the HT hardness ex-
periments. The topography measurement and the hardness comparison
show overall a good agreement between model and experiment. The
more noticeable overestimation for the AA6061 at 350 °C is not sur-
prisingly, since this temperature corresponds to one outside the range
at which the AA6061 material model was built — further discussion
9

on predictions outside the experimental range is presented in Sec-
tion 4.4. The hardness decrease rate with temperature is somewhat
more pronounced in the FE model for the AA6061, leading to a slight
overestimation of HV10 at 400 °C, but to a underestimation at 450 °C
(with respect to the nominal experimental value). On the other hand,
the AA6016 shows a slightly lower decrease rate with increasing tem-
perature in comparison with the experiment (Fig. 9). As discussed
previously, such behaviour explains the increasing or decreasing values
seen for each of the alloys’ constraint factor maps. Overall, the results
in all cases are in excellent agreement with the experiment within the
expected temperature range, which indicates that the material model
based on flow curves of bulk samples and compression tests are indeed
suitable to describe the material and its deformation at the surface
level.

With regards to the cross-section profiles, the FE model is perfectly
aligned and symmetrical in the 0◦ and 90◦ planes. The measurements,
however, need to be manually aligned and so, these directions need
to be visually set. Furthermore, since the indentation mark is not a
perfect square indent nor is the indenter perfectly sharp, cross-sections
rotated 90◦ are different from each other. For the AA6061, the pre-
dicted profile matches quite well with the experiment in the diagonal
direction (0◦), and the face direction (45◦), except for the 450 °C case,
where it is underestimated. For the AA6016, simulations are generally
overestimating the profile changes. The experimental profiles of the
two materials are generally very similar, but the simulated results are
quite different. The reason for such difference is a consequence of the
material model, since all other conditions in the model and experiment
are the same. The reason for differences between simulations and
experiment is evidently a consequence of the combined simplifications
of the model: perfectly sharp and rigid indenter contacting the sample
without friction nor heat transfer. The experiments also contained
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Fig. 9. Comparison of indentation mark geometry and cross-section profiles of simulations and experiments for AA6016 at indicated temperatures and directions. 3D surfaces
shown are all 4 × 4mm in size, as displayed for the simulation case at 350 °C. Hardness comparison is shown on the top right and directions of cross-sections on the bottom right.
‘‘imperfections’’ such as asymmetry of the indentation marks, resulting
in different profiles, which are difficult to achieve at HT since the setup
shows different thermal expansions. The pile-up return to the original
height, in general, is in good agreement with the measurements. Along
the face cross-section profiles, which corresponds to approximately
the middle of the indentation edge, pile-up is higher than that of the
diagonal profile, both for simulations and experiments. Such effect
has also been observed in high temperature hardness tests of other
materials [75].

It was hypothesised that the presence of friction could play an im-
portant role in modifying the plastic flow of the surrounding material,
and so, simulations were performed where a Coulomb friction model
using different values of coefficient of friction (CoF) was analysed. The
temperature of 450 °C was selected because of its larger plastic strain
and so, better visualisation of differences between the models. The
effects on hardness and on the pile-up can be seen in Fig. 10. The
results show once again the complexity of the plastic flow around the
indentation and the behaviour of the different materials; overall, it can
be seen that it causes the material surrounding the indenter to be partly
‘‘dragged down’’, which reduces the pile-up. Nonetheless, the effects of
friction on hardness can be considered negligible, which justifies the
frictionless contact simplification for the model. The sudden drop in
the AA6061, 0.2 CoF case is due to the fact that a sharp pile-up peak
is no longer present: the methodology for selecting the diagonal in the
simulations was the position of the profile with the highest 𝑧 value; in
the 0.2 case, this point has shifted further away form the indentation
centre, rendering lower hardness. The effect of other simplifications
such as heat transfer or rounded indenter tip were not investigated.

Despite the drawbacks regarding the pile-up, the results displayed
in this section show, in general, a good agreement between model and
experiment, which shows the effectiveness of the material model in the
prediction of hardness and surface deformation.
10
4.4. Prediction at lower temperatures

In Fig. 8, it was showed that hardness at 350 °C had relatively good
agreement with the experiment, even though the material model of
the AA6061 was built based on temperatures ranging from 400 °C to
550 °C. Given the good predictions of the FE model, one may wonder
if hardness at lower temperatures could also be predicted, i.e., at
temperatures outside the experimental range on which the material
models was based. To answer this question, simulations were computed
at lower temperatures and compared with the experiments. The results
are shown for both alloys in Fig. 11.

The simulations still provide quite a good prediction in the range of
200 °C to 300 °C. However, the model clearly overestimates the values
at temperatures below 200 °C for both alloys. These results can be
attributed to the distinct hardness decrease rate for each tempera-
ture range: since the material model was built based on the range
of 350 °C to 450 °C, the hardness predicted by the model increases
exponentially with decreasing temperature due to the Arrhenius term
in the constitutive equation (equation (3)), which is indeed observed
in Fig. 11. The actual material, however, has a complex temperature
dependent deformation behaviour such that the hardness decrease rate
dramatically changes at approximately 0.3 to 0.4 times 𝑇𝑚, as discussed
previously in Section 4.1. Such information was not ‘‘available’’ to
the material model fitted between 350 °C to 450 °C, hence, this change
below 200 °C cannot be represented by the model.

The relative error between the hardness obtained by the experiment
to that predicted by the FE model from 50 °C to 150 °C was calculated.
In an attempt to improve the prediction of the FE model at this range,
this relative error was interpreted as a correction factor 𝐾, i.e., 𝐾 =
HV10𝑒𝑥𝑝∕HV10𝐹𝐸 . This factor was used in additional simulations where
the material model is multiplied by 𝐾 at the respective temperature,
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Fig. 10. Effects of including different values for the coefficient of friction (CoF) through a Coulomb friction model in the finite element model, using the case at 450 °C, and
comparing with experimental results (exp.): effects on hardness for (a) AA6061 and (c) AA6016, and effects on pile-up region for (b) AA6061 and d) AA6016.
Fig. 11. Hardness comparison of simulations, experiments, and simulations using corrected material model for temperatures investigated: a) AA6061 and b) AA6016. RT: room
temperature (≈ 22 °C).
which essentially artificially ‘‘softens’’ the material as a whole. Values

used are shown in Table 5.
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It should be highlighted, however, that the shape of the flow stress

curve when using the material model in the extrapolated temperature
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Fig. 12. Constraint factor map for AA6061 at selected ranges of strain (in log scale) and strain rate (in linear scale) such that relation (1) results in measured hardness: a) 22 °C,
(b) 50 °C, (c) 100 °C, (d) 150 °C, (e) 200 °C, (f) 250 °C, and (g) 300 °C.

Fig. 13. Constraint factor map for AA6016 at selected ranges of strain (in log scale) and strain rate (in linear scale) such that relation (1) results in measured hardness: a) 22 °C,
(b) 50 °C, (c) 100 °C, (d) 150 °C, (e) 200 °C, (f) 250 °C, and (g) 300 °C.
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Table 5
Correction factor 𝐾 used in simulations at lower temperatures.

Alloy 22 °C 50 °C 100 °C 150 °C

AA6061 0.49 0.54 0.7 0.85
AA6016 0.49 0.61 0.77 0.9

range, i.e., outside the range at which it was built, is unknown to be
correct in terms of the material behaviour as a function of strain and
strain rate. Nonetheless, the results suggest the flow stress correction
using the ‘‘K-correction’’ works in terms of hardness prediction. When
writing the correction factor as a function of temperature, its use in the
flow stress equation could supposedly allow the FE model to predict
hardness of the materials at low temperatures.

Constraint factor maps can also be build for the lower temperatures,
using the correction factor in the material model. This is shown in
Figs. 12 and 13 for the AA6061 and AA6016, respectively. As seen with
the higher temperatures, the constraint factor can vary considerably
from the usual range of 2.6 to 3 for both alloys.

The topography of the indentations at lower temperatures have also
been measured and comparisons of the cross-section profiles are shown
in Appendix B. In general, the same trends discussed in Section 4.3 were
observed, namely, the predictions of the AA6061 in excellent agree-
ment with the measurement, and the pile-up heights are overestimated
by the model for the AA6016.

5. Conclusions

This work systematically studied how the bulk flow stress and
the surface hardness of two aluminium alloys manufactured by hot
rolling, i.e., the AA6061 and AA6016, relate to each other in metal
forming conditions. Firstly, specimens of both alloys were analysed
using a technique of optical microscopy and room temperature Vickers
hardness. Results using different loads and at different length scales
across the length of specimens are shown in order to identify differences
in the material properties. No statistically significant difference was
identified between bulk and surface for neither of the alloys, although
the AA6061 presented a tendency for harder surface than its bulk.

Such tendency was also observed in high temperature hardness
tests, where a slightly harder surface was present up to 250 °C for
the AA6061, but overall no significant difference between bulk and
surface was observed for neither alloy in the temperature range from
room temperature to 450 °C. The non-linear evolution of hardness with
temperature was quantified for the alloys, with the AA6061 being
consistently harder than the AA6016.

The results from the high temperature hardness experiments were
subsequently compared with the thermo-viscoplastic flow stress of each
alloy, where the relation (1) can be evaluated. Constraint factor maps
relating flow stress to hardness are presented which serve as ready-
to-use charts for the selection of appropriate constraint factors, which
are now shown to be dependent on temperature, strain and strain
rate.

The numerical model is subsequently discussed and it is shown
that the bulk-based material model accurately predicted hardness for
both alloys at different temperatures. The general deformed geometry
of the indentation marks were also reasonably predicted, except for a
mismatch in pile-up height. Predictions at lower temperatures could be
performed with the use of a correction factor, which subsequently also
allowed the creation of constraint factor maps at lower temperatures
for the alloys.
13
Conclusively, the elaboration of constraint factor maps performed
in this work provide support to questions which have often been over-
looked in the metal forming literature, namely, how hardness relate to
the flow stress in temperature and time-dependent material conditions.
Overall, the material model based on the bulk can be used to predict
deformation at the surface level and so, can be employed for further
studies in metal forming.
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ppendix A. Material model

The GA constitutive model used in this work relates a hyperbolic
ine and the Zener–Hollomon parameter, along with strain depen-
ence [79]. The material constants 𝛼, 𝑛′, 𝑄 and 𝐴 are expressed as
olynomial functions of the equivalent plastic strain 𝜀 as:

𝛼(𝜀) = 𝐶0 + 𝐶1𝜀 + 𝐶2𝜀
2 +⋯ + 𝐶𝑝𝜀

𝑝

𝑛′(𝜀) = 𝐷0 +𝐷1𝜀 +𝐷2𝜀
2 +⋯ +𝐷𝑝𝜀

𝑝

𝑄(𝜀) = 𝐸0 + 𝐸1𝜀 + 𝐸2𝜀
2 +⋯ + 𝐸𝑝𝜀

𝑝

ln
[

𝐴(𝜀)∕s−1
]

= 𝐹0 + 𝐹1𝜀 + 𝐹2𝜀
2 +⋯ + 𝐹𝑝𝜀

𝑝

(A.1)

here 𝐶𝑖, 𝐷𝑖, 𝐸𝑖, and 𝐹𝑖 with 𝑖 from 1 to the degree of the approximation
are the regression coefficients and the term with 𝑖 = 0 is the

dependent variable intercept. For the AA6016, 𝑝 = 8 was used for all
constants and the values are shown in Table A.1. The values used for
the AA6061 can be found in [56].

Appendix B. Indentation profiles at lower temperatures

See Figs. B.1 and B.2.
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Table A.1
Polynomial coefficients for material constants of the GA model for the AA6016.
𝛼 (𝜀) ∕MPa−1 𝑛′ (𝜀) 𝑄 (𝜀) ∕

(

kJmol−1
)

ln
[

𝐴𝐺𝐴(𝜀)∕s−1
]

𝐶0 = 3.461649130 × 10−2 𝐷0 = 7.259729881 𝐸0 = 2.201285692 × 102 𝐹0 = 3.400930110 × 101

𝐶1 = −2.313705278 × 10−1 𝐷1 = −1.152346077 × 102 𝐸1 = −2.314212137 × 103 𝐹1 = −3.526878194 × 102

𝐶2 = 1.587715962 𝐷2 = 2.496149313 × 103 𝐸2 = 4.033439031 × 104 𝐹2 = 6.918567136 × 103

𝐶3 = 5.472363342 × 10−1 𝐷3 = −2.843677457 × 104 𝐸3 = −4.142162809 × 105 𝐹3 = −7.650805602 × 104

𝐶4 = −7.216626499 × 101 𝐷4 = 1.842947463 × 105 𝐸4 = 2.570440481 × 106 𝐹4 = 4.964410648 × 104

𝐶5 = 4.378192869 × 102 𝐷5 = −6.994873617 × 105 𝐸5 = −9.567953216 × 106 𝐹5 = −1.899652801 × 106

𝐶6 = −1.201616018 × 103 𝐷6 = 1.535262041 × 106 𝐸6 = 2.075023864 × 107 𝐹6 = 4.195565438 × 106

𝐶7 = 1.606078004 × 103 𝐷7 = −1.802034516 × 106 𝐸7 = −2.409319041 × 107 𝐹7 = −4.934454344 × 106

𝐶8 = −8.461960825 × 102 𝐷8 = 8.748063102 × 105 𝐸8 = 1.155855647 × 107 𝐹8 = 2.389914740 × 106
Fig. B.1. Comparison of cross-section profiles of simulations and experiments for AA6061 at indicated temperatures and directions according to Section 4.3.
14



International Journal of Mechanical Sciences 232 (2022) 107571A. Rudnytskyj et al.
Fig. B.2. Comparison of cross-section profiles of simulations and experiments for AA6016 at indicated temperatures and directions according to Section 4.3.
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