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Abstract: This work considers the problem of planning how a fleet of shared electric vehicles is charged and used for serving a set of reservations. While exact approaches can be used to efficiently solve small to medium-sized instances of this problem, heuristic approaches have been demonstrated to be superior in larger instances. The present work proposes a large neighborhood search approach for solving this problem, which employs a mixed integer linear programming-based repair operator. Three variants of the approach using different destroy operators are evaluated on large instances of the problem. The experimental results show that the proposed approach significantly outperforms earlier state-of-the-art methods on this benchmark set by obtaining solutions with up to 8.5% better objective values.
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1. Introduction
The electrification of mobility is seen as an important step towards a reduction in greenhouse gas emissions [1]. More specifically, the electrification of company car fleets is considered particularly beneficial since company cars have a higher annual mileage and a shorter ownership period compared to privately owned cars [2,3]. Compared to uncontrolled charging, a smart charging strategy [4] can not only help to reduce the cost of a fleet of electric vehicles (EVs) but also relieve the power grid [5]. The operator of an EV fleet might not only decide how the EVs are charged but also how they are used, i.e., which EV is used in which time period.

In the present paper, the problem of simultaneously planning the charging and usage of a fleet of shared EVs is considered. More precisely, a fleet of EVs, which are charged at a common site and a set of vehicle reservations is considered. The problem consists in optimizing the charging schedule of the EVs and the assignment of vehicle reservations to individual EVs in order to maximize the utilization of the EVs for serving reservations while keeping the charging cost low.

There are numerous works regarding the optimization of EV charging plans considering different objectives and constraints. For example, Jin et al. [6] consider the use of EVs for the provision of regulation services. Igualada et al. [7] describe how EV charging can be integrated into the management of a microgrid. Franco et al. [8] propose an approach for EV charging planning taking the stability of the distribution network into account. Naharudinsyah and Limmer [9] integrate trading on a real-time electricity market into the charging planning. Schaden et al. [10] consider in the charging planning that, especially for fast charging, the maximum charging power decreases nonlinearly with an increasing state of charge. In most works, linear programming or mixed integer linear programming (MILP) is employed for the optimization of EV charging plans.

Furthermore, there are a number of works that plan the use of EVs in terms of routes, including recharging operations along the routes [11]. Different exact approaches, such as branch-and-cut [12], branch-price-and-cut [13], and branch-and-cut supported by simulated...
annealing [14] as well as heuristic approaches such as the variable neighborhood search algorithm [15], adaptive large neighborhood search [16], and deterministic annealing [17] have been proposed for the EV routing problem.

As mentioned before, in the present work, the planning of reservation assignments instead of routes is considered. This problem was already investigated by Varga et al. [18]. They showed that a MILP approach can effectively solve the problem as long as the number of considered EVs and reservations is not too high but that this approach scales poorly with increasing problem size. The authors, therefore, proposed an improved exact approach based on Benders decomposition [19] supported by a heuristic and compared it to the standard MILP approach on problem instances with up to 100 EVs and 1600 reservations. Later, Limmer et al. [20] proposed a hybrid evolutionary approach for the EV fleet scheduling problem, where the assignment of EVs to reservations is optimized with an evolutionary algorithm, and in the fitness evaluation, linear programming is used to optimize a charging plan for the fixed reservation assignment. Furthermore, the authors described two surrogate-based variants of the approach. Experiments on some of the largest problem instances considered in [18] showed that the proposed evolutionary approach—especially the surrogate-based variants—notably outperforms the standard MILP approach, as well as the Benders decomposition approach from, [18] on these problem instances from a heuristic perspective. In earlier works, Betz et al. [21] proposed a MILP approach and Sassi and Oulamara [22] proposed a problem-specific heuristic for the EV fleet scheduling problem. However, these works considered problem variants other than the variant considered in the present work and the proposed approaches are not directly applicable to the problem variant considered here.

In this work, a large neighborhood search (LNS) [23] approach is proposed for the EV fleet scheduling problem. LNS is a popular heuristic for combinatorial optimization problems. It traverses the search space by iteratively destroying and repairing parts of the so-far best-found solution. LNS has been successfully applied to different problems such as vehicle routing [24], job scheduling [25], and placement of service points [26]. The proposed LNS employs a MILP-based repair operator. The approach is evaluated and compared to earlier approaches in experiments on the problem instances from [20]. In order to investigate the effect of the employed destroy operator on the performance of the proposed approach, three different destroy operators are considered in the experiments. The experimental results show that the proposed approach significantly outperforms earlier methods.

The rest of the paper is structured as follows: Section 2 describes the considered problem in detail. In Section 3, the LNS is explained. Section 4 describes the setup of the experiments and presents and discusses obtained results. Finally, Section 5 provides a summary and draws conclusions.

2. Problem Description

The problem consists in planning the charging and usage of a homogeneous fleet \( N = \{1, \ldots, N\} \) of \( N \) EVs over a planning horizon \( T = \{1, \ldots, T\} \) of \( T \) discrete time steps of length \( \Delta t \). Each EV \( n \in N \) can be charged with a maximum power of \( P_{\text{max}} \) kW, has a battery capacity of \( E_{\text{max}} \) kWh, and has a certain initial battery level of \( E_{\text{init}} \) kWh at the beginning of the planning horizon. The EVs can be charged at a common site with a certain electrical base load and photovoltaic (PV) energy production. In time steps \( t \) with PV overproduction, the corresponding surplus energy \( \text{Sur}_{t} \) can be used for charging the EVs. Let \( \text{Sur}_{t} \) be zero for time steps \( t \) without overproduction. Additionally to surplus energy, energy from the power grid can be used for EV charging, where time-varying prices have to be paid for the grid energy. Let \( p_t \) denote the energy price in monetary units per kWh in time step \( t \). Concerning the usage of the vehicle fleet, a set \( R = \{1, \ldots, R\} \) of \( R \) vehicle reservations is given. Each reservation \( r \in R \) requests an arbitrary vehicle for a time period starting with a certain time step \( t^s_r \in T \) and ending with a certain time step \( t^e_r \in T \). The
usage of an EV for serving a reservation \( r \in \mathcal{R} \) is assumed to consume a certain amount \( E_{\text{res}}^r \) of energy.

The charging of the EVs in conjunction with the assignment of EVs to reservations should be optimized according to the following formal model:

\[
\begin{align*}
\min & \quad \alpha \sum_{r \in \mathcal{R}} E_{\text{res}}^r \cdot y_r + \sum_{t \in \mathcal{T}} p_t \cdot E_{\text{grid}}^t + \beta \sum_{n \in \mathcal{N}} (E_{\text{max}}^n - E_{n,t}^t), \\
\text{subject to} & \quad \sum_{n \in \mathcal{N}} x_{n,r} + y_r = 1 \quad \forall r \in \mathcal{R}, \quad (2) \\
& \quad p_{n,t} \leq p_{\text{max}} \cdot (1 - \sum_{r \in \mathcal{R} | t \leq t_r} x_{n,r}) \quad \forall n \in \mathcal{N}, \forall t \in \mathcal{T}, \quad (3) \\
& \quad E_{n,1} = E_{\text{init}}^n + \Delta t \cdot P_{n,1} - \sum_{r \in \mathcal{R} | t_r = 1} x_{n,r} \cdot E_{\text{res}}^r \quad \forall n \in \mathcal{N}, \quad (4) \\
& \quad E_{n,t} = E_{n,t-1} + \Delta t \cdot P_{n,t} - \sum_{r \in \mathcal{R} | t_r \leq t} x_{n,r} \cdot E_{\text{res}}^r \quad \forall n \in \mathcal{N}, \forall t \in \mathcal{T} \setminus \{1\}, \quad (5) \\
& \quad \sum_{n \in \mathcal{N}} \Delta t \cdot P_{n,t} = E_{\text{grid}}^t + E_{\text{sur}}^t \quad \forall t \in \mathcal{T}, \quad (6) \\
& \quad 0 \leq P_{n,t} \leq p_{\text{max}} \quad \forall n \in \mathcal{N}, \forall t \in \mathcal{T}, \quad (7) \\
& \quad 0 \leq E_{n,t} \leq E_{\text{max}}^n \quad \forall n \in \mathcal{N}, \forall t \in \mathcal{T}, \quad (8) \\
& \quad 0 \leq E_{\text{grid}}^t \quad \forall t \in \mathcal{T}, \quad (9) \\
& \quad 0 \leq E_{\text{sur}}^t \leq S_{\text{ur}}^t \quad \forall t \in \mathcal{T}, \quad (10) \\
& \quad x_{n,r} \in \{0,1\}, y_r \in \{0,1\} \quad \forall n \in \mathcal{N}, \forall r \in \mathcal{R}. \quad (11)
\end{align*}
\]

Binary variables \( x_{n,r} \) indicate whether a reservation \( r \) is assigned to EV \( n \). Note that not all reservations need to be assigned to an EV. Unassigned reservations are indicated by binary variables \( y_r \), and they are, for example, served by rented or remaining combustion engine cars. Variables \( P_{n,t} \) reflect the charging powers for each EV \( n \) in each time step \( t \). Moreover, variables \( E_{\text{grid}}^t \) and \( E_{\text{sur}}^t \) denote the amount of grid and surplus energy, respectively, used for EV charging in time step \( t \). Last but not least, variables \( E_{n,t} \) denote the battery levels of the EVs in each time step \( t \). The objective function (1) is a weighted sum of three sub-objectives: The first term minimizes the amount of energy corresponding to unassigned reservations, which is equivalent to maximizing the amount of used energy covered by EVs. The second term minimizes the energy cost. Finally, the third term maximizes the battery levels of the EVs at the end of the planning horizon in order to increase the chances that reservations arriving in the future can be served by EVs. Constraints (2) ensure that each reservation \( r \) is either assigned to an EV or \( y_r \) is set to one. Constraints (3) ensure that an EV is not charged in time steps in which it is used for a reservation; moreover, they prevent an EV from being assigned to two reservations overlapping in time. Constraints (4) and (5) set the battery levels of the EVs in the first and the following time steps, respectively. Lastly, Constraints (6) ensure the energy balance.

3. LNS Approach

Large neighborhood search is a popular destroy-and-repair heuristic. Starting from an initial solution, it iteratively destroys a part of the currently best solution and repairs it. If the resulting solution is better than the currently best solution, the currently best solution is
updated; otherwise, the resulting solution is rejected. The workflow of the employed LNS is illustrated in Figure 1 and outlined in Algorithm 1. In the following, the used operations are explained in detail.

**Algorithm 1: LNS Approach**

*Input:* reservations $\mathcal{R}$

*Output:* reservation assignments $A^*$

*Parameter:* $K^{out}$

1. $R_{sort} = \text{sort\_non-increasing\_e}(\mathcal{R})$;
2. $A^*, R_{ua} = \text{basic\_insertion}(R_{sort})$;
3. $o^* = \text{charge\_schedule}(A^*)$;
4. while termination condition not met do
5.   $A, R_{rem} = \text{destroy}(A^*, K^{out})$;
6.   $A, R_{ua} = \text{repair}(A, R_{ua} \cup R_{rem})$;
7.   $o = \text{charge\_schedule}(A)$;
8.   if $o < o^*$ then
9.     $A^* = A$;
10.    $R_{ua}^* = R_{ua}$;
11.    $o^* = o$;
12. end
13. end
14. return $A^*$;

### 3.1. Initialization

The LNS starts with computing for each reservation $r \in \mathcal{R}$ the energy consumption $e_r = \frac{E_r}{t_r}$ per time step of its duration and sorting the reservations in non-increasing order of their respective $e_r$ values. The sorted reservations are then passed to a *basic insertion operator* in order to compute an initial solution, which is outlined in Algorithm 2. Reservation assignments are encoded as a list $A = [A_1, \ldots, A_N]$ of $N$ lists, where $A_n$ contains the reservations assigned to vehicle $n$ for $n = 1, \ldots, N$. The basic insertion operator starts with an empty reservation assignment. It then iterates over the reservations in their passed order, and for each reservation $r$, it iterates over the EVs and adds $r$ to the reservation assignments of the first EV for which the resulting reservation assignment is feasible. A reservation assignment of an EV is feasible if the assigned reservations do not overlap in time and there is a charging schedule that allows the EV to satisfy the energy requirements of the assigned reservations. The latter can be determined by simply evaluating whether the energy requirements are satisfied if the EV is charged uncontrolled, i.e., with maximum possible charging power, in all time steps in which it is not used for a reservation. The basic insertion operator returns the resulting reservation assignment and the reservations it could not assign. The order in which reservations are passed to the insertion operator has a major impact on the result. In particular, reservations at the beginning of the passed list have a higher chance to be assigned to an EV than reservations at the end of the passed list. This is the reason why reservations are passed in decreasing
order of their energy consumption per time step of duration. Assigning a reservation with a high energy consumption contributes much to the first term of the objective function (1) and a short duration increases the chance that further reservations can be assigned.

Algorithm 2: Basic insertion operator

Input: list \( R \) of reservations
Output: reservation assignment \( A \), unassigned reservations \( R_{ua} \)

1. \( A = [[]] \);
2. \( R_{ua} = \{\} \);
3. for \( r \) in \( R \) do
   4. for \( n = 1, \ldots, N \) do
      5. \( A' = A[n] + [r] \);
      6. if feasible\((A')\) then
         7. \( A[n] = A' \);
         8. break; // go to next reservation
      end
   end
   9. if \( r \) not assigned then
      10. \( R_{ua} = R_{ua} \cup \{r\} \);
   end
11. end
12. return \( A, R_{ua} \);

3.2. Evaluation

After an initial solution has been determined by the basic insertion, the LNS computes its objective value. In order to compute the second and third term of the objective function, the charging of the EVs has to be scheduled. This is performed by optimizing the charging schedule with linear programming (LP) for the reservation assignment as encoded in the solution. More precisely, the following optimization problem is solved:

\[
\min \sum_{t \in T} p_t \cdot E_{t}^{grid} + \beta \sum_{n \in N} \left( E_{n,T}^{max} - E_{n,t} \right), \tag{12}
\]

subject to:

\[
E_{n,1} = E_{n}^{init} + \Delta t \cdot P_{n,1} - \sum_{r \in A_n \mid |t| = 1} E_{r}^{res} \quad \forall n \in N, \tag{13}
\]

\[
E_{n,t} = E_{n,t-1} + \Delta t \cdot P_{n,t} - \sum_{r \in A_n \mid |t| \leq t} E_{r}^{res} \quad \forall n \in N, \forall t \in T \setminus \{1\}, \tag{14}
\]

\[
\sum_{n \in N} \Delta t \cdot P_{n,t} = E_{t}^{grid} + E_{t}^{sur} \quad \forall t \in T, \tag{15}
\]

\[
0 \leq P_{n,t} \leq P_{max} \quad \forall n \in N, \forall t \in T, \tag{16}
\]

\[
P_{n,t} = 0 \quad \forall n \in N, \forall t \in T \setminus T_n, \tag{17}
\]

\[
0 \leq E_{n,t} \leq E_{max} \quad \forall n \in N, \forall t \in T, \tag{18}
\]

\[
0 \leq E_{t}^{grid} \quad \forall t \in T, \tag{19}
\]

\[
0 \leq E_{t}^{sur} \leq Sur_{t} \quad \forall t \in T, \tag{20}
\]
where $A_n$ is the set of reservations assigned to EV $n$, and $T_n$ is the set of all time steps in which the reservations assigned to EV $n$ are active. This problem corresponds to the original problem (1)–(11) with binary variables $x_{n,r}$ and $y_r$ set to fixed values. Since all remaining variables are continuous, this residual problem can indeed be efficiently solved with linear programming. Thus, one can see the employed approach as a bi-level approach, where at the outer level the reservation assignment is optimized with LNS and at the inner level the EV charging is optimized with LP.

3.3. Destroy

The main loop of the LNS starts with destroying the currently best solution $A^*$ by removing, i.e., unassigning, a number $K_{\text{out}}$ of reservations. In preliminary experiments, different strategies for selecting the reservations to remove were evaluated. The following three destroy operators yielded the best results and are considered in the experiments described later: random destroy, relatedness destroy and no overlap destroy.

As the name suggests, the random destroy operator selects the reservations to remove uniformly at random. The relatedness destroy operator selects reservations with similar properties analogous to the destroy operator proposed by Shaw [24] for vehicle routing problems. Its working principle is outlined in Algorithm 3. The first reservation is selected uniformly at random. Further reservations are selected by iteratively choosing a random reservation $r'$ from the already selected ones and selecting a new reservation that is similar to $r'$. Two reservations are assumed to be similar if they span a similar time period and have similar energy requirements. Thus, a difference $d(r_1, r_2)$ between two reservations is computed by

$$d(r_1, r_2) = \phi(|t_{s_{r_1}} - t_{s_{r_2}}| + |t_{e_{r_1}} - t_{e_{r_2}}|) + \theta|E_{\text{res}}^{r_1} - E_{\text{res}}^{r_2}|$$

with weights $\phi$ and $\theta$. The relatedness destroy operator sorts the so far unselected reservations in non-decreasing order of their difference to $r'$ and selects the element at position $y^p(|L| - 1)$ (rounded to the nearest integer) of the resulting sorted list $L$, where $y$ is sampled uniformly from the interval $[0,1]$ and $p$ is a parameter. The higher the value of $p$, the more selective and less random the operator gets. Shaw recommends a value between three and five for $p$ [24].

Algorithm 3: Relatedness destroy operator

| Input: reservation assignment $A$, number $K_{\text{out}}$ of reservations to remove |
| Output: destroyed reservation assignment $\hat{A}$, removed reservations $R_{\text{rem}}$ |

Parameter: $p$

1. $R_{\text{rem}} = \{\}$
2. $\hat{A} = A$
3. $r = \text{select_random}(\hat{A})$
4. $R_{\text{rem}} = R_{\text{rem}} \cup \{r\}$
5. $\hat{A} = \hat{A} \setminus \{r\}$
6. while $|R_{\text{rem}}| < K_{\text{out}}$ do
    7. $r' = \text{select_random}(R_{\text{rem}})$
    8. $L = \text{sort_by_diff}(\hat{A}, r')$
    9. $y = \text{uniform_rand}([0,1])$
    10. $r = L[y^p(|L| - 1)]$
    11. $R_{\text{rem}} = R_{\text{rem}} \cup \{r\}$
    12. $\hat{A} = \hat{A} \setminus \{r\}$
6. end
14. return $\hat{A}, R_{\text{rem}}$;

The no overlap destroy operator selects reservations with the goal that the selected reservations overlap only a little in time. This is outlined in Algorithm 4. Again, a first reservation is selected uniformly at random, and then iteratively a reservation is randomly
selected from all reservations that do not overlap with the last selected reservation. If there is no reservation without overlap with the last selected reservation, the next reservation is chosen uniformly at random from all remaining reservations.

### Algorithm 4: No overlap destroy operator

**Input:** reservation assignment $A$, number $K_{out}$ of reservations to remove  
**Output:** destroyed reservation assignment $\hat{A}$, removed reservations $R_{rem}$

**Parameter:** $p$

1. $R_{rem} = \{\}$;
2. $\hat{A} = A$;
3. $r = \text{select\_random}(\hat{A})$;
4. $R_{rem} = R_{rem} \cup \{r\}$;
5. $\hat{A} = \hat{A} \setminus \{r\}$;
6. while $|R_{rem}| < K_{out}$ do
   7. $R_{no} = \text{no\_overlap}(\hat{A}, r)$;
   8. if $R_{no} \neq \emptyset$ then
      9. $r = \text{select\_random}(R_{no})$;
   10. else
      11. $r = \text{select\_random}(\hat{A})$;
   12. end
   13. $R_{rem} = R_{rem} \cup \{r\}$;
   14. $\hat{A} = \hat{A} \setminus \{r\}$;
15. end
16. return $\hat{A}, R_{rem}$

### 3.4. Repair

After the currently best solution is destroyed with the help of one of the destroy operators, it is repaired by trying to assign so far unassigned reservations. For this, an operator such as the basic insertion operator (Algorithm 2) could be used. However, it turned out to be more effective to use a MILP approach for the repair. Hence, the repaired solution is determined by solving problem (1)–(11) through MILP, where the reservation assignment is partly fixed. More specifically, variables $x_{n,r}$ and $y_{r}$ belonging to reservations $r$ that are assigned in the destroyed solution are fixed according to the assignment and the remaining variables $x_{n,r}$ and $y_{r}$ belonging to unassigned reservations $r$ are optimized. Since the complete objective value is already computed by this MILP approach, line 7 of Algorithm 1, the determination of the charging schedule, is actually performed as part of the repair operator in line 6. In preliminary experiments, the MILP repair operator performed reasonably fast. However, since in some situations it can take a long time to find the proven globally optimal solution, a time limit of 20 s is set for the MILP repair in the experiments described later.

If the repaired solution is better than the current incumbent solution in terms of the objective value, it replaces the incumbent (lines 8–12 in Algorithm 1). The main loop of the LNS is executed until a certain termination condition is met and the best-found solution is returned. In the experiments, a time limit is used as a termination condition.

### 4. Experiments

#### 4.1. Experimental Setup

The proposed LNS with the random destroy operator (LNS-RAND), the relatedness destroy operator (LNS-REL), and the no overlap destroy operator (LNS-NO) are experimentally evaluated on nine benchmark problem instances, which were used already in [20]. These instances were first introduced by Varga et al. [18] and are publicly available (https://www.ac.tuwien.ac.at/research/problem-instances/#evfcap) (accessed on 5 June 2023). They have the naming scheme $tmaxT_nN_{maxR}_J$, where $T$ is the number of time steps of the planning horizon, $N$ is the number of EVs, $R$ is the number of reserva-
tions, and $I$ is the index of the problem instance from 1 to 30. In the problem instances, time steps have a length of $\Delta t = 15\text{ min}$, and the planning horizon consists of 768 time steps. That means we plan eight days ahead. The EVs have a maximum charging power of 3.3 kW and a battery capacity of 20 kWh. The following numbers $N$ of EVs are considered in the problem instances: 20, 50, and 100. For each considered number of EVs, there are three problem instances, one with four-times, one with eight-times, and one with sixteen-times as many reservations as EVs. More details on the problem instances can be found in [18].

The following parametrization of the LNS approach is used, which has been determined based on preliminary experiments: The number $K_{\text{out}}$ of reservations to remove in each iteration is set to the number $N$ of EVs considered in the problem instance, the parameter $p$ of the relatedness destroy operator is set to 5, the weights in the computation of reservation differences (Equation (21)) are set to $\phi = \theta = 1$, and the time limit for the MILP repair operator is set to 20 s. In each considered problem instance, 21 trials are performed with each of the three LNS variants. For each trial, a time limit of one hour is set and we report the results obtained after a runtime of 5 min, 15 min, and 60 min. For solving all LP and MILP models, Gurobi 9.1 [27] is used, with the number of threads set to one. The experiments were run on a cluster, where each node is equipped with an Intel(R) Xeon(R) E5-2623@3.00 GHz 8-core CPU and 64 GB RAM. Each trial is run on a separate node of the cluster. Since the same Gurobi version and the same hardware is used as in the experiments in [20], we can directly compare to the results from [20], which showed that an evolutionary algorithm approach outperforms a standard MILP approach and the improved exact approach from [18] on the considered problem instances in heuristic terms.

4.2. Experimental Results

Table 1 summarizes the experimental results and compares them to the results from [20]. The latter includes the results with a standard MILP approach (MILP), with two surrogate-assisted variants of an evolutionary algorithm (EA-SI and EA-SG), and with an evolutionary algorithm without surrogate (EA). Shown are the objective values obtained after runtimes of 5 min, 15 min, and 60 min. The results of the evolutionary algorithm and large neighborhood search variants are mean values over 21 trials. The best results per time limit and problem instance are highlighted in bold. An “N/A” denotes that no feasible solution was found. The superscripts 1, 2, and 3 at the results of the LNS variants indicate that the results are statistically significantly lower (better) than the corresponding results of the LNS-RAND, LNS-REL, and LNS-NO variant, respectively. This was determined with pairwise Wilcoxon rank sum tests with a significance level of 0.05. As one can see, the standard MILP approach scales poorly. On the smallest problem instance, it performs reasonably, but the LNS variants obtain better results within 5 min, and the same results within 15 min and 60 min. On the larger problem instances, the MILP approach is substantially outperformed by all LNS variants. Moreover, also the EA variants are significantly outperformed by the LNS variants. On the problem instance tmax768_n100_rmax0400_01, there is no statistically significant difference between the results of LNS-RAND and LNS-REL and the results of the EA variants after a runtime of 5 min. For all other considered time limits and problem instances, all LNS variants yielded statistically significantly better results than all EA variants. Again, this was determined with pairwise Wilcoxon rank sum tests with a significance level of 0.05. Table 2 shows for each problem instance and each time limit the percentage gap between the best mean result obtained by one of the EA variants and the best mean result obtained by one of the LNS variants. As one can see, the gap tends to increase with increasing problem size and with increasing runtime and the resulting objective value of the LNS approach is up to about 8.5% lower than the objective value obtained with the EA approach. Figure 2 shows boxplots of the objective values yielded by the EA and LNS variants after a runtime of 60 min on the different problem instances. As one can see, the LNS variants do not only yield notably better results compared to the EA variants but the variance in their results is also typically lower than the variance in the results of the EA variants. Hence, the LNS variants perform more robustly. Table 3 shows detailed
results of the *EA-SI* approach and the *LNS-REL* approach on three problem instances. Shown are the cost of unserved reservations (first term in Equation (1)), the energy cost (second term in Equation (1)), the cost of missing energy in the EV batteries at the end of the planning horizon (third term in Equation (1)), and the number of assigned reservations averaged over the 21 trials. One can see that the LNS approach results in notably lower costs for unassigned reservations compared to the EA approach. This comes at the price of higher energy costs. Furthermore, the cost of missing energy in the EV batteries is typically slightly lower with the LNS approach.

Table 1. Objective values obtained by the different approaches on different problem instances after 5 min, 15 min, and 60 min runtime. The results of the EA and LNS variants are averages over 21 trials. Superscripts indicate statistical significance.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>11,365.78</td>
<td>11,445.63</td>
<td>11,521.20</td>
<td>11,990.64</td>
<td>11,358.30</td>
<td>11,358.32</td>
<td>11,358.29</td>
</tr>
<tr>
<td>15</td>
<td><strong>11,358.29</strong></td>
<td>11,402.05</td>
<td>11,480.91</td>
<td>12,003.68</td>
<td><strong>11,358.29</strong></td>
<td><strong>11,358.29</strong></td>
<td><strong>11,358.29</strong></td>
</tr>
<tr>
<td>60</td>
<td><strong>11,358.29</strong></td>
<td>11,381.07</td>
<td>11,441.68</td>
<td>12,009.36</td>
<td><strong>11,358.29</strong></td>
<td><strong>11,358.29</strong></td>
<td><strong>11,358.29</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>tmax768_n020_rmax0080_01</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>60</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>tmax768_n020_rmax0160_01</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>60</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>tmax768_n050_rmax0200_01</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
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Figure 2. Boxplot of objective values achieved with different EA and LNS variants after 60 min runtime on different problem instances.
Table 2. Percentage gaps between best mean results of an LNS variant and best mean result of an EA variant.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Time Limit [min]</th>
<th>5</th>
<th>15</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>tmax768_n020_rmax0080_01</td>
<td></td>
<td>−0.76%</td>
<td>−0.38%</td>
<td>−0.20%</td>
</tr>
<tr>
<td>tmax768_n020_rmax0160_01</td>
<td></td>
<td>−2.26%</td>
<td>−2.61%</td>
<td>−2.64%</td>
</tr>
<tr>
<td>tmax768_n020_rmax0320_01</td>
<td></td>
<td>−2.72%</td>
<td>−2.96%</td>
<td>−3.04%</td>
</tr>
<tr>
<td>tmax768_n050_rmax0200_01</td>
<td></td>
<td>−3.49%</td>
<td>−2.71%</td>
<td>−1.74%</td>
</tr>
<tr>
<td>tmax768_n050_rmax0400_01</td>
<td></td>
<td>−6.97%</td>
<td>−7.9%</td>
<td>−7.64%</td>
</tr>
<tr>
<td>tmax768_n050_rmax0800_01</td>
<td></td>
<td>−3.66%</td>
<td>−4.54%</td>
<td>−4.84%</td>
</tr>
<tr>
<td>tmax768_n100_rmax0400_01</td>
<td></td>
<td>−2.47%</td>
<td>−3.59%</td>
<td>−3.51%</td>
</tr>
<tr>
<td>tmax768_n100_rmax0800_01</td>
<td></td>
<td>−5.68%</td>
<td>−7.34%</td>
<td>−8.64%</td>
</tr>
<tr>
<td>tmax768_n100_rmax1600_01</td>
<td></td>
<td>−2.97%</td>
<td>−4.38%</td>
<td>−5.48%</td>
</tr>
</tbody>
</table>

Table 3. Detailed results of the EA-SI and LNS-REL approaches on three problem instances after a runtime of one hour. The results are averages over 21 trials.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Unserved Cost</th>
<th>Energy Cost</th>
<th>Battery Cost</th>
<th>#Assigned</th>
</tr>
</thead>
<tbody>
<tr>
<td>tmax768_n020_rmax0160_01</td>
<td>16,629.06</td>
<td>25,514.11</td>
<td>1049.56</td>
<td>127.00</td>
</tr>
<tr>
<td>EA-SI</td>
<td>15,151.71</td>
<td>25,852.42</td>
<td>1049.56</td>
<td>125.76</td>
</tr>
<tr>
<td>LNS-REL</td>
<td>28,239.51</td>
<td>68,344.19</td>
<td>2831.41</td>
<td>336.71</td>
</tr>
<tr>
<td>tmax768_n050_rmax0400_01</td>
<td>39,454.30</td>
<td>65,312.10</td>
<td>2868.20</td>
<td>333.60</td>
</tr>
<tr>
<td>EA-SI</td>
<td>28,239.51</td>
<td>68,344.19</td>
<td>2831.41</td>
<td>336.71</td>
</tr>
<tr>
<td>LNS-REL</td>
<td>39,454.30</td>
<td>65,312.10</td>
<td>2868.20</td>
<td>333.60</td>
</tr>
<tr>
<td>tmax768_n100_rmax0800_01</td>
<td>101,214.62</td>
<td>122,158.06</td>
<td>7425.87</td>
<td>643.05</td>
</tr>
<tr>
<td>EA-SI</td>
<td>76,033.75</td>
<td>127,307.73</td>
<td>6971.35</td>
<td>646.05</td>
</tr>
<tr>
<td>LNS-REL</td>
<td>76,033.75</td>
<td>127,307.73</td>
<td>6971.35</td>
<td>646.05</td>
</tr>
</tbody>
</table>

Table 4 shows pairwise comparisons of the different LNS variants in terms of the number of wins, ties, and losses over the 27 cases (three time limits over the nine problem instances) according to the statistical tests. The values are shown from the perspectives of the variants in the rows. From the shown values, one can conclude that the LNS variant using the relatedness destroy operator performed best in general, followed by the variant using the no overlap destroy operator. Table 5 lists the mean numbers of iterations performed by the LNS variants on the different problem instances within the one-hour limit. Interestingly, the number increases for a fixed number of EVs and an increasing number of reservations. This is somewhat surprising since with a higher number of reservations, more reservations cannot be assigned to an EV and thus more free reservations are considered by the MILP repair operator. In most problems, fewer iterations are performed with the relatedness destroy operator than with the other two destroy operators. However, the relatedness destroy operator yielded the best results. From this, one can conclude that the relatedness destroy operator increases the runtime of the repair operator but also leaves the repair operator more room for improvements compared to the other destroy operators.
Table 4. Wins/ties/losses of one LNS variant (row) against another one (column) according to pairwise statistical tests.

<table>
<thead>
<tr>
<th></th>
<th>LNS-RAND</th>
<th>LNS-REL</th>
<th>LNS-NO</th>
</tr>
</thead>
<tbody>
<tr>
<td>LNS-RAND</td>
<td>-</td>
<td>2/11/14</td>
<td>0/22/5</td>
</tr>
<tr>
<td>LNS-REL</td>
<td>14/11/2</td>
<td>-</td>
<td>14/8/5</td>
</tr>
<tr>
<td>LNS-NO</td>
<td>5/22/0</td>
<td>5/8/14</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5. Mean number of iterations performed by different LNS variants within one hour on different benchmark problems.

<table>
<thead>
<tr>
<th>Problem</th>
<th>LNS-RAND</th>
<th>LNS-REL</th>
<th>LNS-NO</th>
</tr>
</thead>
<tbody>
<tr>
<td>tmax768_n020_rmax0080_01</td>
<td>2436.14</td>
<td>958.33</td>
<td>2669.38</td>
</tr>
<tr>
<td>tmax768_n020_rmax0160_01</td>
<td>6646.67</td>
<td>3019.90</td>
<td>6855.29</td>
</tr>
<tr>
<td>tmax768_n020_rmax0320_01</td>
<td>9670.95</td>
<td>6162.86</td>
<td>9825.24</td>
</tr>
<tr>
<td>tmax768_n050_rmax0200_01</td>
<td>180.48</td>
<td>215.57</td>
<td>179.67</td>
</tr>
<tr>
<td>tmax768_n050_rmax0400_01</td>
<td>854.86</td>
<td>425.48</td>
<td>851.43</td>
</tr>
<tr>
<td>tmax768_n100_rmax0400_01</td>
<td>1784.62</td>
<td>911.95</td>
<td>1740.86</td>
</tr>
<tr>
<td>tmax768_n100_rmax0800_01</td>
<td>176.00</td>
<td>176.00</td>
<td>176.00</td>
</tr>
<tr>
<td>tmax768_n100_rmax1600_01</td>
<td>777.76</td>
<td>178.33</td>
<td>178.10</td>
</tr>
<tr>
<td>tmax768_n100_rmax1600_01</td>
<td>315.62</td>
<td>223.57</td>
<td>331.29</td>
</tr>
</tbody>
</table>

5. Summary and Conclusions

The present work proposed a large neighborhood search approach with a mixed integer linear programming based repair operator for the scheduling of a fleet of shared electric vehicles. Three different destroy operators were evaluated: random destroy, relatedness destroy, and no overlap destroy. The experiments have shown that the proposed approach clearly outperforms not only a standard MILP approach but also a state-of-the-art evolutionary computation-based approach on large instances of the problem yielding between 0.2% and 8.6% better solutions. Of the three investigated destroy operators, relatedness destroy performed best, although it results in the highest runtimes of the insertion operator. On 8 of the 9 considered problem instances, it yielded the best results after a runtime of 60 min. The no overlap destroy operator performed second best and the random destroy operator performed worst. However, also with the random destroy operator, the proposed approach significantly outperformed the evolutionary approach on all considered combinations of time limits and problem instances except for one.

In practice, EV fleet scheduling requires predictions of future PV overproduction, of the energy consumptions corresponding to reservations, and maybe of future electricity prices. A limitation of previous approaches and the approach proposed in the present work is that they do not take uncertainties in these predictions into account. Thus, a potential future work could be to investigate ways to make the approach robust regarding such uncertainties. Another direction of future work could be to develop more efficient destroy operators. The experiments have shown that the choice of the destroy operator has a notable impact on the performance. In recent work, it has been demonstrated that it is possible to learn efficient destroy operators with the help of a data-driven approach [28]. Another question, which could be investigated in the future, is how the EV fleet scheduling performs in a scenario that is more realistic than the synthetic benchmark instances used in the present work.
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Nomenclature

\( T \) \quad \text{Time steps of the planning horizon}
\( N \) \quad \text{EVs of the fleet}
\( R \) \quad \text{Vehicle reservations}
\( T \) \quad \text{Number of time steps of the planning horizon}
\( N \) \quad \text{Number of EVs of the fleet}
\( R \) \quad \text{Number of vehicle reservations}
\( \Delta t \) \quad \text{Length of a time step}
\( P_{\text{max}} \) \quad \text{Maximum EV charging power}
\( E_{\text{max}} \) \quad \text{EV battery capacity}
\( E_{\text{init}} \) \quad \text{Initial battery level EV of } n
\( S_{\text{Sur}} \) \quad \text{Surplus energy in time step } t
\( p_t \) \quad \text{Grid energy price in time step } t
\( t_s^r \) \quad \text{Start time step of reservation } r
\( t_e^r \) \quad \text{End time step of reservation } r
\( E_{\text{res}}^r \) \quad \text{Energy consumption of reservation } r
\( P_{n,t} \) \quad \text{Charging power of EV } n \text{ in time step } t
\( x_{n,r} \) \quad \text{Assignment of reservation } r \text{ to EV } n
\( E_{\text{grid}} \) \quad \text{Grid energy used for charging in time step } t
\( E_{\text{sur}} \) \quad \text{Surplus energy used for charging in time step } t
\( E_{n,t} \) \quad \text{Battery level of EV } n \text{ in time step } t
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