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ABSTRACT
Over the past few years, artificial intelligence has fueled a revolution
in several scientific fields. Intelligent agents can now give medical
advice, translate spoken language, recommend news, and drive
different types of vehicles, to name but a few. Some of these agents
need to interact with humans and, hence, need to adhere to their
social norms. Safety engineers have always worked with critical
systems in which catastrophic failures can occur. They need to
make ethical decisions in order to keep the system under some
acceptable risk level. In this paper, we will propose an approach to
give a value to contrary-to-duty behaviors by introducing a risk
aversion factor. We will make use of decision theory with uncertain
consequences together with a risk matrix used by safety engineers.
We will successfully exemplify this approach with the problem in
which an autonomous car needs to decide whether to run a red
light or not.
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1 INTRODUCTION
How can we develop artificial autonomous agents that decide what
is ethically right and wrong? How can we give values to ethical
actions? These questions are not yet solved and current researchers
are trying to tackle them in different ways. In this paper, we propose
an approach to give values to ethical actions by adopting the way
safety engineers design critical systems.

Decision theory represents a successful framework when the
consequences of the actions are tangible and can be easily quanti-
fied, e.g., money or time. However, there is no clear way to assign
utilities to ethical actions. This leads to the impossibility of using
decision theory for them.

In this paper, we show how an autonomous car can be designed
so that it can decide whether or not to run a red light depending on
circumstantial factors related to traffic and on its risk aversion. We
present a way to select this risk aversion by making use of decision
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Figure 1: Examples of utility functions.

theory and the risk matrix from the international standard IEC
61508 [5].

2 DECISION THEORY
One of themost complicated and non-trivial steps of decision theory
is to assign utility to actions. If we are only interested in conse-
quences such as money or time, it is possible to make a direct
mapping between them. However, this is clearly not the case since
the focus should be put on the marginal increase as depicted in the
St. Petersburg Paradox [2, 14–16].

In consequence, when reasoning about direct financial decisions,
utility functions decrease non-linearly with respect to the original
amount of money [12, 18], such as the function

𝑢𝑓 (𝑥) =
{√

𝑥 if 𝑥 ≥ 0
−
√
−𝑥 if 𝑥 < 0

(Figure 1a).

Reasoning about time could be very similar to money since the
idea that time is money (gold) is widely accepted [10]. Thus, an
example could be the function

𝑢𝑡 (𝑥) = 1/𝑥 if 𝑥 > 0 (Figure 1b).

In case of not having the certainty to which consequence an
action will lead, one of the common approaches is to estimate a
probability distribution [4]. That is, given a set of possible actions
{𝑎1, . . . , 𝑎𝑛}, the set of all possible consequences {𝑐1, . . . , 𝑐𝑚} and
the probability of reaching consequence 𝑐𝑖 after performing action
𝑎 𝑗 , 𝑃{𝑐𝑖 |𝑎 𝑗 }, we can define the utility for action 𝑎 𝑗 as the expected
value of the random variableU(𝑐𝑖 ), which has probability 𝑃{𝑐𝑖 |𝑎 𝑗 }
of being 𝑢 (𝑐𝑖 ) for all 𝑖 ∈ {1, . . . , 𝑛}. That is,

𝑢 (𝑎 𝑗 ) = 𝐸 [U(𝑐𝑖 )] =
𝑚∑︁
𝑖=1

𝑃{𝑐𝑖 |𝑎 𝑗 } · 𝑢 (𝑐𝑖 ) .

However, it is not clear how to give an utility to an action that
has an ethical consequence, such as a possible fatality [1]. These
types of actions lay into the so-called innumerate ethics [13].
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Severity
Negligible Marginal Critical Catastrophic

Minor injuries at
worst

Major injuries to
one or more
persons

Loss of a single life Multiple loss of life

Frequency

Frequent 10−3 Undesirable Unacceptable Unacceptable Unacceptable
Probable 10−3 to 10−4 Tolerable Undesirable Unacceptable Unacceptable
Occasional 10−4 to 10−5 Tolerable Tolerable Undesirable Unacceptable
Remote 10−5 to 10−6 Acceptable Tolerable Tolerable Undesirable
Improbable 10−6 to 10−7 Acceptable Acceptable Tolerable Tolerable
Incredible ≤ 10−7 Acceptable Acceptable Acceptable Acceptable

Table 1: IEC 61508 Risk Matrix [5]

3 DECISION THEORY FOR ETHICAL ACTIONS
Problem. An autonomous car is trying to drive from point 𝐴 to point
𝐵 in the minimum amount of time and faces a red traffic light. It
needs to decide whether to stop (𝑎𝑠 ) and lose time or to continue (𝑎𝑐 )
and face the risk of having an accident.

We can use a random binary variable X that takes the value 1
if there is an accident and 0 otherwise. We can define 𝑡𝐴→𝐵 as the
time that it takes to reach from point𝐴 to point 𝐵 without any inter-
ruption, and 𝑡𝑟𝑒𝑑 as the time the traffic light remains red. Therefore,
the total time depending on the actions and consequences is:

𝑡 =


𝑡𝐴→𝐵 if green
𝑡𝐴→𝐵 + 𝑡red if red ∧ 𝑎𝑠

𝑡𝐴→𝐵 if red ∧ 𝑎𝑐 ∧ X = 0
𝔐 if red ∧ 𝑎𝑐 ∧ X = 1

.

The value of𝔐 is positive but not defined since, if the car has
an accident, it will not arrive at the final destination and will injure
people. Consequently, the utility function in case the traffic light is
red is

𝑢𝑟 (𝑎) =
{
1/

(
𝑡𝐴→𝐵 + 𝑡red

)
if 𝑎 = 𝑎𝑠

1/𝑡𝐴→𝐵 · 𝑃{X = 0|𝑎𝑐 } + 1/𝔐 · 𝑃{X = 1|𝑎𝑐 } if 𝑎 = 𝑎𝑐

If we want to maximally punish the agent when running a red
light, we can set 𝔐 = ∞, reducing the utility function to

𝑢𝑟 (𝑎) =
{
1/

(
𝑡𝐴→𝐵 + 𝑡red

)
if 𝑎 = 𝑎𝑠

1/𝑡𝐴→𝐵 · 𝑃{X = 0|𝑎𝑐 } if 𝑎 = 𝑎𝑐

The agent will decide to select 𝑎𝑠 iff

𝑢𝑟 (𝑎𝑠 ) > 𝑢𝑟 (𝑎𝑐 ) ⇔ 𝑃{X = 0|𝑎𝑐 } < 𝑡𝐴→𝐵/
(
𝑡𝐴→𝐵 + 𝑡red

)
This makes sense since the longer the traffic light stays in red,

the more likely it is for a human to run it. Furthermore, if the
probability of having an accident is very low, e.g., there are no cars
and the visibility is good [19], it could make sense to run it.

Nevertheless, it is however important to study what happens if
other autonomous cars reach the same intersection at the same time.
All probabilities would vary depending on how the autonomous
agents reason and on the actions they take. Therefore, it is not pos-
sible to detach an individual autonomous car from its circumstance
[7] and we should reason taking that into account.

Indeed, the traffic signalization system works because most dri-
vers respect it. It might happen that the utility of running a red light
is higher than adhering to the rules at a certain point. However,
if this behavior is generalized for every driver, the utility of these
contrary-to-duty actions will decrease.

In fact, if in our example cars start running red lights, the proba-
bility of having an accident will no longer be zero and the utility of
crossing when the light is green will decrease. Naturally, it might
lead to a situation in which an autonomous car decides to run a red
light because it is less risky than crossing when it is green. This
could end up in a final system where all cars run red lights and stop
at green.

4 SAFETY ENGINEERING APPLIED TO ETHICS
In order to face this problem, we will bring a concept used by safety
engineers in the industry. They have the mission to bring risks to
an acceptable level (no risk is impossible). The goal is to reduce the
combination between frequency and severity.

Table 1 shows the risk matrix from the international standard
IEC 61508 [5], which is used to calculate the risk level of a system.
According to different reports [3, 6, 9, 11, 17], we can estimate an
unacceptable risk (critical+frequent) for our example.

In order to reduce this risk level, a health utility function is
introduced, which will only consider the health of the occupants of
the cars. That is,

𝑢ℎ (𝑎) =
{
0 if 𝑎 = 𝑎𝑠

−𝔐 · 𝑃{X = 1|𝑎𝑐 } if 𝑎 = 𝑎𝑐

By following the same process as before, we reach the conclusion
that the agent will decide to select 𝑎𝑠 iff

𝑢 (𝑎𝑠 ) > 𝑢 (𝑎𝑐 ) ⇔ 𝑢𝑟 (𝑎𝑠 ) + 𝑢ℎ (𝑎𝑠 ) > 𝑢𝑟 (𝑎𝑐 ) + 𝑢ℎ (𝑎𝑐 ) ⇔

⇔ 1
𝔐

−𝔐 <
1

𝑡𝐴→𝐵
− 𝑡red
𝑡𝐴→𝐵 (𝑡𝐴→𝐵 + 𝑡red)

· 1
𝑃{X = 1|𝑎𝑐 }

The value of𝔐 will help us calibrate the level of risk of the agent,
i.e., its risk aversion. Higher values of𝔐 will make the agent choose
𝑎𝑠 over 𝑎𝑐 . This will reduce the chances that the agent chooses to
run a red light. On the other hand, lower values of 𝔐 will make
the agent try to arrive at the final destination faster by running red
lights.
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Figure 2: Example of a distribution of probabilities of crash-
ing at intersections when running their red lights. Adjust-
ment of a probability distribution function.

The probability 𝑃{X = 1|𝑎𝑐 } depends on each single road cross,
and it could be estimated by the agent depending on factors such
as visibility, number of cars, speed, etc. We could possibly select a
sufficiently large sample of signalized crosses in a city and estimate
the probability of crashing when running their red lights. This can
be represented with a random variableX𝑖 following a Bernoulli pro-
cess for each cross and combination of factors. We can then create
bins in [0, 1] and count the number of crosses whose probability
lay in those bins.

We change the obtained frequencies by weighting them with the
probability of crashing so that the bins with a higher probability
of crashing get more importance. We can then adjust a probability
distribution function in order to have a continuous function. An
example with no real data is shown in Figure 2.

Finally, we select how much of this area we want to cover by
selecting a 𝑃{X = 1|𝑎𝑐 } (x-axis). The more area we want to cover,
the higher the 𝑃{X = 1|𝑎𝑐 }, and the higher we will need to select
the 𝔐.

According to the IEC standard, if we want our risk to be remote,
we need to leave out from the area we cover an area of, e.g., 5 · 10−6.
Thus, we will use 𝑃{X = 1|𝑎𝑐 } = 5 · 10−6, leading to

1
𝔐

−𝔐 <
1

𝑡𝐴→𝐵
− 𝑡red
𝑡𝐴→𝐵 (𝑡𝐴→𝐵 + 𝑡red)

· 1
5 · 10−6

For example, if 𝑡red = 1 min and 𝑡𝐴→𝐵 = 50 min, then 𝔐 > 78.4.
It satisfies that 𝑡red + 𝑡𝐴→𝐵 < 𝔐 and that the less frequently we
want the fatal situation to occur, the higher the 𝔐 needs to be
selected.

5 RESULTS AND FUTUREWORK
An example of how to assign a value to an ethical action depending
on the risk the engineers are willing to accept has been shown.
This has been done by introducing a risk aversion factor to the
autonomous agent. This approach could be used in other situations
and could be a way to help design moral agents [8].

Since the numbers used in this paper for the final example did
not rely on any real data, the following step in this research would
be to apply the ideas presented in this paper to a real situation.
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