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Deutsche Kurzfassung
In der vorliegenden Dissertationsarbeit werden verschiedenste Themengebiete be-
handelt, die alle unter „Wellenpropagation in komplexen Umgebungen“ subsumiert
werden können.

Zunächst werden die Streutheorie in der klassischen Optik sowie die Grundla-
gen der Quantenoptik rekapituliert, bevor das Streuverhalten von quantenmecha-
nischen Lichtzuständen durch komplexe lineare klassische Medien beschrieben wird,
was rein mithilfe der klassischen Streumatrix möglich ist. Dieser Formalismus legt
den Grundstein zur wichtigsten Kerngröße der Arbeit: dem Quanten-Wigner-Smith
(QWS) Operator. Er stellt die quantenmechanische Verallgemeinerung der zuvor
bekannten klassischen generalisierten Wigner-Smith-Matrix dar. Mit dem QWS-
Operator lassen sich verallgemeinerte Kräfte (Impulsübertrag, Drehimpulsübertrag,
Druck) beschreiben, die Quantenlicht auf klassische Zielobjekte ausübt. Dabei wer-
den nicht nur die Quanteneigenschaften des Lichtes, sondern zugleich auch seine
räumliche Struktur berücksichtigt. Die einzige physikalische Größe, die man zum
Aufstellen des QWS-Operators benötigt, ist die klassische Streumatrix, die expe-
rimentell im Fernfeld messbar ist, sowie ihre Abhängigkeit vom entsprechenden
lokalen Parameter. Daraus lässt sich auf den Effekt von Quantenlicht im Nah-
feld (in der Nähe des Zielobjektes) schließen. Der entwickelte Formalismus erlaubt
es, quantenmechanische Lichtzustände zu identifizieren, die eine optimale Wirkung
(möglichst große Kraft, möglichst geringe Kraft, möglichst wenig Quantenrauschen
in der Kraft) auf das Zielobjekt haben. Befindet sich das Lichtfeld im Vakuumzu-
stand, so liefert der Formalismus auf natürliche Weise die Vakuumbeiträge zu den
Kräften, die auch als Casimir-Kräfte bekannt sind.

Eine weitere Anwendung des QWS-Operators besteht in der Quanten-Metrologie.
Für reine Zustände ist die Varianz des QWS-Operators proportional zur Quanten-
Fisher-Information (QFI), die wiederum Auskunft darüber gibt, wie präzise ein
Parameter des Streusystems (z.B. die Position eines Streuers oder seine Orien-
tierung) gemessen werden kann. Die Optimierung der QFI bestimmt — selbst in
komplexen, offenen Streusystemen — wie die räumliche Struktur und die Quanten-
freiheitsgrade des Lichtes gestaltet sein müssen, um die physikalisch bestmögliche
Messgenauigkeit zu erreichen.

Für klassisches, kohärentes Licht kann sogar ein räumlicher Fluss von Fisher-
Information definiert werden. Dieser erfüllt eine Kontinuitätsgleichung, d.h. die
Quellen und Senken der Fisher-Information sind eindeutig identifizierbar, und ab-
seits davon ist die Fisher-Information eine Erhaltungsgröße, die durch die Propaga-
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tion des Lichtes durch ein stark streuendes Medium weder verringert noch erhöht
wird.

Abseits von der Schätzung kontinuierlicher Parameter werden klassische, kohä-
rente Lichtzustände identifiziert, die mit minimaler Fehlerwahrscheinlichkeit unter-
scheiden können, in welchem von zwei möglichen Konfigurationen sich das Streu-
medium befindet. Das ermöglicht es zum Beispiel, im Streusystem eingelagerte Ele-
mente mit äußerst geringer Lichtintensität zuverlässig zu erkennen.

Darüber hinaus wird die Propagation von Ultraschallwellen durch komplexe Me-
dien (wie z.B. menschliches Gewebe) untersucht. Auf Basis theoretischer Überle-
gungen werden neue nicht-invasive Methoden vorgeschlagen, die die Identifikation
und Lokalisierung von bestimmten Strukturen (z.B. Einlagerungen) ermöglichen,
die tiefer unter der Oberfläche (Haut) liegen, als es mit bisherigen Methoden mög-
lich war. Die Prozedur wird im Rahmen von Experimenten an Modellsystemen
überprüft.

Nicht zuletzt werden Projekte im Bereich des maschinellen Lernens vorgestellt,
die der Autor dieser Dissertation im Rahmen seines Doktoratsstudiums betreut hat.
Drei der Projekte befassen sich mit Problemen, die bei der Propagation von Wel-
len in komplexen Medien auftauchen und mithilfe künstlicher neuronaler Netzwerke
zufriedenstellend gelöst werden können. In einem weiteren Projekt werden Machine-
Learning-Methoden zum bestmöglichen Schätzen von Parametern benutzt, die sich
auf klassische Objekte beziehen, die sich hinter einem stark streuenden Diffuser
befinden. Das abschließend dargestellte Projekt untersucht — inspiriert durch den
räumlichen Fisher-Informations-Fluss, der von elektromagnetischen Wellen getra-
gen wird — wie sich Information durch künstliche neuronale Netzwerke ausbreitet
und wie die dadurch gewonnenen Einsichten verwendet werden können, um solche
Netzwerke effizienter trainieren zu können.

Das vereinheitlichende Rahmenwerk, welches in der vorliegenden Dissertation
vorgestellt wird, bringt verschiedene Perspektiven in Einklang und schlägt so eine
Brücke zwischen verschiedenen Gebieten der Wellenphysik, die bisher vergleichs-
weise separat betrachtet wurden. Dazu zählen der Streumatrix-Formalismus, Wel-
lenkontrolle, Mikromanipulation, bildgebende Verfahren, Quantenoptik, Quanten-
metrologie und Vakuumphysik.
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Abstract
This dissertation deals with a wide variety of topics, all of which can be subsumed
under “wave propagation in complex environments”.

At first, the scattering theory in classical optics and the basics of quantum optics
are recapitulated before the scattering behaviour of quantum light states through
complex linear classical media is described, which requires the knowledge of only
the classical scattering matrix. This formalism lays the foundation for the essential
quantity of the work: the quantum Wigner-Smith (QWS) operator. It represents
the quantum version of the previously known classical generalized Wigner-Smith
matrix. The QWS operator can be used to describe generalized forces (momentum
transfer, angular momentum transfer, pressure) that quantum light exerts on clas-
sical target objects. Not only are the quantum properties of the light taken into
account, but at the same time also its spatial structure. The only physical quant-
ity needed to establish the QWS operator is the classical scattering matrix, which
can be measured experimentally in the far field, and its dependence on the corres-
ponding local parameter. From this, the effect of quantum light in the near field
(in the vicinity of the target object) can be inferred. The formalism developed
makes it possible to identify quantum light states that have an optimal effect (the
greatest possible force, the least possible force, the least possible quantum noise
in the force) on the target object. If the light field is in the vacuum state, the
formalism naturally provides the vacuum contributions to the forces, also known
as Casimir forces.

The QWS operator has another application in quantum metrology. For pure
states, the variance of the QWS operator is proportional to the quantum Fisher
information (QFI), which in turn provides information on how precisely a parameter
of the scattering system (e.g., the position of a scatterer or its orientation) can
be measured. The optimization of the QFI determines — even in complex, open
scattering systems — how the spatial structure and the quantum degrees of freedom
of the employed light must be designed in order to achieve the physically best
possible measurement precision.

For classical coherent light, even a spatial flow of Fisher information can be
defined. It satisfies a continuity equation, i.e., the sources and sinks of Fisher
information are uniquely identifiable. Away from the sources and sinks, Fisher
information is a conserved quantity that is neither reduced nor increased by the
propagation of light through a strongly scattering medium.

Aside from the estimation of continuous parameters, classical coherent light states
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Abstract

are identified that can distinguish with minimal error probability, which of two
possible configurations is realized by the scattering medium. This makes it possible,
for example, to reliably detect elements embedded within a scattering system with
extremely low light intensity.

Furthermore, the propagation of ultrasound waves through complex media (such
as human tissue) is investigated. Based on theoretical considerations, new non-
invasive methods are proposed that enable the identification and localization of
certain structures (e.g., deposits) that lie deeper beneath the surface (skin) than
was possible with previous methods. The procedure is tested in experiments on
model systems.

Last but not least, projects in the field of machine learning are presented, which
the author of this dissertation supervised during his doctoral studies. Three of the
projects deal with problems that arise in the propagation of waves in complex media
and can be solved satisfactorily with the help of artificial neural networks. In an-
other project, machine learning methods are used to optimally estimate parameters
related to classical objects located behind a strongly scattering diffuser. The final
project presented investigates — inspired by the spatial flow of Fisher information
carried by electromagnetic waves — how information propagates through artificial
neural networks and how the insights gained can be used to train such networks
more efficiently.

The unifying framework presented in this dissertation brings different perspect-
ives into alignment and thus builds a bridge between different areas of wave phys-
ics that were previously considered comparatively separately. These include the
scattering matrix formalism, wave control, micromanipulation, imaging techniques,
quantum optics, quantum metrology and vacuum physics.
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Introduction

Waves are an omnipresent phenomenon in the physical world we live in. This in-
cludes manifestations common in everyday life like water waves, sound and light,
but also less familiar forms like seismic1, gravitational and quantum matter waves.
A wave is a delocalized phenomenon that propagates freely through homogeneous
media and undergoes scattering in inhomogeneous media. A wave is able to super-
impose with itself, leading to intricate spatial interference patterns, especially in
disordered environments [1, 2]. At first sight, those patterns might seem random,
offering no possibility of leveraging their structure for targeted purposes. However,
research pushed the boundaries for controlling and utilizing multiple scattering of
waves in complex media.

In optics, one of the first applications going in that direction was adaptive op-
tics used for astronomical observations [3]. With the aid of a known guide star,
one can correct for distortions in the wavefront caused by turbulences in the at-
mosphere. A real milestone in the field was the insight that light can be focused
behind a strongly scattering slab without the need for a guide star, but by using
optimization techniques instead [4]. For more advanced tasks, such as the trans-
mission of images across turbid media [5], the disordered medium first needs to
be characterized by its scattering matrix which connects the in- to the outgoing
light fields [6–8]. The experimental feasibility of measuring scattering matrices of
optical systems opened up a wide range of possibilities for tailoring light states and
light-matter interactions as required [9–11]. Recently, this lead to several practical
applications like focusing light in a complex environment [12–14], trapping and lev-
itating microscopic objects with light [15–17], exerting specific optical forces and
torques onto microscopic particles [18–20], measuring physical properties of targets
by means of their interaction with light [21–23], imaging through complex media [9,
24, 25] and generating waves with special spatial structures, including particle-like
patterns [26, 27] and branched flow [28].

Apart from wavefront shaping, which is primarily concerned with the spatial
structure of light waves and their control, vast progress has also been made in the
domain of quantum optics, which deals with the quantum character of light and how
to make it exploitable in practice. Several accomplishments have been made in this
field, including cooling optically trapped particles down into their quantum ground
states [29–31], obtaining squeezed light from micromechanical resonators [32] and

1Austria shows only a moderate seismic activity.
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Introduction

tailoring the quantum parameters of light fields to achieve exceeding sensitivity
for precision measurements in laser optics [33], biological microrheology [34] and
gravitational wave detection [35], to provide a few examples. Furthermore, also the
field of imaging has benefited from the advances accomplished in quantum optics
[36–38].

The developments in these two research directions, namely classical wavefront
shaping and quantum state engineering, have, until very recently, been largely dis-
connected from each other. This separation is all the more surprising since the
areas of applications overlap significantly as can be seen from the two preceding
paragraphs. In the last decade, several works have appeared with the clear inten-
tion of bridging the gap between the exciting advances that have been made in
the respective communities. Notable results are here, e.g., the precompensation
of multiple photon scattering in complex media [39, 40], the spatial modulation of
entangled photon pairs for tailoring high-dimensional quantum entanglement [41]
and the combination of the phase sensitivity of NOON states with the orbital angu-
lar momentum of photons [42]. The controlled propagation of single-photon states
through complex media [43–45] has meanwhile also been extended to the program-
mable propagation of two-photon states through multi-mode fibers for advanced
quantum information processing [39, 46]. Further results in this vein include the
distillation of quantum images [47], the real-time shaping of entangled photons us-
ing classical light [48] and the successful unscrambling of entanglement through a
complex medium [49].

In this thesis, we identify and match concepts that are central both to wave
control in complex media and to quantum metrology. For the former, this concept
is known as the generalized Wigner-Smith matrix [14, 20], whereas for the latter,
the relevant concept is the generator of parameter translations [50, 51]. We can
thereby provide a unified picture that portrays those two aspects as two mutually
beneficial sides of a single coin. The wave front shaping community can learn
how to include the quantum parameters of light in their protocols. The quantum
metrology community, on the other hand, can transfer and apply their knowledge
to multi-mode complex scattering systems. As it turns out, the insights gained
from the combination of the spatial and the quantum degrees of freedom of light
are also useful for yet another community, namely the one dealing with vacuum
forces [52–54].

When it comes to imaging in biological specimen, employing ultrasound waves
may be preferred over optical techniques due to low equipment costs, easy port-
ability and an increased imaging depth, which, however, comes at the price of a
compromised resolution [55, 56]. Ultrasound imaging is both a well-established
approach [56–58] and an active field of research [59–61]. The scattering matrix,
concisely encoding the scattering behaviour of the object under study, turns out
to be a valuable tool not only for optical imaging, but also for ultrasound imaging
[62–64]. In this work, we present a novel imaging modality in line with this spirit of
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utilizing the measured scattering matrix. This method is inspired by a discretized
version of the previously mentioned generalized Wigner-Smith matrix. It allows
the identification and location of specific, pre-characterized targets inside inhomo-
geneous samples. Special beamshaping is not required since the image is computed
in post-progressing.

Due to its deterministic complexity, wave propagation in disordered media is pre-
destined to be treated with machine learning methods. Deep learning has success-
fully been employed for wavefront shaping [65], optical imaging [66–69], ultrasound
imaging [70, 71], three-dimensional localization microscopy [72, 73] and the inverse
design of nanophotonic structures [74–77]. Conversely, the propagation of light has
been utilized to implement high-speed, energy-efficient optical neural networks as
opposed to electronic-based hardware [78–80]. The vital nonlinearities in optical
neural networks can be realized, e.g., by programmable electro-optic architectures
[81], integrated Kerr microcomb sources [82] or multiple scattering in a reverber-
ating cavity [83]. Methods for training optical neural networks in situ have also
been devised [84–86]. In the corresponding chapter of this thesis, we put our fo-
cus mainly on the usage of artificial neural networks to solve problems appearing in
wave scattering. In addition, we will also study the inner workings of such networks
with tools inspired by wave propagation in disordered media.

It is evident that the various research topics mentioned above are closely inter-
connected. This dissertation aims to make a contribution to the mutually enriching
network of these areas.

This thesis is organized as follows: Chapter 1 summarizes the scattering of clas-
sical and quantum light through linear media. In Sec. 1.1, classical scattering in
a waveguide, the system of choice, is explained and the classical scattering matrix
is introduced. After portraying the fundamentals of quantum optics and the used
quantum states of light in Sec. 1.2, it is shown in Sec. 1.3 how such quantum states
of light scatter through linear media.

Chapter 2 deals with micromanipulation. After describing the known case of
classical light in Sec. 2.1, the case of quantum light is elaborated in Sec. 2.2, where
also a key quantity of this thesis, namely the quantum Wigner-Smith operator, is
introduced. In Sec. 2.3, the vacuum contributions to the optical forces are con-
sidered.

Chapter 3 covers all contributions related to metrology. After explaining the
notions of classical Fisher information and quantum Fisher information in Secs.
3.1 and 3.2, optical metrology for unitary and subunitary systems is discussed in
Secs. 3.3 and 3.4, respectively. For classical states of light, the spatial propagation
of Fisher information is formulated in Sec. 3.5. In Sec. 3.6, classical states that
perform optimally in binary decision problems are identified.

Chapter 4 deals with imaging methods based on the reflection matrix of the
system under study. Confocal imaging, an established procedure, is formulated
using the reflection matrix in Sec. 4.1. A novel target-specific matrix imaging
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method is explained in Sec. 4.2.
Chapter 5 encompasses the projects related to machine learning. The author of

this thesis supervised diverse student projects using artificial neural networks to
solve problems in wave scattering. These projects are outlined in Secs. 5.1, 5.2 and
5.3. In Sec. 5.4, we demonstrate that artificial neural networks can serve as nearly
efficient estimators when estimating the position of a target from a single speckle
image that emerges behind a dynamically changing scattering layer. In Sec. 5.5,
we take up the idea of spatial Fisher information flow and transfer it to artificial
neural networks.

The conclusion provides a wrap-up of the different topics and projects covered
by this thesis. The appendices A–G contain technical details.
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Chapter 1

Scattering Theory

1.1 Scattering in Classical Optics

We start out by reviewing how the scattering of light can be formalized in classical
optics. By “classical” light we mean — in the language of quantum optics — coher-
ent states of light (see Subsec. 1.2.2). If there are N ∈ N channels for propagation
(throughout this thesis, we use the words “channel” and “mode” interchangeably),
then classical light can be described by N coherent amplitudes αm ∈ C, one for
each channel, or — more conveniently — by the vector α ∈ CN . The energy flux
of the coherent state α is given by ∥α∥2. In an experiment, a detector typically
measures the number of photons hitting the camera surface, which corresponds to
the integrated energy flux [10]. For this reason we will call ∥α∥2 the intensity of
the coherent state α.

1.1.1 Classical Scattering Matrix

In general, we describe the scattering of light in the following framework: We
distinguish the far field from the near field, see also Fig. 1.1. The objects that govern
the non-trivial propagation of the wave and thus determine the scattering process
are located in the near field. The far field, on the other hand, is characterized
by free space propagation. The far field is chosen sufficiently far away from the
scattering region such that all evanescent waves have vanished. In experiments,
light sources and detectors are usually placed in the far field. If the far field carries
N propagating modes (in both directions: into and out of the system), a coherent
wavefront that is injected into the system is described by the vector of coherent
amplitudes αin ∈ CN . Likewise, the light that exits the system is described by the
vector αout ∈ CN .

The system is said to be linearly scattering if the media that the objects are made
of have linear constitutive equations P (ω) = ε0χe (ω)E (ω), where ω is angular fre-
quency, P (ω) is the dielectric polarization density, χe (ω) the electric susceptibility
tensor of the medium and E (ω) the electric field [87]. Many “ordinary” optical
elements are linear, e.g., mirrors, lenses, prisms, gratings, cavities, optical fibers
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Chapter 1 Scattering Theory

or common quantum logic gates like cNOT, the Hadamard gate and the Toffoli
gate [88]. The optical Kerr effect, optical phase conjugation and frequency mix-
ing (e.g., harmonic generation and spontaneous parametric down-conversion) are
typical examples for nonlinearities [89]. Nonlinear effects occur only at high intens-
ities, when the electric field becomes comparable to the atomic electric field strength
e/ (4πε0a

2
0) ≈ 5 · 1011 V/m [89]. A linear scattering system is fully characterized

by the frequency-dependent, so-called (classical) scattering matrix S (ω) ∈ CN×N ,
which maps incoming monochromatic states of light αin (ω) to the corresponding
output states αout (ω) [10]:

αout (ω) = S (ω)αin (ω) . (1.1)

In absence of loss and gain, the scattering matrix is unitary and the output intensity
equals the input intensity:

S† (ω)S (ω) = 1 =⇒   αout (ω)
  2

=
  αin (ω)

  2
. (1.2)

Another fundamental property of scattering matrices is established in case of re-
ciprocity [10]: The amplitude Sm′,m (ω) for propagating from the incoming mode
m to the outgoing mode m′ is the same as the amplitude Sm,m′ (ω) for the reverse
process. This implies that the scattering matrix is symmetric:

S⊤ (ω) = S (ω) . (1.3)

Reciprocity is typically broken in presence of nonlinearities, time-varying media or
magnetic fields. Usually, time-reversal symmetry is a sufficient, but not a necessary
condition for reciprocity. For instance, an absorptive medium clearly violates time-
reversal symmetry, but it may still be reciprocal. But there are also instances of
metamaterials that are time-reversal symmetric but not reciprocal [90].

Standard sources of coherent light are lasers. Forming a specific input state
αin (ω) is called “wavefront shaping”. This is achieved by employing tools like spatial
light modulators, digital micromirror devices or deformable mirrors in combination
with lenses [4, 9, 11, 13, 91–93]. Conventional detectors are charge-coupled device
cameras. Homodyne detection provides a scheme to measure both the amplitude
and the phase of an optical light field [94] (see also last paragraph of Subsec. 1.2.4).

1.1.2 Electromagnetic Waveguide

In the following, we present and discuss a physical setup, which will appear as
an example at times throughout the rest of this thesis. We consider an infinite
metallic waveguide along the x-axis with cross-section Wy ×Wz, see Fig. 1.1. The
interior is filled with an isotropic, time- and z-independent medium described by
the scalar electric susceptibility χe (ω; x, y). We assume a vanishing magnetic sus-
ceptibility χm = 0, such that the refractive index landscape is given by n (ω; x, y) =

6



1.1 Scattering in Classical Optics

Figure 1.1: Electromagnetic waveguide (grey) with rectangular cross-section Wy ×Wz,
extending along the x-axis. A section of the front side wall and the top plate are not shown
to reveal a view of the interior. Scatterers (red) with different shapes and refractive indices
constitute a scattering landscape inside the waveguide. The near field (green) covers the
spatial area where the scatterers are located. Its borders are defined as x = 0 and x = L.
The region outside the near field is called the far field (blue). The transverse profiles of the
first three electromagnetic waveguide modes in y-direction, ψ1, ψ2 and ψ3, are indicated
in turquoise, blue and purple, respectively.

�
1 + χe (ω; x, y). Apart from this, there are no free charges or currents. For

monochromatic waves E (r, t) = E (ω; r) e−iωt with frequency ω and wavenumber
k = ω/c, Maxwell’s equations lead to the vector Helmholtz equation

∇× (∇× E (ω; r))− k2n2 (ω; x, y)E (ω; r) = 0. (1.4)

In an empty waveguide with n (ω; x, y) = 1, the well-known TE and TM modes
form a complete set of solutions [87]. We demand that the waveguide is so narrow
in the z-direction that only TEmy ,mz modes with mz = 0 can propagate. This is
the case whenever Wz < π/k. In the following, we write W ≡ Wy and m ≡ my.
The TEm,0 modes are independent of the z coordinate and they are polarized in
the z-direction,

E (ω; r) =: ψ (ω; x, y) ez. (1.5)

We make use of
∇× (∇× E) = ∇ (∇ · E)−∆E (1.6)

and

∇·D = 0 =⇒ ∇·E = ∇·�ε−1
0 n−2D

�
= ε−1

0

�∇n−2
�·D = n2

�∇n−2
�·E = 0, (1.7)

where in the last step we used the fact that n is independent of z and E is parallel
to ez. With this we arrive at the scalar two-dimensional Helmholtz equation�

∂2
x + ∂2

y + k2n2 (ω; x, y)
�
ψ (ω; x, y) = 0 (1.8)
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Chapter 1 Scattering Theory

W
kxm

kym
k

κm

Figure 1.2: An empty waveguide of width W that is fed with electromagnetic waves
with the wavenumber k can support ⌊kW/π⌋ open modes for each direction of propaga-
tion. Each open mode m has an associated wave vector (kxm, kym) with evenly spaced
kym = mπ/W and kxm = (k2 − (kym)2)1/2. The corresponding angle κm = arcsin (kym/k)
determines the inclination of the associated classical trajectory.

with the boundary conditions

ψ (ω; x, 0) = 0, (1.9)
ψ (ω; x,W ) = 0. (1.10)

In the far field, where n (ω; x, y) = 1, the waveguide modes are given by

ψ±
m (ω; x, y) =

�
2

W
sin

	mπy

W

� e±ikxmx�
kx
m

, (1.11)

where the sign ± indicates the direction of travel (+ for propagation in x direction,
− against x) and

kx
m =

�
k2 − m2π2

W 2
(1.12)

is the wavenumber in the direction of propagation. The mode m is called “open”,
“propagating” or “flux-carrying” when kx

m is real, i.e., m < kW/π. The mode m
is called “evanescent” when kx

m is imaginary, i.e., m > kW/π. Such modes decay
exponentially fast and are not able to propagate into the far field. For a given
frequency ω = ck and waveguide width W , there are N ′ := ⌊ωW/πc⌋ open modes
for each direction of propagation. Each open mode m can be identified with a
classical trajectory tilted at an angle κm = arcsin(mπ/kW ), see Fig. 1.2.

In the near field, the scattering medium with n (ω; x, y) ̸= 1 should lie within
x ∈ [0, L]. The two lines x = 0 and x = L mark the transition from the near field
to the far field and serve as references for the scattering matrix (i.e., the numerical
entries of S will depend on the choice of L). In the far field, a general solution of
Eqs. (1.8), (1.9) and (1.10) can be decomposed according to

ψ (ω; x ≤ 0, y) =
N ′�

m=1

α+
l,m (ω)ψ+

m (ω; x, y) +
N ′�

m=1

α−
l,m (ω)ψ−

m (ω; x, y) , (1.13)

8



1.1 Scattering in Classical Optics

ψ (ω; x ≥ L, y) =
N ′�

m=1

α+
r,m (ω)ψ+

m (ω; x− L, y)

+
N ′�

m=1

α−
r,m (ω)ψ−

m (ω; x− L, y) . (1.14)

The input and output amplitudes are collected in the vectors

αin (ω) =



α+

l (ω)
α−

r (ω)

�
, αout (ω) =



α−

l (ω)
α+

r (ω)

�
, (1.15)

respectively. In total, there are N = 2N ′ input and output modes. The scattering
matrix S (ω) is defined through Eq. (1.1). The factor 1/

�
kx
m in Eq. (1.11) is

necessary in order for the modes ψ±
m to be normalized w.r.t. the longitudinal flux

[10]. The scattering matrix S (ω) is unitary only with this normalization.
The scattering matrix can be determined column-wise: We successively inject

the modes α+
l,m (ω) and α−

r,m (ω) into the system and calculate (or measure) the
emerging field at the reference lines x = 0 and x = L. Since the transverse mode
profiles

ψm (y) =

�
2

W
sin

	mπy

W

�
(1.16)

are orthonormal, ˆ W

0

ψ∗
m (y)ψm′ (y) dy = δm,m′ , (1.17)

the outgoing amplitudes can be found via�
kx
m

ˆ W

0

ψ∗
m (y)ψ (ω; 0, y) dy = α+

l,m (ω) + α−
l,m (ω) , (1.18)

�
kx
m

ˆ W

0

ψ∗
m (y)ψ (ω;L, y) dy = α+

r,m (ω) + α−
r,m (ω) . (1.19)

By setting only the mth component of αin (ω) =
�
α+

l (ω) ,α−
r (ω)

�⊤ equal to one
and all the other ones to zero, we can identify the corresponding output vector
αout (ω) =

�
α−

l (ω) ,α+
r (ω)

�⊤ as the mth column of S (ω). Note that the transverse
profiles of the evanescent modes are orthogonal to the transverse profiles of all
the propagating modes. Therefore, the contribution of the evanescent modes are
automatically dropped in Eqs. (1.18) and (1.19). This means that L does not have
to be so large that all evanescent modes have become negligible at x = L.

Due to the specific geometry of the waveguide, having a lead to the left of the
scattering medium and another one to the right of it, one often separates the
scattering matrix into four N ′ ×N ′ blocks:

S (ω) =



R (ω) T′ (ω)
T (ω) R′ (ω)

�
. (1.20)
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Chapter 1 Scattering Theory

R(′) (ω) is called the reflection matrix from left to left (from right to right) and
T(′) (ω) is called the transmission matrix from left to right (from right to left).

A completely empty waveguide has vanishing reflection matrices and diagonal
transmission matrices with

Tm,m (ω) = T ′
m,m (ω) = eik

x
mL. (1.21)

When the waveguide is not empty, we solve the Helmholtz equation (1.8) nu-
merically using a finite element method. As opposed to finite difference methods,
this allows for the modelling of arbitrary geometrical shapes and adaptive mesh
refinement depending on the local refractive index, which determines the local
wavelength. The author employed the software “NGSolve” [95], to which Mat-
thias Kühmayer programmed a handy frontend that is customized for application
to the Helmholtz equation [96].

Experimentally, the optical transmission matrix has been measured in “open”
environments (i.e., without a waveguide) [6–8]. In optical fibers, one can measure
the full scattering matrix [97].

In the following, we explain the physical setup that we will consider in all nu-
merical examples appearing throughout the rest of this thesis. We deliberately
choose a generic setup to demonstrate the generality of the presented concepts,
see also Fig. 1.3(a). The system under study consists of a waveguide of width W
as described above. A target scatterer in the shape of a square with side length
W/10 is placed at the center of the waveguide. The target is metallic, which means
that we impose homogeneous Dirichlet boundary conditions along its border. The
target is surrounded by 20 randomly placed circular scatterers with radius W/20,
providing a complex scattering environment. The refractive index of those scatter-
ers is chosen as 1.44. We numerically calculate the scattering matrix of this system
for the wavenumber k = 20.5π/W such that N ′ = 20 modes are open for each
direction of propagation, i.e., there are N = 40 open modes in total. Figure 1.3(b)
shows the absolute values of the entries of the scattering matrix. The symmetry
of the scattering matrix (see Eq. (1.3)) is evident. The fact that the entries of
the matrix seem to be random and far from a diagonal structure as in the case
of an empty waveguide, see Fig. 1.3(c), is a hallmark for complex scattering. The
total reflectance of the system amounts to tr

�
R†R

�
/N ′ ≈ 0.514, whereas the total

transmittance is given by tr
�
T†T

�
/N ′ ≈ 0.486.

1.2 Fundamentals of Quantum Optics
In Subsec. 1.2.1, we outline the basic ideas and the most relevant results for the
quantization of the electromagnetic field. For a more in-depth treatment, the reader
is referred to Ref. [98]. After presenting multi-mode Gaussian and photon number
states in Subsecs. 1.2.2, 1.2.3 and 1.2.4, we discuss the scattering behaviour of those

10



1.2 Fundamentals of Quantum Optics

(a) Geometrical configuration

W

(b) Scattering matrix of full system

10 20 30 40

10

20

30

40

m′

m

!!Sm,m′
!!

0

0.2

0.4

0.6

(c) Scattering matrix of empty waveguide

10 20 30 40

10

20

30

40

m′

m

!!Sm,m′
!!

0

0.2

0.4

0.6

0.8

1

Figure 1.3: Physical setup of the generically chosen system. (a) A metallic target (red
square) is placed inside a waveguide of width W . The target is surrounded by randomly
placed circular scatterers (orange) with refractive index n = 1.44. (b) The plot shows
the absolute values of the entries of the numerically calculated scattering matrix for the
wavenumber k = 20.5π/W , where N = 40 waveguide modes are open. The symmetry
(see Eq. (1.3)) of the matrix is apparent. The seemingly random distribution of values in
the matrix indicates complex scattering. (c) For comparison, the scattering matrix of the
empty waveguide is shown.

quantum states of light in Sec. 1.3. Reference [99] gives an excellent overview over
multi-mode quantum optics.

1.2.1 Quantization of the Electromagnetic Field

The classical magnetic vector potential A is usually decomposed in a suitable basis
of monochromatic modes Am with respective frequencies ωm:

A (r, t) =
�̂

m

�
amAm (r) e−iωmt + a∗mA

∗
m (r) eiωmt

�
. (1.22)

11



Chapter 1 Scattering Theory

The so-called “second quantization” or “canonical quantization” consists in replacing
the coefficients am by the annihilation operators âm of the respective modes:

Â (r, t) =
�̂

m

�
âmAm (r) e−iωmt + â†mA

∗
m (r) eiωmt

�
. (1.23)

The Hermitian conjugates â†m of the annihilation operators are called “creation
operators”. The annihilation and creation operators fulfil the bosonic commutation
relations �

âm, â
†
m′

�
= δm,m′ , [âm, âm′ ] = 0,

�
â†m, â

†
m′

�
= 0. (1.24)

Physically speaking, the annihilation and creation operators destroy and create
single quanta of light, i.e. photons, respectively, as will be discussed below in Subsec.
1.2.4. We denote the column vector consisting of the annihilation operators by

[â] :=

�â1
â2
...

� (1.25)

and likewise
�
â†
�

for the creation operators. The observables

n̂m := â†mâm, (1.26)

n̂ :=
�̂

m

n̂m (1.27)

measure the number of photons in mode m and the total number of photons,
respectively. The Hamiltonian of the electromagnetic field turns out to be

ĤEM =
�̂

m

ℏωm



n̂m +

1

2

�
. (1.28)

This means that the quantized electromagnetic field can be pictured as a collection
of independent harmonic oscillators, one for each mode. Similar to the position
and momentum of a harmonic oscillator, the so-called “quadratures” of mode m are
introduced as

q̂m :=
1√
2

�
âm + â†m

�
, (1.29)

p̂m :=
−i√
2

�
âm − â†m

�
. (1.30)

A rotation in the phase space spanned by q̂m and p̂m yields the rotated quadratures
(also often called just “quadratures”)

q̂m (φ) := cos (φ) q̂m + sin (φ) p̂m =
1√
2

�
e−iφâm + eiφâ†m

�
, (1.31)
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1.2 Fundamentals of Quantum Optics

p̂m (φ) := − sin (φ) q̂m + cos (φ) p̂m =
−i√
2

�
e−iφâm − eiφâ†m

�
. (1.32)

Correspondingly, multi-mode light can take the same quantum states as a multi-
dimensional harmonic oscillator. Below, we discuss a physically relevant selection of
such quantum states of light with N modes. To make it clear that the representation
is rooted in the “standard” modes (e.g., the waveguide modes (1.11)), we use the
superscript M in the notation. Later on, we will use other representations as well.

1.2.2 Coherent States

Coherent states |α⟩M are parameterized by a vector of coherent amplitudes α ∈
CN . Introducing the unitary displacement operator (the index “a” indicates that
the operators âm and â†m are used)

D̂a (α) := exp
�
α⊤ �

â†
�−α† [â]

�
, (1.33)

the coherent state |α⟩M is created from the vacuum state |0⟩ via displacement, see
also Fig. 1.4(a):

|α⟩M := D̂a (α) |0⟩ . (1.34)

Coherent states are eigenstates of the annihilation operators,

âm |α⟩M = αm |α⟩M , (1.35)

and they have mean photon numbers

⟨α|n̂m|α⟩M M = |αm|2 , (1.36)
⟨α|n̂|α⟩M M = ∥α∥2 . (1.37)

Coherent states are considered the “most classical” states of quantum light since
they exhibit equal minimum uncertainty (i.e. variance) in all quadratures:

∀m ∈ {0, . . . , N} ∀φ ∈ [0, 2π) : V|α⟩M [q̂m (φ)] =
1

2
. (1.38)

In the experiment, lasers serve as sources of coherent states of light, as discussed
in Subsec. 1.1.1.

1.2.3 Squeezed States

Squeezed states |α,Z⟩M are parameterized by a vector of coherent amplitudes
α ∈ CN and a symmetric squeezing matrix Z ∈ CN×N [100]. Introducing the
unitary squeezing operator (note the different sign convention in Ref. [100])

Ŝa (Z) := exp



1

2

	
[â]⊤ Z∗ [â]− �

â†
�⊤

Z
�
â†
���

, (1.39)
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Chapter 1 Scattering Theory

(a) Coherent state

q

p

|0⟩

D̂ (α) q

p

√
2α

|α⟩

(b) Squeezed state

q

p

|0⟩

Ŝ
�
reiφ

� q

p

e−r

e+r

φ/2

|0, reiφ⟩

D̂ (α) q

p

√
2α

|α, reiφ⟩

Figure 1.4: Phase space representation of single-mode Gaussian states of light. The grey
circles and ellipses represent contour sections of the Wigner functions. (a) A coherent
state |α⟩ is created from the vacuum state |0⟩ by applying the displacement operator
D̂ (α). (b) A squeezed state |α, z⟩ with z = reiφ is created from the vacuum state |0⟩
by first applying the squeezing operator Ŝ (z) and then the displacement operator D̂ (α).
Here, the squeezing parameters are chosen as r = 0.8 and φ = 60◦ = π/3.

the squeezed state |α,Z⟩M is obtained from the vacuum state by squeezing it by
Z first and then displacing it by α, see also Fig. 1.4(b):

|α,Z⟩M := D̂a (α) Ŝa (Z) |0⟩ . (1.40)

The Wigner function of a squeezed state is a Gaussian [98]. For this reason, squeezed
states (including coherent states) are also often called “Gaussian states”.

We now discuss a specific decomposition of the squeezing matrix Z which will
be useful in later calculations. This decomposition is the counterpart to the polar
representation of a scalar complex number, z = reiφ, and is thus called “polar
decomposition”: Any finite-dimensional square matrix can be decomposed into a
product of a Hermitian and a unitary matrix [100]:

Z = ReiΦ. (1.41)
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1.2 Fundamentals of Quantum Optics

Both matrices R and Φ are Hermitian with the properties2 R ⪰ 0, R ≻ 0 ⇐⇒
det (Z) ̸= 0, and 0 ⪯ Φ ≺ 2π1. R is always unique, but Φ is unique iff det (Z) ̸= 0.
The polar decomposition can be obtained from the singular value decomposition
Z = UΣV† as R = UΣU† and eiΦ = UV†.

In App. A we show that the mean photon numbers of a squeezed state are

⟨α,Z|n̂m|α,Z⟩M M = |αm|2 +
�
sinh2 (R)

�
m,m

, (1.42)

⟨α,Z|n̂|α,Z⟩M M = ∥α∥2 + tr
�
sinh2 (R)

�
, (1.43)

where sinh2 is to be applied as a proper matrix function.
If the squeezing matrix is diagonal, Z = diag (ζ1, . . . , ζN) with ζm = rme

iφm , the
squeezed state factorizes into a product of single-mode squeezed states. In phase
space, the physical interpretation of the parameters rm and φm/2 is squeezing
strength and squeezing angle, respectively, see also Fig. 1.4(b). The squeezing
strength determines the uncertainties in the rotated quadratures (for a derivation
see App. A):

V|α,Z⟩M [q̂m (φm/2)] =
e−2rm

2
, (1.44)

V|α,Z⟩M [p̂m (φm/2)] =
e2rm

2
. (1.45)

The squeezing strength is often stated in units of decibel. A value of r corresponds
to 20

ln(10)
r dB ≈ 8.686r dB. The highest squeezing strength currently accomplished

experimentally is 15 dB or r ≈ 1.73 [101].
There are many ways of generating single-mode squeezing [102–104]. Single-

mode squeezed light can be reshaped into different spatial modes using deformable
mirrors in combination with lenses [105] or spatial light modulators [106, 107]. The
preparation of a product of single-mode squeezed states is demonstrated in Ref.
[108]. Such product states can be converted to general multi-mode squeezed states
by virtue of linear optical networks [99, 109], see also Sec. 1.3. Arbitrary linear
optical networks can be realized by suitable combinations of finitely many simple
optical elements [91, 110, 111]. Multiple four-wave mixing processes provide a more
direct way of producing multi-mode squeezed states [112].

1.2.4 Fock States and Photon Number States

Fock states |n⟩M are parameterized by a vector of photon numbers n ∈ NN
0 . They

are created from the vacuum state by repeated application of the creation operators:

|n⟩M :=
1

Cn

N�
m=1

�
â†m

�nm |0⟩ , (1.46)

2For Hermitian matrices A,B we denote A ≻ B if A − B is positive definite and A ⪰ B if
A−B is positive semidefinite. The symbols ≺ and ⪯ are defined likewise.
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Chapter 1 Scattering Theory

where we defined the combinatorial factor

Cn :=

���� N�
m=1

nm!. (1.47)

Fock states are eigenstates of the photon number operators, i.e., they contain a
well-defined number of photons in each mode:

n̂m |n⟩M = nm |n⟩M , (1.48)

n̂ |n⟩M =
N�

m=1

nm |n⟩M . (1.49)

The application of âm or â†m destroys or creates a photon in mode m, respectively:

âm |n⟩M =
√
nm |n− em⟩M , (1.50)

â†m |n⟩M =
√
nm + 1 |n+ em⟩M . (1.51)

Here, em denotes the mth unit vector. There is a wide range of possibilities to
prepare single-photon Fock states [113]. Fock states with two photons can be
generated in high-Q cavities [114]. While it is still possible to produce three-photon
Fock states [115], there are proposals for schemes that yield larger Fock states with
up to 100 photons [116–118].

Mathematically, Fock states form an orthonormal basis of the Hilbert space of
N -mode quantum states:

⟨n|n′⟩M M
= δn,n′ , (1.52)�

n∈NN
0

|n⟩M ⟨n|M = 1̂. (1.53)

The subspace spanned by the Fock states with the same total photon number n is
the space of so-called “photon number states” (with n photons). In general, such
states exhibit an entanglement between the different spatial modes. A basis for this
subspace is given by the set

FN
n :=

$
n ∈ NN

0 :
N�

m=1

nm = n

&
. (1.54)

To each of the n photons we have to assign a mode m ∈ {1, . . . , N}. There are�
N+n−1

n

�
possible ways of drawing n times from the set {1, . . . , N} with repetition,

therefore the dimensionality of the space of photon number states is!!FN
n

!! = 

N + n− 1

n

�
. (1.55)
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1.3 Scattering in Quantum Optics

Any photon number state is parameterized by its coefficient vector ψ ∈ C(
N+n−1

n ):

|ψ⟩M =
�

n∈FN
n

⟨n|ψ⟩M M |n⟩M =:
�

n∈FN
n

ψn |n⟩M . (1.56)

In the experiment, the spatial waveform of entangled photon pairs can be shaped
by applying wavefront shaping to the pump beam [48, 119, 120]. The spatial coher-
ence of the pump beam influences the degree of correlations between the entangled
photons [121, 122].

We finish this section by shortly reviewing means to measure Gaussian and
photon number states. Quantum state tomography is a method to reconstruct the
Wigner function (a unique representation) of a quantum state from measurements
on the rotated quadratures [94, 98, 123, 124]. The latter are typically measured in
a homodyne detection scheme [104, 125, 126]. Further measurement schemes are
described in Refs. [99, 113].

1.3 Scattering in Quantum Optics

Analogously to Eq. (1.1), which describes unitary classical scattering, we declare a
unitary quantum scattering process to be defined by a unitary operator Û mapping
pure input states to pure output states:

|ψout⟩ = Û |ψin⟩ . (1.57)

This operator Û is determined by the input-output relation of the mode operators
âm and â†m. We assume a linear input-output relation, allowing for annihilation
operators to be transformed into creation operators and vice versa. This includes
active linear elements like phase conjugation mirrors or parametric amplifiers, as
well as all passive linear elements as discussed in Subsec. 1.1.1 [127, 128]. For op-
tomechanical and micromechanical systems which do not satisfy this condition, our
framework is restricted to the linear regime (as realized, e.g., for sufficiently low
intensities). This kind of transformation is also known as a Bogoliubov transform-
ation: �

Û †âÛ
�
= A [â] +B

�
â†
�
. (1.58)

The physical meaning of the matrices A and B is explained below. The conditions

AA† −BB† = 1, (1.59)
AB⊤ = BA⊤, (1.60)

ensure that the transformed operators still fulfil the commutation relations (1.24).
In terms of the transformation matrices A and B, the unitary operator Û is given
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Chapter 1 Scattering Theory

as [127, 128]

Û = exp



1

2

	�
â†
�⊤

[â]⊤
�


1 0
0 −1

�
ln



A B
B∗ A∗

�

[â]�
â†
��� . (1.61)

In the case where there are no active elements, annihilation operators of modes with
frequency ωm = ω are mapped to annihilation operators with the same frequency
only. This means that we can treat each frequency ω individually, which is why in
the following we omit to explicitly write the ω-dependence. Furthermore, B = 0
and A can be identified with the classical scattering matrix S, which will be justified
below, see Eq. (1.65). (For active linear elements, B ̸= 0 and the transformation Û
needs to be described by a squeezing matrix on top of the scattering matrix, and
those two matrices need to be combined in a specific way to obtain A and B [100].)
Using the unitarity of S and the commutator relations (1.24), we obtain

Û =
�

det (S) exp
	�

â†
�⊤

ln (S) [â]
�
. (1.62)

Apart from the global phase factor
�

det (S), this corresponds to what is called a
“rotation operator” in Ref. [100]. Here, it is immediately clear that the quantum
operator Û is uniquely specified by the classical scattering matrix S. In general,
the task of determining a quantum unitary gate by probing it with different (often
coherent) states is called “quantum process tomography” [97, 129–131].

A first important observation is that such a quantum process does not change
the total photon number, i.e., n̂Û = Û n̂. This can be shown by using Eqs. (1.26),
(1.27), (1.58) and (1.59):

Û †n̂Û = Û † �â†�⊤ [â] Û =
�
Û †â†Û

�⊤ �
Û †âÛ

�
=

�
S∗ �â†��⊤ S [â]

=
�
â†
�⊤

S†S [â] =
�
â†
�⊤

[â] = n̂. (1.63)

According to Ref. [100], the scattering behaviour of a Gaussian state is given by

Û |α,Z⟩M =
�
det (S) |Sα,SZS⊤⟩M . (1.64)

Coherent states are transformed according to the classical scattering matrix:

Û |α⟩M =
�
det (S) |Sα⟩M . (1.65)

As mentioned in Subsec. 1.2.3, the transformation (1.64) can be used to pro-
duce an arbitrary multi-mode squeezed state |α,Z⟩M from a product consisting of
single-mode squeezed states. Such a product state is characterized by a diagonal
squeezing matrix. Considering the so-called Takagi factorization Z = UΣU⊤, a
special singular value decomposition for symmetric matrices [132, 133], we see that
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1.3 Scattering in Quantum Optics

the product state det (U)−1/2 |U†α,Σ⟩M gets mapped to |α,Z⟩M after propaga-
tion through a linear optical network with classical scattering matrix U [91, 110,
111].

Since the scattering operator Û commutes with the total photon number operator
n̂, photon number states with n photons get scattered into photon number states
with the same number of photons. Therefore, in the Fock basis the quantum unitary
Û has block structure and we can deal with the scattering behaviour of photon
number states separately, according to n. Introducing the n-photon scattering
matrix S(n) ∈ C(

N+n−1
n )×(N+n−1

n ) with elements

∀n,n′ ∈ FN
n : S

(n)
n,n′ :=

1�
det (S)

⟨n|Û |n′⟩M M
, (1.66)

the scattering of the photon number state |ψ⟩M is straightforwardly described as

Û |ψ⟩M =
�

det (S)
�

n,n′∈FN
n

|n⟩M S
(n)
n,n′ψn′ =

�
det (S) |S(n)ψ⟩M . (1.67)

The unitarity of S(n) follows from the unitarity of Û :	�
S(n)

�†
S(n)

�
n,n′

=
�

n′′∈FN
n

S
(n)∗
n′′,nS

(n)
n′′,n′ =

�
n′′∈FN

n

⟨n|Û †|n′′⟩M M ⟨n′′|Û |n′⟩M M

= ⟨n|Û †Û |n′⟩M M
= δn,n′ . (1.68)

The n-photon scattering matrix is expressible in terms of the classical scattering
matrix S [134, 135]:

S
(n)
n,n′ =

1

CnCn′
perm

� S111n1×n′
1

. . . S1N1n1×n′
N... . . . ...

SN11nN×n′
1

. . . SNN1nN×n′
N

� , (1.69)

where 1n×n′ is the constant n × n′ matrix with all entries equal to 1. In order to
explicitly expand this permanent, we decompose any “photon occupation vector”
n ∈ FN

n into its n “single occupation contributions” nk ∈ FN
1 :

n =
n�

k=1

nk. (1.70)

The general convention used in this thesis is that the “single occupation contri-
butions” are indicated by an index k or l (potentially with additional primes ′)
attached to the vector symbol of the full “photon occupation vector”. This de-
composition is not unique, but this is irrelevant since in the following expressions
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there will always be a symmetrization over k and l. Additionally, we introduce the
notation Snk,n

′
l
≡ Sm,m′ for nk = em and n′

l = em′ , i.e., we use the “photon occu-
pation vector” as an index instead of the mode number. Now we can expand the
permanent in Eq. (1.69) as a sum over the set Sn of all permutations of n-tuples:

S
(n)
n,n′ =

1

CnCn′

�
σ∈Sn

n�
k=1

Snk,n
′
σ(k)

. (1.71)

The single-photon scattering matrix coincides with the classical scattering mat-
rix: For n ∈ FN

1 we find Cn = 1 and thus S(1) = S. Yet, the scattering of
coherent states is physically different from the scattering of single-photon states.
In the former case, the scattering matrix acts on the space of coherent amplitudes
α ∈ CN , whereas in the latter case, the scattering matrix acts on the space of
normalized coefficient vectors ψ ∈ CN .
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Chapter 2

Micromanipulation

2.1 Classical Optical Micromanipulation

The development of optical tweezers [136–139] triggered a whole research area con-
cerned with manipulating, pushing, trapping or cooling small particles with light.
The fields of application range from physics to biology and medicine [19, 140–
145]. Micromanipulation of targets located behind or within a complex scattering
medium is a challenging task, which can be tackled using the wavefront shaping
techniques mentioned in Subsec. 1.1.1 [16, 18, 20, 146].

In the remaining section, we especially focus on the approach developed in Refs.
[14, 20] using the so-called generalized Wigner-Smith matrix. The discussion in
this chapter is largely based on Ref. [147], where the analytical and numerical
calculations were carried out by the author of this thesis, the project was proposed
by Stefan Rotter and Ulf Leonhardt and the manuscript was written by the author
of this thesis with input from Ulf Leonhardt, Stefan Rotter and Dorian Bouchet.

As was first shown in the pioneering work by Eisenbud, Wigner and Smith [148–
150], the scattering matrix provides unique access to the time spent by waves in
the scattering process through the Wigner-Smith time delay matrix,

Qω := −iS†∂ωS, (2.1)

involving the frequency derivative of the scattering matrix. The so-called “proper
delay times” are defined as the eigenvalues of this Hermitian matrix [151, 152] and
the corresponding eigenstates, also known as “principal modes” [153], are the input
vectors for the scattering states associated with these well-defined delay times. For
instance, in an empty waveguide (see Eq. (1.21)) the Wigner-Smith time delay
matrix is diagonal, (Qω)m,m = (L/c)(k/kx

m), which means that the principal modes
are given by the standard waveguide modes (1.11) and the proper delay times are
the ballistic times of the corresponding classical trajectories, see Fig. 1.2.

It turns out that the Wigner-Smith time delay matrix can be generalized to
involve, instead of the frequency derivative, a derivative with respect to any other
parameter θ that the scattering matrix depends on. The generalized Wigner-Smith
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(GWS) matrix3, defined as
Qθ := −iS†∂θS, (2.2)

is a Hermitian matrix if S is unitary:

∂θ
�
S†S

�
= (∂θS)

† S+ S†∂θS = 0 =⇒ Q†
θ = i (∂θS)

† S = −iS†∂θS = Qθ. (2.3)

Instead of the time delay — as the conjugate quantity to frequency — the GWS
matrix provides access to the physical observable associated with the conjugate
quantity to θ [14, 20]. Let θ, e.g., be a certain geometric parameter of the scat-
tering system like the position or the rotation angle of a target. In this case, the
expectation value α†Qθα is proportional to the mean force or torque, respectively,
acting on this target, given the input state α.

Since Qθ is Hermitian, its eigenvalues λi are real-valued and its eigenvectors wi

form an orthonormal basis of CN :

Qθwi = λiwi ⇐⇒ Qθ = WΛW†. (2.4)

The eigenvectors wi are the input states that deliver a certain generalized force con-
jugate to θ that is proportional to the corresponding eigenvalues λi. Consequently,
the eigenvector of the GWS matrix with the largest eigenvalue provides the incom-
ing wavefront that couples to the parameter θ most strongly and thus constitutes
the optimal wave state for micromanipulating this target, as demonstrated also in
a recent experiment [20]. The GWS matrix can, however, also be applied in a much
broader context such as for the optimal cooling of an ensemble of particles [154],
for the identification of channels that are resilient to disorder [155], or for the op-
timal retrieval of information on the system parameter θ in an arbitrarily complex
scattering environment [23]. Building on the concept of Fisher information, it turns
out that the matrix that quantifies this information is given by the square of the
GWS matrix — thereby providing a strong link between information theory and
measurement backaction, as is elaborated in Sec. 3.3.

Quite remarkably, the GWS matrix provides access to the pivotal quantities
for manipulating a target without any knowledge of the target’s near field; only
the scattering amplitudes in the far field and their dependence on the relevant
parameter θ are required. Since no direct access to the target scatterer is necessary
in this way, this target may also be hidden behind or inside a complex medium like
a disordered material. Note that, for accessing the θ-dependence of the scattering
matrix, a small, controlled variation of θ must occur in the system. There are
many ways of how this can be achieved in practice, such as by externally induced
forces (using acoustic, magnetic or gravitational fields [156–159]) or by autonomous
movement [154, 160, 161].

3In Refs. [14, 20] this quantity is referred to as the “generalized Wigner-Smith operator”, but we
rather call it a matrix and we reserve the term operator to true quantum operators.
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2.1 Classical Optical Micromanipulation

The findings above hold for monochromatic light. In case of a broadband signal
α (ω), one has to integrate over the individual spectral components in order to
obtain the total conjugate force (see also Eq. (2.17) in Subsec. 2.2.1)

Kθ =
ℏ
2π

ˆ ∞

0

α† (ω)Qθ (ω)α (ω) dω. (2.5)

In most experiments it is unfeasible to measure the complete unitary scattering
matrix due to the limited numerical aperture (NA) of the illumination or the de-
tectors. However, starting from a subunitary scattering matrix, one can still find
good approximations for optimal states for micromanipulation [20].

To illustrate explicitly how the GWS matrix is employed for micromanipulation,
we turn to the generic example introduced at the end of Subsec. 1.1.2. For the
parameter θ we choose three realizations that we consider separately: horizontal
displacement of the target (θ = x), vertical displacement of the target (θ = y) and
counterclockwise rotation of the target about its center (θ = φ). In the numerical
simulation, we have to implement a small change δθ in order to obtain the GWS
matrix Qθ using a finite difference approximation for the θ-derivative. This change
must be small enough such that the finite difference approximation is appropriate,
but it must not be too small, because otherwise numerical inaccuracies would be-
come dominant. To find good values for δθ, we make use of the Hermiticity of Qθ.
We calculate the Frobenius norm ∥Qθ − Q†

θ∥F, which should ideally be zero, for
different values of δθ and choose the one that leads to a minimum, see Fig. 2.1(a).

Figures 2.1(b), 2.1(c) and 2.1(d) show the spatial intensity distribution of the
wave that emerges when injecting eigenstates of Qx into the system corresponding
to the maximum, minimum and closest-to-zero eigenvalue, respectively. In the
immediate vicinity of the target, regions of high intensity exert a force onto the
target. It is apparent that the waves in Figs. 2.1(b) and 2.1(c) lead to a force
pointing to the right and left, respectively. The wave in Fig. 2.1(d) avoids any
interaction with the target. This is also the case for θ = y and θ = φ, which is why
we show the case of avoided interaction only for θ = x.

Figures 2.2(a) and 2.2(b) show the eigenstates of Qy corresponding to the max-
imum and minimum eigenvalue, respectively. It turns out that the minimum ei-
genstate also exerts a substantial horizontal force ⟨Qx⟩ onto the target. (In the
following, we use the shorthand notation ⟨Qθ⟩ = α†Qθα for mean conjugate forces
— the state α should be clear from the context.) The 2nd minimum eigenstate
shown in Fig. 2.2(c) also exhibits a finite horizontal force, but in the opposite dir-
ection. Thus, we can take a suitable (classical) superposition of the minimum and
the 2nd minimum eigenstate to achieve ⟨Qx⟩ = 0, see Fig. 2.2(d).

Figures 2.3(a), 2.3(b) and 2.3(c) show the eigenstates of Qφ corresponding to
the maximum, minimum and 3rd maximum eigenvalue, respectively. The latter is
(classically) superimposed with the maximum eigenstate such that the total force
(⟨Qx⟩2 + ⟨Qy⟩2)1/2 onto the target is minimized, see Fig. 2.3(d).
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(a) Hermiticity
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(d) Eigenvalue closest to zero

|ψ|2

Figure 2.1: Classical optical micromanipulation with θ = x being the horizontal position
of the target (red square). The corresponding GWS matrix Qx and its eigenvalues quantify
the horizontal momentum transfer onto the target. (a) The small finite shift δx needed for
the numerical calculation of the GWS matrix Qx is chosen such that Qx is Hermitian with
as little error as possible. This is achieved by minimizing the Frobenius norm ∥Qx−Q†

x∥F.
(b) Spatial intensity distribution of the emerging wave when the eigenstate corresponding
to the maximum eigenvalue λi ≈ 137.8W−1 is injected into the system. In the regions of
high intensity close to the target, the wave exerts a local force onto the target. (c) Same
as (b), but for the minimum eigenvalue λi ≈ −92.04W−1. (d) Same as (b), but for the
eigenvalue closest to zero, λi ≈ 3.289 · 10−7W−1.
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(a) Maximum eigenvalue

|ψ|2

(b) Minimum eigenvalue

|ψ|2

(c) 2nd minimum eigenvalue

|ψ|2

(d) Superposition with ⟨Qx⟩ = 0

|ψ|2

Figure 2.2: Classical optical micromanipulation with θ = y being the vertical posi-
tion of the target (red square). The corresponding GWS matrix Qy and its eigenvalues
quantify the vertical momentum transfer onto the target. (a) Spatial intensity distribu-
tion of the emerging wave when the eigenstate corresponding to the maximum eigenvalue
λi ≈ 123.3W−1 is injected into the system. In the regions of high intensity close to
the target, the wave exerts a local force onto the target. (b) Same as (a), but for the
minimum eigenvalue λi ≈ −137.2W−1. The horizontal momentum transfer is propor-
tional to ⟨Qx⟩ ≈ 70.77W−1. (c) Same as (a), but for the second minimum eigenvalue
λi ≈ −116.5W−1. Here, ⟨Qx⟩ ≈ −13.26W−1. (d) Classical superposition of the states
shown in (b) and (c) such that ⟨Qx⟩ = 0. The vertical momentum transfer is propor-
tional to ⟨Qy⟩ ≈ −127.8W−1.
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(a) Maximum eigenvalue

|ψ|2

(b) Minimum eigenvalue

|ψ|2

(c) 3rd maximum eigenvalue

|ψ|2

(d) Superposition with minimum force

|ψ|2

Figure 2.3: Classical optical micromanipulation with θ = φ being the angular orientation
of the target (red square). The corresponding GWS matrix Qφ and its eigenvalues quantify
the counterclockwise angular momentum transfer onto the target. (a) Spatial intensity
distribution of the emerging wave when the eigenstate corresponding to the maximum
eigenvalue λi ≈ 3.491 is injected into the system. In the regions of high intensity close to
the target, the wave exerts a local force onto the target. These local forces act near the
corners of the target, thereby resulting in a torque. The horizontal and vertical momentum
transfer is proportional to ⟨Qx⟩ ≈ 55.35W−1 and ⟨Qy⟩ ≈ −37.89W−1, respectively. (b)
Same as (a), but for the minimum eigenvalue λi ≈ −3.265. (c) Same as (a), but for the
third maximum eigenvalue λi ≈ 2.139. Here, ⟨Qx⟩ ≈ −35.30W−1 and ⟨Qy⟩ ≈ 64.54W−1.
(d) Classical superposition of the states shown in (a) and (c) such that (⟨Qx⟩2+⟨Qy⟩2)1/2
is minimized. One obtains ⟨Qx⟩ ≈ 10.35W−1 and ⟨Qy⟩ ≈ 8.698W−1. The applied torque
is proportional to ⟨Qφ⟩ ≈ 2.386.
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2.2 Quantum Optical Micromanipulation
As discussed in Sec. 1.2, the optical light field is characterized by its quantum
degrees of freedom on top of its spatial shape, thus widening the window of possib-
ilities also in micromanipulation. In this section, we show how to integrate these
quantum degrees of freedom into the framework established by the GWS matrix,
and we explore how to harness them for improved micromanipulation procedures.

2.2.1 The Quantum Wigner-Smith Operator in General

Comparing Eq. (1.57) with Eq. (1.1), we see that the quantum unitary operator Û
takes on the role of the classical scattering matrix S for quantum states of light.
This correspondence is emphasized by the close link between those two quantities
as given in Eq. (1.65). Accordingly, we translate the GWS matrix Qθ from Eq.
(2.2) into the quantum realm by replacing S with Û to arrive at what we refer to
as the quantum Wigner-Smith (QWS) operator:

Q̂θ := −iÛ †∂θÛ . (2.6)

In Lie group theory and quantum metrology this operator is known as a generator
and has already been studied in detail [50, 51, 162]. The QWS operator directly
inherits useful properties from the GWS matrix, like being Hermitian for unitary
systems and its ability to express local phenomena in terms of the far field scattering
amplitudes.

A first and natural application of the QWS operator lies in micromanipulation,
in which domain the quantum degrees of freedom of light have, e.g., been used
already to improve cooling protocols [163–166]. Here, we are interested in finding
a state of light that, when injected into the scattering system, optimally couples to
the system property described by θ, which can be any geometric or material para-
meter characterizing the scattering system as a whole or any part of it. Physically
speaking, a coupling to θ implies that the quantity conjugate to θ is transferred
between the light field and the scattering system. For instance, if θ represents a
position, rotational angle or radius of a scatterer, the conjugate quantity is the lin-
ear momentum, angular momentum or pressure, respectively. In the following, we
establish this physical interpretation of the QWS operator Q̂θ as the quantum op-
erator describing the generalized force conjugate to θ. In general, a force is defined
as the negative gradient of the Hamiltonian with respect to the parameter θ. So
in order to arrive at the desired correspondence, we have to express the unitary
quantum scattering operator Û in terms of the underlying Hamiltonian Ĥ. This is
a well-known result from formal scattering theory, typically formulated in terms of
a scattering matrix [167], but it holds equally for the quantum operator Û following
Refs. [168, 169],

Û = 1̂− 2πiŴ †ĜŴ , (2.7)
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Ĝ =
	
E − Ĥeff

�−1

, (2.8)

Ĥeff = Ĥ − πiŴŴ †, (2.9)

where Ĝ is the Green’s operator in the interior of the scattering region, Ŵ de-
scribes the coupling between the mode basis in the asymptotic region and the local
basis at the boundary of the scattering region, E = ℏω is the photonic energy
corresponding to the frequency ω and Ĥeff is the effective Hamiltonian. In order to
comprehend the connection to Ref. [169], we rewrite Û = (1̂− iK̂)(1̂ + iK̂)−1 with
K̂ = πŴ †(E − Ĥ)−1Ŵ . This representation is identical to Eqs. (2.50) and (2.51)
from [169] by virtue of identifying Ŵ = QH P and Ĥ = QH Q, where H is the
“full” Hamiltonian and Q and P are the projection operators onto the subspace of
“bound” and “scattering” states, respectively.

Proceeding, we observe the following:

1̂ =
	
E − Ĥeff

�
Ĝ

=⇒ Ĝ† = EĜ†Ĝ− Ĝ†ĤeffĜ, (2.10)

1̂ = Ĝ†
	
E − Ĥ†

eff

�
=⇒ Ĝ = EĜ†Ĝ− Ĝ†Ĥ†

effĜ, (2.11)

=⇒ Ĝ† − Ĝ = Ĝ†
	
Ĥ†

eff − Ĥeff

�
Ĝ

= 2πiĜ†ŴŴ †Ĝ. (2.12)

In the last step we used the Hermiticity of Ĥ.
We assume that the coupling operator Ŵ is independent of θ and thus

∂θÛ = 2πiŴ †Ĝ
	
−∂θĤ

�
ĜŴ . (2.13)

Using Eqs. (2.12) and (2.13), it is straightforward to show that

Q̂θ = 2πŴ †Ĝ†
	
−∂θĤ

�
ĜŴ . (2.14)

This equation already allows for the desired interpretation: The operator Ŵ maps
the asymptotic region to the boundary of the scattering system and the Green’s op-
erator Ĝ describes the propagation inside the system. So indeed the QWS operator
Q̂θ can be interpreted as the “asymptotic counterpart” to the local force −∂θĤ. To
illustrate this relation even further, it is convenient to write

|ψscat⟩ := √
εĜŴ |ψin⟩ , (2.15)

where |ψin⟩ is the input state in the asymptotic region, |ψscat⟩ is the scattering state
in the interior of the system and ε is an auxiliary quantity with the physical unit of
energy with the purpose of cancelling the physical units of Ĝ (J−1) and Ŵ (J1/2).
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Combining Eqs. (2.14) and (2.15) yields

⟨ψscat|
	
−∂θĤ

�
|ψscat⟩ = ε

2π
⟨ψin|Q̂θ|ψin⟩ , (2.16)

which generalizes the central Eq. (2) in Ref. [20]. Note that this relation is evaluated
at a single energy E. So in order to get the total force K̂θ, we have to integrate
over the whole electromagnetic spectrum. The auxiliary ε is conveniently replaced
by the infinitesimal measure dE:

K̂θ =
1

2π

ˆ ∞

0

Q̂θ dE. (2.17)

One might very well question why we replace ε by dE without any further numerical
factors. In Sec. 2.3 (see Eq. (2.71)) we derive the vacuum contribution to K̂θ with
an independent calculation, which fixes the prefactor to (2π)−1.

The relation (2.17) is fundamental and concise. It shows that the QWS operator
is the proper object to describe the action of quantum light onto the scattering
system. To be precise, the QWS operator is the spectral density of the generalized
force.

2.2.2 The Quantum Wigner-Smith Operator for Passive
Linear Systems

For general complex scattering systems it is practically impossible to assemble the
QWS operator as defined in Eq. (2.6) since the evolution operator Û is typically
unknown and also inaccessible experimentally — a problem addressed by quantum
process tomography [97, 129–131]. Our idea to resolve this fundamental issue is to
express Eq. (2.6) using the scattering matrix formalism given by Eq. (1.62). This
is permissible for setups with passive linear optical elements only, where all the
quantities are expressible in terms of the experimentally accessible scattering mat-
rix. Note that the definition (2.6) of the QWS operator does not depend on whether
it represents a linear or nonlinear optical process. Also, the connections between
the QWS operator and the major quantities in this work, like the generalized force
in Eq. (2.17) and the quantum Fisher information in Eq. (3.21), are still valid for
nonlinear optical systems.

For passive linear processes, inserting the relation (1.62) yields one of the most
important results of this thesis (a detailed derivation is given in App. B):

Q̂θ =
�
â†
�⊤

Qθ [â] +
1

2
tr (Qθ) . (2.18)

This remarkably simple relation provides a straightforward operational procedure
for translating the classical scattering amplitudes in the GWS matrix Qθ to a cor-
responding quantum operator Q̂θ. This is most directly seen in the first term on
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the right hand side of Eq. (2.18), which simply couples the elements of the clas-
sical GWS matrix to the corresponding quantum channels, similar to the Jordan-
Schwinger map [170, 171]. However, as a result of the nonlinear relation in Eq.
(1.62), the normal ordering in Eq. (2.18) and the non-commutativity of the mode
operators, we do find an additional scalar trace term that may seem irrelevant at
first glance as it does not depend on the input channels, but it provides us with a
powerful way of describing vacuum forces. This will be discussed in more detail in
Sec. 2.3.

Next, we insert Eq. (2.18) into Eq. (2.17) and take the expectation value with
respect to some input state of light |Ψin⟩. It is to be understood that |Ψin⟩ is
composed of spectral components |ψin

E ⟩ from the whole energy spectrum. We can
identify two contributions to the mean generalized force:

⟨Ψin|K̂θ|Ψin⟩ = 1

2π

ˆ ∞

0

⟨ψin
E |

�
â†
�⊤

Qθ [â] |ψin
E ⟩ dE +

1

4π

ˆ ∞

0

tr (Qθ) dE. (2.19)

Remarkably, the second term is independent of the injected input state |Ψin⟩. As a
matter of fact, this term is solely due to the vacuum fluctuations of the electromag-
netic field, as is discussed in more detail in Sec. 2.3. The first term, on the other
hand, can be engineered by proper choice of the input state. One is free to select
a single operating frequency or choose a frequency window at which one desires to
perform micromanipulation. Thus, in the following, we focus on a single frequency
component, i.e., monochromatic light.

2.2.3 Optimal Micromanipulation

In most applications, one is limited by the amount of energy that the system under
study can get exposed to. Still, for those given resources, one may want to couple
to a specific target inside the system as strongly as possible. In this sense, we aim
for an optimal micromanipulation setup. In other words, given a fixed mean total
photon number ⟨n̂⟩ = ν, which is proportional to the mean total energy of the
incident light (apart from the zero point energy, see Eq. (1.28)), the optimal state
ought to exert the highest mean generalized force conjugate to θ on the scattering
system, when compared to all other possible input states with the same mean total
photon number:

max
|ψin⟩,⟨n̂⟩=ν

�
Q̂θ

�
. (2.20)

In Ref. [20] it is shown that for classical light one obtains the optimal spatial shape
of the incident wavefront as the highest eigenvector (as sorted by the eigenvalues)
of the corresponding GWS matrix Qθ. By employing the QWS operator Q̂θ we can
substantially enlarge the toolbox provided in Ref. [20] by including the quantum
properties of the injected light. The QWS operator unites the spatial and the
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quantum degrees of freedom of scattered light fields such that we can describe and
optimize them jointly to perform both micromanipulation and parameter estimation
(see Sec. 3.3) at the optimal level of efficiency. The spatial structure is determined
by the selection of occupied modes, whereas the quantum properties result from
the quantum states that are fed into those modes.

As is apparent from the classical case, the eigenvectors and eigenvalues of Qθ =
WΛW† play an essential role in finding optimal input states. Therefore, we in-
troduce annihilation and creation operators b̂i and b̂†i that correspond to the eigen-
channels of Qθ. This is achieved by the transformation�

b̂
�
:= W† [â] ⇐⇒ [â] = W

�
b̂
�
, (2.21)�

b̂†
�
= W⊤ �

â†
� ⇐⇒ �

â†
�
= W∗

�
b̂†
�
. (2.22)

Due to the unitarity of W, the new operators b̂i satisfy the same fundamental
bosonic commutation relations as the âm:�

b̂i, b̂
†
i′

�
=

N�
m,m′=1

W ∗
m,iWm′,i′

�
âm, â

†
m′

�
=

N�
m=1

W ∗
m,iWm,i′ =

�
W†W

�
i,i′ = δi,i′ .

(2.23)
These new channel operators constitute the foundation of a new useful representa-
tion that we label with the symbol Q (as opposed to the standard modal represent-
ation M). For instance, we define, respectively, coherent states, squeezed states,
Fock states and photon number states as

|β⟩Q := D̂b (β) |0⟩ , (2.24)
|β,Ξ⟩Q := D̂b (β) Ŝb (Ξ) |0⟩ , (2.25)

|u⟩Q :=
1

Cu

N�
i=1

	
b̂†i
�ui |0⟩ , (2.26)

|ϕ⟩Q :=
�

u∈FN
n

ϕu |u⟩Q . (2.27)

From a mathematical point of view, the transition (2.21) from the Q to the M
representation is equivalent to a Bogoliubov transformation (see Eq. (1.58)), where
W takes on the role of the scattering matrix A ≡ S. We choose the physically
irrelevant global phases of the eigenvectors such that det (W) = 1. Therefore, we
can employ the results from Sec. 1.3 to establish the relationship between the state
parameters in the different representations:

|α⟩M = |β⟩Q for α = Wβ, (2.28)
|α,Z⟩M = |β,Ξ⟩Q for α = Wβ,Z = WΞW⊤, (2.29)
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|ψ⟩M = |ϕ⟩Q for ψ = W(n)ϕ. (2.30)

The matrix W(n) ∈ C(
N+n−1

n )×(N+n−1
n ) is constructed from W the same way as the

n-photon scattering matrix S(n) is constructed from the classical scattering matrix
S, see Eq. (1.71). For the polar decomposition of the corresponding squeezing
matrices Z = ReiΦ and

Ξ = PeiΨ, (2.31)

we find

R = WPW†, (2.32)
eiΦ = WeiΨW⊤. (2.33)

We see that coherent states, squeezed states and photon number states keep their
classification across both representations, whereas Fock states are defined only w.r.t.
a specific representation. In general, Fock states in a given representation are
photon number states in another representation.

In the Q representation, the QWS operator takes the simple form (see Eq. (2.18))

Q̂θ =
�
b̂†
�⊤

W†WΛW†W
�
b̂
�
+

1

2
tr
�
WΛW†�

=
�
b̂†
�⊤

Λ
�
b̂
�
+

1

2
tr (Λ)

=
N�
i=1

λib̂
†
i b̂i +

1

2

N�
i=1

λi. (2.34)

The operator
n̂i := b̂†i b̂i (2.35)

counts the photons in the ith eigenchannel of Qθ. We indicate the distinction to
the modal photon number operators n̂m from Eq. (1.26) by using different indices
(i or j as compared to m). The total photon number operator is again just the sum
over the contributions from the channels:

n̂ =
N�

m=1

n̂m =
N�

m=1

â†mâm =
�
â†
�⊤

[â] =
�
b̂†
�⊤

W†W
�
b̂
�
=

�
b̂†
�⊤ �

b̂
�

=
N�
i=1

b̂†i b̂i =
N�
i=1

n̂i. (2.36)

This leads us to the physical interpretation that the QWS operator

Q̂θ =
N�
i=1

λin̂i +
1

2
tr (Λ) (2.37)

32



2.2 Quantum Optical Micromanipulation

gives a weighted sum of the GWS eigenvalues λi, where the weights are given by the
photon numbers in the respective eigenchannels, plus a scalar contribution from all
eigenchannels. Furthermore, we see that the Fock states in the Q representation
are the eigenvectors of the QWS operator:

Q̂θ |u⟩Q =



λu +

1

2
tr (Λ)

�
|u⟩Q , (2.38)

where the eigenvalues are — up to the scalar contribution — given by

λu :=
N�
i=1

λiui. (2.39)

We now return back to the optimization problem (2.20). We see that the mean
force depends only on the mean photon numbers in the GWS eigenchannels:

�
Q̂θ

�
=

N�
i=1

λi ⟨n̂i⟩+ 1

2
tr (Λ) . (2.40)

The constraint also involves only the the mean photon numbers:

⟨n̂⟩ =
N�
i=1

⟨n̂i⟩ = ν. (2.41)

The weighted sum of eigenvalues in Eq. (2.40) is maximized for

⟨n̂imax⟩ = ν, (2.42)
∀i ̸= imax : ⟨n̂i⟩ = 0, (2.43)

where imax indicates the maximal eigenvalue. Similarly, imin and ihav indicate the
minimal eigenvalue and the eigenvalue with the highest absolute value, respect-
ively:

imax := argmax
i∈{1,...,N}

{λi}Ni=1 , (2.44)

imin := argmin
i∈{1,...,N}

{λi}Ni=1 , (2.45)

ihav := argmax
i∈{1,...,N}

{|λi|}Ni=1 . (2.46)

The solution of the maximization problem is specified just by the mean photon
numbers in the GWS eigenchannels and not by any higher order statistics. This
means that there is a degeneracy regarding the optimal input state: Injecting all
photonic resources into the channel corresponding to the highest GWS eigenvalue
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λimax is sufficient for reaching optimality, the specific type of quantum state that
is injected into this channel is irrelevant. The optimal state has a well-defined
spatial shape which matches the classical optimum. (For numerical examples, see
Sec. 2.1.) However, higher moments of the generalized force are influenced by the
photon statistics, which is dictated by the injected quantum state, as shown further
below. Similar reasoning can also be applied to obtain the minimum rather than
the maximum, corresponding to a force acting in the opposite direction.

To become more specific, the mean force for Gaussian input states is given by
(see Eq. (1.42))

⟨β,Ξ|Q̂θ|β,Ξ⟩Q Q
=

N�
i=1

λi

	
|βi|2 +

�
sinh2 (P)

�
i,i

�
+

1

2
tr (Λ) (2.47)

= β†Λβ + tr
�
Λ sinh2 (P)

�
+

1

2
tr (Λ) . (2.48)

In the modal representation, this translates to (see Eqs. (2.4), (2.29) and (2.32))

⟨α,Z|Q̂θ|α,Z⟩M M
= α†Qθα+ tr

�
Qθ sinh

2 (R)
�
+

1

2
tr (Qθ) . (2.49)

For photon number states, the mean force is most conveniently expressed in the Q
representation (see Eq. (2.39)):

⟨ϕ|Q̂θ|ϕ⟩Q Q
=

N�
i=1

λi

�
u∈FN

n

|ϕu|2 ui +
1

2
tr (Λ) (2.50)

=
�

u∈FN
n

|ϕu|2 λu +
1

2
tr (Λ) . (2.51)

The considerations above focus on the mean force only. However, for precise
nanoscale micromanipulation, like trapping, levitating or cooling particles, the fluc-
tuations of the force must be minimized. These fluctuations are measured by the
variance of the generalized force operator K̂θ. The main idea is to exploit the de-
generacy of the optimal input state mentioned after Eq. (2.46). To illustrate this
idea, we make the very crude approximation that contributions from different parts
of the frequency spectrum are independent of each other. Interspectral correlations
always exist [9, 172], but they are neglected here for simplicity. This way the vari-
ance of K̂θ is just the integrated variance of the QWS operator Q̂θ. (In Sec. 3.3 we
showcase the close relationship between this variance and the so-called quantum
Fisher information, a central quantity in quantum metrology.) The degeneracy
elucidated after Eq. (2.46) gives us room to choose the quantum parameters of
the input state in such a way as to minimize the variance of Q̂θ while keeping its
expectation value constant.
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For photon number states, this variance can in principle be reduced to zero if
all photons are put into a single GWS eigenchannel. Since there is a well-defined
number of photons, the variance vanishes in this case. However, if there are more
than three photons involved, this becomes impractical in the experiment.

For Gaussian states it turns out that for any fixed mean photon number ν there is
a nontrivial mixture of coherent amplitude and squeezing that results in a minimal
variance of Q̂θ, which we derive in the following. Here, we consider only Gaussian
states that populate a single channel, namely imax:

β = βeimax , (2.52)
Ξ = peiψeimaxe

⊤
imax

. (2.53)

The variance of Q̂θ w.r.t. a general multi-mode Gaussian state is calculated in App.
C. For the single-mode Gaussian state relevant here, we obtain

V|β,Ξ⟩Q
�
Q̂θ

�
= λ2

imax

�|β|2 + sinh2 (p) + cosh2 (p) sinh2 (p) + sinh4 (p)

−2 cosh (p) sinh (p)ℜ �
β∗2eiψ

�
+ 2 |β|2 sinh2 (p)

�
= λ2

imax

�|β|2 cosh (2p) + 2 cosh2 (p) sinh2 (p)

−2 cosh (p) sinh (p)ℜ �
β∗2eiψ

��
. (2.54)

We want to minimize this expression by adjusting the state parameters β ∈ C
(coherent amplitude), p ≥ 0 (squeezing strength) and ψ ∈ [0, 2π) (double squeezing
angle), subject to the constraint

⟨β,Ξ|n̂|β,Ξ⟩Q Q = |β|2 + sinh2 (p) = ν. (2.55)

The squeezing angle appears only at a single place in Eq. (2.54), so we start our
minimization procedure with it. Since cosh (p) sinh (p) ≥ 0, the overall variance is
minimized by choosing ψ = 2arg (β), resulting in ℜ �

β∗2eiψ
�
= |β|2. The condition

ψ/2 = arg (β) amounts to amplitude squeezing (see Fig. 1.4(b)). This result agrees
with the intuition that the fluctuations in the force are minimized by squeezing
the amplitude of the Gaussian input state. The remaining task is to minimize the
expression

|β|2 e−2p + 2 cosh2 (p) sinh2 (p) . (2.56)

Inserting the constraint into this expression yields

min
p∈[0,arsinh(√ν)]

�
νe−2p + sinh2 (p) (1 + sinh (2p))

�
. (2.57)

This minimization problem has a unique nontrivial yet analytically expressible solu-
tion for all ν ≥ 0, found with the help of Wolfram Mathematica:

|βopt (ν)| =
�

ν − sinh2 (popt (ν)), (2.58)

35



Chapter 2 Micromanipulation

popt (ν) =
1

2
ln



1

2


�
g (ν) +

�
4 (1 + 2ν)�

g (ν)
− g (ν)

��
, (2.59)

g (ν) :=
4

h (ν)
+

h (ν)

3
, (2.60)

h (ν) :=



54 (1 + 2ν)2 +

�
2916 (1 + 2ν)4 − 1728

�1/3

. (2.61)

The functions g (ν) and h (ν) are mere mathematical auxiliary functions. A plot of
|βopt (ν)| and popt (ν) is given in Figs. 2.4(a) and 2.4(b), respectively.

We now compare this result to the optimal classical (i.e. “unsqueezed”) coherent
state. Demanding p = 0 yields |βopt (ν)| =

√
ν. We evaluate the square root of

the target function, which is the standard deviation of the QWS operator, on the
one hand for the best Gaussian state and on the other hand for the best classical
coherent state, and show the quotient of these two quantities as a function of ν in
Fig. 2.4(c). It turns out that the advantage of the Gaussian state is substantial
albeit the comparatively little effort: Beyond a mean photon number of ν = 49,
the standard deviation is reduced by more than half despite the required squeezing
strength p being not extraordinarily high (popt ≈ 7.65 dB for ν = 49) and growing
only logarithmically with ν:

popt (ν) =
1

6
ln (4ν) +O



1

ν

�
. (2.62)

The optimal coherent amplitude is close to the classical one:

|βopt (ν)| =
√
ν +O



1

ν1/6

�
. (2.63)

In this section, we demonstrated that knowing the classical scattering matrix
and its θ-dependence of a passive linear, unitary, multi-mode system is sufficient
for identifying the optimal quantum state for micromanipulation. The mean gen-
eralized force is fixed by the mean photon number, but its variance and higher
moments can be influenced by shaping the quantum degrees of freedom of the
employed light field.

2.3 Vacuum Forces
The QWS operator Q̂θ describes the forces of the radiation field upon the parameter
θ. In this section, we aim to clarify the physical meaning of the trace term appearing
in Eq. (2.18). Note that this term is precisely the vacuum expectation value of Q̂θ:

⟨0|Q̂θ|0⟩ = 1

2
tr (Qθ) . (2.64)
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(a) Optimal coherent amplitude
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Figure 2.4: Optimal micromanipulation with Gaussian states of light. The fluctuations
in the generalized force are minimized after the mean force has been maximized. The only
relevant channel is the one corresponding to the largest eigenvalue of the GWS matrix.
(a) The absolute values of the coherent amplitudes |βopt| are shown as a function of the
mean photon number ν for the optimal coherent state and the optimal squeezed state,
respectively. The phases of the coherent amplitudes can be chosen arbitrarily. (b) The
squeezing strengths popt of the optimal coherent state and the optimal squeezed state are
shown. The squeezing angle has to be chosen such that the amplitude is squeezed. The
optimal coherent state shows no squeezing by definition. (c) Noise reduction factor when
using the optimal squeezed input state as compared to the optimal coherent input state.
Here, σ denotes the standard deviation of the QWS operator.
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One might be inclined to remove this term from Eq. (2.18) because it stems from
the factor

�
det (S) in Eq. (1.62), see derivation in Eq. (B.20), and neglecting this

factor does not change the defining behaviour of Û given in Eq. (1.58). However,
in this section we show that the trace term does have a physical meaning with a
distinguished history: it describes the forces of the quantum vacuum [53, 54, 173,
174]. These are the generalized van der Waals forces [53, 175], the Casimir forces
between two or more dielectric bodies [52] or the Casimir-Polder forces between
two molecules [176]. Or, as θ can be rather general, these are the torques between
birefringent plates [177], or the capillary forces [53] that lift up water to the leaves
of trees (limiting the maximal height to which trees can grow [178]) or they might
even constitute the force that accelerates the expansion of the universe [179, 180].

First, we give an intuitive heuristic explanation of the nature of vacuum forces.
Zero-point fluctuations of the electromagnetic field manifest themselves as omni-
present virtual photons that equally populate all modes at all frequencies. For a
specific frequency, this leads to a (nonvirtual, i.e., real) force which is an equally
weighted sum over all contributions from all the modes. Mathematically, this is
expressed by the trace

tr (Qθ) =
N�

m=1

e†mQθem. (2.65)

Here, em are the unit basis vectors describing the modes of the electromagnetic field.
The surprising consequence of this trace term is that a finite force is transmitted
onto a target even when no light is injected into the system at all.

To see on a more technical level that the trace of the GWS matrix describes the
vacuum forces, we re-derive the latter from first principles. Consider the scattering
phase η defined as the sum of all eigenphases ηk of the unitary scattering matrix S
with eigenvalues eiηk :

η =
N�
k=1

ηk = −i tr (ln (S)) = −i ln (det (S)) . (2.66)

The scattering phase, in turn, provides direct access to the density of states ρ (E)
according to Krein’s trace formula [181, 182],

ρ (E) = ρ0 (E) +
1

2π
∂Eη, (2.67)

where ρ0 (E) is the density of states for free space which is independent of θ. Since

∂θη = −i tr
�
S†∂θS

�
= tr (Qθ) (2.68)

for arbitrary θ (including θ = E), we have:

ρ (E) = ρ0 (E) +
1

2π
tr (QE) . (2.69)
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Now, the vacuum force Kvac
θ upon θ is the negative gradient of the vacuum energy

with respect to θ:

Kvac
θ = −∂θ

ˆ ∞

0

E

2
ρ (E) dE = − 1

4π

ˆ ∞

0

E (∂E∂θη) dE. (2.70)

Integrating by parts and using Eq. (2.68) gives

Kvac
θ =

1

4π

ˆ ∞

0

tr (Qθ) dE = ⟨0|K̂θ|0⟩ . (2.71)

This formula agrees with our finding in Eq. (2.19). It relates the classical GWS
matrix Qθ to the vacuum force and constitutes the main result of this section. In
deriving it by partial integration, we assumed that tr (Qθ) vanishes for E → ∞
(or is infinitely oscillatory such that it vanishes effectively). This assumption is
based on the physical fact that the vacuum forces originate from reflections between
scatterers [54] and that those reflections vanish for E → ∞ due to dispersion
[183]. Our result is in accordance with the established literature dealing with the
relationship between scattering theory and vacuum forces [184, 185].

Physically motivated renormalization methods have been suggested right from
the beginning of Casimir physics research in the late 1940’s. Casimir himself [52]
extracted the part of the vacuum energy that can do physical work by taking the
difference between a finite and an infinite cavity, which he interpreted as the differ-
ence between the sum and the integral of the corresponding eigen-energies, which
turns out to agree with the result of zeta function renormalization. Taking the
difference between vacuum energies for finite and infinite distances is also the basis
for renormalization in modern numerical methods for calculating the Casimir force
between arbitrary dielectric bodies [186]. But this renormalization method cannot
determine the Casimir force of the dielectric upon itself, in particular in inhomo-
geneous media [187–189], because one cannot take such media apart to infinity for
determining their intrinsic vacuum stresses. As for inhomogeneous media, Ref. [187]
shows that the simple ansatz of discretizing such media into small homogeneous sec-
tions does not converge in the continuum limit. The QWS operator may serve as a
starting point to overcome these problems and to provide an understanding of the
physical phenomena that underlie mathematical renormalization procedures [190].

Formula (2.71) may also give practical advantages in calculating vacuum forces,
especially when only a few modes are relevant. Consider here, in particular, already
established frameworks for calculating Casimir forces as in Ref. [186], which con-
tain expressions seemingly similar to those in Eq. (2.71). Notably, however, such
preceding methods involve the Green’s function between all surface elements of the
discretized bodies, whereas for our approach it is sufficient to know the asymptotic
scattering matrix, which is essentially the Green’s function between the far field
modes.
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To give a concrete example, we consider the generic setup specified in Subsec.
1.1.2. Placed at the center of a waveguide, a metallic square-shaped scatterer is
surrounded by several circular scatterers that cause strong scattering, see also Fig.
1.3. For simplicity, we assume that all scatterers are dispersion-free, i.e., their
refractive indices do not depend on the frequency ω = E/ℏ. Figure 2.5(a) displays
the spectral contributions to the horizontal component of the vacuum force, which
is given by the trace of the corresponding GWS matrix Qx (apart from a factor of
4π), see also Eq. (2.71). The plot covers the spectral range where N = 40 modes
are open. For realistic materials, dispersion provides a cutoff, leading to a finite
relevant spectral range. Figures 2.5(b) and 2.5(c) show the spectral contributions
to the vertical component of the vacuum force and to the vacuum torque acting on
the target, respectively.

In this section, we explained how the QWS operator establishes a connection
between vacuum physics and classical electromagnetic scattering. This opens up
the possibility to gain a deeper understanding of the physical mechanisms behind
renormalization schemes from a new perspective.
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(a) Horizontal force
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Figure 2.5: Spectral contributions to the vacuum force and the vacuum torque acting
on the target from the generic waveguide system introduced in Subsec. 1.1.2. W denotes
the width of the waveguide. The grey areas serve as a visual aid to better discern the
zero line. (a) Horizontal component of the vacuum force. (b) Vertical component of the
vacuum force. (c) Vacuum torque.
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Chapter 3

Metrology
In this chapter, we interpret θ as a parameter of a physical system, the value of
which we want to estimate. Note that we take a frequentist point of view here,
i.e., we assume that the parameter θ has a specific value. For a Bayesian approach,
where one assumes a prior distribution p (θ), we refer to Refs. [191–193].

3.1 Classical Fisher Information
In the following, we give an introduction to the fundamentals of estimation theory.
For a more detailed review of this topic, we refer the reader to Refs. [194, 195].

We want to estimate the value of the parameter of interest θ by measuring some
observable(s) X on the system. (The framework described below is quite general,
but one can think of X as the quadratures of the output light field, for instance.)
Usually, those observables are random variables, whose distribution depends on the
value of θ, i.e., X is distributed according to some conditional probability distri-
bution p (X|θ), which is also called “likelihood”. From the collected measurement
data X we want to calculate an estimation value for θ, which we denote by θ̃. This
is done using a so-called estimator (function) τ :

θ̃ = τ (X) . (3.1)

Since X is a random variable and τ is a deterministic function, the estimation value
θ̃ is a random variable as well, θ̃ ∼ p(θ̃|θ). Two core properties of this distribution
are accuracy and precision, see Fig. 3.1. Accuracy is given by the bias b, which is
the offset of the mean value µ from the true value θ:

µ := Eθ̃∼p(θ̃|θ)
�
θ̃
�
=

ˆ
θ̃ p(θ̃|θ) dθ̃ =

ˆ
τ (X) p (X|θ) dX, (3.2)

b := µ− θ. (3.3)

Precision is determined by the variance σ2 (or standard deviation σ) of the corres-
ponding distribution:

σ2 := Vθ̃∼p(θ̃|θ)
�
θ̃
�
=

ˆ 	
θ̃ − µ

�2

p(θ̃|θ) dθ̃ =

ˆ
(τ (X)− µ)2 p (X|θ) dX. (3.4)
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θ̃

p(θ̃|θ)

θ

Accuracy

Precision

Figure 3.1: The estimation value θ̃ is distributed according to p(θ̃|θ). For illustrative
purposes, this distribution is chosen here as a generic normal distribution. The accuracy
of the estimation is given by the difference between the mean estimation value (dashed
black line) and the true value θ (dashed green line). The precision of the estimation is
determined by the standard deviation of the estimation value.

When taking M independently repeated measurements X1, . . . , XM , the arithmetic
mean

τM (X1, . . . , XM) =
1

M

M�
i=1

τ (Xi) (3.5)

constitutes an estimator with the same mean as τ and an M -fold reduced variance.
Naively, optimal accuracy and precision are reached if both the bias and the

variance vanish, because then p(θ̃|θ) becomes a delta distribution δ(θ̃− θ) and each
estimation is perfect, i.e., θ̃ = θ. It turns out, however, that in general this optimum
can not be reached. On the one hand, the bias can indeed always be brought to
zero, in principle. One might think of gauging the measurement device by adding a
corresponding shift to the estimator. An estimator with b = 0 is called “unbiased”.
On the other hand, the variance can — in general — never reach zero. There is a
lower bound to it, which is called the Cramér-Rao lower bound (CRLB) [196, 197].
It is given by the inverse of the so-called classical Fisher information (FI) Iθ [198],
multiplied by the squared derivative of the mean, all divided by the number M of
repeated independent measurements:

σ2 ≥ (∂θµ)
2

MIθ
. (3.6)

For unbiased estimators, µ = θ and thus

σ2 ≥ 1

MIθ
. (3.7)

Classical FI tells — on a global level — how much the distribution of the observed
data X changes w.r.t. the parameter of interest θ (as is expressed by the derivative
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∂θ):

Iθ := EX∼p(X|θ)
�
(∂θ ln (p (X|θ)))2� = ˆ (∂θ ln (p (X|θ)))2 p (X|θ) dX. (3.8)

Behind this mathematical description lies an intuitive picture: If the distribution
of the measurement outcome X strongly depends on θ, which is indicated by a high
FI Iθ, then one can potentially infer the value of θ with high precision, described
by a small value for the variance σ2.

Surprisingly, the CRLB 1/MIθ for unbiased estimators only depends on the con-
ditional distribution p (X|θ) and not on the specific estimator function. An unbiased
estimator is called “efficient” if it reaches the CRLB, i.e., σ2 = 1/MIθ. If an efficient
estimator exists, it is the maximum likelihood estimator (MLE) τMLE [195], given
by

τMLE (X) = argmax
θ

p (X|θ) . (3.9)

In any case, the MLE is asymptotically efficient (in the limit of many independently
repeated measurements) [195]:

lim
M→∞

σ2
MLE

1/MIθ
= 1. (3.10)

3.2 Quantum Fisher Information
This section discusses the basics of quantum metrology. A broader introduction to
this topic is provided in Refs. [199–204].

In quantum theory, the injected state with which the physical system gets probed
is generally described by a density operator ρ̂in. In formal terms, the interaction
with the system can be described with a so-called quantum operation Eθ. This
interaction imprints a θ-dependence onto the probe state, which then leaves the
system in the state ρ̂out (θ) = Eθ

�
ρ̂in

�
. (In the following, we omit to write the θ-

dependence explicitly unless it serves conceptual understanding.) Upon this state, a
measurement is performed, which is specified by a so-called positive operator-valued
measure (POVM) Π̂X satisfying �̂

X

Π̂X = 1̂, (3.11)

and all Π̂X are Hermitian, positive semidefinite operators. A typical choice is to
take the projectors Π̂X = |X⟩ ⟨X| onto the eigenstates of an observable X̂. The
corresponding conditional probability density is given by Born’s rule

p (X|θ) = tr
	
Π̂X ρ̂

out (θ)
�
. (3.12)
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Probe

ρ̂in

Interaction

ρ̂out (θ) = Eθ
�
ρ̂in

�

Measurement

Xi ∼ p (X|θ) = tr
	
Π̂X ρ̂out (θ)

� Estimator

θ̃ = τ (Xi)

Figure 3.2: Schematic pipeline for a general estimation task in quantum metrology. A
probe state ρ̂in is made to interact with the system under study. This interaction is
described by the quantum operation Eθ, which in turn is parameterized by θ, the value of
which we want to estimate. To this end, the output state ρ̂out (θ) is measured in a chosen
measurement basis Π̂X . The results Xi of this measurement are fed into the estimator
function τ , which returns the estimation value θ̃. All fixed elements of the pipeline are
coloured in red. All configurable elements of the pipeline are indicated with green colour.

The rest of the process that eventually yields an estimation value θ̃ is discussed in
Sec. 3.1.

We want to set up a pipeline that establishes an estimation scheme with optimal
precision. There are essentially three choices that one has to make when building
such a protocol, see also Fig. 3.2: (1) the probe state ρ̂in, (2) the measurement
scheme as given by the POVM Π̂X , and (3) the estimator function τ . Which
choices yield the best estimation precision?

We start with the last choice and then make our way to the first. For an ef-
ficient estimator to exist, it is a necessary condition that p (X|θ) is a member of
the exponential family [205]. If this condition is not met, it is unclear what the
best estimator is. However, as stated at the end of Sec. 3.1, the MLE is at least
asymptotically efficient.

By adjusting the measurement scheme and the probe state, one can maximize
the FI, providing a minimal CRLB, allowing for a minimal estimation variance
σ2. It turns out that the optimization over all possible POVMs can be carried out
analytically for each fixed probe state [206], resulting in what is called “quantum
Fisher information” (QFI)

Fθ := max
Π̂X

Iθ = tr
	
L̂2
θρ̂

out
�
, (3.13)

where the symmetric logarithmic derivative (SLD) L̂θ is defined by

∂θρ̂
out =:

1

2

	
L̂θρ̂

out + ρ̂outL̂θ

�
. (3.14)
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The optimal POVM is given by the set of orthogonal projectors onto the eigenspaces
of L̂θ, see also Subsec. 3.3.4 for the special case of pure probe states and unitary
input-output mappings.

At this point, we would like to clarify the potentially misleading terminology here:
“Classical” and “quantum” Fisher information refer to the fact that the measure-
ment scheme has been fixed to some specific POVM or that it has been optimized
over, respectively. It does not refer to the fact that just classical or quantum sys-
tems can be described by it. Alternatively, one can also think of QFI as portraying
the smallest estimation error possible with a given quantum probe state, whereas
classical FI gives the smallest possible error after having chosen a certain measure-
ment scheme. The difference between QFI and classical FI describes the loss in
(potential) precision entailed by selecting a specific POVM.

In the general case, ρ̂out is a mixed state with eigen-decomposition

ρ̂out =
�
k

pk |vk⟩ ⟨vk| . (3.15)

The QFI can be expressed as [199]

Fθ = 2
�

k,l:pk+pl ̸=0

|⟨vk|∂θρ̂out|vl⟩|2
pk + pl

. (3.16)

Assuming that the support S := {k : pk ̸= 0} does not change with θ, it holds that
[207]

Fθ =
�
k∈S

(∂θpk)
2

pk
+ 4

�
k∈S

pk ⟨∂θvk|∂θvk⟩ − 8
�
k,l∈S

pkpl
pk + pl

|⟨vl|∂θvk⟩|2 . (3.17)

After having optimized over the POVM, the remaining objective is to identify
the optimal probe state ρ̂in, which is achieved by maximizing the QFI. Note that
the QFI (3.13) depends only on the choice of the probe state and not on the POVM
or the estimator. An important mathematical property of the QFI is that it is a
convex functional w.r.t. the probe state [208]. This implies that the QFI is always
maximized by a pure probe state ρ̂in = |ψin⟩ ⟨ψin|. In the following two sections 3.3
and 3.4, we will showcase concrete examples on how to find optimal probe states.

From Eq. (3.13) it is evident that Iθ ≤ Fθ. For unbiased estimators, this leads
to the quantum CRLB 1/MFθ on the estimation variance:

σ2 ≥ 1

MIθ
≥ 1

MFθ

. (3.18)

In quantum optical metrology, one often distinguishes two different regimes: In
the so-called standard quantum limit (SQL), the QFI is proportional to the mean
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total photon number ν := ⟨ψin|n̂|ψin⟩. This occurs when the photons behave in an
uncorrelated manner, which is effectively the case in coherent states, for instance.
The standard deviation of the estimation scales like σ ∝ 1/

√
ν, a well-known result

from classical statistics. Employing quantum correlations, one can surpass the SQL
and attain what is known as the Heisenberg limit (HL), characterized by Fθ ∝ ν2

and thus σ ∝ 1/ν [209, 210]. Concrete examples are given in the following two
sections.

3.3 Unitary Quantum Metrology
In this section, we portray how QFI is obtained in unitary scattering setups. As
it turns out, also here the QWS operator is a central quantity. This implies that
for passive linear systems, the classical GWS matrix provides sufficient information
to get access to the QFI. Based on this connection, we identify quantum states of
light that are optimal probes for metrology. We will see that utilizing the quantum
degrees of freedom allows for a considerably enhanced precision in measurements.

The discussion in this section is largely based on Ref. [147], where the analytical
and numerical calculations were carried out by the author of this thesis, the project
was proposed by Stefan Rotter and Ulf Leonhardt and the manuscript was written
by the author of this thesis with input from Ulf Leonhardt, Stefan Rotter and
Dorian Bouchet.

Independently repeated measurements can always be modelled using a vector-
valued random variable X = (X1, . . . , XM) with the conditional distribution being
a product of the individual contributions. This case is treated exactly the same
as with a single repeated measurement where X takes the place of the random
variable. For this reason we set M = 1 in the following.

In this section, we consider the case of a unitary input-output relation

|ψout⟩ = Û |ψin⟩ , (3.19)

where Û and hence |ψout⟩ depend on θ. The QFI is easily calculated using Eq.
(3.17):

Fθ = 4
	
⟨∂θψout|∂θψout⟩ − !!⟨ψout|∂θψout⟩!!2� . (3.20)

Inserting Eq. (3.19) and recalling the definition of the QWS operator (2.6), we
arrive at the result that the QFI is essentially the variance of the QWS operator
w.r.t. the probe state:

Fθ = 4
	
⟨ψin|Q̂2

θ|ψin⟩ − ⟨ψin|Q̂θ|ψin⟩2
�
= 4V|ψin⟩

�
Q̂θ

�
. (3.21)

The corresponding quantum CRLB from Eq. (3.18) can be formulated as a kind of
Heisenberg uncertainty relation [206]:

V
�
θ̃
�
V
�
Q̂θ

�
≥ 1

4
. (3.22)

48



3.3 Unitary Quantum Metrology

The striking difference to the standard Heisenberg uncertainty relation is that one
of the quantities is not represented by an operator, but by a scalar parameter θ.
This is especially interesting if one wants to consider time, which is not describable
by a quantum operator [211]. From an intuitive point of view, it is clear that
the uncertainty trade-off is established between the measured quantity θ and the
conjugate generalized force Q̂θ, describing the measurement back-action onto the
system [212].

We now apply this general framework of unitary quantum metrology to passive
linear systems described by a classical scattering matrix S, see also Sec. 1.3 and
Subsec. 2.2.2. When evaluating the QFI (3.21) as the variance of the QWS operator,
we notice that the scalar trace term from Eq. (2.18) cancels. Since this term stems
from the factor

�
det (S) in Eq. (1.62), we omit this factor in the remainder of this

chapter.
A quick note on notation: In the following, we are going to write the QFI as

a functional of the output state, Fθ [ρ̂
out] or Fθ [|ψout⟩], but alternatively also as

a functional of the input state, Fθ

�|ψin⟩�, or just as Fθ. The respective meaning
should be clear from the context. Also, we are going to omit the label “in” unless
necessary.

3.3.1 Coherent Probe States

For coherent probe states |α⟩M = |β⟩Q, we calculate the variance of the QWS
operator in App. C:

Fθ = 4β†Λ2β = 4α†Q2
θα. (3.23)

For the conversion between the modal M representation and the Q representation,
we refer the reader to Subsec. 2.2.3. This result is already obtained in Ref. [23]
and clearly shows the close relationship between the notion of QFI and the GWS
matrix. The relevant matrix here, Q2

θ, is Hermitian. It has the same eigenvectors as
the GWS matrix Qθ and its eigenvalues are the squared eigenvalues of Qθ. Given
a specific mean photon number

⟨α|n̂|α⟩M M = ∥α∥2 = ν, (3.24)

the state that maximizes the QFI (3.23) is given by the eigenvector of the GWS
matrix Qθ that corresponds to the eigenvalue λi with the highest value for λ2

i .
This is the eigenvalue with the highest absolute value λihav , see Eq. (2.46). The
QFI is thus maximized using the probe state |√νwihav⟩M. For numerical examples
showing the spatial structure of such optimal probe states in a complex medium,
we refer the reader to Figs. 2.1(b), 2.2(b) and 2.3(a) in Sec. 2.1.

Inserting back into the expression for the QFI, we observe that with the optimal
protocol the SQL is achieved (see Fig. 3.3):

Fθ

�
|√νwihav⟩M

�
= 4λ2

ihav
ν. (3.25)

49



Chapter 3 Metrology
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Figure 3.3: Quantum Fisher information Fθ as a function of the mean photon number ν
for different choices for the probe state in unitary quantum metrology. Here, we assume
that the GWS matrix of the underlying system has a generic eigenvalue spectrum with
λimax = −λimin = 1 and

�
λ2
i

#
i
= 1/3, corresponding to a uniform distribution U (−1, 1).

The baseline value is set by the mean QFI averaged over all possible coherent probe
states (blue line). Employing the optimal coherent probe state yields a constant gain
factor over the baseline (orange line). Both strategies involving coherent probe states
exhibit the scaling Fθ ∝ ν, indicating the SQL. To reach the HL, one has to resort to
quantum correlations in the probe state. Both the optimal NOON state (green line) and
the optimal squeezed state (red line) are able to reach the HL, as indicated by the scaling
Fθ ∝ ν2, for large values of ν. The optimal squeezed state yields a QFI that is at least
twice as large as the one obtained with the optimal NOON state.

In order to reach Heisenberg scaling Fθ ∝ ν2, we have to resort to quantum correl-
ations in the probe state, which is addressed and outlined in the following subsec-
tions.

3.3.2 Squeezed Probe States

For squeezed probe states |α,Z⟩M = |β,Ξ⟩Q, the variance of the QWS operator is
given in Eq. (C.8). It is physically reasonable to assume that the squeezing matrix
is diagonal in the Q representation:

Ξi,j = ξiδi,j = pie
iψiδi,j. (3.26)

This intuitive ansatz is independently verified numerically. We are thus left with
(see also Eq. (2.54))

Fθ = 4
N�
i=1

λ2
i

�|βi|2 cosh (2pi) + 2 cosh2 (pi) sinh
2 (pi)

−2 cosh (pi) sinh (pi)ℜ
�
β∗2
i eiψi

��
. (3.27)
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We want to maximize this expression for a given fixed mean total photon number

⟨β,Ξ|n̂|β,Ξ⟩Q Q = ∥β∥2 + tr
�
sinh2 (P)

�
=

N�
i=1

�|βi|2 + sinh2 (pi)
�
= ν. (3.28)

The squeezing angles ψi and the phases of the coherent amplitudes βi appear only
in a single term in Eq. (3.27), namely ℜ �

β∗2
i eiψi

�
= |βi|2 cos (ψi − 2 arg (βi)). Since

cosh (pi) sinh (pi) ≥ 0, the QFI is maximized when this expression is minimized,
which is achieved with ψi = 2 arg (βi) + π. This corresponds to phase squeezing
(see Fig. 1.4(b)) and results in

Fθ = 4
N�
i=1

λ2
i

�|βi|2 e2pi + 2 cosh2 (pi) sinh
2 (pi)

�
. (3.29)

Numerical studies show that the general solution to this optimization problem is
given by the following parameters:

β = 0, (3.30)
Ξ = arsinh

�√
ν
�
eihave

⊤
ihav

. (3.31)

The expression eihave
⊤
ihav

represents an N ×N zero matrix with a single one-valued
entry in row ihav and column ihav. Thus, the optimal probe state is characterized
as follows: All channels are populated by the vacuum state and the whole resources
(in terms of the mean photon number or, equivalently, the energy of the light) are
used to squeeze the vacuum in the channel corresponding to the eigenvalue of the
GWS matrix with the highest absolute value. (Numerical examples showing the
spatial structure of such channels in a complex scattering system are given in Figs.
2.1(b), 2.2(b) and 2.3(a) in Sec. 2.1.) Since β = 0, there is no preferred direction
in the photonic quantum phase space spanned by the light quadratures, which is
why the squeezing angles are irrelevant in this special case and are thus set to zero
without loss of generality. In the M representation, the optimal parameters are
α = 0 and Z = arsinh (

√
ν)wihavw

⊤
ihav

.
Using this optimal Gaussian probe state, the HL is achieved (see Fig. 3.3):

Fθ

�
|0, arsinh �√ν

�
wihavw

⊤
ihav

⟩M
�
= 8λ2

ihav
ν (ν + 1) . (3.32)

For ν > 0, this value is strictly greater than the QFI (3.25) of the optimal coherent
probe state. For ν ≫ 1, the QFI (3.32) scales quadratically, Fθ ∝ ν2, marking the
HL. For ν ≪ 1, it scales linearly, Fθ ∝ ν, thereby outperforming the optimal photon
number state (see next subsection), which scales quadratically over the whole range
of ν-values.
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The most prominent example for the usage of squeezed light in high precision
metrology is in gravitational wave detectors [35, 213–215]. In Ref. [216] it is theor-
etically shown that for realistic lossy interferometers, squeezed probe states outper-
form Fock states, NOON states and “any other sophisticated nonclassical quantum
states”, see also next subsection.

3.3.3 Photon Number Probe States

For photon number probe states |ψ⟩M = |ϕ⟩Q with n photons, the variance of the
QWS operator is straightforward to calculate since the Fock states |u⟩Q are the
eigenstates of Q̂θ with corresponding eigenvalues λu, see Eq. (2.38). The variance
of Q̂θ w.r.t. the state |ϕ⟩Q equals the variance of the discrete distribution of values
λu with respective probabilities |ϕu|2:

Fθ

�
|ϕ⟩Q

�
= 4V|ϕ⟩Q

�
Q̂θ

�
= 4

 �
u∈FN

n

|ϕu|2 λ2
u −

 �
u∈FN

n

|ϕu|2 λu

2 . (3.33)

To find the optimal probe state that maximizes this expression, we invoke Popovi-
ciu’s inequality on variances [217], which states that the variance of such a bounded
probability distribution p (λu) is bound from above according to

V|ϕ⟩Q
�
Q̂θ

�
≤ ((λu)max − (λu)min)

2

4
= n2 (λimax − λimin

)2

4
. (3.34)

This inequality is saturated, i.e., the QFI is maximized, for

|ϕu|2 =
$

1
2

u ∈ {neimax , neimin
} ,

0 else,
(3.35)

yielding the optimal probe state

|ϕ⟩Q =
1√
2

	
eiφimax |neimax⟩Q + eiφimin |neimin

⟩Q
�
. (3.36)

The phase factors eiφimax and eiφimin are arbitrary. This state is a special kind of
NOON state [218, 219], establishing a maximal degree of entanglement between the
two channels corresponding to the largest and the smallest eigenvalue of the GWS
matrix. The QFI with respect to this state is

Fθ

�
1√
2

	
eiφimax |neimax⟩Q + eiφimin |neimin

⟩Q
��

= (λimax − λimin
)2 n2. (3.37)

The quadratic scaling Fθ ∝ n2 indicates that the HL is reached using this optimal
probe state. However, we find that, regarding the QFI, the optimal Gaussian probe
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state with the same mean total photon number ν = n surpasses the NOON state
by a factor of at least 2, see also Fig. 3.3 and Ref. [220]:

F optimal Gauss
θ ≥ 2F optimal NOON

θ . (3.38)

NOON states are tricky to prepare in the experiment. Sending two identical
photons through a 50 : 50 beam splitter yields a NOON state with n = 2, which is
also known as the Hong-Ou-Mandel effect [221]. NOON states with n = 3 or n = 4
can be produced with a probabilistic method using spontaneous parametric down-
conversion and post-selection [222, 223]. The current record is n = 5, achieved by
interference of non-classical light with classical light [224].

For a concrete demonstration of NOON states, we consider the generic setup
introduced in Subsec. 1.1.2. A metallic target is placed inside a waveguide, sur-
rounded by other scatterers implementing a disordered medium. θ is chosen as one
of three geometrical parameters of the target: horizontal position (θ = x), vertical
position (θ = y) or rotational orientation (θ = φ). For a single photon (n = 1), the
spatial structures of the probability densities of the corresponding NOON states are
illustrated in Fig. 3.4. The plots make it clear that NOON states build up intensity,
i.e., they are highly sensitive, in regions where the target changes, irrespective if
this perturbation in θ is positive or negative. To make this more specific, we see,
e.g., that for θ = x the NOON state builds up intensity to the left and the right
of the target (see Fig. 3.4(a)). In contrast, eigenstates of the corresponding GWS
matrix Qx lead to a high intensity only on one side of the target (see Figs. 2.1(b)
and 2.1(c)).

3.3.4 Optimal POVM

In this subsection, we determine the optimal POVM for a given pure output state
|ψout⟩ = Û |ψin⟩. The probe state does not have to be a maximizer of QFI. As stated
in Sec. 3.2, the optimal POVM is given by the projectors onto the eigenspaces of
the SLD L̂θ. For the pure state ρ̂out = |ψout⟩ ⟨ψout| we have (see Eq. (3.14))

ρ̂out = ρ̂out2 (3.39)
=⇒ ∂θρ̂

out =
�
∂θρ̂

out
�
ρ̂out + ρ̂out

�
∂θρ̂

out
�

(3.40)

=⇒ L̂θ = 2∂θρ̂
out = 2

�|ψout⟩ ⟨∂θψout|+ |∂θψout⟩ ⟨ψout|� . (3.41)

Since only the two vectors |ψout⟩ and |∂θψout⟩ are involved in this expression, we
conjecture that also the eigenvectors of L̂θ corresponding to non-zero eigenvalues
lie in the span of those two vectors. One can verify that with the results obtained
in Eqs. (3.42), (3.49) and (3.50), the SLD as given in Eq. (3.41) is fully retrieved.
We use the ansatz

L̂θ = ℓ+ |ℓ+⟩ ⟨ℓ+|+ ℓ− |ℓ−⟩ ⟨ℓ−| , (3.42)
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(a) Horizontal displacement

|ψ|2

(b) Vertical displacement

|ψ|2

(c) Rotational displacement

|ψ|2

Figure 3.4: Spatial probability densities of single photon NOON states in the system
described in Subsec. 1.1.2 for different choices of the parameter θ. (a) The parameter θ
is taken as the horizontal position x of the target (red square). (b) The parameter θ is
taken as the vertical position y of the target (red square). (c) The parameter θ is taken as
the angular orientation φ of the target (red square). All shown NOON states are highly
sensitive w.r.t. small positive as well as negative perturbations in θ.

|ℓ±⟩ = α± |ψout⟩+ β± |∂θψout⟩ , (3.43)
⟨ℓs|ℓs′⟩ = δs,s′ , (3.44)

and the identities

|∂θψout⟩ = iÛQ̂θ |ψin⟩ , (3.45)
⟨ψout|ψout⟩ = 1, (3.46)

⟨∂θψout|∂θψout⟩ = ⟨ψin|Q̂2
θ|ψin⟩ , (3.47)

−⟨∂θψout|ψout⟩ = ⟨ψout|∂θψout⟩ = i ⟨ψin|Q̂θ|ψin⟩ . (3.48)

We have to distinguish two cases: (1) The vectors |ψout⟩ and |∂θψout⟩ are linearly
dependent, i.e., there exists some c ∈ C such that |∂θψout⟩ = c |ψout⟩. According to
Eq. (3.48), c must be purely imaginary since the QWS operator Q̂θ is Hermitian.
But according to Eq. (3.41), we find L̂θ = 4ℜ (c) |ψout⟩ ⟨ψout| = 0, implying that
the QFI Fθ = tr(L̂2

θρ̂
out) vanishes.

(2) The vectors |ψout⟩ and |∂θψout⟩ are linearly independent. In this case, the lin-
ear equations for the coefficients α± and β± established by the eigenvalue equation
L̂θ |ℓ±⟩ = ℓ± |ℓ±⟩ can be solved using simple linear algebra. The solution reads (Fθ
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being the QFI) [225]

ℓ± = ±
�

Fθ, (3.49)

|ℓ±⟩ =
±√

Fθ − 2i ⟨ψin|Q̂θ|ψin⟩√
2Fθ

|ψout⟩+
�

2

Fθ

|∂θψout⟩ (3.50)

= ± 1√
2
Û |ψin⟩+ i

�
2

Fθ

Û
	
Q̂θ − ⟨ψin|Q̂θ|ψin⟩ 1̂

�
|ψin⟩ . (3.51)

For a fixed working point θ0, we choose as an optimal POVM the projectors
|ℓ+ (θ0)⟩ ⟨ℓ+ (θ0)|, |ℓ− (θ0)⟩ ⟨ℓ− (θ0)| and 1̂−|ℓ+ (θ0)⟩ ⟨ℓ+ (θ0)|−|ℓ− (θ0)⟩ ⟨ℓ− (θ0)|. The
output state close to the working point can be linearized according to |ψout (θ)⟩ =
|ψout (θ0)⟩ + (θ − θ0) |∂θψout (θ0)⟩ + O((θ − θ0)

2). From this we can calculate the
measurement probabilities close to the working point:

p± (θ) :=
!!⟨ℓ± (θ0) |ψout (θ)⟩!!2 = 1

2
±

�
Fθ (θ0)

2
(θ − θ0) +O

�
(θ − θ0)

2� . (3.52)

This illustrates why a large QFI leads to a good estimation, because then the
measurement probabilities change rapidly with small deviations in θ.

For the optimal coherent state |βin⟩Q = |√νeihav⟩Q, we find

Q̂θ |βin⟩Q =
N�
i=1

λib̂
†
i b̂i |

√
νeihav⟩Q = λihav

√
νb̂†ihav |

√
νeihav⟩Q , (3.53)

which is not a coherent state. So the theoretically optimal POVM involves non-
coherent states. However, in Ref. [23] it is shown that a homodyne detection
measurement with an intense coherent reference beam approximately yields an
optimal POVM as well.

The optimal POVM for the NOON state 2−1/2(|neimax⟩Q + eiφ |neimin
⟩Q) can be

calculated to be the same corresponding output NOON state, but with different
relative phases (the global phase is immaterial here):

|ℓ±⟩ = Û
1√
2

	
|neimax⟩Q ∓ ieiφ |neimin

⟩Q
�
. (3.54)

3.4 Subunitary Quantum Metrology
In most experiments, it is unfeasible to measure the complete unitary optical scat-
tering matrix S, e.g., due to the limited NA of the illumination or detectors. Also
losses, which are omnipresent in realistic physical systems, lead to a subunitary
scattering matrix [226, 227]. It has been shown that in specific lossy systems there
is a transition from the HL to the SQL [228–233]. Here, we provide a general
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description of subunitary multi-mode systems with potentially complicated loss
mechanisms, where θ does not necessarily represent a simple phase shift.

As we show in the following, it is in principle always possible to identify pure
probe states that are optimal for quantum metrology even in systems with losses
or incomplete channel control by knowing just the available subunitary part S̃ of
the scattering matrix. We denote every quantity related to the subunitary part of
the system with a tilde.

If one has access to just M < N out of the N output channels (w.l.o.g. the
ones with indices m ∈ {1, . . . ,M}) then the output state is reduced to a mixed
state, which is obtained by taking the partial trace of the full pure output state
ρ̂out = |ψout⟩ ⟨ψout| over the unobserved channels:

ˆ̃ρout =
∞�

nM+1=0

. . .
∞�

nN=0

⟨nM+1|M
M+1 . . . ⟨nN |ρ̂out|nN⟩M M

N N . . . |nM+1⟩MM+1 . (3.55)

Physically, it is evident that this state can only depend on the correspondingly
reduced subunitary scattering matrix S̃ ∈ CM×N , and on the probe state |ψin⟩.
The QFI of a general mixed state is given in Eq. (3.17) and can in general no
longer be expressed as the variance of a Hermitian operator, as it is the case in
unitary systems.

A restriction of accessible input channels is taken into account in a much more
straightforward way: One simply removes the corresponding columns of S̃ and
restricts the space of allowed probe states |ψin⟩ accordingly. This is independent of
taking partial traces over unobserved output channels. This means that restricting
input channels does not alter the mathematical description, so we can just keep N
and take it as the number of accessible input channels.

3.4.1 Coherent Probe States

Multi-mode coherent states |αout⟩M are always product states and thus never ex-
hibit entanglement. This leads to the result that the reduced output state is a pure
state as well:

ˆ̃ρout = |αout
1 ⟩M1 . . . |αout

M ⟩MM ⟨αout
1 |M

1 . . . ⟨αout
M |M

M ·

·
N�

m=M+1

∞�
nm=0

⟨nm|αout
m ⟩M M

m m ⟨αout
m |nm⟩M M

m m

&
= 1

= |αout
1 ⟩M1 . . . |αout

M ⟩MM ⟨αout
1 |M

1 . . . ⟨αout
M |M

M . (3.56)

The output state is given by the coherent amplitude α̃out = S̃αin ∈ CM . In App.
D we show that the QFI of such a multi-mode coherent state is given by

Fθ

�
|α̃out⟩M

�
= 4

  ∂θα̃out
  2

= 4
�
αin

�† 	
∂θS̃

�† 	
∂θS̃

�
αin. (3.57)
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We call
F̃θ := 4

	
∂θS̃

�† 	
∂θS̃

�
(3.58)

the reduced FI matrix4 [23]. It is Hermitian and positive semidefinite by construc-
tion.

Given a fixed mean total input photon number
  αin

  2
= ν, the QFI (3.57) is

maximized when αin is proportional to the eigenvector of F̃θ corresponding to its
largest eigenvalue f̃max. With this optimal choice, the QFI scales linearly with the
mean total photon number, Fθ = νf̃max, which is a hallmark of the SQL.

In the unitary limit, one just has to replace F̃θ by the full FI matrix Fθ =
4 (∂θS)

† (∂θS). This matches with the result previously found in Eq. (3.23) since
with the unitarity of S we find

Q2
θ = −S† (∂θS)S† (∂θS) = (∂θS)

† SS† (∂θS) = (∂θS)
† (∂θS) . (3.59)

As a numerical example, we consider the generic system presented in Subsec.
1.1.2. In the center of a waveguide, a metallic target is placed, which is surrounded
by other scatterers that provide a complex scattering environment. The parameter
θ is either the horizontal position x of the target, its vertical position y, or its
rotational orientation φ. We choose the left-sided reflection matrix R to be the
subunitary part of the scattering matrix. The spatial intensity distributions of
the respective maximum eigenstates of F̃θ are plotted in Fig. 3.5. One can see
that the wave first has to reach the target at the relevant locations, i.e., where
the target changes with θ. Then, the wave has to bring the collected information
back to the detector on the left hand side. Indeed, all shown eigenstates exhibit an
above-average reflectance.

3.4.2 Squeezed Probe States

As stated in Ref. [234], taking the partial trace over the squeezed state |αout,Zout⟩M
yields the pure squeezed state |α̃out, Z̃out⟩M with

α̃out = S̃αin, (3.60)
Z̃out = S̃ZinS̃⊤. (3.61)

As shown in Ref. [235], the QFI of such a squeezed state can be calculated as

Fθ

�
|α̃out, Z̃out⟩M

�
= 2

	
∂θd̃

�†
Σ̃−1

	
∂θd̃

�
+

1

4
tr


	
Σ̃−1∂θΣ̃

�2
�
, (3.62)

where

d̃ =



α̃out

α̃out∗

�
, (3.63)

4Not to be confused with the FI matrix from multi-parameter estimation.
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(a) Horizontal displacement

|ψ|2

(b) Vertical displacement

|ψ|2

(c) Rotational displacement

|ψ|2

Figure 3.5: Spatial intensity distributions of optimal coherent probe states for measuring
different parameters θ of the target (red square). The other scatterers (orange circles)
generate a complex scattering environment. It is assumed that waves can be injected and
measured only on the left hand side, thereby establishing a subunitary system. (a) θ = x
is the horizontal position of the target. The reflectance of this state is ≈ 0.734. (b) θ = y
is the vertical position of the target. The reflectance of this state is ≈ 0.650. (c) θ = φ
is the rotational orientation of the target. The reflectance of this state is ≈ 0.595.

Σ̃ =

 cosh
	
2R̃out

�
− sinh

	
2R̃out

�
eiΦ̃

out

−e−iΦ̃out
sinh

	
2R̃out

�
cosh

	
2R̃out

�⊤

 . (3.64)

In analogy to coherent probe states, where the transition from a unitary system
to a subunitary one is implemented by replacing Fθ by F̃θ (see Subsec. 3.4.1), it
is conjectured that choosing a squeezed probe state such that (see Eqs. (3.30) and
(3.31)) αin = 0 and Zin ∝ f̃maxf̃

⊤
max, where f̃max is the eigenvector of the reduced FI

matrix F̃θ corresponding to the highest eigenvalue, leads to good performance, i.e.,
a high QFI. In order to answer the questions whether this state is truly optimal,
how the corresponding QFI scales (SQL vs. HL), and under which circumstances
it outperforms the optimal photon number state (like in the unitary case, see Eq.
(3.38)), further investigations are required.
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3.4.3 Photon Number Probe States

In order to calculate the partial trace over the pure output state

ρ̂out = |ψout⟩M ⟨ψout|M
=

�
n,n′∈FN

n

ψout
n ψout∗

n′ |n⟩M ⟨n′|M (3.65)

with ψout = S(n)ψin, see Eq. (1.67), we introduce the set of Fock states, where all n
photons are in the first M channels, and where all n photons are in the last N −M
channels, respectively:

FN,≤M
n :=

%
n ∈ FN

n |∀m ∈ {M + 1, . . . , N} : nm = 0
�
, (3.66)

FN,>M
n :=

%
n ∈ FN

n |∀m ∈ {1, . . . ,M} : nm = 0
�
. (3.67)

With these definitions, the reduced output state can be calculated as

ˆ̃ρout =
n�

nM+1=0

. . .

n�
nN=0

⟨nM+1|M
M+1 . . . ⟨nN |ρ̂out|nN⟩M M

N N . . . |nM+1⟩MM+1

=
�

n,n′∈FN,≤M
n

ψout
n ψout∗

n′ |n⟩M ⟨n′|M

+
�

n,n′∈FN,≤M
n−1

�
n′′∈FN,>M

1

ψout
n+n′′ψout∗

n′+n′′ |n⟩M ⟨n′|M

+
�

n,n′∈FN,≤M
n−2

�
n′′∈FN,>M

2

ψout
n+n′′ψout∗

n′+n′′ |n⟩M ⟨n′|M

+ . . .

+
�

n,n′∈FN,≤M
1

�
n′′∈FN,>M

n−1

ψout
n+n′′ψout∗

n′+n′′ |n⟩M ⟨n′|M

+

 �
n′′∈FN,>M

n

!!ψout
n′′

!!2 |0⟩ ⟨0|

=
n�

µ=0

�
n,n′∈FN,≤M

µ

�
n′′∈FN,>M

n−µ

ψout
n+n′′ψout∗

n′+n′′ |n⟩M ⟨n′|M

=:
n�

µ=0

�
n,n′∈FM

µ

ρ̃
out(µ)
n,n′ |n⟩M ⟨n′|M

. (3.68)

The original entanglement with the unobserved channels in |ψout⟩M in general gives
rise to a mixed state ˆ̃ρout.

At first sight, it seems that this expression explicitly depends on the amplitudes of
the output state that we do not have access to, as expressed by the sum

�
n′′∈FN,>M

n−µ
.
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However, as is derived in App. E, the density matrix ρ̃out(µ) corresponding to µ
output photons is expressible in terms of the reduced subunitary scattering matrix
S̃ and the amplitudes ψin

n of the probe state,

ρ̃
out(µ)
n,n′ =

1

(n− µ)!

1

CnCn′

�
p1,...,pn∈FN

1

�
q1,...,qn∈FN

1



µ�

k=1

S̃nk,pk

�
Υin�n

k=1 pk
·

·



n�
k=µ+1

	
1− S̃⊤S̃∗

�
pk,qk

�
Υin∗�n

k=1 qk



µ�

k=1

S̃∗
n′
k,qk

�
, (3.69)

where we used the convention introduced in Eq. (1.70) and we define

Υin
n := Cnψ

in
n . (3.70)

When represented in the Fock basis, the reduced output state ˆ̃ρout has a block
structure according to the number µ of photons in the observed output channels.
This implies that the QFI decomposes into n + 1 contributions, corresponding to
the ˆ̃ρout(µ) for µ ∈ {0, 1, . . . , n}.

For µ = n, i.e., the contribution where no photon is lost, we define ψ̃out(n) ∈
C|FM

n | as
∀n ∈ FM

n : ψ̃out(n)
n := ψout

n . (3.71)

Accordingly, we define the reduced subunitary n-photon scattering matrix S̃(n) ∈
C|FM

n |×|FN
n | as

∀n ∈ FM
n ∀n′ ∈ FN

n : S̃
(n)
n,n′ := S

(n)
n,n′ =

1

CnCn′

�
σ∈Sn

n�
k=1

S̃nk,n
′
σ(k)

. (3.72)

This way, we can write ψ̃out(n) = S̃(n)ψin and

ρ̃out(n) = ψ̃out(n)
	
ψ̃out(n)

�†
. (3.73)

Mind that in general ∥ψ̃out(n)∥ ≤ 1, so ρ̃out(n) cannot be considered a properly
normalized pure state. We call it a “reduced pure state”. The QFI of such a state
can be calculated exactly, see App. F:

Fθ

�
ρ̃out(n)

�
= 4

	
∂θψ̃

out(n)
�† 	

∂θψ̃
out(n)

�
−

4ℜ2



−i

	
ψ̃out(n)

�† 	
∂θψ̃

out(n)
��

   ψ̃out(n)

   2 .

(3.74)
Introducing the reduced n-photon FI matrix

F̃
(n)
θ := 4

	
∂θS̃

(n)
�† 	

∂θS̃
(n)

�
(3.75)
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and the reduced n-photon GWS matrix

Q̃
(n)
θ := −i

	
S̃(n)

�†
∂θS̃

(n), (3.76)

we obtain

Fθ

�
ρ̃out(n)

�
=

�
ψin

�†
F̃

(n)
θ ψin −

4
	�

ψin
�† ℜ	

Q̃
(n)
θ

�
ψin

�2

   S̃(n)ψin

   2 (3.77)

with

ℜ
	
Q̃

(n)
θ

�
:=

1

2



Q̃

(n)
θ +

	
Q̃

(n)
θ

�†�
(3.78)

being the Hermitian part of the reduced n-photon GWS matrix.
In the unitary case, Eq. (3.77) is the only contribution to the QFI. Additionally,

for unitary n-photon scattering matrices, the n-photon GWS matrix Q
(n)
θ is Her-

mitian and the n-photon FI matrix equals F
(n)
θ = 4

	
Q

(n)
θ

�2

(see Eq. (3.59)) and
we are left with

Fθ

�
ρout

�
= 4

�
ψin

�† 	
Q

(n)
θ

�2

ψin − 4
	�

ψin
�†
Q

(n)
θ ψin

�2

, (3.79)

which is equivalent to Eq. (3.33). From the same reasoning as in Subsec. 3.3.3 we
can deduce that this QFI is maximal when the probe state is a NOON state, where
the relevant two channels are given by the eigenvectors of Q(n)

θ corresponding to
the minimum and maximum eigenvalue, respectively. Such a NOON state is highly
sensitive w.r.t. small changes in the parameter of interest θ, but it is also very
fragile against photon loss: If just a single photon escapes from a NOON state, the
remaining photons collapse into either of two eigenchannels of Q(n−1)

θ , leading to a
complete loss of sensitivity, i.e., vanishing QFI [236]. In the expression of the QFI
for the subunitary system, consisting of Eq. (3.77) and the terms for µ < n, this
trade-off between sensitivity and robustness is automatically taken into account.

Similarly to Eq. (3.72), we can express the n-photon matrices Q̃
(n)
θ and F̃

(n)
θ in

terms of the single-photon matrices Q̃θ := Q̃
(1)
θ and F̃θ := F̃

(1)
θ . The derivation of

the following results is given in App. G:

	
Q̃

(n)
θ

�
n,n′

=
1

CnCn′

�
σ∈Sn

n�
k=1

	
Q̃θ

�
nk,n

′
σ(k)

n�
l( ̸=k)

	
S̃†S̃

�
nl,n

′
σ(l)

, (3.80)

	
F̃

(n)
θ

�
n,n′

=
1

CnCn′

�
σ∈Sn

n�
k=1

	
F̃θ

�
nk,n

′
σ(k)

n�
l( ̸=k)

	
S̃†S̃

�
nl,n

′
σ(l)
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+
4

CnCn′

�
σ∈Sn

n�
k ̸=k′

	
Q̃†

θ

�
nk,n

′
σ(k)

	
Q̃θ

�
nk′ ,n′

σ(k′)
·

·
n�

l( ̸=k,k′)

	
S̃†S̃

�
nl,n

′
σ(l)

. (3.81)

As a specific example, we now consider single-photon probe states (n = 1). There
are two contributions to the total QFI: The contribution from the case when the
photon is detected (µ = 1) is given by Eq. (3.77). In case of the photon being lost
(µ = 0), the corresponding contribution to the mixed state is (see Eq. (3.69))

ρ̃out(0) =
�

p,q∈FN
1

ψin
p

	
1− S̃⊤S̃∗

�
p,q

ψin∗
q = 1−�

ψin
�†
S̃†S̃ψin = 1−

   S̃ψin
   2

. (3.82)

We introduce the anti-Hermitian part of Q̃θ, multiplied by −i, in order to obtain
the Hermitian matrix

ℑ
	
Q̃θ

�
:=

1

2i

	
Q̃θ − Q̃†

θ

�
= −1

2
∂θ

	
S̃†S̃

�
. (3.83)

The QFI of ρ̃out(0) is easily calculated (see Eq. (3.17)):

Fθ

�
ρ̃out(0)

�
=

�
∂θρ̃

out(0)
�2

ρ̃out(0)
=

	�
ψin

�† 	
∂θ

	
S̃†S̃

��
ψin

�2

1−
   S̃ψin

   2 . (3.84)

This expression does not vanish in general and it gives the information contained
in the escaped photon. A photon, from which one knows that it was scattered into
the unobserved channels because one does not detect it, yields information about
the scattering system nonetheless.

In total, the QFI adds up to

Fθ

�
ρ̃out

�
=

�
ψin

�†
F̃θψ

in −
4
	�

ψin
�† ℜ	

Q̃θ

�
ψin

�2

   S̃ψin

   2 +
4
	�

ψin
�† ℑ	

Q̃θ

�
ψin

�2

1−
   S̃ψin

   2 .

(3.85)
The case of a single photon is relatively easy to interpret physically. When max-
imizing the QFI (3.85), there are different contributions that can lead to an overall
increase of the QFI. The first term is proportional to ∥∂θψ̃out(1)∥2 and grows large
for a high sensitivity of the output state (in case that the photon is detected) w.r.t.
the parameter of interest. Conversely, when inspecting the denominators of the
second and the third term, it becomes clear that those terms increase for large
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∥ψ̃out(1)∥2, which is the probability of detecting the photon in the first place. But
the derivative ∂θψ̃

out(1) that determines the first term also influences the last two
terms. Only the proper combination of these different effects as given in Eq. (3.85)
yields the optimal probe state upon maximization.

As already indicated in Refs. [14, 20] (in the context of micromanipulation), the
“real” and “imaginary part” of Q̃θ are connected to the transfer and loss of photons,
respectively. This physical interpretation becomes quite clear in the present context
of QFI of single photons.

For a numerical example, we resort to the generic setup presented in Subsec.
1.1.2. A waveguide is filled with scatterers forming a complex scattering medium.
A metallic target is placed at the center of the waveguide. The parameter θ is
chosen as the horizontal position x of the target, its vertical position y, or its
angular orientation φ. We assume that we have access to the system only from
the left hand side, both for the injection and the detection of single photons, i.e.,
the subunitary part of the scattering matrix is given by the reflection matrix R.
Here, the optimal probe state can not be determined by solving an eigenvalue
problem like in most other scenarios discussed in this thesis. Rather, the QFI in
Eq. (3.85) is directly optimized numerically using the dual annealing routine from
the scipy.optimize package. The spatial probability densities of the optimal single
photon probe states for the different choices of θ are shown in Fig. 3.6. Similar to
the optimal coherent probe states (see Fig. 3.5), we see that the photon first has
to reach the target at the critical locations (where it changes with θ), and then
has to transfer the gathered information back to the detector on the left hand side.
All optimal probe states considered here lead to a photon detection probability of
roughly 0.6.

To finish this subsection, we briefly discuss the case in which one can access just
M = 1 output channel, e.g., by having a single pixel (or bucket) detector. Then the
output signal is a complex scalar ψ ≡ ψ̃out = S̃ψin. We now show that the phase
of this scalar is irrelevant. Its squared absolute value, the probability of detection
p := |ψ|2, and its derivative are enough to specify the QFI. We start by evaluating
Eq. (3.85):

Fθ

�
ρ̃out

�
=

�
ψin

�†
F̃θψ

in −
4ℜ2

	�
ψin

�†
Q̃θψ

in
�

|ψ|2 +
4ℑ2

	�
ψin

�†
Q̃θψ

in
�

1− |ψ|2

= 4 |∂θψ|2 − 4ℑ2 (ψ∗∂θψ)

|ψ|2 +
4ℜ2 (ψ∗∂θψ)

1− |ψ|2

=
4

|ψ|2


|ψ∗∂θψ|2 −ℑ2 (ψ∗∂θψ) +

|ψ|2
1− |ψ|2ℜ

2 (ψ∗∂θψ)

�

=
4

|ψ|2


ℜ2 (ψ∗∂θψ) +

|ψ|2
1− |ψ|2ℜ

2 (ψ∗∂θψ)

�
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(a) Horizontal displacement

|ψ|2

(b) Vertical displacement

|ψ|2

(c) Rotational displacement

|ψ|2

Figure 3.6: Spatial probability densities of optimal single photon probe states for meas-
uring different parameters θ of the target (red square). The other scatterers (orange
circles) create a complex scattering environment. It is assumed that the photon can be
injected and measured only on the left hand side, thereby establishing a subunitary sys-
tem. (a) θ = x is the horizontal position of the target. The probability for detecting the
photon is ≈ 0.589. (b) θ = y is the vertical position of the target. The probability for
detecting the photon is ≈ 0.583. (c) θ = φ is the rotational orientation of the target. The
probability for detecting the photon is ≈ 0.631.

=
4

|ψ|2
1

1− |ψ|2ℜ
2 (ψ∗∂θψ) . (3.86)

We set ψ = |ψ| eiη and calculate

ψ∗∂θψ = |ψ| e−iη
�
eiη∂θ |ψ|+ i |ψ| eiη∂θη

�
= |ψ| ∂θ |ψ|+ i |ψ|2 ∂θη. (3.87)

Inserting p = |ψ|2, we arrive at

Fθ

�
ρ̃out

�
=

4

|ψ|2 �1− |ψ|2� (|ψ| ∂θ |ψ|)2 =
�
∂θ

�|ψ|2��2
|ψ|2 �1− |ψ|2� =

(∂θp)
2

p (1− p)
. (3.88)

This result is exactly the (ordinary) FI of a Bernoulli distribution where p is the
probability of an event. For the act of measuring a single photon in a single pixel de-
tector with probability p, the Bernoulli distribution is the correct statistical model,
reinforcing the validity of the more general expression for the QFI of single photons
in Eq. (3.85).
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To summarize, in this section we elucidated the fact that in order to achieve
optimal quantum metrology in systems with loss or limited access to the optical
channels, knowledge of the measurable subunitary classical scattering matrix and
its θ-dependence is sufficient.

3.5 Coherent Quantum Fisher Information Flow

So far, we have considered the QFI that corresponds to a light state that has
left the system under study and is captured by a detector placed in the far field.
However, prior to measurement, the electromagnetic field that carries the QFI
propagates through the system. Therefore, it is natural to ask whether one can also
formalize the propagation of QFI in the near field, including effects of scattering
and interference. In this section, we show that, indeed, this can be done in terms of
a continuity equation, which consequently allows the identification of sources and
sinks of QFI. In the last paragraph of this section, we argue that such a spatially
localized flow of QFI can be established only for coherent states out of the kinds
of quantum states considered in this thesis (Gaussian states and definite photon
number states). The evolution of such classical light fields is governed by Maxwell’s
equations

∇ ·D = ρ, ∇ ·B = 0, ∇× E = −∂tB, ∇×H = j+ ∂tD. (3.89)

For linear, isotropic and static media, we have the constitutive relations

D = εE, B = µH. (3.90)

A central quantity in classical electrodynamics is the Poynting vector jE = E×
H which describes the flow of energy (hence the subscript E) supported by the
electromagnetic field via Poynting’s theorem

∂tρE +∇ · jE = σE, (3.91)

which has the form of a continuity equation, where the energy density is ρE =
1
2
(εE2 + µH2) and the source term is given by σE = −j · E.
For coherent states |α⟩M, we already know that the energy is proportional to

∥α∥2 and the QFI is proportional to ∥∂θα∥2. Motivated by this simple correspond-
ence, namely replacing fields by their respective θ-derivatives, we can formulate the
following ansatz for a continuity equation of QFI (subscript F ):

ρF :=
1

2

�
ε (∂θE)

2 + µ (∂θH)2
�
, (3.92)

jF := (∂θE)× (∂θH) . (3.93)
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Inserting into the corresponding continuity equation

∂tρF +∇ · jF = σF , (3.94)

we can identify the following source term:

σF = − (∂θj+ (∂θε) (∂tE)) · (∂θE)− (∂θµ) (∂tH) · (∂θH) . (3.95)

The flux density jF describes the local propagation of QFI inside the scattering sys-
tem, whereas the density ρF describes the QFI locally stored in the electromagnetic
field and in the dielectric medium. The term σF describes local sources and sinks
of QFI. Also intuitively, this makes sense since σF is (in the absence of external
currents) proportional to ∂θε and ∂θµ, which are non-zero in those spatial regions
that change with θ. It is these locations where QFI is produced (or absorbed), see
also Fig. 3.7.

We now apply the formulae above to the waveguide setup as described in Subsec.
1.1.2, where µ = µ0, n2 = ε/ε0 and E = ψez is the complex-valued monochromatic
electric field. The corresponding magnetic field is obtained using the Maxwell-
Faraday equation (the third one in Eq. (3.89)):

−iωµ0H = µ0∂tH = ∂tB = −∇× E = −∂yψex + ∂xψey (3.96)

⇐⇒ H =
1

iωµ0

 ∂yψ
−∂xψ
0

 . (3.97)

Performing an average over a time period (indicated by an overline), we obtain the
QFI density

ρF =
ε

4
ℜ ((∂θE)

∗ · (∂θE)) + µ0

4
ℜ ((∂θH)∗ · (∂θH))

=
ε

4
∥∂θE∥2 + µ0

4
∥∂θH∥2

=
ε

4
|∂θψ|2 + 1

4µ0ω2
∥∇∂θψ∥2

=
ε

4



|∂θψ|2 + 1

n2k2
∥∇∂θψ∥2

�
, (3.98)

the QFI flux density

jF =
1

2
ℜ ((∂θE)

∗ × (∂θH))

=
1

2
ℜ
 1

iωµ0

 0
0

∂θψ
∗

×
 ∂y∂θψ
−∂x∂θψ

0


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=
1

2
ℜ
 1

iωµ0

(∂θψ)
∗ ∂x (∂θψ)

(∂θψ)
∗ ∂y (∂θψ)
0


=

1

2µ0ω
ℑ ((∂θψ)
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and the QFI source density

σF = − (∂θε) (∂tℜ (E)) · (∂θℜ (E))

= − (∂θε)ωℜ (−iE) · ℜ (∂θE)

= −(∂θε)ω

2
ℜ (iE∗ · ∂θE)

=
(∂θε)ω

2
ℑ (ψ∗∂θψ) . (3.100)

Mind that the time averaged continuity equation reads ∇ · jF = ∇ · jF = σF since
∂tρF = 0.

We now make the link to the expression of QFI in the far field, namely Fθ =
4∥∂θαout∥2, by showing that the (time averaged) integrated QFI flux ΦF flowing
out of the system is proportional to Fθ. Since all involved fields are independent
of the z-coordinate, we neglect the corresponding integration. The integrated flux
into the far field is thus given by (Ω denotes the scattering region)

ΦF =

˛
∂Ω

jF · dA = −
ˆ W

0

jF,x (x = 0, y) dy +

ˆ W

0

jF,x (x = L, y) dy. (3.101)

From the mode decomposition from Eqs. (1.13) and (1.14) we obtain:

(∂θψ) (0, y) =
N ′�

m=1

�
∂θα

−
l,m

� 1�
kx
m

ψm (y) , (3.102)

(∂x∂θψ) (0, y) =
N ′�

m=1

�
∂θα

−
l,m

� −ikx
m�

kx
m

ψm (y) , (3.103)

(∂θψ) (L, y) =
N ′�

m=1

�
∂θα

+
r,m

� 1�
kx
m

ψm (y) , (3.104)

(∂x∂θψ) (L, y) =
N ′�

m=1

�
∂θα

+
r,m

� ikx
m�
kx
m

ψm (y) . (3.105)

Using the orthogonality (1.17) of the waveguide modes, we can calculate

ΦF = − 1

2µ0ω
ℑ

ˆ W

0

(∂θψ)
∗ (0, y) (∂x∂θψ) (0, y) dy

�
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This result establishes the crucial link between the known expression for QFI in the
far field and the newly introduced expression for the QFI flux density jF defined
in Eq. (3.93) which can be evaluated in the near field also. It confirms that the
continuity equation (3.94) gives a proper description of the spatial flow of QFI
carried by a coherent state of light through a scattering system.

The author of this thesis co-advised the diploma thesis “Fisher Information Flow
in Wave Scattering” by Felix Russo [237], which also provides an experimental
demonstration of the above concepts in a microwave waveguide setup, conducted in
the group of Ulrich Kuhl at Université Côte d’Azur in Nice (France). Furthermore,
the author contributed to the analytical and numerical calculations in Ref. [238],
which contains further details on this topic.

In the following, we demonstrate the concept of coherent QFI flow with the
generic waveguide example introduced in Subsec. 1.1.2. A metallic square-shaped
target is embedded inside a disordered medium realized by circular scatterers. Fig-
ure 3.7 shows the time averaged QFI densities ρF and the associated flux densities
jF for horizontal, vertical and rotational displacements of the target when the re-
spective optimal probe states (the ones that maximize the QFI in the output fields)
are injected into the system. The time averaged QFI source densities σF are not
plotted because they are concentrated along the edge of the target. From the flux
densities it is anyway evident where the QFI is created. The plots clearly illustrate
the production of QFI right at the boundary of the target, where it changes most
w.r.t. the parameter θ, and how the QFI then propagates through the disordered
system, ultimately flowing into the far field.

We close this section by noting that a local continuity equation for QFI makes
sense only for coherent states of light. For instance, the QFI of photon number
states, as given in Eq. (3.33), contains a 4th order contribution in the amplitudes.
But then, the QFI flux density jF would also need to have such a contribution such
that ΦF ∝ Fθ. This however makes it impossible to utilize the orthogonality of the
mode profiles, a crucial ingredient in the derivation (3.106). The physical reason
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(a) QFI density, θ = x

ρF

(b) QFI flux density, θ = x

  jF  

(c) QFI density, θ = y

ρF

(d) QFI flux density, θ = y

  jF  

(e) QFI density, θ = φ

ρF

(f) QFI flux density, θ = φ

  jF  

Figure 3.7: Coherent QFI flow in a waveguide system containing a metallic target (red
square) and multiple scatterers (orange circles) inducing random scattering. We distin-
guish three choices for the parameter θ: horizontal position of the target (θ = x, first
row), vertical position of the target (θ = y, second row) and the rotational orientation
of the target (θ = φ, third row). For each parameter θ, the respective optimal probe
state (the one maximizing the QFI in the output state) is coupled into the system. The
plots show the spatial distributions of the respective time averaged QFI densities ρF (left
column) and the associated time averaged QFI flux densities jF (right column). The latter
are visualized using stream plots, where the colour of the lines encode the norm of the
vector field. Close to the target, the fields take on extremely large values, which is why
the ranges for ρF and

  jF  represented in the respective colour bars are clipped.
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why photon number states (and non-classical states in general) do not allow for a
local description of the flow of QFI is that QFI is in general a non-local quantity,
reflecting the non-local nature of the wavefunction, which materializes, e.g., in the
collapse of the wavefunction upon a performed measurement. What happens in one
detector influences the statistics of events in all other detectors. Coherent states, on
the other side, behave in a local fashion: The measurement statistics of a detector
is independent of the measurement outcome of any other detector.

3.6 Coherent Discrimination
Up to this point, we considered only infinitesimal changes in the parameter of
interest θ, as expressed by the derivative ∂θ. So a natural question could be how to
modify the formalism to describe finite differences. The notion of a “finite difference”
comprises finite shifts ∆θ in the parameter, but also the presence/absence of a
target, or the replacement of the whole system by a different system altogether.
The aim in all those cases is to distinguish between two different hypotheses H1

and H2, which is called binary decision. This means that the probe state |ψin⟩
propagates through one of two systems, where system 1 appears with the prior
probability p1 and system 2 is realized with the prior probability p2 = 1 − p1. In
the absence of any prior information, for instance, one would set p1 = p2 = 1/2.
Based on a measurement of the output state |ψout

1 ⟩ or |ψout
2 ⟩, one tries to predict

which of the two systems was present. If the two output states are not orthogonal,
there is always a non-zero probability of an incorrect prediction. The average error
probability is defined as

perr := p1p (H2|H1) + p2p (H1|H2) , (3.107)

where p (H2|H1) is the probability of deciding for hypothesis H2, provided that the
system is actually a realization of hypothesis H1, and vice versa for p (H1|H2). This
error probability is always larger than a certain minimum value, which is known as
the Helstrom bound [199]:

perr ≥ 1

2



1−

�
1− 4p1p2 |⟨ψout

1 |ψout
2 ⟩|2

�
. (3.108)

The central question is what choice to make for the probe state |ψin⟩ such that the
Helstrom bound gets as small as possible. Regardless of the values for p1 and p2,
this is achieved by minimizing the overlap |⟨ψout

1 |ψout
2 ⟩|2.

For coherent states and passive linear scattering systems we have αout
i = Siα

in,
where i ∈ {1, 2} and Si is the scattering matrix of system i. It holds that

⟨αout
1 |αout

2 ⟩M M
= exp



−1

2

	  αout
1

  2
+
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2

  2 − 2αout†
1 αout

2

��
, (3.109)
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Figure 3.8: Helstrom bound perr,min as a function of the mean photon number ν for
different possible eigenvalues di of the matrix D12, see Eq. (3.112). The prior probabilities
are assumed to be balanced, i.e., p1 = p2 = 1/2.
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Therefore, the Helstrom bound is optimal when the expression  αout
1 −αout

2

  2
= αin† (S1 − S2)

† (S1 − S2)α
in (3.111)

is maximized. The relevant matrix here, namely D12 := (S1 − S2)
† (S1 − S2), shows

a close resemblance to the FI matrix Fθ = 4 (∂θS)
† (∂θS), where the derivative is

replaced by the finite difference. The optimal probe state αin for discrimination
is proportional to the eigenvector of D12 corresponding to the largest eigenvalue.
Denoting the eigenvectors and -values of D12 by di and di, respectively, we obtain
(ν is the mean photon number)

αin =
√
νdi =⇒ perr,min =

1

2

	
1−

�
1− 4p1p2e−νdi

�
. (3.112)

Plots of this function for different possible eigenvalues di can be seen in Fig. 3.8.
For νdi ≫ 1, the Helstrom bound can be approximated by

perr,min ≈ p1p2e
−νdi . (3.113)

An experimental implementation in the optical domain for detecting the presence
of a polystyrene bead hidden between two strongly scattering glass diffusers is given
in Ref. [239], to which the author contributed in the theoretical analysis.

For a concrete numerical example, we resort to the generic setup presented in
Subsec. 1.1.2. A metallic target is positioned in the center of a waveguide. Fur-
ther scatterers surrounding the target provide a complex scattering environment.
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As hypotheses H1 and H2 we choose the presence and the absence of the target,
respectively. The other scatterers are always in place. Figure 3.9 shows the spatial
intensity distributions of the waves that emerge when injecting the eigenstates of
D12 corresponding to the maximum and the minimum eigenvalue into both systems
(with and without the target). The maximum eigenvalue is dmax ≈ 3.652. Employ-
ing the corresponding eigenstate allows for a highly reliable discrimination between
the two hypotheses, even at low light intensities, see also Fig. 3.8. This fact is sup-
ported by inspecting the spatial structures of this eigenstate when coupled into the
system with and without the scatterer (see Figs. 3.9(a) and 3.9(b), respectively):
The wave focuses onto the location of the target, leading to vastly different spatial
structures of the emerging wave fields. On the other hand, the minimum eigen-
value of D12 is zero within the given machine precision (double precision). This
implies that employing the corresponding eigenstate gives absolutely no additional
information (on top of the prior probabilities) on whether the target is present or
not. Physically, this is explained by the fact that the light wave avoids any contact
with the target, see Fig. 3.9(c), and it therefore makes no difference if the target is
removed, see Fig. 3.9(d).
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(a) Max. eigenstate in original system

|ψ|2

(b) Max. eigenstate in system without target

|ψ|2

(c) Min. eigenstate in original system

|ψ|2

(d) Min. eigenstate in system without target

|ψ|2

Figure 3.9: Discrimination in the generic waveguide example introduced in Subsec. 1.1.2
to decide if the target (red square) is present or not. The orange circles mark the surround-
ing scatterers that constitute a complex scattering medium. The maximum eigenvalue of
D12 is dmax ≈ 3.652 and the minimum eigenvalue practically vanishes, dmin = 0. The
corresponding eigenstates are fed into both systems (with and without the target) and
the resulting spatial intensity distributions are shown. (a) Maximum eigenstate in sys-
tem with target. The wave strongly focuses onto the target. (b) Maximum eigenstate
in system without target. The white square indicates the original location of the target.
The emerging wave field is vastly different from (a). (c) Minimum eigenstate in system
with target. The wave avoids any contact with the target. (d) Minimum eigenstate in
system without target. The white square indicates the original location of the target. The
emerging wave field is the same as in (c).
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Imaging

The aim of imaging is to generate spatial feature maps displaying local properties
of a system (e.g., the speed of propagation (SOP) or the reflectance) by measure-
ments that are conducted outside of the system. In most scenarios, the system gets
irradiated with a wave (e.g., an electromagnetic or a sound wave), which then un-
dergoes scattering inside the system. The outgoing probe (or a secondary wave that
is excited inside the system) is measured in a detector and the measurement results
are converted into an image through a specific computational protocol. Imaging
finds application in a broad spectrum of disciplines, ranging from material sciences
[240–242] over earth sciences [243–245] to life sciences [246–248]. Further reviews
on imaging in complex media are given in Refs. [25, 93, 249].

The two most prominent detrimental effects leading to a degradation of the image
quality are aberrations and (multiple) scattering. Aberrations are caused by smooth
long-range spatial modulations of the SOP which lead to a slight distortion of the
wavefront. Mathematically, this can be expressed by a local phase mask. Multiple
scattering on the other hand comes about if there are high-contrast modulations of
the SOP, causing severe deformations of the wavefront. To give concrete examples:
For ultrasound imaging, aberrations would be realized by a layer of fat tissue,
whereas the skull with its rich structure provokes multiple scattering.

In most scenarios, one has access to just a single side of the specimen, which
is what we assume for the remainder of this chapter. This means that the data
available for computing an image consists of (a part of) the spectral reflection matrix
R (k). It turns out that it is quite convenient to formulate imaging techniques based
on the reflection matrix [63, 250, 251].

4.1 Confocal Imaging

To demonstrate how such a technique works in practice, we present a very simple
imaging method in matrix formulation, namely confocal imaging, which is char-
acterized by focusing the probe wave onto a specific point within the sample and
collecting only the part of the reflected wave that originates at the same point [252].
In a matrix imaging framework, this can be expressed by representing R (k) in the
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so-called “focused basis” [63] (although it is not a basis in the strict mathematical
sense). In this chapter, we denote matrix indices as arguments in round brack-
ets, e.g., R (k;m,m′) ≡ Rm,m′ (k). The conversion between the mode basis {m},
in which R (k) is measured, and the focused basis {r} is mediated by a matrix
built from the Green’s function G (k;m, r) which gives the propagation amplitude
of the injected mode m with frequency ω = ck to the location r inside the sample.
Ideally, this would be the exact Green’s function of the complete system, which we
assume to be unknown to us. The roughest approximation consists in assuming free
propagation. For instance, in the two-dimensional waveguide presented in Subsec.
1.1.2, this would be

G0 (k;m, x, y) =

�
2

W
sin

	mπy

W

�
eik

x
mx. (4.1)

Care must be taken with proper complex conjugation when changing from the mode
basis to the focused basis. It is easy to keep track when formulating it in a quasi-
braket-notation, where R (k;m,m′) ≡ ⟨k;m|R|k;m′⟩, R (k; r, r′) ≡ ⟨k; r|R|k; r′⟩
and G0 (k;m, r) ≡ ⟨k; r|k;m⟩. The first index of the reflection matrix corresponds
to outgoing, i.e., left-travelling modes, which is why we have to conjugate the
corresponding Green’s function:

R (k; r, r′) =
�
m,m′

⟨k; r|k;m⟩∗ R (k;m,m′) ⟨k;m′|k; r′⟩

=
�
m,m′

G∗
0 (k;m, r)R (k;m,m′)G∗

0 (k;m
′, r′) . (4.2)

The matrix element R (k; r, r′) can be understood in the following way: The mono-
chromatic probe wave with frequency ω = ck gets coupled into the system in such a
way that it would focus onto the point r′ if the medium was replaced by free space.
Also in reception, the same spatial gating is applied — but with the focus located
at the point r. The matrix element R (k; r, r′) gives the amplitude of observing this
special output signal provided the r′-focused probe wave.

In the absence of aberrations and multiple scattering, i.e., in free space, the
spatial extent of the focal spot at position r is limited by diffraction [253]:

∆y =
λ

2 sin (β (r))
, (4.3)

∆x =
2λ

sin2 (β (r))
. (4.4)

Here, y denotes the transverse (or lateral) coordinate and x denotes the axial (or
depth) coordinate. β (r) is half the angle of illumination for the location r, which
also determines the NA of the imaging system. In our waveguide setup, this angle
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β is the angle of the classical trajectory of the highest mode that we have access
to, see also Fig. 1.2: β = κmmax = arcsin(mmaxπ/kW ).

Usually, the axial resolution is worse than the transverse one. In order to enhance
the axial resolution, one often replaces the monochromatic probe by a spatially
confined pulse. In wavenumber space, the probe signal is characterized by the
Fourier transform f (k) of the spatial pulse shape. The modified axial resolution
is determined by the inverse of the spectral bandwidth ∆k, which is the standard
deviation or the full width at half maximum of |f (k)|:

∆x ∝ 1

∆k
. (4.5)

Keeping only responses with ballistic time for the signal can be achieved by
coherently integrating R (k; r, r′) over the wavenumber, the result of which is called
the broadband focused reflection matrix [63]

R (r, r′) =
ˆ ∞

0

R (k; r, r′) f (k) dk. (4.6)

Adding a specific spatial gating, where both the input and the output focus lie at
the same point r, one arrives at the conventional confocal image. It gives a map of
the local reflectance of the system and can be expressed as [63]

Iconfocal (r) = |R (r, r)|2 . (4.7)

In the following, we demonstrate confocal imaging explicitly using the waveguide
system described in Subsec. 1.1.2. The only difference is that the square-shaped
target is no longer assumed to be metallic, but it gets assigned a refractive index
of 1.88, thus making it less reflective. The consequence is that it becomes more
challenging to image the target since it leaves a weaker signal in the reflection
matrix. On the other hand, the target modified in this way exhibits a richer spectral
reflection behaviour, which can be leveraged in the fingerprint imaging method
introduced below in Sec. 4.2.

We choose a Gaussian pulse shape such that the axial resolution roughly matches
the size of the target and the scatterers, see Fig. 4.1. Furthermore, we assume a
limited NA, which is determined by a maximum angle κmax, i.e., we only consider
modes m with κm ≤ κmax ⇐⇒ m ≤ mmax = ⌊kW sin (κmax) /π⌋. On the level of
the reflection matrix in mode basis R (k;m,m′), this is implemented by deleting the
rows and columns corresponding to m(′) > mmax. The confocal images for different
values of κmax are displayed in Fig. 4.2. It is apparent that only the leftmost
scatterers are detected reliably. Beyond a certain imaging depth, the image is
corrupted due to multiple scattering and thus becomes blurred there.

Furthermore, mind that a confocal image shows the local reflectance, which is why
the peaks in the image do not occur at the midpoints of the scatterers. A thorough
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(a) Pulse shape in wavenumber space
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Figure 4.1: Pulse shape used for imaging. W denotes the width of the waveguide. (a)
In wavenumber space, a Gaussian profile is chosen. It covers a range where between
N ′ = 10 and N ′ = 30 modes are open in the left lead (the empty waveguide to the left of
the system). (b) The Fourier-transformed Gaussian profile is shown in real space. The
standard deviation of the envelope |f̃ | is ∆x ≈ 0.107W . The orange strip indicates the
diameter of the circular scatterers as well as the side length of the square-shaped target,
which all equal to W/10.

independent investigation of the local reflectance requires Mie theory because both
the spatial standard deviation of the pulse, ∆x ≈ 0.107W , as well as the wavelength
corresponding to the central wavenumber, kc = 20π/W =⇒ λc = 0.1W , are close
to the size of the scatterers, 0.1W , see also Fig. 4.1(b). Such a detailed analysis
using Mie theory is omitted here. Instead, we note that the image of an individual
scatterer depends on its shape, size, refractive index and on the pulse shape of the
probe wave as well as the NA. As an illustration, we show the confocal images of a
single scatterer with different refractive indices in Fig. 4.3.

Confocal imaging relies on ballistic contributions in the reflected signal. Inspect-
ing Fig. 4.2, we observe two effects where multiple scattering leads to a degradation
of the image. Firstly, multiple scattering becomes increasingly predominant at lar-
ger imaging depths, progressively blurring out the image in the affected regions.
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(a) κmax = 30◦

Icf

(b) κmax = 60◦

Icf

(c) κmax = 90◦

Icf

Figure 4.2: Confocal images Icf ≡ Iconfocal of the waveguide system from Subsec. 1.1.2
based on its left-sided reflection matrix R using a pulsed wave, see Fig. 4.1, for different
NAs κmax. Here, the target (red square) has a refractive index of 1.88 instead of being
metallic. (a) κmax = 30◦. Out of the scatterers (orange circles), only the leftmost ones are
faithfully reconstructed whereas the rest of the image is blurred. The peaks in the image
seem to be shifted relative to the true scatterer positions because the image shows the
local reflectance of the system, see also Fig. 4.3. The target is situated at a depth where
neither the target itself nor other scatterers are properly detected. (b) Similar to (a),
but with κmax = 60◦. (c) κmax = 90◦, i.e., all open modes are taken into account. Only
the leftmost scatterer shows a pronounced peak while all the other scatterers, including
the target, leave no reliable trace in the image. The degradation of the image results
from the contributions of the higher modes which are more severely subjected to multiple
scattering events.

Secondly, modes with higher mode numbers m have steeper associated angles of
propagation κm, see Fig. 1.2. In a ray model, those modes traverse the system
more often before being back-reflected into the left lead and are thus more strongly
influenced by multiple scattering. This effect explains the reduced image quality
in Fig. 4.2(c), where all modes are taken into account, as compared to Figs. 4.2(a)
and 4.2(b), where higher modes are left out.

According to the Lambert-Beer law, the ballistic contribution essential to con-
focal imaging typically decreases exponentially ∝ e−2x/ℓt with the imaging depth
x in scattering media [25]. The corresponding characteristic length ℓt is the trans-
port mean free path. This quantity is the average distance after which the direction
of propagation is completely randomized. Another important quantity which de-
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(a) n = 1.44

Icf

(b) n = 1.66

Icf

(c) n = ∞ (metallic)

Icf

Figure 4.3: Confocal images Icf ≡ Iconfocal of a single scatterer (orange circle) in a
waveguide based on its left-sided reflection matrix using a pulsed wave, see Fig. 4.1,
for different refractive indices n of the scatterer. The NA is assumed to be given by
κmax = 60◦. (a) n = 1.44. This corresponds to the scatterers in the original system, see
also Fig. 4.2(b). There are two peaks appearing in the image, one at the scatterer’s front
side (left) and one at its back side (right). Each peak originates from the reflection off
the respective interface. Here, the reflection from the back side is stronger and thus the
corresponding peak is more pronounced. (b) When the refractive index is increased to
n = 1.66, the reflection from the scatterer’s front side and hence the corresponding peak
become dominant. Meanwhile, the peak at the back side dissolves into a blurry arc. The
gap between this arc and the contour of the actual scatterer is explained by the mismatch
between the free propagation assumed in the construction of the confocal image and the
actual refractive index of the scatterer; see also the discussion in the paragraph before Eq.
(4.1). (c) When the scatterer becomes metallic (n = ∞), there is just a single peak at its
front side because the wave cannot penetrate the scatterer and thus cannot be reflected
from its back side.

scribes the scattering strength of the system is the scattering mean free path ℓs,
which gives the average distance between two scattering events. The anisotropy
factor g := ⟨cos (γ)⟩, which gives the average cosine of the scattering angle γ,
relates the two lengths ℓt and ℓs through ℓt = ℓs/ (1− g) [10]. In a medium with
isotropic scattering it holds that g = 0 =⇒ ℓt = ℓs, whereas for strong forward
scattering g ≈ 1 =⇒ ℓt ≫ ℓs. Typically, isotropic scattering happens whenever
the individual scatterers are much smaller than the wavelength (Rayleigh scatter-
ing), whereas scatterers that are much larger than the wavelength usually lead to
forward scattering. In generic biological tissues one finds for visible or near-infrared
light g ≈ 0.9, ℓs ≈ 100 µm and ℓt ≈ 1mm [254], see also Fig. 4.4. The accompany-
ing refractive index is to a good approximation given by n ≈ 1.33w+1.514 (1− w),
where w ∈ [0, 1] indicates the water content of the tissue [254]. Regarding ul-
trasound, biological tissues show a variety of values for the SOP, but soft tissues
usually have a value around 1540m/s [58]. It is much less common to characterize
biological samples by their acoustical scattering parameters as was done in Ref.
[255] for rat lung tissue, for which the following results were found: g ≈ 0 and
ℓs ≈ ℓt ≈ 332 µm.
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Figure 4.4: Visual depiction of the scattering mean free path ℓs and the transport mean
free path ℓt. Here, the values are set to ℓs = 100 µm and ℓt = 1mm, which are typ-
ical values for the propagation of light in biological specimen. Fifteen randomly gener-
ated ray paths are shown in different shades of green. Each path starts at the origin,
pointing to the right. The sizes of the individual steps are drawn from a uniform distri-
bution U (90 µm, 110 µm). The direction of each step is chosen relative to the direction
of the previous step such that the anisotropy factor takes on the value g = 0.9. This
is accomplished by drawing the relative scattering angles from the normal distribution
N (µ = 0, σ =

�
2 ln (1/g)). The scattering mean free path ℓs corresponds to the length

of the red line. The transport mean free path ℓt is indicated by the blue line and the blue
semicircle whose radius is ℓt. After the distance ℓt, the propagation directions of the rays
are completely randomized.

Confocal imaging is an appropriate imaging modality in scenarios where the back-
reflected signal is dominated by ballistic contributions, which is the case whenever
the imaging depth is smaller than the transport mean free path ℓt. For deep ima-
ging or in strongly scattering media, however, the desired imaging depth might be
considerably larger than ℓt. There are two main ideas on how to tackle this chal-
lenge. One approach is enhancing the ballistic contribution in the back-reflected
signal or filtering away the contributions that stem from multiple scattering, as is
done in Refs. [256–258]. The other approach consists in leveraging the multiple
scattering contributions, as opposed to trying to suppress them. These contribu-
tions contain vastly more information than the ballistic signal. This becomes clear
when considering confocal imaging, where through the spatial gating mechanism all
the off-diagonal elements of the broadband focused reflection matrix are discarded.
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The problem with the rich and valuable information contained in the multiple
scattered component is that it is scrambled within the back-reflected signal, so one
has to come up with clever ways of extracting this information. Examples for such
strategies are given in Refs. [63, 64, 259].

4.2 Fingerprint Imaging

In a joint project together with the group of Alexandre Aubry at Institut Langevin
(ESPCI Paris), the author of this thesis contributed conceptual ideas to the de-
velopment of a new ultrasound imaging technique that utilizes multiple scattering
components. Under the supervision of the author of this thesis, David Fürlinger
contributed numerical investigations in the course of his bachelor thesis “Object-
Adapted Imaging Using Scattering Invariant Modes” [260]. With the group of
Alexandre Aubry, we filed a patent entitled “Procédé pour caractériser un objet
cible dans un milieu” (“Method for characterizing a target object in a medium”)
that comprises this method we call here “fingerprint imaging” for reasons that will
become clear below.

Inspired by the so-called “scattering invariant modes” (SIMs) [261], we devised
an imaging method that is able to locate specific targets within a scattering envir-
onment. A SIM has the defining property that it produces nearly identical output
fields when it gets injected into two different scattering systems. Specifically, this
even works when one of the systems is a target scatterer buried deep inside a dis-
ordered medium and the other system consists of the target alone, surrounded by
free space. In this case, a SIM that is injected into one of these systems yields es-
sentially the same output scattered wave, independent of whether the surrounding
disorder is present or not. Numerical studies carried out in Ref. [261] demonstrated
that on top of this defining property, the wave fields show high correlations also
within the scattering medium. A first imaging approach based on these correlations
gave promising numerical results, but required a measurement behind the medium
and the presence of fluorescent particles inside of it [261].

Here, we propose to work without fluorescent deposits, but only with the in-
formation stored in the reflection matrix R of the system under study, which we
assume to be accessible from only one side. Our aim is to detect and locate a
particular target inside the system using the individual scattering characteristics
encoded within the reflection matrix of the bare target. To achieve this goal, we
require some means of assessing the similarity between the original system under
study and the target on the level of their reflection matrices. To this end, we intro-
duce special states that we call here “reflection invariant modes” (RIMs). They are
defined with respect to a reference system, which consists of just the target that we
wish to detect and locate, see also Fig. 4.5. The reference target is characterized
by specific parameters like its position, rotational orientation, size or local SOP.
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Here, we only consider the position r of the reference target. The background of
the reference system is most conveniently chosen to be a homogeneous medium. In
more refined versions of the proposed imaging method, the reference background
can be tailored depending on the level of knowledge about the background medium
in the original system. The reflection matrix Rref (r) of the reference system can be
established through measurement of a corresponding real-world system or through
numerical computations. Shifting the target, i.e., relocating it at different positions
r, can, for instance, be performed virtually in post-processing using the focused
basis, see Sec. 4.1. Other possibilities for virtually shifting the target, particularly
suited for the waveguide system, are the transformations given below in Eqs. (4.12)
and (4.13). The RIMs ai (r) are defined as eigenvectors of the matrix R†

ref (r)R:

R†
ref (r)Rai (r) = ai (r) ai (r) . (4.8)

For each position r of the reference object, the eigenvalues ai (r) are a measure for
how well the reference system emulates the original system when being probed with
the RIMs. In this way, these eigenvalues measure the correlations between those
two systems, which are strongest when the reference position r matches the true
position of the object in the original system. Thus, plotting the spatial dependence
of the complex eigenvalues ai (r) or a suitable combination of them, provides us
with a map for the likelihood of the target’s location, see also Fig. 4.5. Specifically,
here we consider the coherent summation over all eigenvalues (which is given by
the trace) as well as an integration over the wavenumber spectrum, weighted by the
Fourier transform f (k) of the spatial shape of the probe pulse. Additionally, we
normalize w.r.t. the respective total reflectances. Introducing the Frobenius5 inner
product, including a weighted wavenumber integration,

⟨A,B⟩f :=

ˆ ∞

0

tr
�
A† (k)B (k)

�
f (k) dk, (4.9)

the computational procedure for fingerprint imaging can be written concisely as

Ifingerprint (r) =

!!!⟨Rref (r) ,R⟩f
!!!2

⟨Rref (r) ,Rref (r)⟩f ⟨R,R⟩f
. (4.10)

This expression can be interpreted as the squared cosine similarity between Rref (r)
and R w.r.t. the inner product ⟨·, ·⟩f defined in Eq. (4.9).

Using different reference objects allows for multi-channel images with each chan-
nel corresponding to an individual object. Now the terminology of “fingerprint
imaging” should make sense: For each target, a fingerprint is recorded in the form
of a corresponding reference reflection matrix Rref (r). One can then search for this
fingerprint within a given reflection matrix R.

5It is called after Frobenius because tr
�
A†A

�
= ∥A∥2F.
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Figure 4.5: Working principle of the fingerprint imaging method. In the left column,
the configuration of the original system is shown. Here, it consists of nine scatterers with
different shapes and sizes. The system is characterized by its reflection matrix R. The
large square is selected as the reference target. In the middle column, three reference
systems with the reference target located at different positions ri are shown. (These
reference systems are only an exemplary selection of potentially infinitely many.) Each
reference system has an associated reflection matrix Rref (ri) and is compared to the
original system via the eigenvalues of the matrix R†

ref (ri)R. This comparison yields a
correlation value which is displayed at the corresponding pixel in the fingerprint image
(right column). The correlation is high whenever the reference position ri matches the
position of a reference target in the original system.

One of the major advantages of this method is that it is free of labels (like loc-
alized guide stars or fluorescence), but still target-specific. Furthermore, the whole
procedure works in post-processing once the reflection matrix has been recorded,
i.e., the explicit experimental implementation of a RIM using wavefront shaping
tools is not required.

The fingerprint imaging technique can be refined in different ways. By removing
the specular echo, which is not really unique for a given target, finer characteristic
features of the target are accentuated. Also, depending on the knowledge about the
original system under study, the model of the reference system may be improved.

As an explicit example, we now perform fingerprint imaging in the waveguide
system introduced in Subsec. 1.1.2, the only difference being that the target is not
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metallic any more, but it has a refractive index of 1.88. This way, the target is
equipped with richer reflection characteristics, e.g., more resonances, as compared
to a metallic target. The shape f (k) of the pulsed probe wave is chosen to be
the same as in Sec. 4.1, see also Fig. 4.1. The NA is assumed to be limited by
κmax = 30◦, i.e., only modes m with κm ≤ 30◦ are taken into account. We select two
different reference objects, namely the square-shaped target and a single circular
scatterer. The reference matrices Rref (r) do not have to be calculated numerically
for each position r. With the help of two transformations, the number of simulated
reference systems can be considerably reduced.

Firstly, if we know the reflection matrix for the target being located at position
r = (x, y), then the reflection matrix for the “mirrored” position (x,W − y) can
be derived from Rref (r). This can be done only for reference objects that are
themselves mirror-symmetric w.r.t. the axial coordinate. We note that under this
mirror transformation y �→ W − y, the transverse profiles (see Eq. (1.16)) of the
modes with even m change sign while the profiles of the modes with odd m remain
unaffected:

ψm (W − y) = (−1)m−1 ψm (y) . (4.11)

On the level of the reflection matrix, this transformation is implemented by flipping
the sign of all matrix entries that are indexed with an even and an odd mode:

(Rref (x,W − y))m,m′ = (−1)m+m′
(Rref (x, y))m,m′ . (4.12)

Secondly, we can virtually shift the reference object in the axial direction (i.e.,
in the x coordinate). Suppose we know Rref (x, y). The reference system where the
object is moved to the position (x+∆x, y) can be interpreted as the concatenation
of an empty waveguide of length ∆x and the original system where the reference
object is located at (x, y). The scattering matrix of the empty waveguide is known
analytically (see Eq. (1.21)). The so-called Redheffer star product [262, 263] is
an operation that yields the scattering matrix of a concatenated system from the
scattering matrices of the constituents. In the case considered here, the Redheffer
star product simplifies to

(Rref (x+∆x, y))m,m′ = (Rref (x, y))m,m′ e
ikxm∆xeik

x
m′∆x. (4.13)

It should be noted that this transformation is valid also for ∆x < 0.
Figure 4.6(a) shows the fingerprint image where the reference object is chosen as

the square-shaped target. Close to the true target position, a distinct peak emerges.
On the other hand, peaks also form at some locations that are associated to the
circular scatterers. This drawback can be remedied by considering also the finger-
print image where the reference object is chosen as one of the circular scatterers,
see Fig. 4.6(b). There we see that the leftmost scatterers are reconstructed very
well. In a next step, we merge the individual fingerprint images into a combined
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two-channel image. This is achieved by taking the pixel-wise maximum of both
fingerprint images, keeping track of where each pixel came from (i.e., the target- or
the scatterer-related fingerprint image — this information is encoded in the colour
of the final image), see Fig. 4.6(c). We see that for the leftmost scatterers, the
scatterer channel overrules the target channel. This behaviour can be verified inde-
pendently by considering the fingerprint images of the individual reference objects
alone, see Fig. 4.7. Coming back to the two-channel image of the original system
in Fig. 4.6(c), we notice that also the target is imaged reliably by a predominant
peak in the target channel, though this peak is not so sharp and a bit shifted.
This, however, is a considerable improvement when compared to the corresponding
confocal image in Fig. 4.6(d), where the target leaves no trace whatsoever.

As illustrated in the example above, fingerprint imaging exhibits considerable
advantages over confocal imaging. It provides a technique that is object-specific
by making use of the multiple scattering characteristics of each object considered,
without relying on any particular guide star placed inside the system under in-
vestigation. Employing multiple reference objects makes it possible to produce
multi-channel images where the different objects are associated to different chan-
nels. Fingerprint imaging is applied in post-processing, i.e., it does not require any
particular wavefront shaping during the measurement process. Lastly, it should
be pointed out that the method is not restricted to the positions of the reference
objects, but any object-related parameter such as orientation, size or local SOP
may be used to create maps of likelihoods assigned to the respective parameters.
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(a) Reference = target

Ifp

(b) Reference = scatterer

Ifp

(c) Two-channel image

Ifp

(d) Confocal image (for comparison)

Icf

Figure 4.6: Fingerprint images Ifp ≡ Ifingerprint of the waveguide system from Subsec.
1.1.2 based on its left-sided reflection matrix R using a pulsed wave, see Fig. 4.1, for
different reference objects. Here, the target (red square) has a refractive index of 1.88
instead of being metallic. The NA is given by κmax = 30◦. (a) The target is chosen
as the reference object. Apart from the peak close to the true position of the target,
there are also a few erroneous peaks that are not related to the target, but rather to the
circular scatterers (orange circles). (b) A single scatterer is chosen as the reference object.
The leftmost scatterers get imaged very clearly. (c) The two images in (a) and (b) are
merged into a two-channel image by taking the pixel-wise maximum, where the origin of
the respective maximum pixel is encoded in the colour (red for reference = target, green
for reference = scatterer). The leftmost peaks are now correctly attributed to the circular
scatterers (see also Fig. 4.7(c)). Also the presence of the target is successfully detected.
Its predicted location is a bit shifted though. (d) For direct comparison, the confocal
image with the same imaging parameters, Fig. 4.2(a), is shown again. Here, the target
does not appear in the image.
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(a) Scatterer

Ifp

(b) Target

Ifp

(c) Scatterer

Ifp

(d) Target

Ifp

Figure 4.7: Fingerprint images Ifp ≡ Ifingerprint of the individual reference objects, namely
a single circular scatterer and the square-shaped target (with refractive index 1.88), when
being placed in the center of an otherwise empty waveguide. The imaging parameters
(e.g., pulse shape, NA) are the same as in Fig. 4.6(c). For the red channel, the target is
taken as the reference object. For the green channel, a scatterer is taken as the reference
object. (a) Two-channel fingerprint image of a single circular scatterer. The peak in
the target channel (red) is partly covered by the dominant peak in the scatterer channel
(green). (b) Two-channel fingerprint image of the square-shaped target. The peak in the
scatterer channel (green) is partly covered by the dominant peak in the target channel
(red). (c) Same as (a), including the contour of the true scatterer. (d) Same as (b),
including the contour of the true target.
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Machine Learning

In the course of his diploma thesis “Inverse Scattering in One-dimensional Random
Media Using Deep Learning” [264], the author of this thesis introduced machine
learning (ML), specifically deep learning (DL), to the research in the group of Stefan
Rotter. The diploma thesis [264] contains a concise introduction to DL. For a more
in-depth treatment of ML and DL, the reader is recommended to read the literature
in Refs. [265–270].

During his PhD studies, the author of this thesis supervised a handful of DL-
related projects, which are outlined in the following sections in chronological order.

5.1 Two-Dimensional Inverse Scattering

In his project thesis “Use of Machine Learning in 2D inverse Scattering” [271],
Günther Hackl further developed the methods established in [264] and generalized
them to two-dimensional systems. An artificial neural network (ANN) was trained
to predict the location of circular scatterers based on the scattering matrix of
the system as an input. Different network architectures were tested, including
sequential and non-sequential fully connected neural networks (FCNNs) as well as
convolutional neural networks (CNNs).

A non-sequential FCNN has the huge advantage, as compared to a sequential
one, that it allows for separate input layers that are merged at a later stage in the
network. This makes it easier to feed input data with different dimensions, like
scattering matrices at different frequencies with different sizes, into the network.
Additionally, far less connections between the input layer(s) and the first hidden
layer(s) are required in this architecture, leading to a drastically decreased number
of trainable parameters without any noticeable drop in performance.

The FCNNs used in [271] are bound to estimate the position of a fixed number of
scatterers since they directly give the predicted coordinates in their output layers.
The CNN, on the other hand, is able to predict the location of an arbitrary number
of scatterers. This is because it maps a two-dimensional image, namely the confocal
image (see Sec. 4.1), to another two-dimensional image of the same dimensions,
which shows the probability of each pixel belonging to a target scatterer. Using
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a confocal image as the input for the CNN can be viewed as a deterministic pre-
processing step preparing the data from the scattering matrices.

The vast amount of training data required for the learning procedure is produced
using a trick: The systems for the training data set are assembled from lateral slices
containing a single scatterer or free space. One then just needs to calculate the
scattering matrices of a single scatterer at few different positions numerically. The
scattering matrix of free space is known analytically. The individual scattering
matrices of the slices can then be combined using the Redheffer star product to
yield the scattering matrix of the total system [262, 263].

Firstly, the performance of each trained network is tested on data that is similar
to the training data, but which is not part of the training data set, i.e., the network
has not encountered the testing data during the learning procedure. Both the
non-sequential FCNN and the CNN achieve excellent results, see Figs. 5.1(a) and
5.2(a).

Secondly, for each architecture, its generalizability is examined, i.e., how well it
can deal with data that lies outside of the training data distribution. For instance,
the shape or the size of a scatterer is changed or an additional scatterer is introduced
into the system. The non-sequential FCNN can cope well with different shapes
and it achieves acceptable results for different sizes, see Figs. 5.1(b) and 5.1(c).
By construction, the FCNN can predict only the position of a fixed amount of
scatterers, but it comes up with an interesting solution when the input scattering
matrix stems from a system with an additional scatterer: In its prediction, it places
one scatterer exactly in the midpoint between two scatterers from the ground truth,
all the other ones are predicted as normal, see Fig. 5.1(d). The CNN, on the other
hand, can reliably predict the positions of all scatterers, even if an additional one is
introduced, unless one of the scatterers “hides” behind another one. In this scenario,
the signal from the “hidden” scatterer is virtually non-existent in the single-sided
reflection matrix, which is used to construct the input confocal image, so also the
CNN fails to reconstruct this scatterer, see Fig. 5.2(d). The CNN shows acceptable
results when tested on scatterers with different shapes or sizes. It is able to predict
the locations of the scatterers, but fails to give the correct shapes (it mostly draws
the shape in the size that it was trained on), yet it does not produce any unwanted
artefacts in regions where no scatterer is located, see Figs. 5.2(b) and 5.2(c).

This project demonstrates that ANNs provide a valuable tool in two-dimensional
inverse scattering problems. Non-sequential networks are a lightweight alternative
to sequential ones whenever the input data allow for a sensible subdivision into
separate blocks. They show virtually the same performance as their sequential
counterparts. Employing suitable pre-processing, such as constructing a confocal
image, opens up the possibility of using architectures that show a greater flexibility
in their predictions, like CNNs.
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(a) Normal configurations (b) Different shape

(c) Different size (d) Different number

Figure 5.1: Testing the non-sequential FCNN that was trained to predict the coordinates
of two circular scatterers from the corresponding scattering matrix. The ground truths are
indicated in red, whereas the predictions are shown in blue. (a) The FCNN is tested on
data similar to the one it has been trained on. (b) The shape of one scatterer is changed to
a square. The predictions are still reliable. (c) The size of one of the scatterers is increased
by 15%. The performance of the FCNN degrades noticeably. (d) An additional scatterer
is introduced. The FCNN is forced to predict the coordinates of only two scatterers. The
solution it chooses consists in placing a scatterer in the midpoint between two original
scatterers. Note: Adapted from [271].
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(a) Normal configurations (b) Different shape

(c) Different size (d) Different number

Figure 5.2: Testing the CNN that was trained to predict the pixels that are occupied
by circular scatterers from the corresponding scattering matrix. In the training data set,
only two circles with the same size are present. The ground truths are indicated by dash-
dotted lines, whereas the predictions are shown in red (belonging to a scatterer) and blue
(belonging to the background). (a) The CNN is tested on data similar to the one it has
been trained on. (b) The shape of one scatterer is changed to a square. The CNN correctly
predicts the positions of the scatterers, but it fails to reconstruct the square shape. (c)
The size of one of the scatterers is increased by 25% (marked in grey). Most of the time,
the CNN correctly predicts the positions of the scatterers, but it fails to reconstruct the
larger size. (d) An additional scatterer is introduced. The CNN yields reliable results,
except for scatterers that are concealed by other scatterers. Note: Adapted from [271].
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5.2 Design of Refractive Index for
Constant-Intensity Waves

Constant-intensity (CI) waves ψ (r) are, as the name suggests, characterized by
having a constant spatial intensity distribution. Without loss of generality, we set
this constant value to one, i.e., |ψ (r)|2 = 1. A prime example for CI waves are
plane waves in free space. However, in random media, CI waves do not occur in
general, but only under very specific circumstances. Which systems allow for CI
waves? Let us consider only one-dimensional systems in the following. The ansatz
[272]

ψ (x) = exp



ik

ˆ x

0

W (x′) dx′
�

(5.1)

with some real-valued generating function W (x) is a CI wave by construction.
Inserting this ansatz into the Helmholtz equation (1.8) yields the corresponding
refractive index landscape [272]

n2 (x) = W 2 (x)− i

k
∂xW (x) . (5.2)

Unless ∂xW (x) = 0 (which is the case only for completely homogeneous media),
only non-Hermitian systems with gain and loss (as expressed by the imaginary
refractive index) support CI waves.

One interesting physical property of CI waves worth highlighting is that they
propagate through the medium with perfect transmission, i.e., under the absence
of any back-reflection [272]. This has been implemented and verified experimentally
using sound waves [273]. Surprisingly, even Hermitian systems that exhibit strong
interference effects or even Anderson localization, can be turned into systems that
support fully delocalized, perfectly transmitting CI waves by adding the appropriate
gain-loss profile.

Whereas it is straightforward to derive the refractive index landscape n (x) for
a given generating function W (x), it is much more challenging to find a gain-
loss profile ni (x) to a given real refractive index nr (x) such that the combined
landscape n (x) = nr (x) + ini (x) supports a CI wave. The mathematical reason
for this is that the underlying differential equations are nonlinear. Trying to solve
these differential equations numerically entirely fails to deliver satisfactory results
[274]. Ref. [272] provides an iterative scheme that does yield the correct result,
but it remains unmentioned how fast and stable this procedure converges and how
sensitive it is with respect to the initial guess. A simple implementation of this
iterative scheme indicates poor convergence behaviour [274].

In his project thesis “Constant-Intensity Refractive Indices created with Deep
Learning” [274], Felix Wagner addressed this issue by devising a non-iterative
DL-based approach. The input of the ANN is some given real refractive index
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nr (x) together with a wavenumber k, and the output is the predicted imagin-
ary refractive index ni (x) which, when added to nr (x), should yield a landscape
that supports a CI wave. Training data is easy to produce in this case: From
a great many randomly chosen generating functions W (x) and wavenumbers k,
one can directly construct valid input-output pairs ((k, nr (x)) , ni (x)) with minute
numerical effort. The refractive indices nr (x) and ni (x) are interpreted as se-
quential data, namely as functions of a suitably discretized space coordinate xi:�
. . . , nr/i (xi−1) , nr/i (xi) , nr/i (xi+1) , . . .

�
. The architecture predestined for sequen-

tial data (which also encompasses text data or time series) is a recurrent neural
network. To be more specific, long short-term memory (LSTM) is used in Ref.
[274]. The loss function that is minimized during the training process of the ANN
is the mean squared error (MSE) between the predicted ni (x) and the corresponding
ground truth. Once training is finished, the performance of the ANN is evaluated
by a physical figure of merit, which the ANN did not explicitly learn to optimize.
This figure of merit is chosen to be the reflectance that a wave with wavenumber
k experiences when injected into the system which is assembled from the given
nr (x) and the predicted ni (x). The reflectance should be zero in the ideal case.
For weakly scattering systems, the ANN achieves a mean reflectance in the order
of 10−4, see Fig. 5.3. Compared to the reflectance of the corresponding Hermitian
systems (defined by n (x) = nr (x)), this is a decrease by two orders of magnitude.
For highly disordered media, whose Hermitian counterparts have reflectance values
of approximately 0.97, the ANN is still able to decrease this value by two orders of
magnitude, see Fig. 5.4.

Also a CNN is employed to learn the mapping from (k, nr (x)) to ni (x). It shows
results comparable to those of LSTM. However, the CNN introduces minute gain
in the asymptotic region (where the refractive index should be n (x) = 1). This
unwanted effect does not occur with LSTM, which is why the use of LSTM is
recommended for the specific task discussed in this section.

This project shows that ANNs constitute a suitable method for solving nonlin-
ear problems appearing in one-dimensional wave scattering. DL-based approaches
have multiple advantages over standard numerical procedures: Firstly, they are
much faster in producing a solution once the ANN has been trained. Secondly,
they are less prone to unstable behaviour. Thirdly, they are able to filter out the
unique physically relevant solution in cases where multiple mathematically possible
solutions exist.
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(a) Hermitian refractive index and corresponding wave intensity

(b) ANN prediction

Figure 5.3: Testing the ANN that was trained to predict the imaginary part to a given
Hermitian refractive index, such that the total complex-valued refractive index landscape
supports a CI wave. (a) A generic Hermitian, i.e., real-valued refractive index (green
line) is shown together with the intensity distribution (red line) of a plane wave injected
from the left. The large intensity peak to the left of the index profile indicates that
the incoming wave is superimposed by a non-negligible reflected wave. In the absence
of a reflected wave, the intensity to the left of the system would be constant. (b) The
green and the dashed cyan line respectively display the real and the imaginary part of
a refractive index that supports a CI wave. The trained ANN receives the real part as
an input and returns a prediction for the corresponding imaginary part (purple line).
This prediction closely matches the ground truth (dashed cyan line). The red line shows
the intensity distribution of a plane wave that is injected from the left into the system
constructed from the given real part and the imaginary part as predicted by the ANN.
The small oscillations to the left of the system indicate a weak reflection. Note: Adapted
from [274].
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(a) Highly fluctuating refractive index supporting a CI wave

(b) Intensity in Hermitian counterpart (c) Intensity in ANN-predicted system

Figure 5.4: Testing the ANN that was trained to predict the imaginary part to a given
Hermitian refractive index, such that the total complex-valued refractive index landscape
supports a CI wave. (a) Example of a highly fluctuating refractive index landscape (green
line: real part, red line: imaginary part) that supports a CI wave. (b) A plane wave is
injected into the corresponding Hermitian system from the left. The emerging intensity
distribution (red line) is highly oscillatory and localized in the left region of the strongly
scattering system. Practically the whole impinging wave is back-reflected. The green line
shows the constant intensity distribution of a CI wave as a reference. (c) The Hermitian
refractive index is combined with the imaginary part that is predicted by the ANN. Now,
the intensity of a plane wave injected from the left (red line) shows no localization any
more and it is much closer to that of a true CI wave (green line). About 70% of the wave
get transmitted. Due to the loss and gain in the system, the reflectance is different from
0.3, it amounts to roughly 10−2. Note: Adapted from [274].
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5.3 Completing Classical Scattering Matrices for
Micromanipulation

In his project thesis “Missing Data Imputation and Prediction of Scattering Matrices
using Machine Learning” [275], Jens Burkhart investigated the ability of ML tech-
niques to mitigate experimental shortcomings in real-world applications of classical
optical micromanipulation protocols based on the GWS matrix (see Sec. 2.1). These
protocols rely on the fact that the GWS matrix is Hermitian, which is the case
whenever the scattering matrix is unitary. However, under realistic conditions, the
measurement setup usually gives access just to a subunitary part of the full optical
scattering matrix, e.g., due to a limited NA of the optical instruments.

In Ref. [275], a simple proof-of-principle system, namely a waveguide containing
a single circular dielectric scatterer with arbitrary location, is considered. The
parameter θ represents a displacement of the scatterer in a random direction. It
is assumed that waves can be injected into the waveguide just from the left hand
side. Thus, the relevant part of the GWS matrix is its upper left block QUL

θ :=
−i

�
R†∂θR+T†∂θT

�
. Furthermore, it is assumed that the scattered waves can be

measured only on the right hand side, i.e., only (a part of) the transmitted wave
is captured. In a first step, the effect of having a limited NA — both at the input
and at the output — is considered, where only part of the transmission matrix T is
measurable. To be more specific, the four highest out of twenty waveguide modes
are discarded, such that only 64% of the full transmission matrix is known. A CNN
is trained to fill in the missing entries of T. Knowledge of the reflection matrix
R is essential in order to construct the relevant part QUL

θ of the GWS matrix.
But in the considered setup, R cannot be measured directly. So in a second step,
another CNN is trained to predict R corresponding to a given transmission matrix
T, which may be complete in the first place or completed by the first CNN. The
mean absolute error is chosen as the loss function for the learning procedure of
both CNNs. The trained CNNs are evaluated with physically more meaningful
figures of merit. Unitarity demands that R†R + T†T = 1, so the first figure
of merit is chosen as the Frobenius norm f1 :=

  R†R+T†T− 1
  
F
. With the

initially incomplete transmission matrices, the sample average of f1 amounts to
⟨f1⟩ ≈ 3.7. Using the completed transmission matrices together with the predicted
reflection matrices, this value is reduced down to ⟨f1⟩ ≈ 0.22. The second figure of
merit is chosen as the ratio between the achieved momentum transfer and the best
possible momentum transfer. Based on the initial incomplete transmission matrix
or on the predictions for T and R by the CNNs, the matrix Q̃UL

θ is assembled. Its
eigenvector w̃max corresponding to the highest eigenvalue (according to its real part)
is injected into the system, leading to a true momentum transfer of w̃†

maxQ
UL
θ w̃max.

The maximum momentum transfer is given by the largest eigenvalue λmax of QUL
θ .

Thus, the second figure of merit is f2 := w̃†
maxQ

UL
θ w̃max/λmax. If only the initial
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Figure 5.5: Improved micromanipulation in a system with limited mode access. The
eigenvector of a matrix (indicated in the legend and described below) corresponding to
the highest eigenvalue (according to its real part) is injected into the system. The ratio of
the achieved momentum transfer over the highest possible momentum transfer is denoted
as f2 and plotted on the horizontal axis. (The aim is to achieve high values for f2.) The
vertical axis shows the absolute frequency of the f2-values (in bins of size 10−2) appearing
within a set of 3678 samples for each method. For the blue curve, the underlying matrix
is (Q̃UL

θ )inc = −iT†
inc∂θTinc, where Tinc is the original incomplete transmission matrix.

The orange curve can be ignored here (for an explanation, see Ref. [275]). For the green
curve, the underlying matrix is the FI matrix (F̃UL

θ )inc = 4(∂θTinc)
†(∂θTinc). For the red

curve, the underlying matrix is Q̃UL
θ (the expression is given in the main text) composed

of the full transmission and reflection matrix, both as predicted by the trained CNNs. The
vertical arrows in the respective colours indicate the corresponding mean values. Note:
Adapted from [275].

incomplete transmission matrices are available, f2 averages to a value of ⟨f2⟩ ≈ 0.40.
Incorporating the CNN predictions, this value increases to ⟨f2⟩ ≈ 0.93, see also Fig.
5.5.

This project clearly demonstrates the benefit that can be gained from employing
DL-based scattering matrix completion routines for micromanipulation tasks under
real-world conditions where only a certain part of the scattering matrix is available.

5.4 Artificial Neural Networks as Efficient
Estimators

This project was an international collaboration between Dorian Bouchet from Uni-
versité Grenoble Alpes in Grenoble (France), Ilya Starshynov and Daniele Faccio
from the University of Glasgow in Glasgow (United Kingdom) and Günther Hackl,
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Maximilian Weimar, the author of this thesis and Stefan Rotter from TU Wien
in Vienna (Austria). Dorian Bouchet conceived the project, the group in Glasgow
conducted the experiments, whereas our group in Vienna developed the theoretical
tools.

The general task in this project is to estimate the position of a target behind a
dynamically changing disordered scattering layer from recorded reflection speckle
patterns using an ANN, see Fig. 5.6(a). We show that the performance of the ANN
practically reaches the CRLB, which is a fundamental limit given by the physical
properties of the scattering medium and the optical setup.

A plain monochromatic laser beam, which is not shaped in any specific way,
serves as a probe. The dynamic scattering medium is implemented by a suspension
that gets pumped through a cuvette. Varying the concentration of the suspension
changes the optical thickness, which is defined as the physical thickness of the
scattering layer divided by the transport mean free path of the laser light in the
suspension. The optical thickness gives a measure for the scattering strength of
the medium. In the experiment, the optical thickness takes on the following values:
0 (no scattering), 1.7, 2.5, 3.3, 4.2, 5.0. The target is realized as a collection
of reflective pixels on a digital micromirror device placed on the far side of the
scattering layer. The reflected light field propagates through the disordered medium
once again before being captured by a complementary metal-oxide-semiconductor
camera. The intensity profile recorded by the camera shows typical speckle patterns
which are more pronounced for stronger scattering, i.e., larger optical thicknesses
[1], see Fig. 5.6(b).

Constructing an estimator that predicts the target position from a given speckle
image may seem like an immensely cumbersome task. ANNs are the prime tools for
deducing rules that replicate an unknown input-output relation (here from speckle
to target position) from just a set of exemplary input-output pairs. However, ANNs
can not become arbitrarily potent, they are limited by the CRLB, see Sec. 3.1.
Assuming that the ANN is unbiased, the CRLB is given by the statistical properties
of the measured intensity images, which are in turn determined by the physical
properties of the dynamic disordered medium and the optical setup. Therefore, the
CRLB can already be calculated from the recorded speckles prior to training any
ANN, and it establishes the same bound for any ANN that might be employed. On
the positive side, we demonstrate that ANNs can practically reach the CRLB, even
when applied to complex real-world systems.

The position of the target is composed of two parameters, namely the x- and
the y-coordinate. They are collected in the vector parameter θ = (x, y)⊤. The
(vectorized) intensity image captured by the camera is denoted by s. It is a random
variable, subject to the statistical fluctuations generated predominantly by the ever
changing disorder in the scattering layer. The CRLB for such a multi-parameter
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(a) Schematic experimental setup and ANN workflow

(b) Exemplary speckle images

Figure 5.6: An ANN is trained to predict the position of a target hidden behind a
scattering layer from recorded speckle images. (a) A laser beam (green) hits a dynamically
changing scattering medium (light grey). Part of the transmitted light gets reflected by a
target (gold sphere) placed at position (x, y) and propagates through the scattering layer
again. A camera records an image of the reflected light wave, which gets fed into the
ANN (red circles and black lines). The ANN returns a probability distribution (yellow
surface) for the target position. The final prediction is taken as the mean value of this
distribution. (b) For three values of the optical thickness (OT), an exemplary speckle
image is shown. Note: Courtesy of Ilya Starshynov.

configuration is determined by the FI matrix [195]

Iθ := Es∼p(s|θ)
�
(∇θ ln (p (s|θ))) (∇θ ln (p (s|θ)))⊤

�
. (5.3)

Assuming an unbiased estimator and a single repeated independent measurement,
the standard deviation σi of the predicted value θ̃i is bound from below by [195]

σi ≥
��

I−1
θ

�
i,i
. (5.4)

First, we focus on the right hand side of the last equation, namely on the cal-
culation of the FI matrix. There are two symmetries in the physical setup that
we exploit for this calculation. Firstly, the two coordinates are what is called “in-
formation orthogonal” to each other. Physically, this means that the FI of one
coordinate is independent of whether the value of the other coordinate is known
or not. Mathematically, this is expressed by vanishing off-diagonal elements in the
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FI matrix, resulting in
�
I−1
θ

�
i,i

= 1/ (Iθ)i,i. Secondly, the speckle images are trans-
lationally invariant in the sense that a shifted speckle pattern can also originate
from a correspondingly shifted target together with a suitably changed disorder
realization. Utilizing this invariance, we can assume that the FI is constant over
all target positions and thus it suffices to calculate the FI only for a single target
location. For each optical thickness, we record 1.25 ·105 speckle images with a fixed
target, but a changing scattering layer. We approximate the θ-derivative in Eq.
(5.3) by a finite difference, which — again due to the translational invariance —
can be implemented by virtually shifting the speckle images by a small amount in
post-processing.

Since we do not have a good physical model for the probability distribution
p (s|θ), we have to resort to a general model-free procedure for approximating the
FI from given measurement data. In the following, we provide such a procedure
by establishing an upper and a lower bound to the true FI, as well as an adequate
approximation based on a decomposition of the data into maximally independent
components.

Having just a finite set of measured speckles {s} at hand, one could approximate
the distribution p (s|θ) by histograms. However, such histograms are too rough an
approximation for high-dimensional data. One idea is to resort to one-dimensional
data, which allow for a reliable characterization through histograms. Each image
pixel sk represents a one-dimensional variable, so one could approximate p (s|θ) by
the product of its marginals pk (sk|θ). This approach however completely ignores
the dependencies between the pixels that potentially occur since a speckle pattern
consists of grains with finite size [1]. If the camera pixels are smaller than such a
grain, neighbouring pixels carry the same information. According to this physical
heuristic, the sum of the FIs of the individual marginals is greater than (or equal
to) the true FI, thereby establishing an upper bound:

(Iθ)i,i ≤
�
k

Esk∼pk(sk|θ)
�
(∂θi ln (pk (sk|θ)))2

�
. (5.5)

We can push the expression on the right hand side of the previous equation closer
to the true FI by transforming the data s such that the dependencies between the
components are minimal. This can be achieved with principal component analysis
(PCA) [276] or, as was done in this project, with independent component ana-
lysis (ICA) [277]. While PCA yields an orthogonal transformation that renders
the covariance matrix of the transformed data diagonal (elimination of first order
correlations), ICA attempts to find a linear transformation t = As such that the
components of t are maximally independent (eliminating also higher order cor-
relations). This is done by optimizing a suitable statistical quantity like mutual
information. As there may still be some dependence between the components of t,
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the sum of the marginal FIs only provides an approximation to the true FI:

(Iθ)i,i ≈
�
k

Etk∼qk(tk|θ)
�
(∂θi ln (qk (tk|θ)))2

�
. (5.6)

We found that in the current context, approximating the marginals qk (tk|θ) with
histograms using equal frequency binning works better as compared to equal width
binning. The derivative ∂θi in Eq. (5.6) is approximated by a symmetric finite
difference ∆θi. A good value for the step size ∆θi is recognizable by a plateau that
emerges when plotting the calculated FI as a function of ∆θi. If the step size is too
small, the statistical fluctuations dominate the signal and thus corrupt the finite
difference. Too large step sizes result in a poor approximation of the derivative.

A lower bound to FI is provided by the so-called linear Fisher information (LFI)
[278]. It is called “linear” because it constitutes a CRLB for local linear estimators
[279]. (This is just to explain the terminology — we do not use any linear estimators
here.) The LFI Lθi is calculated from the mean value µ and the covariance matrix
Σ of the data (here the speckle images s):

Lθi := (∂θiµ)
⊤ Σ−1 (∂θiµ) . (5.7)

LFI can also be understood in the following way: We fit the data with a multi-
variate Gaussian distribution and take the FI that arises from the θi-dependence of
the first moment, which exactly matches Lθi . The LFI gives a lower bound to the
true FI,

(Iθ)i,i ≥ Lθi , (5.8)

but it is just the first in a series of increasing lower bounds, based on taking into
account ever increasing moments of the underlying probability distribution [280].
Yet, high moments of high-dimensional variables are hard to estimate from empir-
ical sample statistics. Hence, we stick with the LFI which already yields satisfactory
results.

In the present physical setup, the approximation (5.6) and the lower bound (5.8)
are close to each other, such that we can be confident that Eq. (5.6) yields a reliable
estimate of the true FI.

We now turn towards the left hand side of Eq. (5.4), namely the performance
of the ANN. As an architecture we choose a special version of a CNN, namely
a densely connected convolutional network [281]. Justified by the translational
invariance property of the speckle patterns, we can employ data augmentation to
establish an appropriate training data set: We record 1.25 · 105 images with just
a single fixed target position and virtually shift the images in post-processing to
obtain data points for different target positions. This allows us to place the target
at arbitrary positions, also at locations not realizable by the digital micromirror
device. Conversely, after being trained, the ANN is exclusively tested on real-
world data, i.e., on images where the target is physically moved. Evaluating the
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Figure 5.7: Assessment of the performance of the ANNs trained to predict the position of
a target hidden behind a scattering layer from recorded speckle images. For each optical
thickness (horizontal axis), 25 trained ANNs are tested. The curves show the distribution
of standard deviations (vertical axis) of the ANN predictions of the x components (orange)
and the y components (blue) of the target position. The white dots and the attached
vertical bars represent the respective quartiles. The yellow circles indicate the CRLB.
Note: Courtesy of Ilya Starshynov.

performance of the ANN demands far less data than the training process. For each
of the 25 chosen target locations arranged in a 5 by 5 grid (and for each optical
thickness), we recorded 5 · 103 speckles.

The results for the CRLB and the standard deviations of 25 ANNs (differing by
their random initializations) are compared in Fig. 5.7 for each optical thickness. We
find that, depending on the parameter initialization, the ANNs come more or less
close to the CRLB. There are very few outliers, where the ANN seems to perform
better than what is allowed by the CRLB. These outliers can be explained by over-
estimating the CRLB or/and underestimating the standard deviations of the ANNs
due to the finite amount of data and small deviations from the translational invari-
ance, which cause the augmented training data to be an imperfect representation
of the testing images stemming from physically shifted targets. Altogether, these
are very impressive results considering the fact that the ANNs train essentially only
on augmented data, and yet they are able to learn a highly complex relationship
realized by a real-world physical system.

To sum up, this project shows that the performance of ANNs can not become
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arbitrarily powerful, but it is limited by the CRLB. This bound is a fundamental
principle rooted in statistical mathematics, but it also has implications for physical
systems. We provide means to approximate the CRLB from the given data without
the need for an analytical model of the data distribution. On the other hand, we
also show that it is feasible for ANNs to come close to the CRLB, even when being
challenged by an intricate physical problem.

5.5 Fisher Information Flow Through Artificial
Neural Networks

In his diploma thesis “Fisher Information Flow in Neural Networks” [282], Max-
imilian Weimar demonstrated that the concept of FI flow portrayed in Sec. 3.5
can be extended from physical waves to the flow of data through the layers of an
ANN, thereby providing a better understanding of the inner workings of an ANN.
In contrast to the conservation of FI in linear Hermitian wave propagation, FI is in
general not conserved in ANNs since they constitute non-invertible mappings.

Usually, data is processed in a layer-wise manner inside an ANN. We indicate
the hidden layers with the index l ∈ {1, . . . , Nhid}. The distribution of the input
data determines its FI I inθ . This data is successively transformed from layer to
layer on its way through the ANN. In each hidden layer l, the corresponding data
distribution entails a FI I lθ. The same holds for the output layer, where we denote
the corresponding FI by Ioutθ . The transformed data distributions in the hidden
layers are in general intractable. However, it turns out that the individual FIs are
sufficiently well approximated by the corresponding LFIs (see Sec. 5.4) or specific
refinements thereof, which are explained in Ref. [282]. Additionally, there is a
general relationship between the FIs of adjacent layers: The transformations from
layer to layer are deterministic and θ-independent. In such a setting, the so-called
data processing inequality holds [283] and it implies that FI can only decrease when
the data is being transformed during propagation through the ANN, or at best stay
constant:

I inθ ≥ I1θ ≥ . . . ≥ INhid
θ ≥ Ioutθ . (5.9)

Since, however, the Cramér-Rao inequality states that the inverse FI of the data
is a lower bound to the precision of the final (unbiased) estimate, an ANN that is
well-trained to make very precise estimates on θ must necessarily make sure that
the FI content in the data stays constant or drops only minimally. These heuristic
considerations are confirmed by the empirical findings in Ref. [282], see also Fig.
5.8. In an untrained ANN, FI rapidly decays with increasing layer depth. Once
the ANN has learned to estimate θ well, FI is close to being completely preserved
over the layers. Although conserving FI is not the primary goal of the training
procedure, the ANN is capable of extracting the essential information from the
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Figure 5.8: FI flow through an ANN during the training procedure. At different stages
of learning (expressed by the epoch number), the normalized FI of the processed data is
shown for each layer of the ANN (encompassing the input layer, four hidden layers and
the output layer). The normalization of the FI consists in dividing by the FI in the input
layer. Initially, virtually no FI reaches the output layer. As training progresses, the flow
of FI through the ANN increases until the ANN reaches a configuration that allows it to
preserve most of the FI through all the layers. More details can be found in Ref. [282].
Note: Adapted from [282].

data despite the decrease in dimensionality from the input to the output layer.
A wide-spread loss function for estimation tasks6 is the MSE, which can be

decomposed into a bias and a variance term (see also Eqs. (3.3) and (3.4)):

MSE := E
�	

θ̃ − θ
�2
�
=

	
E
�
θ̃
�
− θ

�2

+ E
�	

θ̃ − E
�
θ̃
��2

�
= b2 + σ2. (5.10)

Employing the CRLB (3.6), the MSE is bound from below by

MSE ≥ b2 +
(1 + ∂θb)

2

Iθ
. (5.11)

Assuming that the ANN is unbiased, i.e., b = 0, we see that the inverse FI provides
a lower bound to the MSE loss function:

b = 0 =⇒ MSE ≥ 1

Iθ
. (5.12)

The ANN is close to efficient if the MSE loss function comes close to this lower
bound. This establishes a convenient indicator for when to stop the training pro-
cedure. Usually, one monitors this procedure by evaluating the loss function on a

6In ML terminology, estimation tasks can be understood as a type of regression problem.
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Figure 5.9: Early stopping using FI. An ANN is trained (using the MSE as the loss
function) and driven into overfitting on purpose. Overfitting occurs when the validation
loss (blue line) starts to increase (after a period of decrease) while the training loss (green
line) keeps decreasing. The point where the ANN enters overfitting (around epoch 40,
orange dashed line) coincides with the point where the training loss falls below the inverse
FI of the underlying data (red line). More details can be found in Ref. [282]. Note:
Adapted from [282].

separate validation data set. This is called the “validation loss”, as opposed to the
“training loss”, which is the loss function evaluated on the training data. The ANN
overfits to the training data whenever the validation loss starts increasing while the
training loss still decreases. Utilizing the inequality from above, we can formulate
an approximate criterion for overfitting, namely whenever the training MSE loss
falls below 1/Iθ. This lower bound can be calculated prior to the training process
and is independent of the used network architecture. In particular, one can safely
use all the available data both for determining the FI as well as for training the
ANN, i.e., it becomes dispensable to split the data into a training and a validation
data set. Figure 5.9 shows an example demonstrating that the training MSE falling
below the inverse FI is a good indicator for overfitting.

To conclude, we establish the understanding that FI is a quantity that can flow
through an ANN, linked to the regular data flow. A crucial fundamental principle
is that FI can never increase while propagating through an ANN. It turns out that
a well-trained ANN is associated with the (near) conservation of FI throughout the
network. At the same time, the FI of the input data poses a limit to the capability
of the ANN via the CRLB. Knowing this bound equips one with the ability to
assess the efficacy of ANNs on a standalone basis, without the need for comparison
to other algorithms. As a consequence, this enables the detection of overfitting
during the training process without the use of validation data, namely whenever
the ANN’s performance on the training data surpasses the CRLB.
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In this thesis, we discuss different manifestations of waves propagating in inhomo-
geneous media and corresponding applications thereof. The treated phenomena
encompass the propagation of optical light and ultrasound through complex media
and the propagation of data through artificial neural networks. A number of in-
sights are demonstrated on numerically simulated examples and tested in real-world
experiments.

The optical scattering matrix is a convenient tool encoding the propagation of
both classical (i.e., coherent) and quantum light through linear media in a rep-
resentation whose reference points are located in the far field. It can readily be
measured experimentally and it serves as the starting point for a wide range of pro-
tocols that aim at identifying states of light with desired properties. An example
for this is micromanipulation, where the aim is to exert a specific force, torque
or pressure onto a selected target. In this case, the GWS matrix is the quantity
derived from the scattering matrix that provides the relevant information about
the local forces.

By virtue of correspondence, we introduce the QWS operator that extends the
GWS matrix and makes it applicable to quantum light as well. The QWS operator
describes the forces that quantum light exerts on classical objects, thereby estab-
lishing a versatile framework for identifying quantum states of light that have a
desired effect on the target object. We show that harnessing the quantum degrees
of freedom of the light field leads to an improvement in micromanipulation proced-
ures. In particular, the fluctuations in the optical force can be considerably reduced
compared to classical coherent light. The influence of the quantum degrees of free-
dom of light onto the optical forces could be studied in future experiments using
the Kapitza-Dirac effect, i.e., the diffraction of matter from a grating created by a
standing laser wave. On the theoretical side, it would be interesting to investigate
the properties of the QWS operator for unitary processes that are not expressible by
a classical scattering matrix, e.g., active linear systems like parametric amplifiers.
In the field of vacuum physics, the QWS operator provides a promising starting
point for a theory to explain and understand the physical origins of mathematical
renormalization procedures.

We establish a link from the QWS operator to (quantum) metrology through
the notion of QFI. The latter imposes a limit on the precision that can be reached
in measurement setups. To achieve the physically best possible precision, the QFI
needs to be maximized by tuning the spatial as well as the quantum degrees of
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freedom of the optical probe field such that the corresponding output state becomes
extremely sensitive to small changes in the quantity to be measured. The QWS
operator, which provides a versatile framework already for micromanipulation, can
also be used to establish a useful platform for finding quantum states of light that
yield maximum values of the QFI — even in complex, open scattering systems.
By exploiting the quantum degrees of freedom of light, the measurement precision
can be significantly enhanced compared to classical light probes. Several questions
are still unanswered in the domain of subunitary quantum metrology, where the
full unitary scattering matrix is not accessible. Both for squeezed and photon
number states, the optimal probe states have to be determined using numerical
optimization routines. It is not yet clear how stable the found solutions are against
small perturbations in the measured scattering matrix or how imperfections in the
preparation of the optimal probe states impact their performance. It is desirable to
find heuristic solutions that are both easy to calculate and stable against different
noise sources.

Coherent light is special because it allows for the definition of a spatial quantum
Fisher information flow that satisfies a continuity equation, allowing us to identify
the sources and sinks of information and to formulate a law of conserved quantum
Fisher information in parts of the medium that do not change with the parameter
of interest, but may otherwise cause strong scattering.

The scattering matrix proves to be applicable also to problems, where one wants
to detect discrete changes in the system instead of continuous ones. The corres-
ponding pivotal matrix is simply a discretized version of the matrix that yields the
quantum Fisher information in the continuous case.

Scattering matrices are a convenient tool also for characterizing the propagation
of ultrasound waves, which are an indispensable resource in medical diagnosis and
therapy. In biomedical imaging, one is typically constrained to a single side of the
specimen. Therefore, only the reflection matrix is available, or, in the case of a
limited NA, even only a part of the reflection matrix. Many imaging techniques
like confocal imaging rely on a single-scattering approximation, i.e., they assume
that the wave that hits the detector underwent a single reflecting event during its
propagation through the medium. We introduce a target-specific imaging method
that also takes multiple scattering events into account, which are characteristic
for the particular target. In the future, this method can be further enhanced by
constructing better models for the background medium or linking it with comple-
mentary methods that yield information about the background medium through
the knowledge of a guide star.

Artificial neural networks have proven to be ideal for solving problems in the area
of wave propagation. In one project, we employ such a network for estimating the
location of a reflective target hidden behind a scattering layer. We show that its
performance is close to optimal, i.e., it is practically able to reach the Cramér-Rao
lower bound, which is determined by the Fisher information contained in the recor-
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ded speckle images. Considering the layer-wise transformations of the data in the
neural network, the corresponding Fisher information can be traced through the
layers of the network as well. This insight establishes the means to take a peek into
the inner workings of artificial neural networks. It remains an open task to invest-
igate the flow of Fisher information through non-sequential network architectures
like those containing skip connections (also called residual connections). How does
the Fisher information branch and recombine in such architectures? Another open
problem is the development of a corresponding scheme for classification tasks. We
already know that the so-called Bayes error provides a lower bound to the error
probability of any decision algorithm, similar to the Cramér-Rao lower bound for
the precision when estimating a continuous parameter, and that this Bayes error
obeys a data processing inequality. On the other hand, it is not yet clear whether
there is an easily calculable bound on the Bayes error similar to the linear Fisher
information, and how good an approximation such a bound provides. It is also
desirable to find a lower bound for common classification loss functions, such as the
cross-entropy, in order to obtain a precomputable criterion for early stopping.

The author of these lines hopes that this thesis provides a comprehensible study
comprising different topics such as wave physics, quantum optics and machine learn-
ing, thereby building up and reinforcing communication channels between diverse
groups working in the areas mentioned, and eventually sparking new interdisciplin-
ary developments where all parties involved can benefit from each other.
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Appendix A

Expectation Values for Gaussian
States
In the following we derive some relevant expectation values for multi-mode Gaussian
states |α,Z⟩M. Reference [100] provides the identities

âmD̂a (α) = αmD̂a (α) + D̂a (α) âm, (A.1)

âmŜa (Z) =
N�

m′=1

(cosh (R))m,m′ Ŝa (Z) âm′

−
N�

m′=1

�
sinh (R) eiΦ

�
m,m′ Ŝa (Z) â

†
m′ , (A.2)

âmD̂a (α) Ŝa (Z) = αmD̂a (α) Ŝa (Z) +
N�

m′=1

(cosh (R))m,m′ D̂a (α) Ŝa (Z) âm′

−
N�

m′=1

�
sinh (R) eiΦ

�
m,m′ D̂a (α) Ŝa (Z) â

†
m′ , (A.3)

where Z = ReiΦ is the polar decomposition of the squeezing matrix. “cosh” and
“sinh” are to be applied as proper matrix functions, e.g., cosh (R) =

�
eR + e−R

�
/2.

Using âm |0⟩ = 0 and denoting the Fock state with a single photon in mode m
by |em⟩M = â†m |0⟩, we calculate

âm |α,Z⟩M = âmD̂a (α) Ŝa (Z) |0⟩
= αmD̂a (α) Ŝa (Z) |0⟩

−
N�

m′=1

�
sinh (R) eiΦ

�
m,m′ D̂a (α) Ŝa (Z) |em′⟩M . (A.4)

Since both the displacement operator and the squeezing operator are unitary, they
transform the orthonormal Fock basis into another orthonormal basis. With this
insight we immediately obtain:

⟨α,Z|âm|α,Z⟩M M = αm, (A.5)
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⟨α,Z|â†m|α,Z⟩M M
= α∗

m. (A.6)

Utilizing the linearity of expectation values, we get (see Eqs. (1.31) and (1.32))

⟨α,Z|q̂m (φ) |α,Z⟩M M =
1√
2

�
e−iφαm + eiφα∗

m

�
, (A.7)

⟨α,Z|p̂m (φ) |α,Z⟩M M =
−i√
2

�
e−iφαm − eiφα∗

m

�
. (A.8)

The expectation value of the photon number operator n̂m = â†mâm is the same as
the squared norm of the vector in Eq. (A.4). Due to orthonormality we can simply
read off the coefficients:

⟨α,Z|n̂m|α,Z⟩M M =
   âm |α,Z⟩M

   2

= |αm|2 +
N�

m′=1

!!!�sinh (R) eiΦ
�
m,m′

!!!2 . (A.9)

Using the Hermiticity of R and the unitarity of eiΦ, we can simplify the last term:

⟨α,Z|n̂m|α,Z⟩M M = |αm|2 +
N�

m′=1

!!!�sinh (R) eiΦ
�
m,m′

!!!2
= |αm|2 +

N�
m′=1

�
sinh (R) eiΦ

�
m,m′

�
sinh (R) eiΦ

�∗
m,m′

= |αm|2 +
	
sinh (R) eiΦ

�
sinh (R) eiΦ

�†�
m,m

= |αm|2 +
�
sinh (R) eiΦe−iΦ sinh (R)

�
m,m

= |αm|2 +
�
sinh2 (R)

�
m,m

. (A.10)

This result proves Eq. (1.42). Equation (1.43) is obtained by summation over m.
In order to obtain the expectation value of â2m, we start by applying âm to Eq.

(A.4) and using Eq. (A.3). We use âm′′ |em′⟩M = δm′′,m′ |0⟩ and â†m′′ |em′⟩M =�
δm′′,m′ + 1 |em′ + em′′⟩M, see Eqs. (1.50) and (1.51).

â2m |α,Z⟩M = αmâmD̂a (α) Ŝa (Z) |0⟩

−
N�

m′=1

�
sinh (R) eiΦ

�
m,m′ âmD̂a (α) Ŝa (Z) |em′⟩M

= α2
mD̂a (α) Ŝa (Z) |0⟩

−αm

N�
m′′=1

�
sinh (R) eiΦ

�
m,m′′ D̂a (α) Ŝa (Z) |em′′⟩M
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−
N�

m′=1

�
sinh (R) eiΦ

�
m,m′ αmD̂a (α) Ŝa (Z) |em′⟩M

−
N�

m′=1

�
sinh (R) eiΦ

�
m,m′ ·

·
N�

m′′=1

(cosh (R))m,m′′ D̂a (α) Ŝa (Z) âm′′ |em′⟩M

+
N�

m′=1

�
sinh (R) eiΦ

�
m,m′ ·

·
N�

m′′=1

�
sinh (R) eiΦ

�
m,m′′ D̂a (α) Ŝa (Z) â

†
m′′ |em′⟩M

= α2
mD̂a (α) Ŝa (Z) |0⟩

−2αm

N�
m′=1

�
sinh (R) eiΦ

�
m,m′ D̂a (α) Ŝa (Z) |em′⟩M

−
N�

m′=1

�
sinh (R) eiΦ

�
m,m′ (cosh (R))m,m′ D̂a (α) Ŝa (Z) |0⟩

+
N�

m′,m′′=1

�
sinh (R) eiΦ

�
m,m′

�
sinh (R) eiΦ

�
m,m′′ ·

·�δm′′,m′ + 1D̂a (α) Ŝa (Z) |em′ + em′′⟩M

=



α2
m −

	
sinh (R) eiΦ cosh (R)⊤

�
m,m

�
D̂a (α) Ŝa (Z) |0⟩

−2αm

N�
m′=1

�
sinh (R) eiΦ

�
m,m′ D̂a (α) Ŝa (Z) |em′⟩M

+
√
2

N�
m′=1

�
sinh (R) eiΦ

�
m,m′

�
sinh (R) eiΦ

�
m,m′ ·

· D̂a (α) Ŝa (Z) |2em′⟩M

+
N�

m′ ̸=m′′

�
sinh (R) eiΦ

�
m,m′

�
sinh (R) eiΦ

�
m,m′′ ·

· D̂a (α) Ŝa (Z) |em′ + em′′⟩M . (A.11)

Multiplying ⟨α,Z|M = ⟨0| Ŝ†
a (Z) D̂

†
a (α) from the left and complex conjugation
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yields

⟨α,Z|â2m|α,Z⟩M M
= α2

m −
	
sinh (R) eiΦ cosh (R)⊤

�
m,m

, (A.12)

⟨α,Z|â†2m |α,Z⟩M M
= α∗2

m −
	
sinh (R)∗ e−iΦ∗

cosh (R)†
�
m,m

= α∗2
m −

	
sinh (R)⊤ e−iΦ⊤

cosh (R)
�
m,m

= α∗2
m −

	
cosh (R)⊤ e−iΦ sinh (R)

�
m,m

. (A.13)

For the second moments of the quadratures we use

q̂2m (φ) =
1

2

�
e−2iφâ2m + e2iφâ†2m + â†mâm + âmâ

†
m

�
=

1

2

�
e−2iφâ2m + e2iφâ†2m + 2â†mâm + 1

�
(A.14)

and p̂m (φ) = q̂m (φ+ π/2):

⟨α,Z|q̂2m (φ) |α,Z⟩M M
=

1

2
e−2iφα2

m − 1

2
e−2iφ

	
sinh (R) eiΦ cosh (R)⊤

�
m,m

+
1

2
e2iφα∗2

m − 1

2
e2iφ

	
cosh (R)⊤ e−iΦ sinh (R)

�
m,m

+ |αm|2 +
�
sinh2 (R)

�
m,m

+
1

2
, (A.15)

⟨α,Z|p̂2m (φ) |α,Z⟩M M
= −1

2
e−2iφα2

m +
1

2
e−2iφ

	
sinh (R) eiΦ cosh (R)⊤

�
m,m

−1

2
e2iφα∗2

m +
1

2
e2iφ

	
cosh (R)⊤ e−iΦ sinh (R)

�
m,m

+ |αm|2 +
�
sinh2 (R)

�
m,m

+
1

2
. (A.16)

Finally, we give a proof of Eqs. (1.44) and (1.45): Assume that Z = diag (ζ1, . . . , ζN)
with ζm = rme

iφm . Then:

V|α,Z⟩M [q̂m (φm/2)] = ⟨α,Z|q̂2m (φm/2) |α,Z⟩M M

−
	

⟨α,Z|q̂m (φm/2) |α,Z⟩M M
�2

=
1

2
e−iφmα2

m − 1

2
e−iφm sinh (rm) e

iφm cosh (rm)

+
1

2
eiφmα∗2

m − 1

2
eiφm cosh (rm) e

−iφm sinh (rm)

+ |αm|2 + sinh2 (rm) +
1

2
− 1

2

�
e−iφm/2αm + eiφm/2α∗

m

�2
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=
1

2
+ sinh2 (rm)− sinh (rm) cosh (rm)

=
2 + (erm − e−rm) (erm − e−rm − erm − e−rm)

4

=
2− 2 (erm − e−rm) e−rm

4

=
e−2rm

2
. (A.17)

Similarly,

V|α,Z⟩M [p̂m (φm/2)] =
1

2
+ sinh2 (rm) + sinh (rm) cosh (rm) =

e2rm

2
. (A.18)
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Appendix B

QWS Operator in Terms of the
GWS Matrix
We first prove two lemmata before we give a proof of Eq. (2.18).

B.1 First Lemma
Let Y (θ) be a θ-dependent matrix or operator, then

e−Y (θ)∂e
Y (θ)

∂θ
=

ˆ 1

0

e−tY (θ)Y ′ (θ) etY (θ)dt (B.1)

=
∞�
r=0

(−1)r

(r + 1)!
[Y (θ) , Y ′ (θ)]r , (B.2)

where the prime ′ denotes differentiation w.r.t. θ and [·, ·]r is the r-fold nested
commutator, defined by

[Y, Z]0 := Z, (B.3)
[Y, Z]r :=

�
Y, [Y, Z]r−1

�
. (B.4)

Eq. (B.1) is derived in Ref. [284] (appendix B) and Eq. (B.2) is obtained using the
Hadamard lemma

eABe−A =
∞�
r=0

1

r!
[A,B]r . (B.5)

B.2 Second Lemma
The second lemma we need for our proof is that for all L,J ∈ CN×N :��

â†
�⊤

L [â] ,
�
â†
�⊤

J [â]
�
=

�
â†
�⊤

[L,J] [â] . (B.6)

Note that the commutator on the left hand side is the commutator of quantum
operators whereas the commutator on the right hand side acts on matrices. This
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relation simply states that when some matrix L is translated into a quantum op-
erator via

�
â†
�⊤

L [â], then the commutation relations of the bosonic creation and
annihilation operators â(†)m correctly encode the ordinary matrix commutation rules.

In order to prove this lemma we need the easily deducible commutator�
â†mâm′ , â†µâµ′

�
= δm′,µâ

†
mâµ′ − δm,µ′ â†µâm′ . (B.7)

Using the abbreviations

L̂ :=
�
â†
�⊤

L [â] =
N�

m,m′=1

Lm,m′ â†mâm′ , (B.8)

Ĵ :=
�
â†
�⊤

J [â] =
N�

m,m′=1

Jm,m′ â†mâm′ , (B.9)

C := [L,J] ⇐⇒ Cm,m′ =
N�

µ′=1

Lm,µ′Jµ′,m′ −
N�

µ=1

Jm,µLµ,m′ , (B.10)

the lemma is proven as follows:

�
L̂, Ĵ

�
=

N�
m,m′,µ,µ′=1

Lm,m′Jµ,µ′
�
â†mâm′ , â†µâµ′

�
=

N�
m,m′,µ′=1

Lm,m′Jm′,µ′ â†mâµ′ −
N�

m,m′,µ=1

Lm,m′Jµ,mâ
†
µâm′

=
N�

m,m′=1



N�

µ′=1

Lm,µ′Jµ′,m′ −
N�

µ=1

Lµ,m′Jm,µ

�
â†mâm′

=
N�

m,m′=1

Cm,m′ â†mâm′ . (B.11)

A corollary (a simple but important consequence) of this lemma is that the same
relation also holds for the nested commutators defined in Eqs. (B.3) and (B.4):��

â†
�⊤

L [â] ,
�
â†
�⊤

J [â]
�
r
=

�
â†
�⊤

[L,J]r [â] . (B.12)

This can be proven by induction.
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B.3 The Proof

B.3 The Proof

If S (θ) is a unitary scattering matrix, then

L (θ) := −i ln (S (θ)) (B.13)

is a Hermitian matrix. The GWS matrix is obtained as (see Eqs. (2.2), (B.1) and
(B.2))

Qθ (θ) =

ˆ 1

0

e−itL(θ)L′ (θ) eitL(θ)dt (B.14)

=
∞�
r=0

(−i)r

(r + 1)!
[L (θ) ,L′ (θ)]r . (B.15)

Note that the GWS matrix is not just the derivative of the logarithm of the scat-
tering matrix, i.e., in general Qθ (θ) ̸= L′ (θ).)

In order to calculate the QWS operator, we first express the corresponding unit-
ary operator Û (θ) in terms of L (θ), see Eq. (1.62):

Û (θ) = ei[â
†]

⊤
L(θ)[â]e

i
2
tr(L(θ)). (B.16)

Using the product rule of differentiation, we can split the QWS operator Q̂θ (θ) =
−iÛ † (θ) ∂θÛ (θ) into the sum of two expressions:

Q̂θ (θ) = −ie−i[â†]
⊤
L(θ)[â] ∂

∂θ
ei[â

†]
⊤
L(θ)[â] (B.17)

−ie−
i
2
tr(L(θ)) ∂

∂θ
e

i
2
tr(L(θ)). (B.18)

The first term (B.17) has the form e−Y (θ)∂θe
Y (θ) so we can use the first lemma from

above (see Eq. (B.2)). We also employ the second lemma (see Eq. (B.12)) in the
following calculation:

Q̂I
θ (θ) := −ie−i[â†]

⊤
L(θ)[â] ∂

∂θ
ei[â

†]
⊤
L(θ)[â]

=
∞�
r=0

(−i)r

(r + 1)!

��
â†
�⊤

L (θ) [â] ,
�
â†
�⊤

L′ (θ) [â]
�
r

=
∞�
r=0

(−i)r

(r + 1)!

�
â†
�⊤

[L (θ) ,L′ (θ)]r [â]

=
�
â†
�⊤ 
 ∞�

r=0

(−i)r

(r + 1)!
[L (θ) ,L′ (θ)]r

�
[â]
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=
�
â†
�⊤

Qθ (θ) [â] . (B.19)

In the last step we used Eq. (B.15).
The second term (B.18) is related to the trace of the GWS matrix:

Q̂II
θ (θ) := −ie−

i
2
tr(L(θ)) ∂

∂θ
e

i
2
tr(L(θ))

=
1

2

∂ tr (L (θ))

∂θ

=
1

2
tr (L′ (θ))

=
1

2

ˆ 1

0

tr
�
e−itL(θ)L′ (θ) eitL(θ)

�
dt

=
1

2
tr (Qθ (θ)) . (B.20)

In the last step we used Eq. (B.14).
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Appendix C

Variance of the QWS Operator for
Gaussian States
Using Eqs. (2.37), (2.35) and (2.23), the general variance of the QWS operator is
calculated as follows:

V
�
Q̂θ

�
=

�
Q̂2

θ

�
−

�
Q̂θ

�2

=

�
N�

i,j=1

λiλjn̂in̂j + tr (Λ)
N�
i=1

λin̂i +
1

4
tr2 (Λ)

"

−
�

N�
i=1

λin̂i +
1

2
tr (Λ)

"2

=
N�

i,j=1

λiλj (⟨n̂in̂j⟩ − ⟨n̂i⟩ ⟨n̂j⟩)

=
N�

i,j=1

λiλj

	�
b̂†i
	
δi,j + b̂†j b̂i

�
b̂j

�
− ⟨n̂i⟩ ⟨n̂j⟩

�
=

N�
i=1

λ2
i ⟨n̂i⟩+

N�
i,j=1

λiλj

	�
b̂†i b̂

†
j b̂ib̂j

�
− ⟨n̂i⟩ ⟨n̂j⟩

�
. (C.1)

For Gaussian states, we already know from Eq. (1.42) that

⟨β,Ξ|n̂i|β,Ξ⟩Q Q = |βi|2 +
�
sinh2 (P)

�
i,i
. (C.2)

Using Eqs. (A.4), (A.3), (1.50) and (1.51), which all hold equally well in the Q
representation, we obtain

b̂ib̂j |β,Ξ⟩Q = βj b̂iD̂b (β) Ŝb (Ξ) |0⟩ −
N�

j′=1

�
sinh (P) eiΨ

�
j,j′ b̂iD̂b (β) Ŝb (Ξ) |ej′⟩Q

= βiβjD̂b (β) Ŝb (Ξ) |0⟩ − βj

N�
i′=1

�
sinh (P) eiΨ

�
i,i′ D̂b (β) Ŝb (Ξ) |ei′⟩Q
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−
N�

j′=1

�
sinh (P) eiΨ

�
j,j′ βiD̂b (β) Ŝb (Ξ) |ej′⟩Q

−
N�

j′=1

�
sinh (P) eiΨ

�
j,j′

N�
i′=1

(cosh (P))i,i′ D̂b (β) Ŝb (Ξ) b̂i′ |ej′⟩Q

+
N�

j′=1

�
sinh (P) eiΨ

�
j,j′

N�
i′=1

�
sinh (P) eiΨ

�
i,i′ D̂b (β) Ŝb (Ξ) b̂

†
i′ |ej′⟩Q

= βiβjD̂b (β) Ŝb (Ξ) |0⟩

−
N�

i′=1

	
βj

�
sinh (P) eiΨ

�
i,i′ + βi

�
sinh (P) eiΨ

�
j,i′

�
·

· D̂b (β) Ŝb (Ξ) |ei′⟩Q

−
N�

i′=1

�
sinh (P) eiΨ

�
j,i′ (cosh (P))i,i′ D̂b (β) Ŝb (Ξ) |0⟩

+
N�

i′,j′=1

�
sinh (P) eiΨ

�
i,i′

�
sinh (P) eiΨ

�
j,j′ ·

·�δi′,j′ + 1D̂b (β) Ŝb (Ξ) |ei′ + ej′⟩Q

=



βiβj −

	
cosh (P) eiΨ

⊤
sinh (P)⊤

�
i,j

�
D̂b (β) Ŝb (Ξ) |0⟩

−
N�

i′=1

	
βi

�
sinh (P) eiΨ

�
j,i′ + βj

�
sinh (P) eiΨ

�
i,i′

�
·

· D̂b (β) Ŝb (Ξ) |ei′⟩Q

+
√
2

N�
i′=1

�
sinh (P) eiΨ

�
i,i′

�
sinh (P) eiΨ

�
j,i′ D̂b (β) Ŝb (Ξ) |2ei′⟩Q

+
N�

i′ ̸=j′

�
sinh (P) eiΨ

�
i,i′

�
sinh (P) eiΨ

�
j,j′ ·

· D̂b (β) Ŝb (Ξ) |ei′ + ej′⟩Q . (C.3)

In the following calculation, we use the identity

N�
i′=1

!!!�sinh (P) eiΨ
�
i,i′

!!!2 = �
sinh2 (P)

�
i,i

(C.4)
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found in Eq. (A.10). Additionally, we use

N�
i′=1

�
sinh (P) eiΨ

�
i,i′

�
sinh (P) eiΨ

�∗
j,i′ =

	
sinh (P) eiΨ

�
sinh (P) eiΨ

�†�
i,j

=
�
sinh (P) eiΨe−iΨ sinh (P)

�
i,j

=
�
sinh2 (P)

�
i,j
. (C.5)

The expectation value of b̂†i b̂
†
j b̂ib̂j is the squared norm of the vector in Eq. (C.3):

⟨β,Ξ|b̂†i b̂†j b̂ib̂j|β,Ξ⟩Q Q
=

   b̂ib̂j |β,Ξ⟩Q   2

=

!!!!βiβj −
	
cosh (P) eiΨ

⊤
sinh (P)⊤

�
i,j

!!!!2
+

N�
i′=1

!!!βi

�
sinh (P) eiΨ

�
j,i′ + βj

�
sinh (P) eiΨ

�
i,i′

!!!2
+2

N�
i′=1

!!!�sinh (P) eiΨ
�
i,i′

�
sinh (P) eiΨ

�
j,i′

!!!2
+

N�
i′ ̸=j′

!!!�sinh (P) eiΨ
�
i,i′

�
sinh (P) eiΨ

�
j,j′

!!!2
= |βiβj|2 +

!!!!	cosh (P) eiΨ
⊤
sinh (P)⊤

�
i,j

!!!!2
−2ℜ



β∗
i β

∗
j

	
cosh (P) eiΨ

⊤
sinh (P)⊤

�
i,j

�
+ |βi|2

�
sinh2 (P)

�
j,j

+ |βj|2
�
sinh2 (P)

�
i,i

+2ℜ
	
β∗
i βj

�
sinh2 (P)

�
i,j

�
+

N�
i′=1

!!!�sinh (P) eiΨ
�
i,i′

�
sinh (P) eiΨ

�
j,i′

!!!2
+
�
sinh2 (P)

�
i,i

�
sinh2 (P)

�
j,j

. (C.6)

From this expression we subtract

⟨β,Ξ|n̂i|β,Ξ⟩Q Q ⟨β,Ξ|n̂j|β,Ξ⟩Q Q = |βiβj|2 +
�
sinh2 (P)

�
i,i

�
sinh2 (P)

�
j,j

+ |βi|2
�
sinh2 (P)

�
j,j

+ |βj|2
�
sinh2 (P)

�
i,i

(C.7)
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to obtain:

V|β,Ξ⟩Q
�
Q̂θ

�
=

N�
i=1

λ2
i

	
|βi|2 +

�
sinh2 (P)

�
i,i

�
+

N�
i,j=1

λiλj


!!!!	cosh (P) eiΨ
⊤
sinh (P)⊤

�
i,j

!!!!2

+
N�

i′=1

!!!�sinh (P) eiΨ
�
i,i′

�
e−iΨ sinh (P)

�
i′,j

!!!2
− 2ℜ



β∗
i β

∗
j

	
cosh (P) eiΨ

⊤
sinh (P)⊤

�
i,j

�

+ 2ℜ
	
β∗
i βj

�
sinh2 (P)

�
i,j

��
. (C.8)
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Appendix D

QFI of Coherent States

First, we calculate the QFI of a single-mode coherent state |α (θ)⟩ using the or-
thonormal Fock basis and Eq. (3.20).

|α (θ)⟩ = e−
|α(θ)|2

2

∞�
n=0

αn (θ)√
n!

|n⟩ , (D.1)

|∂θα (θ)⟩ = −1

2
e−

|α(θ)|2
2

�
∂θ |α (θ)|2� ∞�

n=0

αn (θ)√
n!

|n⟩

+e−
|α(θ)|2

2 (∂θα (θ))
∞�
n=1

nαn−1 (θ)√
n!

|n⟩ , (D.2)

⟨∂θα (θ) |∂θα (θ)⟩ =
1

4
e−|α(θ)|2 �∂θ |α (θ)|2�2 ∞�

n=0

|α (θ)|2n
n!

+e−|α(θ)|2 |∂θα (θ)|2
∞�
n=1

n2 |α (θ)|2(n−1)

n!

−1

2
e−|α(θ)|2 �∂θ |α (θ)|2�
∂θα (θ)

α (θ)
+

∂θα
∗ (θ)

α∗ (θ)

� ∞�
n=1

n |α (θ)|2n
n!

=
1

4

�
∂θ |α (θ)|2�2 + �

1 + |α (θ)|2� |∂θα (θ)|2

−1

2
|α (θ)|2 �∂θ |α (θ)|2�
∂θα (θ)

α (θ)
+

∂θα
∗ (θ)

α∗ (θ)

�
, (D.3)

⟨α (θ) |∂θα (θ)⟩ = −1

2
e−|α(θ)|2 �∂θ |α (θ)|2� ∞�

n=0

|α (θ)|2n
n!

+e−|α(θ)|2 ∂θα (θ)

α (θ)

∞�
n=1

n |α (θ)|2n
n!
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= −1

2

�
∂θ |α (θ)|2�+ |α (θ)|2 ∂θα (θ)

α (θ)
, (D.4)

|⟨α (θ) |∂θα (θ)⟩|2 =
1

4

�
∂θ |α (θ)|2�2 + |α (θ)|2 |∂θα (θ)|2

−1

2
|α (θ)|2 �∂θ |α (θ)|2�
∂θα (θ)

α (θ)
+

∂θα
∗ (θ)

α∗ (θ)

�
. (D.5)

For the QFI we obtain the simple result

Fθ [|α (θ)⟩] = 4
�⟨∂θα (θ) |∂θα (θ)⟩ − |⟨α (θ) |∂θα (θ)⟩|2� = 4 |∂θα (θ)|2 . (D.6)

The QFI of a multi-mode coherent state |α (θ)⟩ = |α1 (θ)⟩1 . . . |αN (θ)⟩N amounts
to the sum of the QFIs of the individual components:

|∂θα (θ)⟩ =
N�

m=1

. . . |αm−1 (θ)⟩m−1 |∂θαm (θ)⟩m |αm+1 (θ)⟩m+1 . . . , (D.7)

⟨∂θα (θ) |∂θα (θ)⟩ =
N�

m=1

⟨∂θαm (θ) |∂θαm (θ)⟩m m

+
N�

m ̸=m′
⟨αm (θ) |∂θαm (θ)⟩m m ·

· ⟨∂θαm′ (θ) |αm′ (θ)⟩m′ m′ , (D.8)

⟨α (θ) |∂θα (θ)⟩ =
N�

m=1

⟨αm (θ) |∂θαm (θ)⟩m m , (D.9)

|⟨α (θ) |∂θα (θ)⟩|2 =
N�

m,m′=1

⟨αm (θ) |∂θαm (θ)⟩m m ⟨∂θαm′ (θ) |αm′ (θ)⟩m′ m′ , (D.10)

Fθ [|α (θ)⟩] = 4
�⟨∂θα (θ) |∂θα (θ)⟩ − |⟨α (θ) |∂θα (θ)⟩|2�

= 4



N�

m=1

⟨∂θαm (θ) |∂θαm (θ)⟩m m

−
N�

m=1

⟨αm (θ) |∂θαm (θ)⟩m m ⟨∂θαm (θ) |αm (θ)⟩m m

�

= 4
N�

m=1

� ⟨∂θαm (θ) |∂θαm (θ)⟩m m − | ⟨αm (θ) |∂θαm (θ)⟩m m|2
�

=
N�

m=1

Fθ [|αm (θ)⟩m] = 4
N�

m=1

|∂θαm (θ)|2 = 4 ∥∂θα (θ)∥2 . (D.11)

126



Appendix E

General Reduced Photon Number
States

The multinomial coefficient 

n

p1, . . . , pN

�
=

n!

C2
p

(E.1)

gives the number of possibilities of distributing n photons into N modes, such that
in mode m there are pm photons. Thus, for any vector f ∈ C|FN

n |:

∀p ∈ FN
n : fp =

C2
p

n!

�n
k=1 pk=p�

p1,...,pn∈FN
1

f�n
k=1 pk

. (E.2)

From this it follows that we can split a sum over FN
n into sums over FN

1 in the
following way: �

p∈FN
n

fp =
1

n!

�
p1,...,pn∈FN

1

C2�n
k=1 pk

f�n
k=1 pk

. (E.3)

Similarly, �
n′′∈FN,>M

n−µ

fn′′ =
1

(n− µ)!

�
n′′
µ+1,...,n

′′
n∈FN,>M

1

C2�n
k=µ+1 n

′′
k
f�n

k=µ+1 n
′′
k
. (E.4)

With this and ψout = S(n)ψin we can calculate:

ρ̃
out(µ)
n,n′ =

�
n′′∈FN,>M

n−µ

ψout
n+n′′ψout∗

n′+n′′

=
�

n′′∈FN,>M
n−µ

�
p,q∈FN

n

S
(n)
n+n′′,pS

(n)∗
n′+n′′,qψ

in
p ψ

in∗
q

=
1

(n!)2 (n− µ)!

�
p1,...,pn∈FN

1

�
q1,...,qn∈FN

1

C2�n
k=1 pk

C2�n
k=1 qk

ψin�n
k=1 pk

ψin∗�n
k=1 qk

·
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·
�

n′′
µ+1,...,n

′′
n∈FN,>M

1

C2�n
k=µ+1 n

′′
k
S
(n)

n+
�n

k=µ+1 n
′′
k ,
�n

k=1 pk
·

· S(n)∗
n′+

�n
k=µ+1 n

′′
k ,
�n

k=1 qk
. (E.5)

Using the fact that n ∈ FN,≤M
µ ,n′′ ∈ FN,>M

n−µ =⇒ Cn+n′′ = CnCn′′ , we express
the n-photon scattering matrix S(n) in terms of the single-photon scattering matrix
S using Eq. (1.71):

S
(n)

n+
�n

k=µ+1 n
′′
k ,
�n

k=1 pk
=

1

CnC�n
k=µ+1 n

′′
k
C�n

k=1 pk

·

·
�
σ∈Sn



µ�

k=1

Snk,pσ(k)

�

n�

k=µ+1

Sn′′
k ,pσ(k)

�
. (E.6)

Before we proceed, we note that in the sum�
p1,...,pn∈FN

1

f�n
k=1 pk

Ap1,...,pn (E.7)

we can replace Ap1,...,pn by its symmetric part (since f�n
k=1 pk

acts as a symmetrizer):�
p1,...,pn∈FN

1

f�n
k=1 pk

Ap1,...,pn =
1

n!

�
p1,...,pn∈FN

1

f�n
k=1 pk

�
σ∈Sn

Apσ(1),...,pσ(n)
. (E.8)

We apply this identity “in reverse” and further use Eq. (3.70) to obtain:

ρ̃
out(µ)
n,n′ =

1

(n− µ)!

1

CnCn′

�
p1,...,pn∈FN

1

�
q1,...,qn∈FN

1

Υin�n
k=1 pk

Υin∗�n
k=1 qk

·

·
�

n′′
µ+1,...,n

′′
n∈FN,>M

1



µ�

k=1

Snk,pk

�

n�

k=µ+1

Sn′′
k ,pk

�
·

·



µ�
k=1

S∗
n′
k,qk

�

n�

k=µ+1

S∗
n′′
k ,qk

�

=
1

(n− µ)!

1

CnCn′

�
p1,...,pn∈FN

1

�
q1,...,qn∈FN

1

Υin�n
k=1 pk

Υin∗�n
k=1 qk

·

·



µ�
k=1

Snk,pk
S∗
n′
k,qk

�
n�

k=µ+1

�
n′′∈FN,>M

1

Sn′′,pk
S∗
n′′,qk

. (E.9)

At this stage we can employ the unitarity of the (full) scattering matrix, S⊤S∗ = 1,

δpk,qk
=

�
n′′∈FN

1

Sn′′,pk
S∗
n′′,qk

=
�

n′′∈FM
1

Sn′′,pk
S∗
n′′,qk

+
�

n′′∈FN,>M
1

Sn′′,pk
S∗
n′′,qk

, (E.10)
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and replace S by the reduced scattering matrix S̃:

ρ̃
out(µ)
n,n′ =

1

(n− µ)!

1

CnCn′

�
p1,...,pn∈FN

1

�
q1,...,qn∈FN

1



µ�

k=1

S̃nk,pk

�
Υin�n

k=1 pk
·

·



n�
k=µ+1

	
1− S̃⊤S̃∗

�
pk,qk

�
Υin∗�n

k=1 qk



µ�

k=1

S̃∗
n′
k,qk

�
. (E.11)
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Appendix F

QFI of Reduced Pure States

We call
ρ = ψψ† (F.1)

with ∥ψ∥ ≤ 1 a reduced pure state. The eigen-decomposition (see Eq. (3.15)) of
this state is

ρ = pvv† (F.2)

with

p = ∥ψ∥2 , (F.3)

v =
ψ

∥ψ∥ . (F.4)

We use Eq. (3.17) to calculate the QFI of ρ:

∂θp = ∂θ
�
ψ†ψ

�
= (∂θψ)† ψ +ψ† (∂θψ) , (F.5)

∂θv =
∥ψ∥ ∂θψ − (∂θ ∥ψ∥)ψ

∥ψ∥2 , (F.6)

(∂θv)
† (∂θv) =

∥ψ∥2 (∂θψ)† (∂θψ) + (∂θ ∥ψ∥)2 ∥ψ∥2
∥ψ∥4

−
∥ψ∥ (∂θ ∥ψ∥)

	
(∂θψ)† ψ +ψ† (∂θψ)

�
∥ψ∥4

=
(∂θψ)† (∂θψ)

∥ψ∥2 +

�
1
2
∂θ

�∥ψ∥2��2
∥ψ∥4 −

�
1
2
∂θ

�∥ψ∥2�� �∂θ �∥ψ∥2��
∥ψ∥4

=
(∂θψ)† (∂θψ)

∥ψ∥2 −
�
∂θ

�∥ψ∥2��2
4 ∥ψ∥4 , (F.7)

v† (∂θv) =
∥ψ∥ψ† (∂θψ)− (∂θ ∥ψ∥) ∥ψ∥2

∥ψ∥3

131



Appendix F QFI of Reduced Pure States

=
ψ† (∂θψ)− 1

2

�
∂θ

�∥ψ∥2��
∥ψ∥2

=
ψ† (∂θψ)− (∂θψ)† ψ

2 ∥ψ∥2

=
iℑ �

ψ† (∂θψ)
�

∥ψ∥2 . (F.8)

In total, we obtain

Fθ

�
ψψ†� =

(∂θp)
2

p
+ 4p (∂θv)

† (∂θv)− 4p
!!v† (∂θv)

!!2
=

�
∂θ ∥ψ∥2�2
∥ψ∥2 + 4 (∂θψ)† (∂θψ)−

�
∂θ

�∥ψ∥2��2
∥ψ∥2 − 4ℑ2

�
ψ† (∂θψ)

�
∥ψ∥2

= 4 (∂θψ)† (∂θψ)− 4ℜ2
�−iψ† (∂θψ)

�
∥ψ∥2 . (F.9)
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Appendix G

Multi-Photon GWS and FI Matrix

The reduced n-photon scattering matrix and its derivative w.r.t. θ are respectively
given by

S̃(n)
p,q =

1

CpCq

�
σ∈Sn

n�
k=1

S̃pk,qσ(k)
, (G.1)

∂θS̃
(n)
p,q =

1

CpCq

�
σ∈Sn

n�
k=1

	
∂θS̃pk,qσ(k)

� n�
l( ̸=k)

S̃pl,qσ(l)

 . (G.2)

G.1 Multi-Photon GWS Matrix
The reduced single-photon GWS matrix is given by	

Q̃θ

�
p,q

= −i
�

r∈FM
1

S̃∗
r,p∂θS̃r,q (G.3)

⇐⇒
	
Q̃†

θ

�
p,q

= i
�

r∈FM
1

	
∂θS̃

∗
r,p

�
S̃r,q. (G.4)

Using Eqs. (E.3), (G.1), (G.2) and (G.3), we can calculate:	
Q̃

(n)
θ

�
p,q

= −i
�

r∈FM
n

S̃(n)∗
r,p ∂θS̃

(n)
r,q
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n!

�
r1,...,rn∈FM

1

C2�n
k=1 rk

S̃
(n)∗�n
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∂θS̃

(n)�n
k=1 rk,q

= − i

n!

�
r1,...,rn∈FM

1

C2�n
k=1 rk



1

C�n
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Cp

�
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·
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 1

C�n
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Cq

�
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∂θS̃rk,qπ(k)
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l( ̸=k)
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
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= − i
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. (G.5)

By Sk �→k′
n we denote the set of permutations which map k to k′. With this we can

proceed:	
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θ

�
p,q

=
1

n!

1

CpCq

�
π∈Sn

n�
k=1

n�
k′=1

�
σ∈Sk �→k′

n

	
Q̃θ

�
pk′ ,qπ(σ−1(k′))

n�
l( ̸=k)

	
S̃†S̃

�
pσ(l),qπ(l)

=
1

n!

1

CpCq

�
π∈Sn

n�
k′=1

n�
k=1

�
σ∈Sk �→k′

n

	
Q̃θ

�
pk′ ,qπ(σ−1(k′))

·

·
n�

l′( ̸=k′)

	
S̃†S̃

�
pl′ ,qπ(σ−1(l′))

=
1

n!

1

CpCq

�
π∈Sn

n�
k′=1

�
σ∈Sn

	
Q̃θ

�
pk′ ,qπ(σ−1(k′))

n�
l′( ̸=k′)

	
S̃†S̃

�
pl′ ,qπ(σ−1(l′))

=
1

n!

1

CpCq

�
σ∈Sn

�
π∈Sn

n�
k=1

	
Q̃θ

�
pk,qπ(σ−1(k))

n�
l( ̸=k)

	
S̃†S̃

�
pl,qπ(σ−1(l))

. (G.6)

For each fixed σ ∈ Sn, the sum
�

π∈Sn
runs over all permutations in Sn. We

perform an “index shift” and replace π by π ◦ σ:	
Q̃

(n)
θ

�
p,q

=
1
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1
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�
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. (G.7)

This completes the proof of Eq. (3.80).
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G.2 Multi-Photon FI Matrix

The reduced single-photon FI matrix is given by	
F̃θ

�
p,q

= 4
�

r∈FM
1

	
∂θS̃

∗
r,p

�	
∂θS̃r,q

�
. (G.8)

Using Eqs. (E.3), (G.2), (G.3) and (G.4) we can calculate:	
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The first summand is equivalent to what was calculated for Q̃
(n)
θ above:	
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�
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�
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. (G.10)

The second summand is treated similarly as in the last lines of the calculation of
Q̃

(n)
θ in Sec. G.1:	
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. (G.11)

This completes the proof of Eq. (3.81).
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