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Abstract

For measurements inside the unidirectional wave field, used to characterize acoustic material properties,
impedance tube measurements are widely used. However, due to expensive hardware and proprietary
systems, they typically come with a substantial price tag. This thesis tries to improve accessibility to these
kind of systems by utilizing consumer grade hardware considerably reducing the financial commitment.

To compensate the emerging error and achieve similar results the incorporation of multiple micro-
phones is investigated. Therefore, the classical two- and four microphone formulations are extended by
two different methods utilizing a least squares fit and a multiple pair approach with windowed averaging.

It is shown that for higher frequencies there is no substantial difference between professional and con-
sumer grade hardware. The multi microphone approaches shine at lower frequencies and node positions
reducing severe deviations of the individual pairs to notably closer values to the baseline measurement.
This is not only evaluated visually, but also by utilizing a modified error measure, defined by power, to
quantify the deviations in reflection- and transmission coefficients.

The many tests proved, that the accurate microphones and calibration is essential for good measure-
ment results, but can be partially compensated by multi microphone algorithms. Additionally, several
ideas to further improve the performance of the examined algorithms are posed pushing them closer to
their full potential.
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Kurzfassung

Das Impedanzrohr ist ein weit verbreitetes Instrument für die Bestimmung akustischer Materialparameter
im unidirektionalen Schallfeld. Da für diese Messungen hochgenaue Hardware benötigt wird und diese nur
von wenigen Herstellern angeboten wird, sind diese Messsysteme meist sehr teuer. Durch die Verwendung
von herkömmlichen Bauteilen, soll in dieser Arbeit ein zugänglicheres Messystem entwickelt werden.

Um den damit einhergehenden Fehler zu kompensieren, werden zusätzliche Mikrofone verbaut. Fol-
glich müssen auch die klassischen Algorithmen wie die Zwei- und die Vier-Mikrofon-Methode erweitert
werden. In diesem Fall wird dazu die Methode der kleinsten Quadrate verwendet, aber auch ein Ansatz,
bei dem die unterschiedlichen Mikrofonpaarungen über ihren validen Frequenzbereich gemittelt werden.

Es wurde gezeigt, dass die zusätzlichen Mikrofone bei hohen Frequenzen keinen signifikanten Un-
terschied machen. Bei niedrigen Frequenzen und Knotenpunkten der stehenden Wellen konnten die
auftretenden starken Messfehler gut kompensiert werden. Die Ergebnisse wurden nicht nur graphisch mit
den Referenzmessungen verglichen, sondern auch mit einem aus der Norm adaptierten Maß, dass den
Leistungsfehler von Reflexions- und Transmissionskoeffizienten bestimmt.

Die vielen Versuche haben gezeigt, dass die Kleinsignalauflösung der Mikrofone essenziell für gute
Messergebnisse ist. Fehler in diesem Bereich konnten aber teilweise gut von den zusätzlichen Mikrofonen
abgefangen werden. Außerdem werden mehrere Verbesserungsvorschläge für das vorgestellte Messsystem
aufgeworfen, um sie noch etwas näher an ihr volles Potential zu bringen.
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Chapter 1

Introduction

Sound has always accompanied living beings and was of particular importance for human evolution.
Therefore, acoustic sciences show a long history trying to make an impact on this matter [1]. Nowadays,
controlled sound waves are not just important for art and culture, but pose many technical applications
in medicine, structural mechanics, and geology to just name a few examples. A central part is the
characterization of acoustic waves and their behavior in different media leading to the field of experimental
acoustics. Because handling acoustic waves, in order to achieve a controlled and repeatable measurement
environment, proved to be difficult, 1866 the Kundt’s tube was developed and named after its inventor
August Kundt. Originally intended to investigate wave propagation of sound, it can also be used to
generate unidirectional waves below a specific frequency limit [2], acting as a kind of modal filter [3,
184ff]. Nowadays, this device is generally referred to as an “impedance tube”, as it is used to measure the
acoustic impedance of material samples.

Next to the reverbation room method, described by ISO 354, impedance tube measurement systems
are widely used to characterize acoustic material behavior. Thus there are several companies offering their
proprietary measurement systems. The two widely used methods either use two (ISO 10534-2 [4]) or four
(ASTM E2611-19 [5]) microphones to measure different acoustic material parameters related to reflection,
absorption, transmission, and impedance. This is done by dividing the unidirectional waves inside the
tube into incident and reflected part, which is also called wave decomposition. These decomposed waves
are the initial parameters to compute various acoustic material properties.

Because the commercial impedance tube systems utilize high end hardware, implicating high produc-
tion costs, this thesis aims to achieve similar results by only using affordable components. To compensate
the emerging error, caused by using low priced electronics, the integration of multiple microphones is in-
vestigated. These additional microphones are intended to be used to average the subsequent errors and
furthermore extend the measurement capabilities to lower frequencies. This thesis poses two different
methods to incorporate these extra signals formulated for a general microphone quantity M . The first
method is a least squares fit to solve the wave decomposition problem, which becomes over-determined
due to the added microphones. The latter explores the use of multiple microphone pairing to compute
the acoustic material properties. The resulting quantities are then averaged after they are windowed
according to their valid frequency range. To evaluate the performance of the posed methods an exper-
imental setup, sketched in Fig. 1.1, is built. By utilizing of the shelf aluminum parts and 3D prints
as structural components, as well as developing the power amplifier and microphones, costs are largely
reduced. Commercial systems can cost up to a hundred thousand euros, while the developed system
can be built below a thousand euros. Except for the baseline measurements, all results presented in this
thesis were conducted with this system.
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Figure 1.1: Experimental setups for reflection measurement r○ (top) and for transmission measurement
τ○ (bottom).

Outlining the thesis, initially relevant acoustic and signal processing fundamentals are covered. Con-
tinuing with recommended calibration routines, the two and four microphone method are introduced
according to their respective standards, while including their valid frequency range. After that, averag-
ing rules and the expected error sources are discussed, concluding Chapter 2. In Chapter 3 the developed
hardware, electronics and software are explained. Additionally, the typical measurement procedure is
outlined. After that, in Chapter 4, the baseline results are introduced alongside the definition of a scalar
error measure to quantify the individual methods. The developed system is then used according to the
standards to verify basic operation, reasoning found errors and deviations, before continuing to the ad-
vanced multi microphone methods posed by this thesis. The results of the different methods are compared
and evaluated for accuracy and performance. Finally, Chapter 5 concludes the main findings and gives
an outlook, raising possible improvements and further research ideas on this topic.

3



Chapter 2

Theory

To get a basic understanding of the procedures needed for impedance tube measurements this chapter
summarizes the theoretical background needed to conduct this kind of acoustic experiments. Besides the
involved physics, signal processing, as well as relevant standards for these topics are discussed, pursuing
to provide relevant derivation, formulas, and resources to understand and reproduce acoustic material
characterization inside an impedance tube. If the discussed standards differ in their selection of critical
values and limits, the more restrictive parameters are used. This ensures compliance to all relevant
standards.

2.1 Acoustic fundamentals

2.1.1 Basic acoustic equations

Newtons second law in continuum formulation yields the balance of momentum equation

ρ′
dv′

dt
+∇p′ = f , (2.1.1)

where ρ′ denotes the density, v′ the particle velocity vector and p′ the pressure, balanced with the external
forcing vector f . Rewriting the total differential as partial differential for generalized 3D-coordinates
yields

ρ′
∂v′

∂t
+∇v′2

2
− v′ × (∇× v′) +∇p′ = f , (2.1.2)

as the first basic acoustic partial differential equation (PDE). Secondly the mass balance equation is
written in continuum formulation for a constant, but infinitesimal, control volume

∂ρ′

∂t
+∇ · (ρ′v′) = 0 , (2.1.3)

also known as the second basic acoustic PDE. Because state changes in acoustic waves happen really fast,
there is not enough time for heat transfer. Therefore, one can assume ideal adiabatic state changes�

p′

p0

�
=

�
ρ′

ρ0

�γ

, (2.1.4)

with the adiabatic index γ. This is considered the third and final basic acoustic PDE.
With the assumption of small perturbation of a static basis, particle velocity v′, pressure p′ and

4



density ρ′ can be split up. Additionally, a negligibly small base velocity v0 is assumed, which means no
base flow in the considered domain. The identities

v′ = v0 + v ≈ v (2.1.5)

p′ = p0 + p (2.1.6)

ρ′ = ρ0 + ρ (2.1.7)

can now be used to linearize the three basic acoustic equations in Eqs. (2.1.2) to (2.1.4). The quantities
indexed with 0 are considered constant and in case of v0 also negligible small. Quantities with no index
are the small perturbations, which are used for all further derivations.

Because of zero base flow v0 = 0, convective terms in Eq. (2.1.2) can be neglected. Assuming no
external volume forcing yields

ρ0
∂v

∂t
+∇p = 0 . (2.1.8)

Furthermore, the balance of mass in Eq. (2.1.3) simplifies to

∂ρ

∂t
+ ρ0∇ · v = 0 , (2.1.9)

by splitting up the divergence term into constant and perturbed quantity. This equation is also referred as
continuity equation. The ideal adiabatic gas Eq. (2.1.4) for perturbed quantities is additionally linearized
using Taylor’s expansion. Introducing the speed of sound c0 further simplifies the equation to

p = c20ρ with c0 =

�
γ
p0
ρ0

. (2.1.10)

The equation set consisting of Eqs. (2.1.8) to (2.1.10) are the basic equations for acoustics problems [6,
11ff].

2.1.2 Linear homogeneous acoustic wave equation

By substituting Eq. (2.1.10) into Eq. (2.1.9), deriving this result with respect to time ∂
∂t and inserting

Eq. (2.1.8) to remove the density, one obtains the linear homogeneous acoustic wave equation

1

c20

∂2p(x, t)

∂t2
−∇ · ∇p(x, t) = 0 , (2.1.11)

where pressure is dependent on the position vector x and time t. This equation can be interchangeably
formulated for density ρ and particle velocity v [6, 17ff].

2.1.3 Plane wave solution

As a general 1D-solution of the problem posed in Eq. (2.1.11) the propagating wave ansatz

p(x, t) = f1(c0t− x) + f2(c0t+ x) (2.1.12)

holds. Where the general functions f1 and f2 describe the shape of the waves propagating in positive
and negative x-direction, respectively. For harmonic waves of angular frequency ω, traveling in positive
x-direction, the general functions are replaced by a single cosine cos() with an additional phase shift Φ.
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This yields

p(x, t) = p cos (ωt− k0x+ ϕ) with k0 =
ω

c0
, (2.1.13)

the harmonic ansatz with the wave number k0 introduced for clearer writing [6, 22f]. For easier repre-
sentation, one can use the complex amplitude �p to combine amplitude and phase information into one
complex number. The wave is now denoted in its complex representation

p(x, t) = �pej(ωt−k0x) , (2.1.14)

where Euler’s formula ejx = cos(x) + j sin(x) is used to incorporate the phase shift [3, 476ff].
Substituting the harmonic ansatz from Eq. (2.1.13) into the 1D version of the mass balance in

Eq. (2.1.9) yields

ρ0
∂v

∂x
= − 1

c20

∂ (p cos(ωt− k0x+ ϕ))

∂t
. (2.1.15)

By evaluating both derivatives on the right side, as well as re-substituting the harmonic ansatz function,
one can show the relation between pressure and particle velocity is constant, i.e.

p

v
= ρ0c0 ≡ Z0 , (2.1.16)

defining the acoustic impedance Z0, a specific constant for the propagation medium [6, p. 27]. It can be
determined by the measurement methods proposed in this thesis.

2.2 Signal processing

For the measurement system presented in this thesis digital signal processing equipment is used. There-
fore, some digital techniques have to be touched on. For many audio processing applications the acoustic
pressure amplitude is needed in its complex discrete frequency representation �p[k]. To obtain this quantity
from the analog microphone signal, the (simplified) processing chain

�p[k] = cSPL · �cFR[k] · 2�N−1
n=0 w[n]

N−1�
n=0

(u[n] · w[n])e−j(2π/N)kn , k = 0, . . . , N/2 (2.2.1)

is used. The individual components of this chain are discussed below. The calibration factor cSPL and
cFR are described in Section 3.2.

To represent a continuous signal in discrete time a constant sampling interval tS is used to take
“snapshots” of the signal u, i.e.

u[n] = u(ntS) with tS =
1

fS
, (2.2.2)

used to express this process, where square brackets indicate a dependence on discrete time [n] and round
brackets on continuous time (t) [7, p. 12]. This sampling is conducted inside the USB soundcard with a
set sampling frequency of fS = 96 kHz.
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2.2.1 Discrete Fourier transform

To obtain the frequency representation of a signal the Fourier transform, a special case of the Laplace
transform, is used. In discrete time the Laplace transform is replaced by the z-transform, from which the
discrete Fourier transform (DFT) is derived over a finite duration of sequences N [7, p. 105]. The DFT
F() as well as its inverse counterpart F−1() are defined by

�F [k] = F( �f [n]) = N−1�
n=0

�f [n]e−j(2π/N)kn , k = 0, . . . , N − 1 and

�f [n] = F−1( �F [k]) =
1

N

N−1�
n=0

�F [k]ej(2π/N)kn , n = 0, . . . , N − 1 ,

(2.2.3)

where a capital �F denotes the transformation of the time discrete function �f , with k as the discrete
frequency [7, 651f]. Transformation into the frequency domain is conducted in software, utilizing a
window length of N = 8192.

Because the sampled input signal is real valued, the DFT satisfies the conjugate symmetry property�F [k] = �F ∗[N − k]. Therefore, only half of it has to be considered and the interval of k reduces to
k = 0, . . . , N/2. For the software implementation, the corresponding functions numpy.fft.rfft() and
numpy.fft.irfft() are used.

The frequency resolution can be computed by dividing the sampling frequency by the window length.
For the chosen parameters one can write

∆f =
fS

N
= 11.72Hz , (2.2.4)

which poses a good compromise between frequency resolution and window size.
In order for the DFT defined in Eq. (2.2.3) to yield the same amplitudes as the time domain signal,

the scaling term 1/N is moved from the inverse transformation to the forward transformation, resulting
in the transformation provisions

�u[k] = 2

N
F(u[n]) , k = 0, . . . , N/2 , n = 0, . . . , N − 1 and

u[n] =
N

2
F−1(�u[k]) , n = 0, . . . , N − 1 , k = 0, . . . , N/2 .

(2.2.5)

Due to the exploitation of symmetry, the DFT has to be additionally scaled by a factor of two consequently
dividing the inverse by the same factor.

2.2.2 Windowing

To reduce spectral leakage a Hanning window w[n] is multiplied with the input signal prior to the DFT
as proposed in [5, 8.4.4]. Applying a window to the input signal invalidates the inverse DFT. However,
this does not pose a problem as the inverse DFT is not needed for the impedance tube computations.
For this thesis the Hanning window

w[n] =

0.5− 0.5 cos(2πn/N) 0 ≤ n ≤ N ,

0 otherwise ,
(2.2.6)

is used [7, p. 560]. Note that windowing impacts the frequency resolution, smearing and broadening the
Fourier transformed signal as discussed by Openheim [7, 832ff].

7



Because the window functions are typically normalized by their peak value, in order to maintain correct
amplitudes the signal has to be divided by the mean value of the window. Derived from Eq. (2.2.5), the
windowed and fully amplitude compensated DFT is written as

�u[k] = 2

N

N�N−1
n=0 w[n]

F(u[n] · w[n]) , k = 0, . . . , N/2 . (2.2.7)

2.3 Calibration

The wave number k0 is essential for accurate computations. For this thesis, no frequency dependence of
the speed of sound c0 and no attenuation [4, A.2.1.1] [5, 9.3.2] are assumed, resulting in a constant real
valued wave number as function of frequency. Similarly one can formulate k0 with respect to the discrete
frequency k. Their relation is

k0 =
2πf

c0
=

2πkfS

c0N
. (2.3.1)

The accuracy of k0 still depends on a precisely known speed of sound. The methods proposed in ISO
10534-2 [4, 8.2] and ASTM E2611-19 [5, 8.2] express c0 proportional to

√
T and can be summarized as

c0 = 343.2m s−1

�
T

293K
, (2.3.2)

where T denotes the absolute temperature in Kelvin. Temperature should be measured prior to each
measurement run, ensuring a precise wave number [4, A.1.2].

The characteristic acoustic impedance Z0 = ρ0c0 is affected by temperature and atmospheric pres-
sure. For an accurate material parameter identification this characteristic impedance has to be precisely
known. Additionally to the speed of sound, the density of air poses the other relevant component of the
acoustic impedance. Both relevant standards express the density ρ0 proportional to p0/T [4, 8.2][5, 8.3]
summarized by

ρ0 = 1.186 kgm−3 293K

T

p0
101.325 kPa

, (2.3.3)

with p0 as atmospheric pressure. Therefore, additionally to the temperature, the atmospheric pressure
needs to be measured regularly to ensure precise computations of the characteristic impedance and
dependent quantities [4, A.1.3].

Before each measurement run, the microphones need to be calibrated. Absolute calibration is done in
relation to a stable sound source e.g. a piston phone [4, A.1.1]. Each microphone has to be placed into
this sound source to obtain the relation between measured quantity um and physical pressure value pm

in Pascal (Pa). Additionally, the frequency responses of the microphones have to be matched, to ensure
precise measurement over the whole frequency range. Both standards introduce similar methods [4, 8.5]
[5, 8.4.5.2] utilizing a microphone switching technique. First, a reference microphone, indexed “ref”, has
to be defined, followed by the measurements

�Hno
ref,m =

�Gref,m�Gref,ref
=

�u∗
ref[k]�um[k]�u∗
ref[k]�uref[k]

and �Hsw
ref,m =

�Gref,m�Gref,ref
=

�u∗
ref[k]�um[k]�u∗
ref[k]�uref[k]

, (2.3.4)

where the latter is conducted with switched microphone positions. �Gi,i and �Gi,j denote the respective
Auto- and cross-spectrum and the index ref,m indicates the microphone pair calibrated. Throughout
this procedure the microphones need to be precisely placed to ensure high calibration quality. To correct
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the measured transfer function

�Href,m =
�Hmeasured

ref,m�Hc
ref,m

with �Hc
ref,m =

� �Hno
ref,m · �Hsw

ref,m (2.3.5)

is used, where �Hc
ref,m denotes the calibration factor, �Hmeasured

ref,m the measured quantity, and �Href,m the
calibrated transfer function, to correct the frequency response of each measurement. This procedure
enables accurate transfer functions over the whole frequency range.

2.4 Two microphone transfer function method

This method is documented in the ISO 10534-2 [4] standard and based on the frequency dependent
sound pressure reflection factor �r. For this type of measurement, the impedance tube system utilizes
two wall mounted microphones, indexed “A” and “B”, used to obtain their respective transfer function�HA,B. Furthermore, a solid piston ensures a reflective termination behind the specimen, which can be
pulled back to set a “back volume” for advanced measurements. The setup is illustrated in Fig. 2.1, where
the excitation is placed on the left end on the tube, while the specimen surface facing the excitation is
defined as x = 0. To comply with the provisions in ISO 10534-2 [4, C], positive x-direction is pointing
against the incident wave propagation direction. The tube diameter is denoted as D. Starting with �r and
the characteristic impedance Z0, various acoustic material parameters can be derived. The equivalent
American standard is the ASTM E1050-19 [8] not used in this thesis. To clear up the following derivation,
frequency dependencies are not always indicated. Keep in mind that not only the complex pressure
amplitudes �pm, but also the wave number k0 and resulting quantities are dependent on frequency.

For all the impedance tube techniques presented in this thesis, the first step is the wave decomposition
inside the respective tube element. Thereby the sound pressure inside the tube is split into incident wave�pI and reflected wave �pR expressed by

�pI(x) = �pIe
jk0x and �pR(x) = �pRe

−jk0x . (2.4.1)

These two wave components can then be used to assemble the pressures at the two microphone positions

�p(xA) = �pA = �pI(xA) + �pR(xA) = �pIe
jk0xA + �pRe

−jk0xA and (2.4.2)�p(xB) = �pB = �pI(xB) + �pR(xB) = �pIe
jk0xB + �pRe

−jk0xB , (2.4.3)

for the two microphones indexed “A” and “B” [4, C]. Solving the linear set of Eqs. (2.4.2) and (2.4.3) for
the unknown pressure amplitudes �pI and �pR analytically yields

�pI =
ejk0(xA−xB) − �pB�pA

ejk0(xA−xB) − e−jk0(xA−xB)
�pAe

−jk0xA =
�HR − �HA,B�HR − �HI

�pAe
−jk0xA and (2.4.4)

�pR =

�pB�pA
− e−jk0(xA−xB)

ejk0(xA−xB) − e−jk0(xA−xB)
�pAe

jk0xA =
�HA,B − �HI�HR − �HI

�pAe
jk0xA , (2.4.5)

further simplified by the definition of the geometrical transfer functions

�HR = ejk0(xA−xB) and �HI = e−jk0(xA−xB) . (2.4.6)

To form the transfer function �HA,B, instead of using the complex pressure amplitudes directly, one can
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Figure 2.1: Two microphone (2MIC) method impedance tube setup.

utilize the cross- and auto-spectrum

�HA,B =
�Href,B�Href,A

=
�Gref,B�Gref,A

, (2.4.7)

in order to improve averaging performance for deterministic signals as discussed in Section 2.7. This
procedure is also part of ISO 10534-2 [4, 8.6] as well as ASTM E2611-19 [5, 8.5].

Inserting Eqs. (2.4.4) and (2.4.5) into the definition of the complex reflection coefficient �r yields

�r =
�pR�pI

=
�HA,B − �HI�HR − �HA,B

e2jk0xA , (2.4.8)

which can be used alongside the characteristic impedance Z0 to compute the following, additional material
parameters [4, 8.7f] [9]. The complex acoustic impedance �Z is usually given in relation to the characteristic
impedance Z0 as

�Z
Z0

=
1 + �r
1− �r . (2.4.9)

This is a very important material property widely used to define acoustic material behavior. One of many
applications is the use in acoustic simulation [4, 8.9] [9]. The complex acoustic admittance �Y is defined
as the reciprocal of the acoustic impedance [4, 8.10], expressed by

�Y =
1�Z . (2.4.10)

This property has its practical use for specific appliances, but is generally redundant because of its close
relation to the acoustic impedance �Z. Lastly, the sound absorption coefficient α is a real valued quantity
that can be computed as

α = 1− |�r|2 . (2.4.11)

Defined as the fraction of incident power absorbed in the test specimen, the reflection coefficient is squared
prior to subtraction [4, 8.8] [9]. Because it is real valued and easily understandable, this property is widely
used in datasheets for acoustically absorbent materials [10][11].
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2.5 Four microphone transfer function method

As of the time of writing, there is no ISO standard for transmission measurements inside an impedance
tube. The only active standard covering this topic is the American standard ASTM E2611-19 [5]. The
apparatus used for this type of measurement is sketched in Fig. 2.2. To distinguish acoustic quantities
before and after the specimen □u is used for the upstream and □d for the downstream tube, respectively.
The four microphones are placed in pairs on each side of the specimen, indexed “A” and “B” for the
upstream- and “C” and “D” for the downstream pair. There are two different termination types anechoic
(a) and blocked/open (b) to cover the open end of the downstream tube. Again the zero plane x = 0

is defined on the specimen surface facing the excitation, with the x-direction pointing against wave
propagation direction. The tube diameter is denoted as D, while d denotes the specimen thickness. Due
to the measurements inside both tube halves, quantities related to the transmission characteristics of the
specimen can now be computed, again omitting the indication of frequency dependencies as discussed in
Section 2.4.

The first step is the wave decomposition inside both tube sections separated by the mounted specimen.
The pressure equations at the upstream microphone positions are therefore expanded by the downstream
components, yielding the full set of equations

�p(xA) = �pA = �pI,u(xA) + �pR,u(xA) = �pI,ue
jk0xA + �pR,ue

−jk0xA (2.5.1)�p(xB) = �pB = �pI,u(xB) + �pR,u(xB) = �pI,ue
jk0xB + �pR,ue

−jk0xB (2.5.2)�p(xC) = �pC = �pI,d(xC) + �pR,d(xC) = �pI,de
jk0xC + �pR,de

−jk0xC (2.5.3)�p(xD) = �pD = �pI,d(xD) + �pR,d(xD) = �pI,de
jk0xD + �pR,de

−jk0xD . (2.5.4)

Split into two linearly independent equation sets, one can use the upstream solutions from Eqs. (2.4.4)
and (2.4.5) in combination with

�pI,d =
ejk0(xC−xD) − �pD�pC

ejk0(xC−xD) − e−jk0(xC−xD)
�pCe

−jk0xC =
�HR,d − �HC,D�HR,d − �HI,d

�pCe
−jk0xC and (2.5.5)

�pR,d =

�pD�pC
− e−jk0(xC−xD)

ejk0(xC−xD) − e−jk0(xC−xD)
�pCe

jk0xC =
�HC,D − �HI,d�HR,d − �HI,d

�pCe
jk0xC , (2.5.6)

the solutions for the downstream problem, to solve the full system.
According to ASTM E2611-19 [5, 3.1.2] the complex transmission coefficient �τ is defined as transmitted

sound power divided by incident sound power. Therefore, additionally to incoming and outgoing pressures,
the particle velocities have to be considered. These four relevant quantities are written as

�p(x = 0) = �p0 = �pI,u + �pR,u �p(x = d) = �pd = �pI,de
−jk0d + �pR,de

jk0d

�v(x = 0) = �v0 = (�pI,u − �pR,u)
1

ρ0c0
�v(x = d) = �vd =

��pI,de
−jk0d − �pR,de

jk0d
� 1

ρ0c0
,

(2.5.7)

where d denotes the sample thickness. The mentioned standard approaches this problem with a gener-
alized transfer matrix formulation. From there, the coefficients of this matrix are used to compute the
various material parameters. In general, this transfer matrix �T is introduced as��pa �pb�va �vb

	
x=0

= �T ��pa �pb�va �vb

	
x=d

, (2.5.8)

with the indices “a” for anechoic and “b” for blocked or open termination illustrated in Fig. 2.2. This test
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Figure 2.2: Four microphone (4MIC) method impedance tube setup.

is called the two-load method (2LM). Rearranging Eq. (2.5.8) to solve for the coefficients yields

�T =
1�pd,a�vd,b − �pd,b�vd,a

��p0,a�vd,b − �p0,b�vd,a �p0,b�pd,a − �p0,a�pd,b�v0,a�vd,b − �v0,b�vd,a �pd,a�v0,b − �pd,b�v0,a
	

. (2.5.9)

By assuming geometrical symmetric material properties, �T can be simplified with the identities T11 =

T22 and T11T22 − T12T21 = 1. Therefore, only one measurement with one termination is needed for
computation (typically anechoic), naming this algorithm the one-load method (1LM) [5, 8.5.4]. The
simplified transmission matrix can be expressed as

�T =
1�p0�vd − �pd�v0

��pd�vd − �p0�v0 �p20 − �p2d�v20 − �v2d �pd�vd − �p0�v0
	

. (2.5.10)

Finally the transmission coefficient �τ can be computed by the four transmission matrix elements

�τ =
2ejkd

T11 + T12/ρ0c0 + ρ0c0T21 + T22
. (2.5.11)

Note that this definition of �τ applies for both transmission matrices, respectively the 1LM and the 2LM
[5, 8.5.5.1] [12]. Exploitation of geometrical symmetry is discussed in Section 4.3.5, where measurement
results of different methods are compared. The complex transmission loss �TL is the logarithmic reciprocal
of �τ , calculated with

�TL = 10 log10

�
1�τ
�

. (2.5.12)

This property is commonly used to define acoustic transmission characteristics of a material [5, 8.5.5.2]
[12]. According to ASTM E2611-19 the first transmission matrix element can be used to describe the
propagation wave number �k′ for the specimen material. The computational provision is formulated as

�k′ = 1

d
cos−1 (T11) , (2.5.13)

where cos−1() denotes the complex inverse cosine [5, 8.5.5.5]. Additionally to the specific transmission
characteristics, the transfer matrix method can be used to compute acoustic properties that are typical
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for the two microphone (2MIC) method [5, 8.5.5]. Starting with the most essential one, the complex
reflection coefficient �r, computed by

�r =
T11 − Z0T21

T11 + Z0T21
, (2.5.14)

which can be used to compute the various other material parameters introduced in Section 2.4.
By assuming small reflected waves �pR,u ≪ �pI,u and �pR,d ≪ �pI,d and again geometrical symmetry, one

can derive a different formulation of the transmission coefficient proposed by Chung [9]. Applying the
assumptions on Eqs. (2.5.7) and (2.5.10) yields

T =
1

2�pI,u�pI,de−jk0d

� �p2I,de−2jk0d + �p2I,u ρ0c0(�p2I,u − �p2I,de−2jk0d)

(�p2I,u − �p2I,de−2jk0d)/ρ0c0 �p2I,de−2jk0d + �p2I,u
	

. (2.5.15)

Continuing by inserting into the definition of the transition loss Eq. (2.5.11) and simplifying the expres-
sions yields the definition of transition loss by Chung

�τ =
�pI,d�pI,u

, (2.5.16)

defined as the quotient of incident and transmitted pressure amplitudes. Because the taken assumptions
depend on measurement setup and sample, results may vary a lot and the applicability has to be eval-
uated individually. For further discussion alongside measurement results on that topic Section 4.3.5 is
recommended.

2.6 Working frequency range

Tube diameter, as well as the microphone spacing, effect the usable frequency range of the conducted
measurement. Because of this it is crucial to define upper and lower frequency limit for each measurement
appliance. The lower frequency limit only depends on the precision of measurement equipment used, but
ISO 10534-2 [4, 5.2] recommends to set the microphone spacing to a minimum of 1.5% of the wavelength.
The upper frequency limit has two different dependencies. To additionally comply with ASTM E2611-19
[5, 6.5.4] the respective stricter limits are used yielding the joined formulations

fl(s) = 0.015
c0
s

and fu(s) = min


0.4

c0
s
, 0.58

c0
D

�
, (2.6.1)

where s stands for the “significant” microphone spacing. Which microphone spacing is “significant”
depends on the limit itself and the algorithm used and is discussed in their respective sections. The same
limits can also be formulated for the discrete frequency, written as

kl(s) = 0.015
N

fS

c0
s

and ku(s) =
N

fS
min



0.4

c0
s
, 0.58

c0
D

�
. (2.6.2)

Because k is only defined on discrete intervals, the nearest value to the computet limits has to be
used. To ensure computational efficiency, these limits are applied directly after the measurement signals
are transformed into the frequency domain, truncating the pressure vectors computed with Eq. (2.2.1).
Applying the systems frequency limits avoids divide by zero errors, as measurement data above or below
the specified limits can be very unpredictable.
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2.7 Averaging and error

This section deals with the various averaging concepts applied in the measurement process, in order to
sustain consistent results and reduce the effects of various error sources. According to both relevant
standards, for uniform materials a minimum of three samples should be tested. This reduces the effects
of manufacturing inhomogeneities and defects. For non-uniform samples, the number should be even
higher. For materials that are produced in bigger units, samples should be cut out at different positions
in order to reduce the effect of local deviations[4, 7] [5, 7.4].

Because of the time delay, induced by the wave traveling from the microphone to the specimen and
back, an error commonly known as time aliasing is introduced. This error is especially large for small
window sizes combined with long distances. To minimize this effect, the measurement system should
comply with the recommended minimum window size [4, D.2.2] [5, 9.3.1] in

2fS|xmax|
c0

≈ 130 ≪ N . (2.7.1)

Due to the random white noise excitation signal, in theory, an infinite measurement time is needed to
achieve a uniform frequency spectrum. For finite measurements the remaining error, also called random
error, is reduced by averaging multiple time windows. To estimate how many of these DFT windows are
needed, to keep this effect manageable, the product of frequency bandwidth B and recording time trec

is considered. The recommended range is 50 to 100 [4, D.3] [5, 9.2]. The resulting BT product for a
recording time of trec = 10 s and window length og N = 8192 can be cumputed as

BT =
fS

N
trec = 117.2 > 50 . . . 100 , (2.7.2)

meeting the required criterion. As the result is part of the recommended interval, the averages can be
considered accurate. Additionally, it is possible to compute the expected standard error

σ =
1

2
√
BT

= 0.0462 , (2.7.3)

for a random noise excitation signal [4, D.3].
Instead of using the measured complex pressure amplitudes �pm directly, transfer functions in relation

to a specified reference microphone are used [4, 8.6][5, 8.5.1f]. This allows the usage of cross- and auto-
spectrum for efficient averaging. The standard definition of a transfer function, relative to a reference, is
multiplied by the complex conjugate on both sides. The obtained spectra are then averaged individually,
before they are used to form the transfer function. This process is described in

�pm −→ �Href,m =

1
Q

�Q
Gref,m

1
Q

�Q
Gref,m

=

1
Q

�Q �p∗refpm
1
Q

�Q �p∗ref�pref
, (2.7.4)

with Q as the number of averages [13, 69ff]. For non overlapping windows, Q is closely related to BT and
should follow the same criterion described in Eq. (2.7.2). By replacing pressures with their respective
transfer functions the dimension is changed. As the primary results only consist of dimensionless coeffi-
cients, this change has no impact, because additional reference pressures are reduced in the computational
process. Because of this, both relevant standards interchange pressures and transfer functions fluently
with each other.

Amplitude and phase mismatches can cause large problems during the computation of the required
transfer functions. By calibrating all microphones according to Section 2.3, these effects can be com-
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pensated, improving the overall quality and accuracy of the measurement [4, D.2.3f]. For long tubes
acoustic waves are attenuated, influencing the measured pressure amplitudes and therefore the compu-
tational results. Because the distances between microphones and sample are short in respect to the used
tube diameters, the attenuation is negligibly small for this application. This topic is also mentioned in
Section 2.3, as it results in a real valued wave number k0 [4, A.2.1.1] [5, 9.3.2].
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Chapter 3

Developed methods

Subsequent to the state of the art, introduced in Chapter 2, the standardized methods are extended by
introducing additional microphones. Starting of this chapter with the specifications of the impedance tube
system that was built as part of this thesis. With the hardware specified, the algorithms to incorporate
the additional measurement signals are presented, forming the centerpiece of this thesis. Finally, a brief
overview of the software is given and the measurement procedure, used to conduct the experiments, is
described.

3.1 Hardware

The measurement assemblies for both tube configurations are sketched in Fig. 3.1. The drawing is
not to scale and the microphone positions are just for illustrative purposes. For clearer writing, the
conventional methods microphones are hinted with the indices “A” and “B” for the up- and “C” and “D”
for the downstream tube. For multi microphone measurements the general numeric index m is introduced,
where m = 1, . . . ,Mu and m = Mu + 1, . . . ,Mu +Md are used for the respective tube elements and the
microphones are placed in the outlined modules. Each microphone module has two opposite 3D printed
inlays, where microphones can be mounted. For the experiments conducted in this thesis, each module
is equipped with eight microphones Mu = Md = 8, arranged in four opposing pairs. Furthermore, the
microphones are equally spaced with smin = 35mm, yielding the resulting microphone x-positions, in
relation to the specimen surface, listed in Table 3.1. Note that the corresponding array microphones used
have to be defined for each individual measurement.

The excitation speaker is placed on one end of the impedance tube, coaxially radiating acoustic waves.
To improve low frequency performance a broadband cone driver with a diameter of 80mm is chosen. To
attach it to the tube, a conical shaped adapter is used to merge the two different diameters. The zero point
of the x-coordinate is set at the specimen surface. In accordance with ISO 10534-2 [4] the x-direction is
defined as distance from the specimen surface, therefore pointing towards the excitation and against the
propagation direction.

Table 3.1: Microphone x-positions in meters for up- and downstream tube by index m.

m 1 2 3 4 5 6 7 8 upstream
xm 0.1225 0.1575 0.1925 0.2275 0.1225 0.1575 0.1925 0.2275

m 9 10 11 12 13 14 15 16 downstream
xm -0.2275 -0.1925 -0.1575 -0.1225 -0.2275 -0.1925 -0.1575 -0.1225
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Figure 3.1: Hardware setup module arrangements, r○ for reflection coefficient, and τ○ for transmission
coefficient measurements.

Setup r○ is used for reflection coefficient measurements. One microphone module with Mu micro-
phones is placed between the excitation and specimen. The reflective termination is placed directly
behind the specimen in form of a solid piston. This allows to set the termination according to the sample
thickness, as well as setting a “back volume” for advanced measurements not covered in this thesis.

Setup τ○ can additionally measure transmitted waves and is therefore used for transmission coefficient
measurements. Additionally to the two microphone modules used, this setup utilizes two different termi-
nation types, anechoic (a) and blocked/open (b), placed at the opposite side of the excitation. For the
experiments conducted in this thesis an open tube is used for termination (b). To differentiate the two
halves divided by the specimen, it is necessary to distinguish between upstream and downstream tube.
The upstream tube lies between excitation and specimen, quantities referring to this tube are marked
□u. The downstream tube is defined between specimen and termination, related quantities are marked
□d. Note that the setup r○ only utilizes the upstream tube.

The environmental probe measures temperature, humidity, and static pressure inside the tube and
is placed in a separate module in front of the sample. The importance of this sensor is discussed in
Section 3.2. Dimensions are according to the limits of ISO 10534-2 [4] and ASTM E2611-19 [5] and are
listed in Table 3.2. The sample thickness d is different for the individual specimen, see Section 4.1 for
further details.

A good conversion from pressure to electric signal is substantial, to achieve accurate measurements.
In contrast to the commercially used microphones, that can cost up to several thousand euros per capsule,
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Table 3.2: Impedance tube dimensions in meters.

D Lspk Lmic Lenv Lsmp

0.050 0.150 0.200 0.075 0.075

the capsules used in this thesis are small electret capsules, widely available for about one euro per unit. To
condition their signal and lower their output impedance, matching pre-amplifiers are designed according
to the capsule specifications. The 3D model is displayed in Fig. 3.2. where 3D printing is used to
support the printed circuit boards, while an aluminum tube acts as housing, shielding electromagnetic
interference.

The microphones are connected to microphone amplifiers (RME Octamic II), which feature an addi-
tional gain stage, power delivery to the microphones, and integrated analog digital converters (ADCs).
The signals are then digitally fed into the central audio interface (RME Fireface UFX+) connected to
the host PC via USB. This audio interface features digital analog converters (DACs) used for excitation
signal generation. Although the used converters are rather expensive, with a few thousand euros in total,
cheaper hardware typically has similar specs and is more than suitable to conduct this type of measure-
ments. Utilizing cheap microphone amplifiers (e.g. Behringer ADA8200) to extend a multi channel audio
interface (e.g. Focusrite Scarlett 18i20) the total converter costs can be reduced way below a thousand
euros.

The excitation signal is connected to a custom build power amplifier that mounts to the back of the
cone speaker. Due to the physical combination of speaker and amplifier in the same module, versatility
of the system is greatly improved. The environmental probe (Bosch BME280) mounts inside the tube
and is connected via I2C-bus to a microcontroller (Raspberry Pi Pico) connected to the host PC via
USB. To summarize, using the cheaper converters, a full multi microphone impedance tube system
bellow a thousand euros is possible, while the commercial systems can cost up to a hundred thousand
euros. Acoustic and environmental data is recorded and processed via a Python software introduced in
Section 3.4.

3.2 Extended calibration

The tube mounted environmental probe is queried prior to each measurement enabling automatic temper-
ature, humidity, and atmospheric pressure measurement. Additionally, the calibration routines suggested
in Section 2.3 are extended for higher precision and for compatibility with the multiple microphone exten-
sions. The wave number is dependent on the speed of sound, which was introduced indirectly proportional
to

√
T . Since water vapor can alter the speed of sound, the method in Eq. (2.3.2) can be extended to

also consider this phenomenon. Therefore, the polynomial approximation proposed by Wong

c0 = 331.29
ch
cref

�
T

273.15K
ms−1 with

ch
cref

= 1 + h
�
9.66e−4 + 7.22e−5ϑ+ 1.8e−6ϑ2 + 7.2e−8ϑ3 + 6.5e−11ϑ4

� (3.2.1)

Figure 3.2: Custom developed microphone with electret capsule and internal pre-amplifier.
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is used, introducing an additional scaling factor [14] [15], where ϑ denotes the Celsius temperature and
h the relative humidity. Note that the polynomial coefficients are very small. With values < 1e−3 the
humidity shows a minor effect compared to temperature and is therefore neglected in the standards.
Wong estimates the maximum uncertainty of c0 to be about 400 ppm.

To investigate the improvement in accuracy of the characteristic acoustic impedance, the method in
Eq. (2.3.3) is extended to also consider the airs water content. To do this, the polynomial approximation
presented by Wong [14] is used and additionally extended by the pressure scaling factor introduced in
the standards [4, 8.2][5, 8.3]. Finally the characteristic acoustic impedance is expressed by

Z0 = ρ0c0 = 428.11
p0

101.325kPa

(ρc)h
(ρc)ref

�
273.15K

T
kgm−2 s−1 with

(ρc)h
(ρc)ref

= 1− h
�
1.3238e−3 + 1.024 04e−4ϑ+ 2.0624e−6ϑ2 + 1.11e−7ϑ3

� (3.2.2)

introduced as humidity scaling factor. One can see that the consideration of humid air by polynomial ex-
tension is several magnitudes smaller than the effects of temperature, thus gains in accuracy are expected
to be small.

The environmental quantities ϑ, T , h and p0, are collected by the environmental probe inside the
tube, which is queried prior to each measurement. For the experiments covered in this thesis a Bosch
BME280 [16] sensor is used as it fulfills the requested accuracy of T ± 1K, h± 2% and p0 ± 0.5 kPa [4,
5.11] [5, 6.7].

In accordance with Section 2.3, for the absolute calibration a sound calibrator with a sound pressure
level (SPL) of 104 dB at a frequency of 1 kHz is used. After the microphone is placed inside the calibrator,
the calibration factor cSPL can be obtained by

cSPL =
pref

|�u[kSPL]|Pa = pref with pref = 20µPa · 10 104 dB
20 dB and kSPL = 1kHz

N

fS
. (3.2.3)

The frequency domain transformed measurement signal is denoted as �u. The discrete calibration frequency
index kSPL is used to select the transformed signal at the calibration frequency.

For the multi microphone techniques suggested in this thesis the switching technique, introduced in
Section 2.3, is not practical. Therefore, a more basic approach inspired by ASTM E2611-19 [5, 8.4.5.3]
is suggested. First, one has to define a reference microphone (ideally this microphone is calibrated by
an external reference). Then the calibration factor �cFR in relation to the reference is calculated for each
microphone m utilizing

�cFR,m[k] =
�c′FR,m[k]�c′FR,m[kSPL]

with �c′FR,m[k] =
�Gref,ref[k]�Gref,m[k]

=
�u∗
ref[k]�uref[k]�u∗
ref[k]�um[k]

. (3.2.4)

Auto- and cross-spectrum are expressed by �Gi,i and �Gi,j , the index m indicates the respective micro-
phone [13, 66ff]. Due to the absence of a perfect absorbing termination, an in place calibration was
found impossible due to the wave patterns inside the tube. Therefore, this calibration requires the mth

microphone to be placed at the same x-position as the reference microphone, opposite inside the tube.
The discrete SPL calibration frequency index kSPL is used for normalization. Note that both introduced
calibration factors are unique for each microphone.
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3.3 Multiple microphone extension

The incorporation of additional microphones poses advantages, due to more measurements at different
positions. This can improve measurement quality and frequency range by utilizing the effects of,

• individual microphone errors being compensated by averaging,

• always a microphones not at a node (low pressure point due to eigenmodes), improving transfer
function quality,

• and different microphone spacing’s allowing different frequency limits for evaluation.

Therefore, this thesis deals with the incorporation of additional microphones. In this section solutions
for the multiple input single output (MISO) models

�r = �r (�p1, �p2, . . . , �pMu , x1, x2, . . . , xMu , k0) (3.3.1)

for setup r○ and

�τ = �τ (�p1, �p2, . . . , �pMu+Md , x1, x2, . . . , xMu+Md , k0) (3.3.2)

for setup τ○ are posed. The input vectors consist of the complex microphone pressures transformed into
the frequency domain and their associated positions, yielding the reflection- or transmission coefficient.
From there the other acoustic material properties can be derived as explained in Sections 2.4 and 2.5.
Mu is the number of microphones in the upstream tube and Md in the downstream tube. Note that the
microphone index count starts at one and ends at Mu +Md. This convention is arbitrary, but is used for
consistency with the implementation.

To reduce the computational effort and improve averaging, instead of the pressure amplitudes, transfer
functions to a known reference are used for the implementation. Section 2.7 explains this substitution
and its benefits in more detail. However, for a clearer understanding and consistency in writing, the
notation with pressure amplitudes is maintained.

3.3.1 Least squares fit

To combine the M microphone signals for each tube element, this approach uses a complex least square
fit at the wave decomposition step. The generalized problem for upstream and downstream tube can be
written as

�p(xm) = �pm = �pI,u(xm) + �pR,u(xm) = �pI,ue
jk0xm + �pR,ue

−jk0xm 1, . . . ,Mu and (3.3.3)�p(xm) = �pm = �pI,d(xm) + �pR,d(xm) = �pI,de
jk0xm + �pR,de

−jk0xm Mu + 1, . . . ,Mu +Md . (3.3.4)

For microphone counts of Mu > 2 and Md > 2 the analytical solutions found in Sections 2.4 and 2.5 can
not be applied, because the system of equations becomes over-determined. To solve the system one can
rewrite it in matrix form and solve it as a linear least squares problem. For setup r○ only the upstream
is of interest, posing the problem

ejk0x1 e−jk0x1

ejk0x2 e−jk0x2

...
...

ejk0xMu e−jk0xMu


� �pI,u�pR,u

	
=


�p1�p2
...�pMu

 . (3.3.5)
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By inserting the solution for incident and reflected pressure amplitudes into Eq. (2.4.8), one obtains the
complex reflection coefficient.

For setup τ○, where upstream and downstream components are taken into account, both streams
pose linearly independent problems. Therefore, Eq. (3.3.5) is still applicable and extended with the
downstream formulation 

ejk0xMu+1 e−jk0xMu+1

ejk0xMu+2 e−jk0xMu+2

...
...

ejk0xMu+Md e−jk0xMu+Md


� �pI,d�pR,d

	
=


�pMu+1�pMu+2

...�pMu+Md

 . (3.3.6)

The solution vector of the decomposed pressure amplitudes can again be used to compute the transmission
coefficient, starting from Eq. (2.5.7). If the 2LM is required, the wave decompositions in Eqs. (3.3.5)
and (3.3.6) have to be conducted for both termination types.

The valid frequency range is defined by using the maximum microphone spacing smax for the lower
and the minimum microphone spacing smin for the upper frequency limit. Note that microphone spacing
is determined for upstream or downstream tube separately. If they differ, the stricter limit has to be
used. fl(smax) and fu(smin) can then be calculated utilizing Eq. (2.6.1).

3.3.2 Multiple pair measurement

For this method each unique microphone pair or quad is used to compute the required coefficient according
to its respective standard. Depending on the spacing between the microphones used, the result is only
valid on a certain frequency range. For setup r○, again, only the upstream tube is of interest, and the
reflection coefficient is determined as described in Section 2.4. Upper and lower frequencies are computed
for each pair, utilizing Eq. (2.6.2), to create a rectangular window function

w[k] =

1 kl(sl)
N
fS

< k < ku(su)
N
fS

,

0 otherwise ,
(3.3.7)

for simplicity. The use of other window functions is possible, but is not investigated in this thesis. To
apply the pre-windowed average over unique microphone pairs the general calculation rule is written as

□ =

�M
i=1

�M
j=i+1 □ijwij�M

i=1

�M
j=i+1 wij

for xi ̸= xj , (3.3.8)

where □ is a placeholder for the quantity to average and the indices i and j indicate the dependency on
the respective microphones. Note the index of the

�
-operators ensure unique microphone pairs, while

summing over all M microphones. The additional rule xi ̸= xj prevents a pairing at the same x-position.
This pre-windowed average algorithm can be extended to loop over unique quads, or rather pairs for up-
and downstream tubes. It is formulated as

□ =

�Mu
i=1

�Mu
j=i+1

�Md
k=1

�Md
l=k+1 □ijklwijkl�Mu

i=1

�Mu
j=i+1

�Md
k=1

�Md
l=k+1 wijkl

for xi ̸= xj ∧ xk ̸= xl , (3.3.9)

with an extended x-position criterion for up- and downstream pairs.
The pre-windowed average formulation introduced in Eq. (3.3.8) is utilized to average the complex
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reflection coefficient of each pair with

�r =

�Mu
i=1

�Mu
j=i+1 �r(�pi, �pj , xi, xj)w(s)�Mu
i=1

�Mu
j=i+1 w(s)

for xi ̸= xj and s = |xi − xj | . (3.3.10)

The microphone spacing s is used to compute the frequency limits. For this part, it is just the absolute
difference between both microphone coordinates applied for the lower and upper frequency limit.

For setup τ○, a similar procedure is applied. Because microphone quads are used to conduct the four
microphone (4MIC) method, spacing between upstream and downstream pairs can be different. This
makes the constrains on the window function in Eq. (3.3.7) a bit more tricky. For the upper frequency
limit the widest pair spacing su and for the lower frequency limit the lowest pair spacing sl has to be
used. These conditions are formulated in

sl = min(|xi − xj |, |xk − xl|) and su = max(|xi − xj |, |xk − xl|) . (3.3.11)

Again Eq. (2.6.2) can be applied to calculate the discrete frequency limits, which are then inserted into
Eq. (3.3.7) to form the rectangular window. By applying the pre-windowed average for unique quads in
Eq. (3.3.9) for the transmission coefficient, one can express the averaged solution as

�τ =

�Mu
i=1

�Mu
j=i+1

�Md
k=1

�Md
l=k+1 �τ(�pi, �pj , �pk, �pl, xi, xj , xk, xl)w(sl, su)�Mu

i=1

�Mu
j=i+1

�Md
k=1

�Md
l=k+1 w(sl, su)

, for xi ̸= xj ∧ xk ̸= xl . (3.3.12)

Be ware that for the 2LM, recordings of both terminations have to be processed simultaneously.
These method complies closely to the provided standards, basically incorporating multiple measure-

ments simultaneously into the same tube. ISO 10534-2 even proposes a similar method to combine results
for different tube diameters, utilizing a linear crossover [4, 10]. If all possible pairs are used, the maxi-
mum and minimum frequencies for this method are defined by the minimum and maximum microphone
distances respectively. See Section 3.3.1 for a detailed explanation.

3.4 Software implementation

Signal generation, recording, and processing is handled by a custom developed Python software. The
connection to the audio interface is implemented by the PortAudio application programming interface
(API), accessed by the sounddevice package. Calibration and setup data is loaded from JavaScript
object notation (JSON) files. Signal generation and recording is handled in real-time using Python’s
builtin threading package.

During measurement the software streams the excitation signal to the DAC, while continuously record-
ing all microphone signals from the ADCs. Theoretically, excitation and recordings can be latency com-
pensated and therefore synchronized, but, because only transfer functions between microphones are used,
this is not necessary.

The recordings are then processed according to the different methods introduced in this thesis. The
input recordings are processed chunk by chunk, concurrently for all channels, by transforming each
chunk in the frequency domain utilizing Eq. (2.2.1). Note that the calibration factors are applied during
processing and are not baked into the recording, which allows calibration after the measurement. The
transformed chunks are then averaged with the prescription in Eq. (2.7.4). The obtained transfer functions
are now processed according to the selected method.

If further processing is conducted in Python, frequency and output quantity vectors are directly
returned by the function handling the measurement. Alternatively, it is possible to store the results in a
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text file. Graphical evaluation, used to generate the figures in this thesis, is also implemented in Python.
However, this is not integrated into the measurement software package yet.

3.5 Measurement procedure

Before each measurement series the tube should be fully calibrated. To start of the SPL calibration, each
microphone is carefully removed from the tube and placed into the calibrator. After this is done the
frequency response (FR) calibration is conducted inside the impedance tube utilizing reflective termina-
tion. By choosing a reference microphone all other microphones are calibrated to this reference. When
the calibration candidate is placed opposite of the reference (xm = xref) and the random noise excitation
signal is switched on, the calibration procedure is conducted. Note that unused microphone holes should
be plugged to improve the quality of the wave field. After all candidates are calibrated, the calibration
procedure is concluded.

In order to conduct a measurement, the impedance tube system is arranged in the respective setup.
The sample carrier at x = 0 is detached and the specimen is pushed in until it sits flush with the separation
plane. For reflective backed measurements, the piston is now pushed up to the other side of the specimen.
After the sample holder is attached to the other tube elements, the whole assembly is placed on vibration
damping pads. Now the measurement can be conducted by exciting a white noise signal and recording
the microphones responses. During the measurement procedure all unused holes should be plugged, to
keep the assembly airtight. Vaseline is used to seal the interfacing surfaces, as well as the perimeter of
the mounted specimen. For transmission measurement with the 2LM, the terminations are exchanged
between measurements. For open termination it is necessary to avoid objects at the outlet of the tube.

Although the environmental probe measures directly inside the tube, it is recommended to keep
the environmental conditions stable throughout a measurement series, or additional calibration will be
required. The excitation’s SPL is manually adjusted to surpass the surrounding noise by at least 10 dB,
in practice it became evident that this value is typically much higher.
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Chapter 4

Results and Discussion

4.1 Samples and baseline

To benchmark the impedance tube used in this thesis, as well as the newly developed algorithms, it
is essential to have a trusty baseline to compare to. Therefore, the materials are measured with a
commercially available impedance tube system to determine their reflection and transmission coefficients.
As described by both relevant standards and discussed in Section 2.7, three specimens of each material
are used. The different samples are collected in Table 4.1. Some of them have an adhesive, covered by
paper, on one side and are mounted with the adhesive surface facing away from the excitation.

The reference measurements are conducted at the Technical University of Graz utilizing Brüel & Kjær
Type 4206 impedance and transmission loss measurement tubes. This system complies to the standards
introduced in this thesis. To achieve a reference over a wide frequency range, the samples are measured
with both tube diameters.he large tube (LT) with a diameter of 100mm and a frequency range up to
1600Hz and the small tube (ST) with a diameter of 29mm and a frequency range from 500Hz to 6400Hz.
Brüel & Kjær’s PULSE material testing software is utilized to conduct calibration, measurement, and
to compute the required quantities. After that, the results are combined for both tube diameters as
suggested in ISO 10534-2 [4, 10i], discussed in detail for each quantity. In the following subsections the
results of the reference measurements, as well as their plausibility are discussed.

Table 4.1: List of samples with reference name, properties, and thickness in meters.

Reference Material Supplier Thickness d Adhesive

B30 Basotect B BASF 0.03 yes
B50 Basotect B BASF 0.05 yes
G20 Basotect G+ BASF 0.02 yes
G30 Basotect G+ BASF 0.03 no
G50 Basotect G+ BASF 0.05 no
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4.1.1 Baseline reflection coefficients

The setup used for the reflection coefficient measurements is similar to setup r○. The results of LT and
ST are combined utilizing the linear crossover

�r(f) =
������
�rLT f ≤ 500Hz ,�rLT

1600Hz−f
1100Hz + �rST



1− 1600Hz−f

1100Hz

�
500Hz < f < 1600Hz ,

�rST 1600Hz ≤ f ,

(4.1.1)

where rLT denotes the reflection coefficient measured in the large tube and rST the result in the small
tube. Additionally, the difference in the overlapping domain is computed as

αcross = ||�rLT|2 − |�rST|2|
!≤ 0.05 (4.1.2)

and averaged over the discrete frequency points. The reflection coefficient is additionally squared, because
the criterion is formulated for the absorption coefficient, defined by acoustic power. ISO 10534-2 states,
that this error should not be larger than 0.05 [4, 10i]. As described in Section 2.7, three specimens per
material were used.

The results are plotted in Fig. 4.1 and the errors for the crossover region are listed in Table 4.2.
Additionally, the minimum and maximum values for the three measured specimen are indicated by a
translucent surface. Material B30 is not meeting the required criterion, while showing a small min-max
deviation in the crossover region. Therefore, the error is not caused by differences between individual
samples, but rather between the measurements of different tube diameters. One explanation are the
different operators handling the impedance tube as suggested by Stender et al. [17]. Because of time
restrictions during the reference measurements, operators switched several times. This hypothesis is
further reinforced by the peak at 1600Hz, which only shows for the ST diameter. This could be caused
by a mounting error resulting in the reflective piston not touching the sample and allowing it to resonate,
similar to the behavior seen for the transmission coefficient discussed in Section 4.3.4. However, there
are no records that link operators and samples, making it impossible to verify this relation. Therefore, it
is recommended to conduct additional reference measurements to dispose of this mismatch. Except for
B30 all samples meet the required criterion and the results look plausible showing good overlap in the
crossover region. The narrow band spikes at 2500Hz are part of the baseline and are very likely a defect
of the Brüel & Kjær system, because they stay at constant frequency for all samples. Applying third
octave band averaging, as recommended in ISO 10534-2 [4, 10], would remove these narrow band peaks.
Note that in the upper frequency region, the results show large variety for different material samples,
indicated by the large min-max surface and spiking.

4.1.2 Baseline transmission coefficient

For transmission measurement, the Brüel & Kjær transmission loss measurement tubes are arranged
similar to setup τ○. Again the same linear crossover, as expressed in Eq. (4.1.1), is applied to combine
the results of LT and ST. Because the transmission coefficient is already a quotient of acoustic power,

Table 4.2: Crossover errors of baseline reflected power by sample.

B30 B50 G20 G30 G50

αcross 0.0822 0.0218 0.0252 0.0268 0.0304
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Figure 4.1: Baseline reflection coefficients obtained with small tube (ST), large tube (LT) and combined
result (COMB) for different samples by color. Shaded regions indicate minimum and maximum of the
three samples average.

the computation of crossover error can be written as

τcross = ||�τlt| − |�τst|| !≤ 0.05 , (4.1.3)

omitting the square compared to Eq. (4.1.2). This error is averaged over the crossover region and listed
in Table 4.3.

Note that, compared to the reflection coefficient, the crossover region shows bad overlapping behavior.
This is especially prominent in large crossover errors for samples with adhesives, which are measured
with their protective paper film still on. Because of the imprecise baselines, samples with adhesive are
not used for transmission measurement, leaving G30 and G50, whose results are plotted in Fig. 4.2.
All measurements show a large dip in the low frequency region at 160Hz, which can not be plausibly
related to the expected physical behavior of the sample. Therefore, this dip is classified as system error.
Additionally, there are strong deviations between LT and ST at the frequencies 500Hz for G30 and 680Hz

for G50. These peaks are caused by sample resonance and are not part of the transmission coefficient.
For more details see Section 4.3.4. All of this diminishes the plausibility of the results, adding to the
discussion, when comparing the system developed for this thesis to the commercial impedance tube. For
further details, all individual results can be found in Appendix A.

4.2 Average power error

To compare results of the different methods proposed by this thesis the average power error is introduced,
which is inspired by the overlap criterion defined in ISO 10534-2 and already used in Sections 4.1.1
and 4.1.2. Furthermore, the limit of ±0.05, originally defined only on crossover sections [4, 10i], is used
to classify the performance of the method under examination.

Because the error is compared by power, the square of the reflection coefficients is required. The error

Table 4.3: Crossover errors of baseline transmitted power by sample.

B30 B50 G20 G30 G50

τcross 0.1239 0.1528 0.2622 0.0880 0.1038
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Figure 4.2: Baseline transmission coefficients obtained with small tube (ST), large tube (LT) and com-
bined result (COMB) for different samples by color. Shaded regions indicate minimum and maximum of
the three samples average.

can then be computed by

αe[k] = |�r□[k]|2 − |�rbase[k]|2 , (4.2.1)

where the measurement results are marked by index. �rbase denotes the combined and averaged reflection
coefficient of the baseline measurement and is compared to �r□, the averaged reflection coefficient measured
in the experimental setup. Averaging |αe[k]| over the valid frequency range results in a scalar, which can
be used to quantify the performance of the selected test method compared to the baseline. Averaging is
done with

αe,□ =
1

ku − kl

ku�
k=kl

||�r□[k]|2 − |�rbase[k]|2|
!≤ 0.05 , (4.2.2)

where the final measure of error is indexed with the method compared to the baseline, utilizing □ as a
placeholder for the method under examination. The valid discrete frequency range can be computed with
Eq. (2.6.2), considering the “significant” microphone spacing s of each method.

The same comparison quantity is now formulated for the acoustic transmission measurement. Because
the transmission coefficient is already defined as a quotient of power, the error compared to the baseline
can be directly computed by

τe[k] = |�τ□[k]| − |�τbase[k]| , (4.2.3)

where the indices mark the affiliated measurements and □ should be substituted for the used method.
Averaging the identity |τe[k]| over its valid frequency range yields

τe,□ =
1

ku − kl

ku�
k=kl

||�τ□[k]| − |�τbase[k]||
!≤ 0.05 , (4.2.4)

with the scalar measure for power error indexed again by □. This averaging sum is very similar to the
averaged reflected power error requiring the same discrete frequency limits denoted in Eq. (2.6.2).
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4.3 Measurements according to standards

The results are obtained by the experimental setup described in Section 3.1 custom built for the experi-
ments in this thesis. For clearer writing, results measured with this impedance tube are referenced by the
method used to obtain the acoustic material parameters from the measurement data. This is possible, be-
cause this tube has only a single diameter of D = 50mm. For comparisons to the baseline measurements
LT, ST, or the index “base” for combined data are synonyms for quantities obtained by the commercial
system. Results and discussion of these baseline measurements are fully covered in Section 4.1.

To classify the developed hardware, first, the standardized measurements are conducted and compared
to the baseline acquired by the commercial Brüel & Kjær impedance tube system. On the basis of these
comparisons one can evaluate the general performance of the system. This results are later used to
quantify the accuracy of both multiple microphone methods. Additionally, this basic measurements shall
be used to estimate, if errors are a result of the used hardware or originate from the method used. This
is essential to pinpoint problems and poses a valuable contribution to the discussion.

4.3.1 Two microphone reflection coefficient

For this test the reflection coefficients are measured with the 2MIC method as described in Section 2.4.
Therefore, the impedance tube is arranged in setup r○. For this analysis the two microphone positions
xA = xm=2 = 0.1575m and xB = xm=1 = 0.1225m are used, because they are closest to the specimen.
Again three samples of each material are used. To allow a comparison between the baseline of the
individual tube diameters and the obtained results, the combined baseline results are omitted for plotting.
This gives the reader the opportunity to crosscheck, if one of the commercial tubes corresponds better
or worse with the experimental setup. Additionally, the extreme values of the three used samples are
indicated by a translucent surface around the averaged line plot. The average errors are calculated
according to Eq. (4.2.2) and listed by material in Table 4.4.

A first look at the general trends of Fig. 4.3 shows, that the error increases drastically for frequencies
below 630Hz. Below 315Hz the reflection coefficients even rise above one, meaning that the reflected
wave has a larger amplitude than the incident wave. This is of course physically impossible and therefore
has to be the result of some kind of error in the system. Above 630Hz one can observe that the results
and the baseline measurement track fairly well. For a full error over frequency plot refer to Appendix B.
The materials B30 and G50 show deviation spikes in the frequency range between 1000Hz and 1600Hz.
The errors originate partly in the measured results, which can be seen by comparing these spikes to
the baseline. For B30 the errors emerge also in the baseline, where an additional mismatch between LT
and ST is observed. Impedance tube measurements are very sensitive to mounting conditions posing a
possible explanation for these offsets, as discussed in Section 4.1.1. Note that the averaged errors listed
in Table 4.4 fully comply with the recommended interval.

As mentioned, the microphone positions were selected closest to the specimen. Theoretically the
microphone selection should not make a difference, as long as the microphone spacing stays the same.
For different microphone spacings the valid frequency range changes, but the results should be unaltered.
By computing the average power error of each individual unique pair, one can quantify the error behavior,
if a random pair would be chosen for the measurement. Additionally, the standard deviation is computed
to express how wide the errors are scattered. The resulting errors of this investigation are listed in
Table 4.4 and indicated by the “all” index.

The selected pair proves to be extremely good compared to the other possible pairs. The average
power errors of the 2MIC method meet the criterion for all materials, and are even below the all-averages
confidence interval, posing an outstanding choice. Figure 4.4 gives an overview of the impact of micro-
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Figure 4.3: Reflection coefficients obtained with the two microphone (2MIC) method, compared to small
tube (ST) and large tube (LT) baselines for different samples by color. Shaded regions indicate minimum
and maximum of the three samples average.

Table 4.4: Averaged reflected power errors of two microphone (2MIC) method for the microphones closest
to the specimen and all unique pairs averaged including standard deviations by sample.

B30 B50 G20 G30 G50

αe, 2MIC 0.0449 0.0257 0.0365 0.0417 0.0307
αe, all-2MIC 0.0989 ± 0.0418 0.0626 ± 0.0299 0.1035 ± 0.0456 0.0865 ± 0.0380 0.0730 ± 0.0333

phone pair selection for material G50. Because of the equal microphone spacing discussed in Section 3.1,
only three different microphone spacings are possible. These three spacings are grouped and marked
with their respective line types. The lines represent the individual results, while the surfaces indicates
the area in between. Large deviations can be clearly observed for lower frequencies, reaching way above
physically possible limits (per definition, the reflection coefficient can not get larger than one). Looking
deeper into the effects of the different pairs in Fig. 4.4, the pair deviations vanish at 400Hz but come
back maximizing at around 630Hz. Plots for other materials are listed in Appendix C.
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Figure 4.4: Reflection coefficients for G50, obtained with the two microphone (2MIC) method for different
pairs selected and distinguished by microphone spacings s, resulting in different frequency limits indicated
by the associated line styles. Shaded regions indicate minimum and maximum for each spacing.
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4.3.2 Low frequency deviations

Considering the deviations returning at around 630Hz, after a low spot at 400Hz, and the increasing
errors for low frequencies, one can pinpoint the problem to a bad measurement system performance at
low signal differences, illustrated in Fig. 4.5. The introduced standards [4, 5.2] [5, 6.2.3] point out, that
the lower frequency limit strongly depends on the accuracy of the measurement system. On one hand,
the large wavelengths at low frequencies lead to small signal differences for closely spaced microphones.
On the other hand, the first eigenfrequency of the tube results in low signals at the center where the
microphones are placed. Approximating the speed of sound with c0 = 340m s−1 one can estimate the first
eigenfrequency for setup r○ at f1 = c0/L = 680Hz. In contrast, measurements at f1/2 = 340Hz, where
the amplitudes at the microphone module are maximized, result in the observed deviation minimum [18].

Probable causes are inaccuracies in the measurement hardware, where especially microphone capsules
and their respective pre-amplifiers should be investigated. Additionally, the calibration factors deserve
special consideration, because small errors in calibration can greatly influence the measurement error.
These examinations are not covered by this thesis and are therefore recommended for further research.

4.3.3 Four microphone transmission coefficient

To compare the basic performance of transmission measurements, the experimental setup is arranged in
configuration τ○ and the corresponding microphone x-positions of xA = xm=2 = 0.1575m, xB = xm=1 =

0.1225m, xC = xm=4+Mu = −0.1225m, and xD = xm=3+Mu = −0.1575m are selected, because they
are nearest to the specimen. For this section the 2LM is used with the standard four microphone setup
as described in Section 2.5. The averaged results over the three material samples are then compared to
the measurements of two different commercial tube diameters. Applying Eq. (4.2.4) yields scalar error
measures for each material, which are listed in Table 4.5. These quantities can then be used to evaluate
the performance compared to the baseline.

Figure 4.6 displays the measurement results of the tested setup compared to the two baseline measure-
ments. Again a strong rise in error for frequencies below 315Hz, similar to the low frequency behavior of
the reflection coefficient, is observed. Except for the low frequency drift, there are three main derivations
from the center line marked by triangles. By looking at the comparison between results and baselines, one
can see that the low frequency peaks are caused by the LT baseline measurement. For the mid frequency
peaks the measurement setup is the main contributor, followed by the high frequency peaks induced by
the ST baseline. All things considered, each tube exhibits a peak in transmission at a unique frequency,
which will be addressed in Section 4.3.4. Outside of these three peaks and except for the discussed low
frequency drift, the measurements correspond well with the baseline. The averaged errors are close to
the set limit, but leave some room for improvement. The error over frequency plot can be found in

170Hz

340Hz

Figure 4.5: Pressure distributions for large wavelengths at low frequencies (pink) and eigenmodes (brown)
resulting in small differences between microphones.
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Appendix B.
Once more it is evaluated if the selected microphone quads, one pair closest from and after the

specimen, perform especially well, or if any quad would result in a similar performance. Therefore, the
averaged power error over all unique microphone quads or rather up- and downstream pairs is computed.
The mean value as well as the standard deviation of the resulting errors are listed by material in Table 4.5,
indicated by the “all” index.

It is evident, that the quad selected for basic measurements poses a really good choice by being
clearly below the averaged error over all unique quads, even after subtracting the standard deviation.
As visual overview the transmission coefficients of material G50 for a selection of individual quads are
gathered into Fig. 4.7. Only quads with equal up- and downstream pair spacing are used to limit the
possible frequency ranges. Compared to the reflection coefficients the deviations are smaller, but still
pose physically impossible values for low frequencies, which can again be explained by the measurement
systems inaccuracies for small differences. Note that for the transmission coefficients there is no clear
frequency of minimum deviations. Because the tube for setup τ○ is much longer, the first eigenfrequency
is low. Therefore, the node effect is outweighed by the small pressure differences due to large wavelengths.

4.3.4 Diameter unique peaks

Additionally to the bad low frequency behavior, discussed in Section 4.3.2, the measured transmission
coefficients pose another type of deviation resulting in one peak unique for each tube diameter. These
local peaks are marked with triangles throughout the plotted results and can be described by mechanical
sample resonance.

First, the sample inside the tube is modeled by a basic mass-spring system coupled to the up- and
downstream tube respectively. With the spring stiffness Kspring assumed constant over frequency for
each material and by neglecting dampening and nonlinear effects, the resonance frequency is indirectly
proportional to the square root of the total system mass [3, p. 163]. This relation is used to find the
correlation between peak frequencies and tube diameters. For constant density of the material, and a
circular sample of constant thickness, mass is proportional to the diameter squared, yielding the resonance
frequency

fc =
1

2π

�
Kspring

msample
∝ K1

D
, (4.3.1)

where all constants are collected in K1. Alternatively, the sample is modeled as a clamped plate. For
undamped thin isotropic plates the equation of motion has analytical solutions, which show indirectly
proportional behavior to the squared diameter written as

fc =
1

2π

4λ2
plate

D2

�
Kplate

ρd
∝ K2

D2
, (4.3.2)

Table 4.5: Averaged transmitted power errors of four microphone (4MIC) method for the microphones
closest to the specimen and all unique quads averaged including standard deviations by sample.

G30 G50

τe, 4MIC 0.0630 0.0776
τe, all-4MIC 0.1193 ± 0.0294 0.0978 ± 0.0205
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Figure 4.6: Transmission coefficients for G50, obtained with the four microphone (4MIC) method, com-
pared to small tube (ST) and large tube (LT) baselines for different samples by color. Shaded regions
indicate minimum and maximum of the three samples average and triangles mark significant deviations
(local peaks).
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Figure 4.7: Transmission coefficients obtained with the four microphone (4MIC) method for different
quads selected and distinguished by microphone spacings s, resulting in different frequency limits indi-
cated by the associated line styles. Shaded regions indicate minimum and maximum for each spacing.

where λplate denotes the eigenmode, Kplate the bending stiffness and ρ the mass density. All newly
introduced quantities are not dependent on the diameter and therefore collected in K2 [19]. The peak
frequencies from Fig. 4.6 are extracted and plotted as triangles in Fig. 4.8. Additionally, two least squares
fits were used to adapt the proportionalities found in Eqs. (4.3.1) and (4.3.2) to the selected peak points.
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Figure 4.8: Resonance frequencies (local peaks) of each specimen (colors) by tube diameter, compared to
a mass-spring system (K/D fit) and a plate bending model (K/D² fit).

Although both models are strongly simplified, compared to the real physical procedures inside the
impedance tube and the porous specimen, one can see that the peaks fit in between the proposed pro-
portional trends, where G50 mainly complies with the mass-spring system and G30 shows a slight shift
towards plate-bending for a higher D/d ratio. Similar effects were observed by Ho et al., investigating lo-
cally resonant sonic materials (LRSMs) inside an impedance tube system [20]. Consequently the marked
local peaks can be interpreted as results of the different tube diameters. Looking at the phase plot in
Fig. 4.9 further reinforces this theory, where the phases experience a jump at the respective resonance
frequencies, while the measurements conducted in other tube diameters stay constant.

4.3.5 Influence of reflected waves

To test the different computation methods of the transmission coefficient derived in Section 2.5, the
results from the 1LM and the alternative definition by Chung [9] are compared to the 2LM. Instead
of the baseline, the 2LM is used as reference to avoid confusion due to the different resonance peaks,
and because it is considered the most accurate of the proposed 4MIC methods [5, 8.5.4]. Because both
methods under investigation only use a single measurement, one can compute them for anechoic (a)
and open (b) termination and compare their performance. The average transmission errors relative to
the 2LM are displayed in Fig. 4.10 for material G50. Results for G30 look similar and are attached in
Appendix D for completeness. The different methods are indicated by different line styles, terminations
are marked by transparency.

For the lower frequency range, measurements with termination (b) exhibit large deviations, while
termination (a) keeps the error low. For middle and upper frequencies Chung performs worse for both
termination types. As described in Section 2.5, this method omits the reflected part in the wave decom-
position. Therefore, better performance for anechoic termination is expected and clearly visible in the
comparison. The 1LM performs better for both termination types, presenting smaller derivations over
all frequency bands. This indicates that the selected samples display equal acoustic properties on both
sides, also called geometrical symmetric [5, 8.5.4.2].

In general, the 2LM should be used whenever possible. If only one measurement can be conducted,
the 1LM shows a similar performance for geometrically symmetric samples. The alternative method
proposed by Chung should be avoided, especially for non anechoic termination, where strong reflected
waves have to be expected.
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Figure 4.9: Transmission coefficient phases obtained with the four microphone (4MIC) method, compared
to small tube (ST) and large tube (LT) baselines for different samples by color. Shaded regions indicate
minimum and maximum of the three samples average and triangles mark significant deviations (local
peaks).
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Figure 4.10: Transmission errors obtained with the one-load method (1LM) and alternative definition
(CHUNG) in relation to the two-load method (2LM) for G50. Line shades indicate the termination type,
where anechoic (a) is solid and open (b) translucent.

4.4 Multiple microphone extension

The main focus of this thesis is the incorporation of additional microphones towards the conventional
methods. To evaluate the performance of the posed MISO algorithms in Section 3.3, their results are
compared to the baseline measurements. Known problems from Section 4.3 are

• severe deviations at low frequencies strongly depending on pair selection,

• reduced accuracy at the first eigenfrequency for the reflection coefficients, and

• wide-band peaks indirectly proportional to the tube diameter for the transmission coefficient.

The following multi microphone approaches pose a solution to some of these problems, by utilizing
all connected microphones. Furthermore, the resulting quantities are expected to extend to very low
frequencies, because of wider microphone spacings inside the array design.
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4.4.1 Least squares fit

First, the least squares model for the reflection coefficient introduced in Section 3.3.1 is investigated.
Therefore, only one microphone module with M = 8 microphones is used and connected to the other
tube components as shown in setup r○. Three samples are averaged, and the results are plotted in
Fig. 4.11, indicating the minimum and maximum deviations as background surfaces. Again the baseline
measurements for the commercial LT and ST are displayed as reference. Due to the additional micro-
phones, some of them are spaced further apart, allowing this method to work up to very low frequencies.
The resulting total average errors, computed with Eq. (4.2.2), are listed in Table 4.6. The reflected power
errors over frequency are attached in Appendix B.

Because of the wider microphone spacings, this method shows great low frequency extension. How-
ever, closely spaced microphones are also considered for low frequencies adding inaccuracies to the system.
This is explained in Section 4.3.2 and causes a constant increase in error for lower frequencies. Because
data is processed in equally spaced discrete frequency points, but plotted logarithmically, errors at lower
frequency seem large, but pose a small contribution to the average power error. By comparison to the
average of all microphone pairs, the least squares (LSTSQ) method exhibits strongly improved perfor-
mance. However, in contrast to the optimal pair, a slight increase in error is observed. Therefore, only
two of five samples meet the criterion defined in Eq. (4.2.2), although the behavior in the range of the
two microphone method does not really change on visual inspection.

Secondly, the LSTSQ model is used to conduct the transmission measurement. The two microphone
modules and the other impedance tube components are arranged in setup τ○. The transmission coefficient
is measured for three specimens per material, computed with the LSTSQ algorithm, and averaged. To
allow a fair comparison to the baseline, the 2LM is used. The outcome of these experiments is displayed
in Fig. 4.11, where the baseline measurements are plotted as reference. Minimum and maximum are
indicated as translucent surfaces. The average power errors are computed with Eq. (4.2.4) and listed in
Table 4.6. The power transmission errors, plotted over frequency, can be found in Appendix B.

Due to wider microphone spacings in the array configuration this method extends to very low fre-
quencies. However, at low frequencies the same phenomena as for the reflection coefficients are observed.
These slight low frequency drifts seems to be caused by narrow microphones contributing to the solution
over the full frequency range and therefore intensifying inaccuracies in the system. Note that in compar-
ison to the large spread for individual pairs, seen in Fig. 4.7, the error is greatly reduced. What seems
to be a constant offset at low frequency, is more likely the low frequency error. This can be argued by
looking at the differences between LSTSQ results and ST baselines in the crossover region and comparing
them to the differences between LSTSQ and LT for frequencies below 500Hz. Additionally, operator
and specimen cutting effects between tubes are possible reasons for the visible offsets [17]. The results
show the previously discussed peaks, indicated as triangles, which are explained in detail in Section 4.3.4.
Other than that, the transmission coefficients show no visual change in the range of the 4MIC method.
The average errors are again slightly worse, presumably caused by microphone deviations averaging out
over the whole frequency range.

Table 4.6: Averaged reflected and transmitted power errors of least squares (LSTSQ) method by sample.

B30 B50 G20 G30 G50

αe, LSTSQ 0.0630 0.0439 0.0620 0.0575 0.0492
τe, LSTSQ - - - 0.0652 0.0811
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Figure 4.11: Reflection (top) and transmission (bottom) coefficients obtained with the least squares
(LSTSQ) method, compared to small tube (ST) and large tube (LT) baselines for different samples by
color. Shaded regions indicate minimum and maximum of the three samples average and for transmission
(bottom) triangles mark significant deviations (local peaks).

4.4.2 Multiple pair measurement

The multiple pair method iterates over unique microphones pairs or quads, applying the 2MIC or 4MIC
method. The results are then averaged, considering their valid frequency ranges. The exact definitions
are described in Section 3.3.2. This method closely reassembles the standardized measurements, basically
incorporating multiple individual measurements into the same tube.

To measure the reflection coefficient using the MPAIR method, the impedance tube is arranged in
setup r○. To evaluate the measurement compared to the baseline, the results are plotted alongside the
respective ST and LT baselines of each material, summarized in Fig. 4.12. Again a min-max surface
indicates the variations over the three measured samples. To quantify the performance the average power
error defined in Eq. (4.2.2) is used. These quantities are listed by material in Table 4.7 and more detailed
insights on the errors frequency behavior are attached in Appendix B.

The reflection coefficients, obtained by the MPAIR algorithm, stand out for their low frequency

Table 4.7: Averaged reflected and transmitted power errors of multiple pair (MPAIR) method by sample

B30 B50 G20 G30 G50

αe, MPAIR 0.0582 0.0393 0.0567 0.0521 0.0443
τe, MPAIR - - - 0.0641 0.0801
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extension. In contrast to the LSTSQ results, the reflection coefficients are not constantly increasing in
error at lower frequencies, but show better approximation to the baseline until ≈ 160Hz. Below that
the error jumps back down to LSTSQ level. The position of this step matches the lower frequency limit
of microphone pairs spaced smin = 35mm. Due to the equal spacing, most of the microphone pairs
are at this distance, with only a few pairs spaced 2smin or even fewer spaced 3smin. Therefore, most of
the averages occur above 160Hz and the average results from the 2smin spaced microphones are shifted
in frequency, posing a non continuous transfer. Ideas to handle this issue are discussed in Section 5.2.
The middle and high frequencies are unremarkable, closely reassembling the results of other methods.
Comparing the average power errors, again only two of five materials pass the bar. However, there is a
slight improvement over the LSTSQ method.

To conduct the MPAIR measurement for the transmission coefficient both microphone modules are
used and configured in setup τ○. Unique microphone quads can exhibit different spacings for up- and
downstream tube. Keep in mind that the frequency limits are always defined by the stricter of the two
pairs. Derivations and more details on this behavior can be found in Section 3.3.2. Measurements for each
sample and termination type were conducted and the results are once more compared to the established
baseline in Fig. 4.12. To enable the comparability by scalar values the averaged transmitted power errors
are listed in Table 4.7 for both materials.

Similar to the reflection coefficients the most interesting part of the results plotted in Fig. 4.12 can be
observed at the lower frequency range. Results at high frequencies once again show no visible change. Due
to equal microphone spacing and selected pairs being active for only selected frequency ranges, limited
by rectangular windows, one can observe a small step at ≈ 160Hz. This was previously discussed for
the MPAIR reflection coefficients, but for transmission the step appears to be less significant. This could
be due to the total of 16 microphones used, resulting in more unique combinations and therefore more
averages. Looking at the average power errors, while not exactly significant, there is once more a slight
improvement in contrast to the LSTSQ algorithm. Note that both algorithms do not perform up to the
specified error criterion.

4.5 Comparison of methods

In previous sections the different methods are compared, evaluated and quantified in respect to the
baseline measurements. In this section the measurement results of posed methods are compared to each
other visually, by the average power error defined in Section 4.2 and by computational effort. Because
displaying all methods for all materials in a single plot is not possible, the comparison graphs are split by
material. Examplary, G50 is used for the discussion, but other materials show similar results. Comparison
plots of all tested materials can be found in Appendix E.

The different reflection coefficient algorithms are compared in Fig. 4.13 (top) showcasing the discussed
trends in the low frequency area and at the node positions at 680Hz, which are discussed in detail in
Section 4.3.2. Except for the jump of the MPAIR algorithm at 160Hz, both multi microphone algorithms
match closely and, except for the discussed deviations, also track well to the baseline. The manufacturer’s
(BASF) datasheets of the used materials Basotect B [10] and Basotect G+ [11] specify the absorption
coefficients over frequency. By rearranging Eq. (2.4.11) the absolute reflection coefficient is expressed as

|r| = √
1− α . (4.5.1)

By transforming the provided absorption data to reflection coefficients, one can additionally compare
the results to the manufacturer’s data, also plotted in Fig. 4.13, adding to the plausibility of the results.
To quantify the accuracy, the averaged reflected power errors of all methods and materials are collected
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Figure 4.12: Reflection (top) and transmission (bottom) coefficients obtained with the multiple pair
(MPAIR) method, compared to small tube (ST) and large tube (LT) baselines for different samples by
color. Shaded regions indicate minimum and maximum of the three samples average and for transmission
(bottom) triangles mark significant deviations (local peaks).

in Table 4.8. Additionally, the standard deviations of the unique pair investigations are given. Not
considering the frequency range, one can see that the closest pair to the specimen, used for the 2MIC
method, performed best. For the full frequency range, utilizing all pairs with the 2MIC method shows
the largest error for all measured materials. In contrast, the multi microphone techniques managed to
greatly reduce the error, with the MPAIR method performing slightly better than the LSTSQ fit. To
compare the computational effort, the time durations needed to compute the reflection coefficients are
compared, omitting file load, file write, and the averaging process. This benchmark was performed on
Windows 11 64bit running on an Intel i5-1135G7 processor. The process is set to high priority and only
runs on a single core to ensure consistent results. The computation times are compared in Fig. 4.14
(top). Besides the 2MIC method outperforming both solves, one can see that the LSTSQ algorithm is
about five times slower than the MPAIR method. This strongly depends on the amount of microphones
used. For M = 8 microphones 24 unique combinations are possible, resulting in 24 analytical solves for
the MPAIR method, prior to the windowed average, while the LSTSQ just solves one over-determined
system for each discrete frequency.

To evaluate the different transmission coefficient methods, their results for G50 are visually compared
in Fig. 4.13 (bottom), where the local peaks, discussed in Section 4.3.4, are marked with triangles.
Once more a close match between both multi microphone methods is observed, while the 4MIC method
exhibits a strong drift below 315Hz. The jump, observed for the reflection coefficient MPAIR methods
at 160Hz, is barely visible for the transmission results. This is due to the larger number of averages
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Figure 4.13: Reflection (top) and transmission (bottom) coefficients obtained by different methods and
small tube (ST) and large tube (LT) baselines for G50. For transmission (bottom) triangles mark signif-
icant deviations (local peaks).

caused by the additional downstream microphones. Because the manufacturer (BASF) does not publish
transmission related data, an additional verification of the results is not possible. The results are once
more compared by average power error and are gathered in Table 4.8, where the all unique quads tests
additionally denotes the standard deviation. Again the 4MIC method outperformed all other methods,
but is only valid for higher frequencies. Comparing the multi microphone techniques to the results for all
quads, one can see largely reduced errors. The MPAIR method performs slightly better than the LSTSQ
method. The computation times, for the same hardware setup as for the reflection coefficient benchmark,
are plotted in Fig. 4.14 (bottom). Although the microphone count only doubled, there are 576 unique
quads, significantly slowing down the MPAIR method. For the LSTSQ fit the size of the system matrices
increased, but due to efficient solvers the computation times only tripled. Therefore we can conclude,
that for large microphone counts the LSTSQ fit solves more efficiently, while for low microphone counts
the MPAIR method wins by only requiring a few analytical solves. By parallelization of the MPAIR
method, i.e. computing the single pair or quad solves on separate cores, the processing could be sped up
significantly.
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Table 4.8: All averaged reflected and transmitted power errors, for all pairs with standard deviations by
sample.

B30 B50 G20 G30 G50

αe, 2MIC 0.0449 0.0257 0.0365 0.0417 0.0307
αe, all-2MIC 0.0989 ± 0.0418 0.0626 ± 0.0299 0.1035 ± 0.0456 0.0865 ± 0.0380 0.0730 ± 0.0333
αe, LSTSQ 0.0630 0.0439 0.0620 0.0575 0.0492
αe, MPAIR 0.0582 0.0393 0.0567 0.0521 0.0443

τe, 4MIC - - - 0.0630 0.0776
τe, all-4MIC - - - 0.1193 ± 0.0294 0.0978 ± 0.0205
τe, LSTSQ - - - 0.0652 0.0811
τe, MPAIR - - - 0.0641 0.0801

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5

Computation time (ms)
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Figure 4.14: Single core computation time on i5-1135G7 for the different reflection- (top) and transmission
coefficient methods (bottom).
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Chapter 5

Summary and conclusion

5.1 Summary

The experiments in this thesis investigated the effects of consumer grade hardware on impedance tube
measurements. Additional to the conventional methods, two newly introduced multi microphone algo-
rithms were tested. To evaluate the performance fifteen samples of five different materials were measured
and compared to baseline measurements conducted at Technical University of Graz, utilizing Brüel &
Kjær’s Type 4206 impedance and transmission loss measurement tubes. To summarize, for the reflection
coefficient

• the two microphone (2MIC) method,

• all-pairs with the 2MIC method,

• the least squares (LSTSQ) fit and

• the multiple pair (MPAIR) measurement

were tested. The results of each method were visually compared to the baseline and quantified by the
average power error introduced as a measure of deviation in Section 4.2. Additionally, the results were
compared to reference absorption values specified by the manufacturer.

Similar measurements were conducted for the transmission coefficient, establishing a reference point
for future use of the newly introduced methods. In summary, the investigated methods are

• the four microphone one-load method (1LM) for both terminations,

• Chung’s four microphone method for both terminations,

• the four microphone (4MIC) two-load method (2LM),

• all-quads with the four microphone (4MIC) 2LM,

• the least squares (LSTSQ) fit with following 2LM and

• the multiple pair (MPAIR) measurement with following 2LM.

The differences between the various four microphone options were discussed in Section 4.3.5. Therefore,
only the latter four tests are of interest for the discussion. Because the manufacture does not specify
transmission data, the additional comparisons had to be omitted.
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5.2 Conclusion

Despite the discussed errors, rooting at the most basic parts of the measurement setup, microphones and
specimens, the posed multi microphone approaches showed promise across all the different experiments.
When considering the average error of the different pair and quad measurements, one can see a significant
improvement for LSTSQ and MPAIR processing. Due to some pairs and quads adding a substantial
amount of error, the proposed algorithms could not outperform the optimally selected pair or quad.
However, by considering the broad spread of data fed into the algorithms, multi microphone approaches
proved to handle these errors quite well, considering the average pairs, or even the all-pair’s performance.

One might think the multiple pair errors should be similar to the all-pair’s and all-quad’s errors,
however, the difference depends strongly on the point where the error is computed. By averaging the
results with the multiple pair method, prior to computing the error, the contributions of the different
microphone pairs or quads are averaged out, resulting in good error rejection in comparison to the
all-pair’s and all-quad’s errors, where the absolute errors are computed for each unique pair or quad
individually.

By comparing the two different multi microphone approaches, it is clear that the MPAIR method
performed better for all tested materials. The reason is the selection of valid frequency bands prior to
averaging. While the LSTSQ algorithm just averages all inputs at once, the MPAIR method only uses
microphone pairs or quads at their optimal frequency range. However, this also showed some drawbacks at
the crossover frequencies, where considerable jumps of the resulting quantity were observed. By utilizing
smoother window functions, in place of the used rectangular windows, the crossover could be smoothed
out. An alternative approach would be the use of unequal microphone spacing to spread the valid
frequency ranges across the spectrum and reduce the effect of uneven distribution at specific frequency
bins. Judging by performance, for high microphone counts the LSTSQ average wins, by computing the
wave decomposition with one least squares solve, while the MPAIR method iterates over all unique pairs,
decomposing the waves for each individually. Utilizing parallelization, the MPAIR method could be sped
up considerably. For low microphone counts the MPAIR algorithm is faster, because it does not require
to solve an over-determined system.

One of the main findings of this thesis is once more the importance of accurate and precisely calibrated
measurement equipment. Especially for critical points i.e. low frequencies, or nodal points of eigenfre-
quencies, where very small pressure deviations have to be processed. For this cases small errors can cause
large deviations in measurement results. Some ideas on how to improve these errors are presented in
Section 5.3.

5.3 Outlook

Because some baseline results experienced bad overlap in the crossover region, additional measurements
are recommended for these samples. Special care should be taken to ensure consistent cutting and sample
mounting by the same operator, to reduce external impact factors on the measurement results.

One of the main problem was the error at low differences. To tackle this problem, the custom
built microphones should be reevaluated and their low signal and noise characteristics should be tested.
Note that a main factor for small differences is their signal to noise ratio. To eliminate calibration
errors, different types of calibrations and references should be tested. A full anechoic termination would
additionally allow in place calibration by eliminating the reflected wave and therefore longitudinal modes
of the tube. Other than that, the multiple microphone approaches show great potential to allow super
wide frequency range measurements in a single tube diameter efficiently averaging errors of individual
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microphone pairings. This shifts the bottleneck to the excitation, where different concepts of low frequency
excitation in small tubes could be explored.

The hardware used for the experiments looks promising, but several improvements are recommended
for future experiments. First of all, the terminations for the 2LM need to be improved. The used anechoic
termination, an absorptive foam plug, only showed good absorption factors for frequencies above 500Hz.
For blocked/open termination an open end was used allowing surrounding noise to enter the tube. By
small modifications the reflective piston from setup r○ could also be used as termination for setup τ○.

Finally it poses a great extension to this thesis to apply the introduced algorithms to different existing
impedance tube setups and to compare the results with the prior measured baselines. The data used in
this thesis is limited, not just because of the bad low differences performance, but also due to the low
sample size of five foam samples used. Another set of experiments will most certainly substantiate the
findings of this thesis.
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Appendix A

Baseline measurements

A.1 Reflection coefficients
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A.2 Transmission coefficients
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Appendix B

Power errors by method

B.1 Reflection power errors
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B.2 Transmission power errors
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Appendix C

Deviations for different pair/quad
selection

C.1 Reflection power errors
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C.2 Transmission power errors
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Appendix D

Influence of reflected waves
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Appendix E

Comparison of methods

E.1 Reflection coefficients
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E.2 Transmission coefficients
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