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Abstract

Massive multiple input multiple output (MIMO) systems utilize tens to hundreds
of base station (BS) antennas to exploit diversity in space, and serve several users
simultaneously in the same time-frequency resource, thus achieving unprecedented
levels of spectral efficiency, energy efficiency, and reliability. For this reason, they
became the method of choice in the current roll-out of 5G deployments. However,
a stringent requirement for massive MIMO systems is accurate and timely channel
state information (CSI) from all users to all BS antennas. Currently, the only viable
and scalable solution is the application of a time division duplex (TDD) scheme and
relying on channel reciprocity. In high mobility scenarios, this approach inherently
causes service degradation, as outdated CSI introduces inter-user interference and a
reduced signal to noise ratio (SNR).

In this thesis, we investigate, both analytically and numerically, the adverse effects
of users with high mobility on the reliability in a massive MIMO system, propose
mitigation strategies, and evaluate their effectiveness. We consider (i) prediction
to increase the quality of outdated CSI estimates; (ii) orthogonal precoding (OP) to
further exploit spatial diversity; and (iii) distributed BS antenna geometries.

More specifically, we derive the instantaneous and asymptotic signal to interfer-
ence and noise ratio (SINR) of a TDD massive MIMO system for a time-correlated
fading process utilizing multi-step minimum mean square error (MMSE) CSI predic-
tion and quantify the improvement over the utilization of aged CSI. We additionally
prove and show by numerical simulation that the capability of massive MIMO sys-
tems to reduce small-scale fading, i.e., the variance of the SINR, is independent of
the CSI age. Further, we show the beneficial impact of OP in combination with CSI
prediction on the reliability of a massive MIMO system by numerical link-level bit
error rate (BER) simulation.

To substantiate the analytical and numerical findings, we develop a software-
defined radio (SDR) based channel sounding framework. It has the capability to
capture time-variant wireless channel impulse responses from two users to 32 BS
antennas in highly dynamic scenarios in a fully parallel and time-synchronized
manner. Moreover, the sounding framework is designed to support flexible BS
antenna placements with an aperture of up to 90 m to characterize widely distributed
(i.e., cell-free) setups. We conduct two vehicular measurement campaigns with highly
mobile users in urban scenarios with BS antenna apertures ranging from 1 m to 50 m.
The empiric evidence suggests that a widely distributed massive MIMO system, with
BS antennas distributed over a wide aperture, mitigates the effects of aged CSI and
reduces random fluctuations in signal strength, thus increasing reliability and energy
efficiency.
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Kurzfassung

Mobilfunksysteme mit großen Mehrfachantennen (massive MIMO) nutzen Dutzende
bis Hunderte Antennenelemente an der Basisstation, um die Charakteristika der
räumlichen Funkwellenausbreitung bestmöglich zu erfassen und sie wirksam einzu-
setzen. So gelingt es, mehrere Nutzer zeitgleich auf derselben Frequenz zu versorgen,
wodurch noch nie dagewesene spektrale Effizienz, Energieeffizienz und Zuverlässig-
keit erreicht wird. Aus diesem Grund dient massive MIMO als Basistechnologie in
der Entwicklung und Einführung von 5G-fähigen Mobilfunksystemen. Allerdings
erfordert massive MIMO eine exakte und rechtzeitige Schätzung des Zustands der
Funkkanäle zwischen allen Nutzern und allen Basisstationsantennen. Derzeit ist der
einzige praktikable und skalierbare Ansatz die Anwendung eines Zeitduplexver-
fahrens unter Annahme reziproker Funkkanäle. In Szenarien mit hoher Mobilität
führt dieser Ansatz zwangsläufig zu einer Verschlechterung der Übertragungsquali-
tät im Mobilfunknetz, da die veraltete Information über den Funkkanalzustand zu
Interferenz zwischen Nutzern und zu einem geringeren Signal-Rausch-Verhältnis
führt.

In dieser Arbeit untersuchen wir analytisch und numerisch die nachteiligen Aus-
wirkungen von hoher Mobilität auf die Zuverlässigkeit eines massive MIMO-Systems,
entwickeln Methoden zur Erhöhung der Zuverlässigkeit und bewerten ihre Wirk-
samkeit. Wir betrachten (i) Prädiktionsverfahren, um die Qualität der Schätzung
der Funkkanalinformation zu verbessern; ii) orthogonale Vorcodierung (orthogonal
precoding), um die räumliche Mehrfachausbreitung im Funkkanal bestmöglich zu
nutzen; und iii) verteilte Antennengeometrien an der Basisstation. Unter Annahme
eines zeitkorrelierten Schwundprozesses und eines mehrstufigen Prädiktionsverfah-
rens wird das momentane und asymptotische Verhältnis zwischen Signalleistung und
Interferenz- und Rauschleistung (SINR) in einem massive MIMO-System abgeleitet.
Die Verbesserung gegenüber der Verwendung von veralteter Funkkanalinformation
wird dargestellt und quantifiziert. Durch einen Beweis und numerische Simulation
wird gezeigt, dass die Verringerung der Varianz des SINR unabhängig vom Alter der
Funkkanalinformation ist. Außerdem werden die positiven Auswirkungen von or-
thogonaler Vorcodierung in Kombination mit den entwickelten Prädiktionsverfahren
auf die Zuverlässigkeit eines massive MIMO-Systems gezeigt.

Um die theoretischen und simulierten Ergebnisse zu untermauern, wird ein
Funkkanalmesssystem basierend auf programmierbaren Sende- und Empfangskom-
ponenten entwickelt. Es ermöglicht die parallele und zeitsynchronisierte Erfassung
zeitveränderlicher drahtloser Funkkanalimpulsantworten von zwei Nutzern und
32 Basisstationsantennen in hochdynamischen Szenarien. Darüber hinaus ist das
Funkkanalmesssystem so konzipiert, dass es flexible Anordnungen der Basisstati-
onsantennen mit einer Apertur von bis zu 90 m ermöglicht. Zwei Messkampagnen
mit Nutzern in Fahrzeugen in städtischen Szenarien mit einer Aperturgröße der
Basisstation von 1 m bis 50 m wurden durchgeführt. Die Messdaten legen nahe, dass
ein Aufbau mit weit verteilten Basisstationsantennen sinnvoll ist. Er reduziert die
Auswirkungen von veralteter Funkkanalinformation, und zufällige Schwankungen
der Signalstärke, was wiederum Zuverlässigkeit und Energieeffizienz erhöht.
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Chapter 1

Introduction

1.1 Motivation and Objectives

Since the inception of the first radio telegraphy transmission systems around 125 years
ago by Marconi, wireless communication has become ubiquitous and indispensable
in a globally connected world. In the early days, radio communication systems were
complex, bulky, and only suitable for stationary applications like radio and television
broadcasting. Advances both in transistor technology and information theory led
to the deployment of cellular mobile networks, with the global system for mobile
communications (GSM) being the first standard adopted by the masses. This marks a
paradigm shift in telecommunications, as for the first time in human history, it is the
people that are directly connected through devices they carry with them, instead of
fixed installments we must frequent to communicate. Inherent to this transition is
mobility of the user while communicating, which poses a technological challenge not
encountered previously.

Currently, the fifth generation (5G) of cellular mobile networks is deployed around
the world. It promises to not only connect people, but also machines (vehicles,
trains, infrastructure, robots etc.), at a large scale. Accordingly, requirements on the
network differ substantially from previous generations of mobile networks. Machine-
type communication typically demands high reliability and low latency while still
assuming high mobility of all participants.

The fundamental upper limit for the information rate that can be transmitted over
a communication channel with bandwidth B and arbitrary low error rate, i.e., the
capacity C of the communication channel, was found by Shannon in 1949 to be [1]

C = B log2

�
1 +

P
σ2

�
. (1.1)

The transmit signal power is denoted by P and the noise power by σ2. The signifi-
cance of this result cannot be overstated, as it shows that in the bandwidth-limited
regime P/σ2 � 1, increasing the transmit power linearly increases the capacity only
logarithmically. To put this into perspective, doubling the signal to noise ratio (SNR)
from P/σ2 = 10 to P/σ2 = 20 only increases the capacity by a factor of 1.27.

In an effort to keep up with the rising demands on communication systems in
terms of data rate, reliability, and latency, simply utilizing more transmit power does
not scale. Additionally, environmental concerns prohibit this approach. One histori-
cally proven strategy therefore is allocating more bandwidth to the communication
channel, as there is a linear impact on capacity. However, electromagnetic spectrum
is a limited resource and allocating more bandwidth may not be possible or practical,
as it might be already in use.
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Increasing transmit power or bandwidth solely focuses on the physical properties
of a communication channel. On the contrary, advances in information theory on
multiple input multiple output (MIMO) systems in the 1990s [2] led to the conclusion
that multiple transmit and receive antennas and corresponding processing leads to
a capacity expression that linearly depends on the number of transmit and receive
antennas [3, Ch. 20],

C(MIMO) = min
�

A(RX), A(TX)
�

B log2

�
1 +

P
σ2

�
. (1.2)

Here, A(RX) and A(TX) are the numbers of receive and transmit antennas, re-
spectively, and uncorrelated MIMO channels are assumed. A viable path forward
was found, but at the cost of computational complexity to perform complex MIMO
transmit and receive algorithms.

In current 5G deployments, a key technological enabler is massive MIMO, a
successor of conventional MIMO, introduced by Marzetta in 2010 [4]. The underlying
idea of massive MIMO is to utilize a large number A of antennas (usually more than
64) at the base station (BS) of a cellular network, while a single antenna is sufficient
at each of the K user terminals. There are several advantages to this approach, all of
them mathematically rooted in the law of large numbers:

• The capacity of the communication system grows unbounded and logarithmi-
cally with the number of BS antennas [5].

• Linear processing algorithms are sufficient to approach capacity for A � K, i.e.,
if the number of BS antennas is far greater than the number of served users [4].

• The effects of uncorrelated receiver noise and fast fading are eliminated com-
pletely, and transmissions to terminals within one cell do not interfere [4].

An essential requirement for massive MIMO communication systems is timely
and accurate channel state information (CSI) for processing the signals from the
large number of BS antennas. In high mobility scenarios, timely CSI is difficult to
obtain, but crucial to guarantee reliability. There is a strong trend in sectors like
automotive, industry, railway, or urban air mobility, to harvest the capabilities of
5G, but communication solutions must provide high reliability in these time-varying
scenarios.

Therefore, this thesis addresses the following objectives:

O1 Assess the impact of CSI prediction on the reliability of widely distributed
massive MIMO communications systems in high mobility scenarios.

O2 Utilize time-frequency diversity through orthogonal precoding (OP) and spatial
diversity through widely distributed BS antennas to increase the reliability of
massive MIMO systems.

O3 Devise suitable measurement campaigns, gather empirical data to analyze the
statistical properties of widely distributed massive MIMO systems, and confirm
the assumptions and results in O1 and O2.

1.2 Methodology, Contribution, and Outline

We choose four methods to achieve the objectives of this thesis, both on a theoretic
and an empiric level:
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M1 Numerical simulation, and analysis of obtained results, to gain insight into mea-
sures that enable reliable communication in high mobility scenarios. Possible
approaches include OP and CSI prediction (O1, O2).

M2 Analytic derivations and analysis to deepen our understanding of CSI predic-
tion capabilities and its impact on reliability (O1).

M3 Design and implementation of a fully parallel massive MIMO channel sounding
architecture suitable for high mobility scenarios, as well as conceptualization
and realization of corresponding measurement campaigns (O3).

M4 Numerical analysis of the empirical data gathered with M3 to evaluate the
impact of outdated CSI as well as the impact of different spatial BS antenna
configurations (O1, O2, O3).

With the methodology provided above, we achieve several contributions that, as
a whole, demonstrate the capabilities of massive MIMO to enable and support highly
reliable communication in time-varying scenarios.

• We derive the instantaneous and asymptotic signal to interference and noise
ratio (SINR) and the spectral efficiency (SE) of a time division duplex (TDD)
massive MIMO system for a time-correlated fading process utilizing multi-step
minimum mean square error (MMSE) Wiener prediction. This result generalizes
the work of [6] for single-step AR(1) process prediction (O1; [7]).

• We prove and show by numerical simulation that the capability of massive
MIMO to reduce the variance of the received signal power is independent of
the CSI age, i.e., channel hardening is independent of channel aging. The CSI
age mainly affects the SINR and thereby the SE (O1; [7]).

• We show that with the utilization of OP, the bit error rate (BER) performance
of polynomial (Wiener) prediction approaches that of perfectly known CSI to
within 2 dB (1 dB) for a velocity of 160 km/h at 3.5 GHz (O1; [8]).

• We investigate the dependence of the BER performance on the number of BS
antennas and the prediction/precoding horizon (O2; [8]).

• We conduct the world-first fully parallel and coherent widely distributed ar-
ray channel sounding measurements in a high mobility scenario with 32 BS
antennas and two users (O3; [9]).

• We perform a comparative analysis of wireless propagation conditions for BS
aperture sizes from 2 m to 46.5 m in terms of delay spread, Doppler spread,
received power, and collinearity of the local scattering function (LSF) (O3; [9]–
[11]).

• We evaluate channel hardening and effects of channel aging on the SINR in a
widely distributed massive MIMO system based on the obtained measurement
data (O1, O2, O3; [9]).

The contributions described in this thesis are presented to a large extent in the
following papers:

[10] D. Löschenbrand, M. Hofer, L. Bernadó, G. Humer, B. Schrenk, S.
Zelenbaba, and T. Zemen, “Distributed massive MIMO channel mea-
surements in urban vehicular scenario”, in 13th European Conference on
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Antennas and Propagation (EuCAP), Krakow, Poland, 2019.
[11] D. Löschenbrand, M. Hofer, B. Rainer, and T. Zemen, “Empirical
and simulated performance evaluation of distributed massive MIMO”, in
Asilomar Conference on Signals, Systems, and Computers (ASILOMAR), 2019.
[8] D. Löschenbrand, M. Hofer, and T. Zemen, “Orthogonal precoding
with channel prediction for high mobility massive MIMO”, in 2020 IEEE
31st Annual International Symposium on Personal, Indoor and Mobile Ra-
dio Communications (PIMRC), 2020. DOI: 10.1109/PIMRC48278.2020.
9217208.
[9] D. Löschenbrand, M. Hofer, L. Bernadó; S. Zelenbaba, and T. Zemen,
“Towards cell-free massive MIMO: A measurement-based analysis”, IEEE
Access, 2022. DOI: 10.1109/ACCESS.2022.3200365.
[7] D. Löschenbrand, M. Hofer, and T. Zemen, “Spectral efficiency of time-
variant massive MIMO using Wiener prediction”, IEEE Communications
Letters, 2023. DOI: 10.1109/LCOMM.2023.3242457

https://doi.org/10.1109/PIMRC48278.2020.9217208
https://doi.org/10.1109/PIMRC48278.2020.9217208
https://doi.org/10.1109/ACCESS.2022.3200365
https://doi.org/10.1109/LCOMM.2023.3242457
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Chapter 2

Massive MIMO for Mobile Users

2.1 Contents of this Chapter

In this chapter, the paradigm of massive MIMO communication is introduced as
an enabler for increased spectral and energy efficiency as well as high reliability
of wireless links. The distinctive characteristic of a massive MIMO communication
scheme is the large number of deployed BS antennas, each with a dedicated radio
frequency (RF) chains that far outnumber the active user equipments (UEs) connected
to it.

This approach, first put forward in [4], offers several key advantages: linear
processing is almost capacity-achieving, small-scale fading is eliminated, and users
can be served on the same time-frequency resource without interfering with each
other. These favorable characteristics arise due to constructive superposition of all
multipath contributions at the intended UE position, and random superposition
everywhere else. However, timely and accurate CSI is essential for the required beam-
forming processing in a massive MIMO system, but hard to acquire in time-varying
scenarios with user mobility.

In Section 2.2, the uplink of a massive MIMO system with several users is con-
sidered. CSI prediction as a promising means of enabling operation in time-varying
scenarios is analyzed analytically and by numerical simulation. In Section 2.3, a
reliability assessment is given in terms of SINR and channel hardening (O1). The
contents of these sections are published in

[7] D. Löschenbrand, M. Hofer, and T. Zemen, “Spectral efficiency of time-
variant massive MIMO using Wiener prediction”, IEEE Communications
Letters, 2023. DOI: 10.1109/LCOMM.2023.3242457.

In Section 2.4, the downlink of a massive MIMO system with a single user is
considered. After introducing the signal model, methods to allow for operation in
time-varying scenarios are introduced. A reliability assessment of the considered
system is provided for different degrees of user mobility and varying number of BS
antennas by means of a numerical link-level simulation (O1, O2). The contents of
this section are published in

[8] D. Löschenbrand, M. Hofer, and T. Zemen, “Orthogonal precoding
with channel prediction for high mobility massive MIMO”, in 2020 IEEE
31st Annual International Symposium on Personal, Indoor and Mobile Ra-
dio Communications (PIMRC), 2020. DOI: 10.1109/PIMRC48278.2020.
9217208.

Findings and conclusions are summarized in Section 2.5, and Section 2.6 provides
related literature.

https://doi.org/10.1109/LCOMM.2023.3242457
https://doi.org/10.1109/PIMRC48278.2020.9217208
https://doi.org/10.1109/PIMRC48278.2020.9217208
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2.2 Multiple Mobile Users Case

Massive MIMO systems are an important enabling technology in current 5G de-
ployments, providing improved SE and reliability compared to conventional MIMO.
However, they still struggle to unlock their potential in high mobility scenarios, e.g.,
in automotive and industrial use cases.

The fundamental cause for this is the systems dependency on high quality and
timely CSI for the communication channel from all users to all BS antenna elements
for accurate beam-forming [4]. Currently, the only viable and scalable solution is the
application of a TDD method and relying on channel reciprocity. In this case, CSI
estimation with pilot symbols and their utilization for beam-forming must happen
within the coherence time T(coh) of the wireless channel. The coherence time is defined
as the time duration that is required for the wireless channel to change significantly.
A more stringent definition will be provided later.

In high mobility scenarios, that is in scenarios where the time delay between
CSI estimation and its use for beam-forming is larger than the coherence time of
the wireless channel, this approach inherently causes service degradation due to
outdated CSI, also termed channel aging [9]. Channel aging causes an increase of the
BER due to a reduction of the SINR. Mitigation strategies include (i) decreasing the
time between uplink CSI acquisition and downlink beam-forming, (ii) OP to exploit
time and frequency diversity, and (iii) CSI prediction, all of which will be addressed
in the following.

In this section, we introduce a multi-user massive MIMO system employing
channel prediction to analyze the uplink SE and quantify its degradation due to
user mobility. Further, we investigate the variance of the received signal power
around its mean for different prediction horizon lengths, i.e., how channel prediction
influences channel hardening. This facilitates the reliability analysis of a massive
MIMO system in terms of received signal power fluctuation. In this section, we
discuss the uplink only. However, all results on SE apply for the downlink too,
through the uplink-downlink duality [12, Theorem 4.8].

2.2.1 Signal Model

We consider an uplink massive MIMO system, where K users with single-antenna
terminals k ∈ {1, . . . , K} send pilots and data to a BS deploying A antenna elements
a ∈ {1, . . . , A}, without neighboring cells. The notation we introduce for this system
is largely based on [6], with the exception that only one cell is considered, as our
focus mainly lies on the aspect of time variance of the bandlimited fading process
and its impact on the SINR and SE. We assume an orthogonal frequency-division
multiplexing (OFDM) system where the individual subcarriers are orthogonal and
are therefore treated individually. The dependency on frequency is thus omitted in
the considerations below to facilitate notation. The dependency on time is indicated
by the index m.

The effects of the wireless channel on the scalar transmitted information symbol
skm are modeled by a complex scalar channel coefficient hkam. The channel coefficients
of one user k to all A BS antennas are collected in a channel vector

hkm = [hk1m hk2m . . . hkAm ]T ∈ CA×1 . (2.1)

The channel matrix
Hm = [h1m h2m . . . hKm] ∈ CA×K (2.2)
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contains the individual channel vectors of all users. Similarly, the beam-forming
matrix

Wm = [w1m w2m . . . wKm ] ∈ CA×K (2.3)

contains the individual beam-forming vectors wm ∈ CA×1 for user k, all A BS antenna
elements, and time index m.

The vector collecting the received symbols from all K users at time index m is

ŝm = WH
mym = WH

mHmsm + WH
mnm , (2.4)

with P the average transmit power of each user, sm ∈ CK×1 the vector collecting
the transmitted information symbols of all users, and WH

mnm ∼ CN
�

0, σ2
n

P IK

�
denot-

ing filtered complex Gaussian noise. Figure 2.1 shows a schematic of the receive
combining signal model (2.4).

Hm WH
m

sm = [s1m . . . sKm]
T Hmsm

nm

ym ŝm = [ŝ1m . . . ŝKm]
T

FIGURE 2.1: Receive combining matrix signal model for the massive
MIMO uplink.

The spatial correlation matrix of the channel vector for user k is

Rk = E
�

hkmhH
km

	
. (2.5)

Further, we assume local wide-sense stationarity of the fading process and a joint
spatial and temporal covariance matrix

E
�

hkm−�hH
km−��

	
= rh,|��−�|Rk , (2.6)

with rh,� being the temporal correlation coefficient of the channel vector with time
delay �.

Note that the scalar approach in (2.6) intrinsically assumes, that the temporal
correlation is the same for all antenna pairs (a, a�), which is valid if all BS antenna
elements are collocated.

The temporal correlation coefficient rh,� is useful to formally define the coherence
time T(coh) of the wireless channel [3, Sec. 6.5.4] as

T(coh) = T(symb)�� (2.7)

where T(symb) is the symbol duration. The threshold symbol index �� is chosen such
that

rh,� ≥ 0.5, � ≤ ��, (2.8)
rh,� < 0.5, � = �� + 1 (2.9)

holds. In other words, the coherence time is defined as the time duration in which the
temporal correlation coefficient rh,� drops below 0.5. Figure 2.2 depicts the connection
between coherence time and temporal correlation.
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1T(symb) 2T(symb) 3T(symb) 4T(symb) 5T(symb)
−0.5

−0.25

0

0.25

0.5

0.75

1

T(coh)

rh,� > 0.5, � = 1

rh,� < 0.5, � = 2

time

r h
,�

FIGURE 2.2: Exemplary temporal correlation coefficient rh,� and coher-
ence time T(coh).

The received symbol estimate from one single user k at the BS is

ŝkm = wH
kmym = wH

kmHmsm + wH
kmnm

= wH
kmhkmskm + wH

kmnm + ∑
k� �=k

wH
kmhk�msk�m , (2.10)

where the first term in the second line is the scaled signal, the second term is filtered
and scaled Gaussian noise wH

kmnm ∼ CN
�

0, σ2
n

P

�
, and the third term is interference

from other users k� �= k. Figure 2.3 shows the equivalent receive combining signal
model.

h1m wH
1m

s1m

nm

ŝ1m

h2m wH
2m

s2m

nm

ŝ2m

FIGURE 2.3: Equivalent receive combining matrix signal model for
two users, where the red arrows indicate interference from other users.
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2.2.2 Channel Estimation

For channel estimation, a single-cell approach similar to [6, Eq. (9)] is used to obtain
noisy observations of the channel vector

ykm = hkm + nm . (2.11)

They are filtered by the MMSE estimator [6] to obtain the channel vector estimate

ĥkm = Rk

�
σ2

n
P

IA + Rk

�−1

ykm , (2.12)

distributed as ĥkm ∼ CN (0, Θk10), where

Θk10 = Rk

�
σ2

n
P

IA + Rk

�−1

Rk (2.13)

denotes a special case of the covariance matrix ΘkN� with the number of pilots N = 1
and the prediction horizon � = 0.

2.2.3 Multi-Step Channel Prediction

Given the following matrices to ease notation

δN� =

rh,� rh,�+1 . . . rh,�+N−1

�
, (2.14)

ΔN� =


rh,� rh,�+1 . . . rh,�+N−1

rh,�+1 rh,� . . . rh,�+N−2
...

...
. . .

...
rh,�+N−1 rh,�+N−1 . . . rh,�

 , (2.15)

TkN� =

�
ΔN� ⊗ Rk +

σ2
n

P
IAN

�−1

, (2.16)

ΘkN� = (δN� ⊗ Rk)TkN0 (δN� ⊗ Rk)
H , (2.17)

we find the linear Wiener multi-step predictor by extending the framework provided
in [6] and the joint spatial and temporal correlation defined in (2.6).

Theorem 2.2.1 (Wiener multi-step predictor). Given N consecutive pilot symbols, the
optimal linear Wiener predictor Vk� with prediction horizon � is

Vk� = (δN� ⊗ Rk)TkN0 , (2.18)

and the predicted channel vector h̃km+1 is

h̃km+1 = Vk�+1ỹkm−� , (2.19)

with

ỹkm−� =


ykm−�

ykm−�−1
...

ykm−�−N+1

 ∈ CAN×1 . (2.20)

stacking N received pilot symbols delayed by �.
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Proof. We follow the approach in [6] but extend it to a general temporal fading model
and multi-step prediction. We assume that N consecutive pilot symbols are used for
prediction.

Suppose that the pilot symbols are outdated, e.g., only pilot symbols ỹkm−� with
CSI acquisition delay � > 0 are available to predict h̃km+1. The optimal predictor [6]
extended to multi-step prediction is then found by solving

E
�
(hkm+1 − Vk�+1ỹkm−�)ỹH

km−�

	
= 0 (2.21)

or, after reformulating,

Vk�+1 = E
�

hkm+1ỹH
km−�

	
E
�

ỹkm−�ỹH
km−�

	−1
. (2.22)

By using the channel estimation signal model in (2.11), the joint spatial and
temporal correlation (2.6), and assuming that uncorrelated noise terms cancel for � >
0, we find the covariance matrix of two received pilot symbols with CSI acquisition
delay � to be

E
�

ykmyH
km−�

	
=

�
rh,0Rk +

σ2
n

P , � = 0;
rh,�Rk , otherwise.

(2.23)

The covariance matrix of the stacked pilot symbols is then calculated with (2.20)
and (2.23) as

E
�

ỹkm−�ỹH
km−�

	
= E

�
ỹkmỹH

km

	
= ΔN0 ⊗ Rk +

σ2
n

P
IAN

= T−1
kN0 . (2.24)

The first line of (2.24) holds since wide-sense stationarity is assumed, i.e., the statistics
are independent of an arbitrary time shift � for the considered frame duration and
prediction horizon [13].

With (2.11), (2.6) and (2.20), the cross-correlation between the true channel and
the stacked pilot symbols is

E
�

hkm+1ỹH
km−�

	
=


rh,�+1Rk, . . . rh,�+NRk

�
= δN,�+1 ⊗ Rk . (2.25)

Substituting (2.24) and (2.25) into (2.22) gives (2.19).
The predicted channel vector is thus

h̃km+1 = Vk�+1ỹkm−� , (2.26)

and its distribution h̃km+1 ∼ CN (0, ΘkN�+1) depends on the prediction horizon �
[6].
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The mean squared error (MSE) of the predicted channel vector hkm+1, given a
prediction horizon of �, is calculated as

�kN�

�
h̃km+1, hkm+1

�
= E

�
hkm+1 − Vk�+1ỹkm−�
2
F



= tr
�

E
�
(hkm+1 − Vk�+1ỹkm−�)hH

km+1

		
= tr

�
E
�

hkmhH
km

	
− Vk�+1E

�
ỹkm−�hH

km+1

		
= tr{Rk − ΘkN�+1} . (2.27)

Note that in the case of N = 1, i.e., only one pilot symbol is used, (2.14) and (2.15)
each reduce to the scalar temporal correlation coefficient and the predicted channel
becomes h̃km+1 = Vk�+1ỹkm−� = rh,�ĥkm−�+1. Simply put, with only one pilot at hand,
the evolution of the channel cannot be tracked, and the best prediction is the weighted
aged channel estimate.

2.3 Spectral Efficiency and Channel Hardening for Multiple
Users

By introducing the predicted channel h̃km+1 in (2.28), we obtain the estimated received
symbol from one single user k at the BS after receive combining as

ŝkm+1 = wH
km+1h̃km+1skm+1 + wH

kmnm+1

+ wH
km+1(hkm+1 − h̃km+1)skm+1

+ ∑
k� �=k

wH
km+1hk�m+1sk�m+1 . (2.28)

The first term is the intended signal multiplied with the effective channel gain

γkm+1 = wH
km+1h̃km+1 , (2.29)

the second term is additive noise, the third term is the channel prediction error
considered as noise, and the fourth term is interference from other users k� �= k.

The choice of the beam-forming vectors in Wm greatly affects the capability of a
massive MIMO system to suppress the interference from other users. In this work,
we analyze maximum ratio combining (MRC) and regularized zero-forcing (RZF) as
common choices of beam-forming vectors [4], [14]:

Wm = [w1m w2m . . . wKm ] =

����
H̃m , MRC;

H̃m
�
H̃H

mH̃m
�−1 , ZF;

H̃m

�
H̃H

mH̃m + σ2
n

P IK

�−1
, RZF;

(2.30)

where the columns of the predicted channel matrix H̃m are composed of the predicted
channel vectors similar to (2.2).

2.3.1 Instantaneous and Asymptotic SINR

Considering the signal model (2.28) and assuming channel prediction with prediction
horizon � at the BS, the instantaneous signal power is given as the squared absolute
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value of the effective channel gain γkm+1 and yields

Sk� = |γkm+1|2 =
"""wH

km+1h̃km+1

"""2 . (2.31)

The instantaneous interference and noise power is defined as the sum of all interfer-
ence/noise contributions in (2.28)

Ik� =
σ2

n√
P

wH
km+1h̃km+1 +

"""wH
km+1(hkm+1 − h̃km+1)

"""2 + ∑
k� �=k

"""wH
km+1hk�m+1

"""2 . (2.32)

The instantaneous SINR is defined as the ratio of instantaneous signal to interfer-
ence and noise power

ηk� =
Sk�

Ik�
=

""wH
km+1h̃km+1

""2
σ2

n√
P

wH
km+1h̃km+1 +

""wH
km+1(hkm+1 − h̃km+1)

""2 + ∑k� �=k
""wH

km+1hk�m+1
""2 .

(2.33)

Theorem 2.3.1. The asymptotic deterministic SINR η̄k� = limA→∞ ηk� with MRC is calcu-
lated as

η̄k� =
S̄k�

Īk�
=

| tr{ΘkN�+1} |2
σ2

n√
P

tr{ΘkN�+1}+ tr{ΘkN�+1 (Rk − ΘkN�+1)}+ ∑k� �=k tr{ΘkN�+1Rk�}
.

(2.34)

Proof. Since MRC is assumed, the beam-forming vector is computed as wkm+1 =
h̃km+1. For A → ∞, the instantaneous signal power (2.31) converges towards its
asymptotic deterministic equivalent [6]

S̄k� = lim
A→∞

1
A2 Sk� = | tr{ΘkN�+1} |2, (2.35)

with the covariance matrix ΘkN�+1 defined in (2.17). Similarly, the instantaneous
interference and noise power (2.32) converges toward its asymptotic deterministic
equivalent [6]

Īk� = lim
A→∞

1
A2 Ik�

=
σ2

n√
P

tr{ΘkN�+1}+ tr{ΘkN�+1 (Rk − ΘkN�+1)}+ ∑
k� �=k

tr{ΘkN�+1Rk�} (2.36)

as the number of BS antenna elements grows. The asymptotic deterministic SINR is
therefore found as the ratio S̄k�/ Īk� as specified in (2.34).

2.3.2 Ergodic and Asymptotic Spectral Efficiency

Similar to [6], we define the uplink ergodic achievable SE of user k with prediction
horizon � as

SEk� = E {log2 (1 + ηk�)} , (2.37)

where the expectation is over channel realizations. In the asymptotic case with the
number of BS antenna elements A → ∞, the SINR is deterministic and the uplink
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asymptotic achievable SE of user k with prediction horizon � is [6]

SEk� = log2 (1 + η̄k�) . (2.38)

Both (2.37) and (2.38) do not take into account the number of uplink pilot symbols
N that are necessary for prediction, as well as the number of necessary guard symbols
NG. A fair comparison that takes into account uplink overhead is thus provided by
the uplink achievable block SE of user k with block length M, number of pilots N,
and number of guard symbols NG [4], [12]

SEkMN =
1

M + N + NG

M

∑
�=1

SEk� . (2.39)

2.3.3 Channel Hardening

Channel hardening refers to the phenomenon of the effective channel gain γkm+1 =
wH

km+1h̃km+1 in (2.29) fluctuating only marginally around its mean [15],

γkm+1

E {γkm+1} → 1, as A → ∞. (2.40)

To assess if channel hardening is occurring, we investigate the ratio of the effective
gain variance to its squared mean

βk� =
Var{γkm+1}
E {γkm+1}2 , (2.41)

similar to [15]–[17]. Low values of βk� indicate a low probability of the channel gain
γkm+1 deviating significantly from its mean.

Theorem 2.3.2 (Channel hardening). Let N = 1 and wkm+1 = rh,�ĥkm−�+1 (i.e., MRC
is applied), then the channel hardening metric βk� in (2.41) is independent of the prediction
horizon �.

Proof. We acknowledge that, for N = 1, the predicted channel vector h̃km+1 is the
outdated channel estimate decreased by its temporal correlation coefficient, i.e.,
h̃km+1 = rh,�ĥkm−�+1. Further, by applying MRC, the beam-forming vector becomes
wkm+1 = rh,�ĥkm−�+1. We then calculate

E {γkm+1} = E
�

wH
km+1h̃km+1

	
= r2

h,�E
�

ĥH
km−�+1ĥkm−�+1

	
= r2

h,� tr{Θk10} , (2.42)

where the third line follows from (2.12), and

Var{γkm+1} = E

��
wH

km+1h̃km+1

�2 − E
�

wH
km+1h̃km+1

	2
�

= r4
h,�E

��
ĥH

km−�+1ĥkm−�+1

�2 − tr{Θk10}2
�

= r4
h,�E

��
ĥH

kmĥkm

�2 − tr{Θk10}2
�

. (2.43)
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We plug (2.42) and (2.43) into (2.41) to get

βk� =

E

��
ĥH

kmĥkm

�2 − tr{Θk10}2
�

tr{Θk10}2 , (2.44)

which is independent of the prediction horizon �.

While βk� is time-dependent in general when employing RZF, we show empiri-
cally in the next section that its variation is negligible compared to the impact of the
number of BS antenna elements on channel hardening.

2.3.4 Numeric Results

We use a Monte-Carlo simulation to verify the uplink ergodic and asymptotic SE and
channel hardening results under the influence of aged CSI and multi-step Wiener
prediction. The expectation and variance in (2.37) and (2.41) are numerically estimated
as the mean over random channel realizations. The random variable realizations are
drawn according to the distributions specified in Section 2.2. The number of runs for
the simulation is 20000.

Channel vector realizations with proper statistics in (2.28) are calculated using
the approach outlined in [18], [19] with 400 paths and one tap. We consider Clarke’s
model rh,� = J0(2π fDTs�) for the temporal correlation coefficient, where J0 denotes
the Bessel function of the first kind and fDTs denotes the maximum Doppler shift fD
normalized by the symbol duration Ts. This is more suitable for modeling a band
limited fading processes, compared to the unbounded Doppler spectrum of the AR(1)
model used in [6]. It also provides a direct relation between correlation in time and
maximum Doppler shift. In the simulations, we set the normalized Doppler shift to
fDTs = 0.04, which corresponds to a velocity of 172 km/h at a carrier frequency of
3.5 GHz (wavelength λ = 8.6 cm) and a symbol duration Ts = 71.4 µs. The number
of BS antenna elements is A = 64 unless stated otherwise.

We note an excellent match between the SE in (2.37), simulated with A = 64 BS
antenna elements, and the asymptotic SE in (2.38) for MRC beam-forming, shown in
Fig. 2.4. Channel prediction with a higher number of pilots N > 1 increases the SE
considerably and prevents sudden drops (caused by the temporal correlation function
rh,� approaching zero). For a prediction horizon � = 7 (equivalent to a movement of
the user by 0.28λ since CSI acquisition), utilizing four instead of one pilot symbol
doubles the achievable SE from 2.2 bit/s/Hz to 4.3 bit/s/Hz.

Figure 2.5 shows significant achievable SE improvements in the most relevant
region � ≤ 10 when choosing RZF over MRC. For a prediction horizon � = 7, utilizing
four instead of one pilot symbol increases the achievable SE from 2.5 bit/s/Hz to
5.2 bit/s/Hz. We also note that for � ≥ 5, the SE with an SNR of 6 dB and N = 4 is
superior to the SE with an SNR of 12 dB and N = 1, highlighting the importance of
channel prediction.

Figure 2.6 shows a boxplot of the distribution of βk� over the prediction horizon �
for different numbers of BS antenna array elements A ∈ [8, 128]. The whiskers of the
boxes, indicating the interval from minimum to maximum of βk� over �, remain close
to its median value (red), irrespective of the number of BS antennas A. We verify that
channel hardening is indeed largely independent of the prediction horizon � and is
mostly determined by the number of BS antenna array elements.

Figure 2.7 shows the SE for different SNR values P/σ2
n with N = 4 pilot symbols

utilized and A = 64 BS antennas. For small values � ∈ {1, 2} of the prediction
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FIGURE 2.6: Boxplot of the channel hardening coefficient βk� (nor-
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diction horizon � ∈ {0, . . . , 30} for different number of BS anten-
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method is RZF. The small variance of βk� demonstrates that the chan-
nel hardening in massive MIMO is basically independent of the CSI

age.
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horizon, we clearly observe the logarithmic dependency of the SE on the SINR ηk�.
However, for larger values � > 10, prediction quality has deteriorated so much that
investing more power does not significantly increase the SE.
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FIGURE 2.8: SEk� over prediction horizon � for a normalized Doppler
fDTs = 0.04 and RZF beam-forming. The distance in terms of the
wavelength λ corresponding to a given prediction horizon is given as

second x-axis.

Figure 2.8 shows the SE for different numbers of BS antenna elements A ∈ [16, 128]
with an SNR P/σ2

n = 12 dB and N = 4 pilot symbols. The logarithmic dependency
of the SE on the number of BS antennas A is immediately visible, as expected when
considering (2.37). The decrease in SE for growing prediction horizon � is similar
for different numbers of BS antennas at approximately 5 bit/s/Hz for 0.5λ distance
traveled.

Figure 2.9 shows the achievable block SEkMN in (2.39) that takes into account the
block length M, the number of pilots N, and number of guard symbols NG. We see
that the mean SE over a block of length M is highest for very short blocks M = 5
and only N = 1 pilot symbol, which intuitively makes sense. In a rapidly changing
wireless channel, it would be beneficial to receive CSI information as frequently as
possible. This highlights a crucial limitation of CSI prediction methods: the reduction
of the mean SE over a certain period of time due to pilot overhead. However, the
timing of uplink and downlink schedule depends on many factors and can therefore
not be chosen arbitrarily to accommodate users with high mobility. CSI prediction is
therefore seen as a viable method to ensure high SE even with larger block length.
This can be seen in Fig. 2.9, where utilizing CSI prediction with N = 3 pilot symbols
and a block length M = 10 yields a block SE of 3.78 bit/s/Hz, while the optimal
configuration with M = 5 and N = 1 yields 3.83 bit/s/Hz. Moreover, utilizing three
or four pilot symbols gives similar SE over a wide range of block lengths, with only
slowly declining values towards higher block lengths.
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2.4 Single Mobile User Case

As we saw in the previous section, massive MIMO systems struggle to unlock their
potential in high mobility scenarios, where CSI acquisition and beam-forming does
not occur within the coherence time of the wireless channel. In this case, i.e., if
channel aging occurs, the BER increases due to a reduction of the SINR. Mitigation
strategies include decreasing the time between uplink CSI acquisition and downlink
beam-forming and CSI prediction. Additionally, a method known as OP is considered
as candidate to enable reliable massive MIMO applications with high mobility. OP
spreads transmitted information in time and frequency to take advantage of diversity
in those domains (rather than in space as massive MIMO does) and thereby increases
resilience towards fading of individual components in the time-frequency grid. In
what follows, OP and its interplay with CSI prediction is investigated.

2.4.1 Orthogonal Precoding Signal Model

We consider a massive MIMO downlink system similar to the previous section, where
a BS with a large number of antennas A transmits to single-antenna UEs in a time-
varying scenario. We focus on one UE for ease of notation, but the given signal model
can readily be extended to several users by means of the multi-user signal model
introduces in the previous section.

The underlying multiplexing scheme is assumed to be TDD, the modulation is
OFDM and the transmission takes place in a blocked manner, thus M time samples
and Q frequency samples are grouped in one block. To obtain the vectorized transmit
symbols s ∈ CQM×1, the vectorized information symbols b ∈ CQM×1 are spread
over a time-frequency block of size M × Q, as described in [17], via the orthogonal
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spreading matrix C ∈ CQM×QM, as

s = Cb . (2.45)

This approach is in the following referred to as OP.
Suitable spreading matrices are derived from orthogonal basis sets such as the

discrete symplectic Fourier transform (DSFT) [20], Walsh-Hadamard or discrete
prolate spheroidal (DPS) sequences [21]. The rationale for spreading the information
symbols over time and frequency is to leverage diversity of the doubly-selective
propagation channel to mitigate fading and the effects of channel aging [17]. In
[17], it has been shown that all constant modulus spreading sequences achieve the
same performance. For easier comparison with previous work on DSFT, and given
its efficient implementation with fast Fourier transforms (FFTs), we use the DSFT
sequences for spreading in this work.

The time index is denoted by m ∈ {0, . . . , M − 1} and the sub-carrier index is
denoted by q ∈ {0, . . . , Q − 1}. With vec(·) denoting vectorization, we compactly
write the vectorized matrix t = vec(T) with elements (T)ij = tij as t = vec(tij).

The vectorized received symbols ŝ = vec(sqm) ∈ CQM×1 at the UE in a system
applying OP are then modeled as

ŝ = HHWs + n , (2.46)

with the massive MIMO channel matrix

H =

diag(h1)
...

diag(hA)

 ∈ CQMA×QM (2.47)

and the (downlink) beam-forming matrix

W =

diag(w1)
...

diag(wA)

 ∈ CQMA×QM . (2.48)

The individual channel vectors ha = vec(haqm) ∈ CQM×1 contain QM time-
frequency channel coefficients from BS antenna a to the UE. They are diagonalized
and stacked to form the channel matrix H. Likewise, the individual beam-forming
vectors wa ∈ CQM×1 are diagonalized and stacked to form the beam-forming matrix
W. Additive noise is denoted by n ∼ CN �

0, σ2
nIQM

�
, with σ2

n denoting the noise
variance. We normalize the channel matrix E

�
H
2
2


= QM such that the array gain

is not taken into account. The downlink SNR is then given by 1/σ2
n .

2.4.2 Note on Interplay of Channel Aging and Channel Hardening

We showed in Section 2.2 that channel hardening is largely independent of channel
aging, and that these two effects can be investigated separately. In practice, this means
that channel hardening always occurs in favorable propagation conditions, regardless
of the CSI age and beam-forming quality. The effective channel gain γm will become
quasi-deterministic if the number of BS antennas is large. The important takeaway
is that its mean, however, is heavily impacted by channel aging. Moreover, channel
hardening can mitigate issues introduced by channel aging, as a quasi-deterministic
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channel gain (and therefore no fading) may compensate for the loss in mean channel
gain introduced by aged CSI, depending on the situation.

We recapitulate in the following on three methods to either decrease channel
aging, increase channel hardening, or both.

Flexible frame structure A straightforward way to reduce channel aging is allowing
for a flexible frame structure of the communication link that minimizes the
time delay between CSI acquisition in the uplink and downlink beam-forming.
In long term evolution (LTE) systems this is possible on a sub-frame basis
with time delays exceeding 1 ms. However, 5G implements a more flexible
frame structure that departs from the strict designation of uplink, guard or
downlink for each sub-frame to combat channel aging. It foresees hybrid slots,
each comprised of 14 symbols, that allow flexible allocation of both uplink and
downlink symbols as well as special uplink sounding reference signals (SRSs)
[22], see Fig. 2.10. This effort decreases the time between CSI acquisition and
downlink beam-forming.

OP This method does not mitigate the cause of channel aging (i.e., the change of
the propagation channel during the time delay between uplink and downlink),
but it offers a way to mitigate its effect. By spreading information bits over a
time-frequency block, the system is no longer susceptible to errors caused by
fading of individual subcarriers over time. The effect of channel hardening is
here achieved by exploiting time-frequency diversity [17]. In massive MIMO
systems, OP allows to jointly utilize all available diversity of the system in time,
frequency, and space.

Channel prediction Based on acquired CSI in the uplink, the propagation channel
is predicted for the time of downlink transmission. Channel prediction can be
done in several ways which differ in requirements and complexity and will
be detailed in Section 2.4.3. With high quality channel prediction, the adverse
effects of channel aging are eliminated and massive MIMO in highly time-
varying scenarios is enabled. However, the prediction horizon for which this is
possible strongly depends on the relative velocities of the UE in the scattering
environment as well as on the carrier frequency.

slot duration T(slot) = 14T(symb)

DL
Data Guard

UL
SRS

N ∈ {1, 2, 4}

0−4 13

... ... ... ...

m

FIGURE 2.10: Assumed slot structure, in which the uplink (UL) SRS
symbols with indices m ∈ {−4,−3,−2,−1} provide timely CSI for a

given downlink (DL) phase with symbol indices m ≥ 0.

In what follows, we consider the flexible frame structure offered by the 5G stan-
dard and investigate the impact of OP, channel prediction, and their combination on
the BER of a single-user massive MIMO system.
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2.4.3 Channel Prediction Methods

The general framework in which we investigate channel prediction algorithms is
based on the 5G new radio (NR) self-contained TDD slot structure. It allows to carry
N ∈ {1, 2, 4} consecutive SRS symbols within the last six symbols of one slot in the
uplink. With this measure, timely CSI is acquired at the BS before downlink beam-
forming. Figure 2.10 shows the slot structure with eight downlink data symbols, two
guard symbols and four uplink SRS symbols at the end of the slot [23]. Assuming
a subcarrier spacing of 15 kHz, the slot duration equals the sub-frame duration at
T(slot) = 1 ms and the symbol duration is assumed to be T(symb) = T(slot)/14 =
71.43 µs.

The goal of the channel prediction schemes is to predict the CSI for the downlink
symbols given the four uplink SRS symbols from the preceding slot. We consider
prediction on a per sub-carrier basis and therefore drop the subcarrier index q. The
channel vectors ha = [ha1 . . . haM]T ∈ CM×1 from BS antenna a to the UE reduce to
time series vectors with the block length M. Further, the SRS channel coefficients ĥam

are estimated in the uplink from known SRS channel coefficients (s)m = s(SRS)
m by

ĥam =
hams(SRS)

m + nam

s(SRS)
m

= ham + n̂am . (2.49)

The additive white Gaussian noise process n̂am ∼ CN �
0, σ2

n̂
�

is assumed stationary
over one slot duration and independent of a. Time indices m ∈ {−3, . . . , 0} indicate
SRS channel coefficients from the preceding slot.

Given the above notation, we seek a prediction h̃a = [h̃a1 . . . h̃aM]T of the actual
channel vector ha, given the SRS channel coefficient estimates ĥam of the preceding
slot. The metric to quantify the prediction quality is the relative MSE

�M
�
h̃a, ha

�
=

�
h̃a − ha

�H �
h̃a − ha

�
hH

a ha
, (2.50)

which is dependent on the considered block length M.
To obtain the predicted channel vectors h̃a, we investigate four prediction methods

which are detailed in the following. For other prediction methods developed in recent
years, including Kalman-filter and machine learning (ML) approaches, the reader is
referred to, e.g., [24]–[26].

Constant Prediction This method assumes a slowly varying channel with a coher-
ence time T(coh) much larger than the slot duration T(slot) , i.e., the CSI does not
change significantly during one slot [3]. In this case, the last estimated channel coef-
ficient h̃a0 is considered a suitable prediction for the following channel coefficients,
i.e.,

h̃am = ĥa0. (2.51)

In other words, no prediction is done, but the last known noisy uplink CSI is applied
for downlink beam-forming. Only one uplink SRS channel coefficient is required
with this method, so the overhead is minimized.

Linear Prediction This method applies a linear extrapolation using the last channel
coefficients. The linear prediction is calculated by solving the linear set of equation
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ĥam = b0m + b1, m ∈ {−1, 0} for b0, b1 and subsequent calculation of

h̃am = b0m + b1 = ĥa0 + m
�

ĥa0 − ĥa,−1

�
(2.52)

for m ≥ 0.

Polynomial Prediction A polynomial of third degree is fitted to the SRS channel
coefficients and extrapolated to obtain the channel coefficients for m > 0. The
polynomial prediction is calculated as

h̃am =
0

∑
k=−3

ĥakΛk(m) (2.53)

with the Lagrange basis functions defined as

Λk(m) =
0

∏
k�=−3,

k� �=k

m − k�

k − k�
. (2.54)

The Lagrange polynomials can be precalculated and in our case read as

Λ0(m) =
1
6
(m + 1)(m + 2)(m + 3), (2.55)

Λ−1(m) = −1
2

m(m + 2)(m + 3), (2.56)

Λ−2(m) =
1
2

m(m + 1)(m + 3), (2.57)

Λ−3(m) = −1
6

m(m + 1)(m + 2). (2.58)

Four SRS channel coefficients are required for the polynomial prediction of third
degree.

Wiener Prediction Assuming that the fading process of the channel coefficients is
described by Clarke’s model, the autocorrelation of the channel coefficients in time,
independent of the BS antenna a, is given by

rh,m = J0

�
2π fDT(symb)|m|

�
(2.59)

with J0(·) being the zeroth-order Bessel function of the first kind and fD the maximum
Doppler shift.

Given that the uplink SRS channel coefficients are corrupted by noise according
to (2.49), the Wiener predictor is written as [27]

h̃am = rHh,mR−1
ĥ

ĥa (2.60)
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with

Rĥ = Rh + σ2
nI4 , (2.61)

(Rh)m,m� = rh,m−m� , (2.62)

rh,m = [rh,m . . . rh,m−3]
T , (2.63)

ĥa =
�

ĥa0 . . . ĥa,−3

�T
, (2.64)

and known noise variance σ2
n.

First, we investigate the prediction algorithms outlined in Section 2.4.3 in terms of
prediction quality, i.e., the relative MSE from (2.50), depending on the block length M
in time, for a given maximum Doppler frequency fD. The case of perfect CSI is also
included for reference when appropriate. We analyze both synthetic data and data
from vehicular measurements. In a second approach, we investigate the combination
of OP and channel prediction in a link-level simulation using parameters similar to
the 5G standard.

2.4.4 Prediction Quality Assessment

Simulations are done for a speed of 70 km/h at a carrier frequency of 3.5 GHz, re-
sulting in a maximum Doppler frequency of 227 Hz. A correlated Rayleigh fading
channel realization without additional noise according to [18] is assumed which
exhibits a Clarke’s Doppler power spectral density. The number of paths is 40 and
no correlation across antennas is considered. The number of channel realizations of
length M over which the relative MSE is calculated and averaged is 65000.

Figure 2.11 shows the relative MSE �M
�
h̃a, ha

�
over the block length M. The

Wiener predictor is superior to the other approaches as the autocorrelation process
and the maximum Doppler shift fD in (2.59) are known perfectly. The polynomial
prediction performs reasonably well without any assumptions on the underlying
channel statistics. The lines in Figure 2.11 marked with plus signs and circles show
the relative MSE for the Wiener predictor with a correlation matrix obtained by
decreasing or increasing the design Doppler frequency fD in (2.59) by 25 %. In this
case, the prediction quality deteriorates and approaches the quality of the polynomial
predictor.

Simulation models only reproduce the real world to a certain degree. Therefore,
we use empirical data from vehicular measurements to analyze prediction quality
in more realistic conditions. Given the high SNR of the measurements, we consider
the gathered empirical data as perfect (i.e., noiseless) representation of the channel.
The empirical channel coefficients ha were obtained in a line of sight (LOS) scenario
with an UE mounted on a car with a velocity of approximately 60 km/h at a center
frequency of 3.5 GHz. Details on the setup used to gather the empirical data are found
in [10]. The repetition rate of the measurement was 1 ms and a DPS interpolation
method with oversampling factor 14 as described in [19] is used to obtain channel
realizations with a repetition time of T(symb) = 71.43 µs.

Figure 2.12 shows the relative MSE �M
�
h̃a, ha

�
for the investigated prediction

methods over block length M. Constant and linear prediction show similar prediction
quality as with simulated data. The maximum Doppler frequency fD for the Wiener
predictor is derived from the position information obtained during the measurement
and the autocorrelation process is not known perfectly. Therefore, the Wiener pre-
dictor shows degraded quality and approaches the performance of the polynomial
approach.
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FIGURE 2.11: Relative MSE for block length M, a velocity of 70 km/h,
and a carrier frequency of 3.5 GHz in a simulated Rayleigh channel.
The Wiener predictor with perfect knowledge of the channel statistics
exhibits the best prediction quality. For a mismatching maximum
Doppler frequency fD it approaches the quality of the polynomial

prediction.
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2.4.5 Reliability Assessment

To assess the joint performance and trade-offs for massive MIMO beam-forming in
space, OP in time-frequency and CSI prediction using the 5G slot structure, extensive
link-level simulations are performed. Like before, a correlated Rayleigh fading
channel model according to [18] is assumed with a Clarke’s Doppler power spectral
density. The number of paths is 40 and no correlation across antennas is considered.
The maximum Doppler frequency fD = 520 Hz unless noted otherwise, according to
a velocity of 160 km/h at 3.5 GHz.

The physical layer is an OFDM system and we simulate Q = 512 subcarriers with
a spacing of 15 kHz. Of all simulated subcarriers, 120 adjacent ones are considered
for precoding, corresponding to 10 resource blocks with 12 subcarriers each. As
before, the slot duration T(slot) = 1 ms and the symbol duration T(symb) = 71.43 µs.
Prediction and precoding are calculated for a block length of M = 22 in time. This
block length is chosen such that, given 4 SRS symbols are transmitted in the uplink,
one whole slot with 14 downlink symbols and one slot with 8 downlink symbols is
predicted and simulated. The remaining 6 symbols of the second slot are reserved
for guard and SRS symbols of the subsequent downlink phase and are therefore not
considered (see also Fig. 2.10).

Perfect uplink channel information is considered, i.e., σ2
n̂ = 0 in (2.49). The

downlink symbols consider an SNR as specified in the plots. An iterative receiver
applying a BCJR decoder and soft-symbol feedback as described in [17] is used. The
BS is considered to have A = 64 antennas and 500 frames are simulated per block
length M.

Figure 2.13 shows a bar plot of the simulated BER for all considered prediction
methods for four different velocities, three SNR values and no precoding over time
and frequency employed, i.e., s = b in (2.45). It is clearly observed that the BER
increases for increasing velocities if constant CSI is assumed, and that the BER is only
dependent on the SNR if CSI is perfectly known. Linear prediction offers decreased
BER for low velocities, but performance quickly deteriorates for higher speeds. If the
channel statistics are perfectly known, as is assumed here, Wiener prediction of the
CSI significantly increases performance and is largely independent of the velocity as
long as the prediction horizon is not larger than approximately 0.6λ.

Figure 2.14 plots the simulated BERs for the considered prediction methods, and
compares no precoding to OP using DSFT. The assumed velocity is 160 km/h and
channel statistics are known for the Wiener predictor. Precoding in combination
with CSI prediction significantly increases performance. The penalty for imperfect
channel prediction is roughly 1 dB for the Wiener filter with perfect channel statistic
knowledge and roughly 2 dB for the polynomial predictor without any knowledge
of the channel. In real-world scenarios, the performance of the Wiener prediction
method will be closer to the polynomial one, as the channel statistics are hardly
known perfectly and change over time.

It is seen from the dashed lines in Figure 2.14 that the deployment of polynomial
prediction achieves BER performance gains over constant and linear prediction of
> 4 dB (Wiener prediction: > 5 dB).

Figure 2.15 shows the dependence of the BER on the block length M for A = 64
BS antennas, a fixed velocity of 160 km/h and an SNR of Eb/N0 = 6 dB using DSFT
OP. We can observe that, for Wiener and polynomial prediction, the lowest BER
is not achieved with the smallest prediction horizon M = 8 as would be expected
without precoding, but with the increased block size M = 14. This effect arises due
to the increased time-frequency diversity that is harvested by the OP method and
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FIGURE 2.13: Bar plot of the simulated BER for a massive MIMO
system employing CSI prediction without precoding, given various
velocity and SNR combinations. The number of BS antennas is A = 64.

that successfully compensates for increased prediction errors towards the end of the
slot. We conclude that for a given velocity and the corresponding spatial prediction
horizon there exists an optimal block length M that entails the smallest prediction
error and the largest diversity gain.

Figure 2.16 shows the dependence of the BER on the number of BS antennas
A and the block length M in time for a fixed velocity of 160 km/h and an SNR of
Eb/N0 = 6 dB using OP. We can observe that the BER is mostly independent on A for
A > 16 in our single user scenario. Moreover, the best performance is not achieved
with the smallest prediction horizon M = 8 as would be expected without precoding,
but with the increased block size M = 16. This effect arises due to the increased
time-frequency diversity that is harvested by the OP method and that successfully
compensates for increased prediction errors towards the end of the slot. We conclude
that for a given velocity and the corresponding spatial prediction horizon there exists
an optimal block length M that entails small prediction errors and large diversity
gains.

2.5 Main Findings and Conclusion

We address the SE of time-variant massive MIMO using Wiener prediction. We
derive asymptotic expressions of the achievable SE in an uplink massive MIMO
system for an arbitrary prediction horizon � ≥ 1, assuming a general temporal
covariance matrix. Our results are also directly applicable to the downlink, due to
uplink-downlink duality. Utilizing four instead of one pilot symbol is shown to
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A significant performance gain is achieved through OP.
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double the SE, both for MRC and RZF. Utilizing more than four pilots shows no clear
advantages.

Further, channel hardening, i.e., the capability of a massive MIMO system to
eliminate small-scale fading and create quasi-deterministic effective channel gains,
is shown to be (largely) independent of channel aging. These results allow to assess
effects of channel aging due to mobility, and channel prediction as mitigation strategy,
for arbitrary time delays.

We investigate the combination of OP and various CSI prediction methods in a
massive MIMO single user downlink system. We show that the prediction quality
of simple polynomial prediction is similar to the Wiener filter with empirical data
from a vehicular measurement campaign. Link-level simulations show polynomial
and Wiener CSI prediction significantly improves (> 5 dB) BER performance of
our system in time-varying scenarios compared to constant or linear prediction.
Additional utilization of OP further decreases the BER and enables approaching the
performance of the system with perfect channel knowledge to within 2 dB (1 dB)
for polynomial (Wiener) prediction for a velocity of 160 km/h. We show there is
a trade-off between increased time-frequency diversity utilization and decreased
predicted CSI quality for increasing block length in time.

2.6 Related Literature

There is vast literature on channel prediction for MIMO systems applying various
methods. In [28], a Markov-model based approach with a Kalman-filter tracking
the channel statistics is proposed. The authors in [24], [29] directly apply a Kalman-
predictor. The work in [30] describes recurrent neural networks as well as special
training methods for channel prediction and [31] investigates deep-learning predic-
tion approaches. The authors in [6] investigate mitigation of channel aging via optimal
Wiener channel prediction. However, none of the above explicitly investigates predic-
tion quality given the constraints posed by the self-contained slot structure of the 5G
standard [22].

Another strategy to mitigate fading is spreading information in time and fre-
quency as initially introduced in [20], a method we refer to as OP. In [17] the authors
investigate the reduction of fading (channel hardening) in a massive MIMO system
by applying OP with either outdated or perfect channel knowledge and achieved a
significant BER reduction in a high mobility scenario.

In [6], the effects of channel aging are thoroughly derived, but the utilized autore-
gressive temporal correlation model of order one (AR(1)) and the consideration of
only one-step prediction limits the applicability of the results to band-limited real-
world fading processes. In [14], the authors model achievable sum-rates of MIMO
systems in the presence of channel aging and derive prediction strategies. However,
again a simplified AR(1) model is utilized for the temporal correlation. A more suit-
able correlation is found in [32], where a Clarke’s model is employed for modeling
channel aging. However, no prediction algorithms are introduced or analyzed in [32].
Recent studies on high mobility massive MIMO utilize advanced prediction methods,
such as Kalman filtering [24], [25] and ML [25], [26]. While providing state-of-the-art
channel prediction quality, the work in [24]–[26] is not easily accessible to analytic
and asymptotic considerations, especially concerning the variance of the achieved
received signal power around its mean (which becomes negligible in case of channel
hardening).
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Chapter 3

Data Acquisition and Processing

3.1 Contents of this Chapter

To achieve O3 of this thesis, that is, to gather empirical data to substantiate and
support the theoretic and simulated results from Chapter 2, we devise in this chapter
the hardware, software, and processing stack to enable fully parallel and coherent
channel sounding in high mobility scenarios with widely distributed BS antennas
(M3).

Section 3.2 details the hardware structure of the devised channel sounding frame-
work, including the overall architecture, utilized antennas, synchronization methods,
and calibration procedures. In Section 3.3, the necessary signal processing steps to
analyze the gathered measurement data are devised. The contents of this chapter are
published in

[10] D. Löschenbrand, M. Hofer, L. Bernadó, G. Humer, B. Schrenk, S.
Zelenbaba, and T. Zemen, “Distributed massive MIMO channel mea-
surements in urban vehicular scenario”, in 13th European Conference on
Antennas and Propagation (EuCAP), Krakow, Poland, 2019.
[11] D. Löschenbrand, M. Hofer, B. Rainer, and T. Zemen, “Empirical
and simulated performance evaluation of distributed massive MIMO”, in
Asilomar Conference on Signals, Systems, and Computers (ASILOMAR), 2019.
[9] D. Löschenbrand, M. Hofer, L. Bernadó; S. Zelenbaba, and T. Zemen,
“Towards cell-free massive MIMO: A measurement-based analysis”, IEEE
Access, 2022. DOI: 10.1109/ACCESS.2022.3200365.

Based on this chapter, measurement campaigns are carried out and the respective
data is analyzed in Chapter 4.

3.2 Massive MIMO Channel Sounding Framework

We aim at measuring time variant impulse responses of a wireless communication
channel, a process commonly referred to as channel sounding, in accordance with O3
of this thesis: to gather empirical data that substantiates the results from Chapter 2.
In this section, we present in detail the massive MIMO channel sounding framework,
its general architecture and important components utilized to achieve this objec-
tive. Special emphasis is put on the measures taken to enable continuous mobile
measurements at velocities up to 150 km/h with 115 MHz of bandwidth.

3.2.1 Channel Sounder Architecture

To measure the time variant impulse responses of the wireless communication chan-
nel, we use a transmitter (TX) that transmits a known sounding sequence. After

https://doi.org/10.1109/ACCESS.2022.3200365
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propagating through the surrounding environment, the receiver (RX) receives the
sounding sequence convolved with the impulse response of the wireless channel,
performs an analog to digital (A/D) conversion and saves the signal to a hard drive.
In post processing, the impulse response is obtained. In what follows, we describe the
TX and RX hardware components and structure required for the task. The sounding
sequence design and the post-processing methods necessary to calculate the impulse
response are detailed in Section 3.3.

TX Components and Structure The transmitter node of the presented massive
MIMO channel sounder consists of a software-defined radio (SDR) with a frequency
range of 10 MHz − 6 GHz (universal software radio peripheral (USRP) 2954R). The
USRP feeds two transmit antennas TX 1 and TX 2 with two sounding sequences
that are multiplexed in time to avoid interference with each other. External power
amplifiers (PAs) are used to increase the transmit power. The USRP is controlled
and configured by a host computer which is connected via a PCI extensions for
instrumentation (PXI) interface. This data interface allows for the transfer of I/Q
samples to and from the USRP with a maximum rate of 800 MB/s. Synchronization
and triggering is performed via a Rubidium clock and further detailed in Section 3.2.4.
Figure 3.1 shows the block diagram of the TX with two transmit antennas TX 1 and
TX 2.

The setup is powered by an uninterruptible power supply (UPS) which allows
for more than four hours of measurement time without the need of a power outlet.
The TX is placed in a small van and TX antennas as well as global navigation satellite
system (GNSS) antennas for position tracking are mounted on the roof of the van.
The transmitter node is thus mobile and can be operated at various speeds and in
different propagation scenarios.

TX

Rubidium (secondary)

Controller

USRP TX

TX 1TX 2

FIGURE 3.1: Block diagram of the massive MIMO channel sounder
TX. The transmitter consists of one USRP connected to two antennas
(TX 1, TX 2) and supplemented with external PAs. Synchronization is

provided by Rubidium clocks at TX and RX, respectively.

RX Components and Structure The RX features 16 SDRs with 32 RF chains in total,
which are operated fully parallel at their maximum bandwidth. We group the RF
chains into two distributed units (DUs), each of which features 16 RF chains. Both
DUs are connected to a host computer in the baseband processing unit (BPU) via 30 m
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data and synchronization cables. This allows for a maximum distance between the
DUs of up to 60 m. The 16 deployed SDRs are USRPs 2953R models with a frequency
range of 1.2 − 6 GHz. Like the TX, the RX uses a Rubidium clock for synchronization
and triggering. Additionally, a designated clock distribution network splits and
amplifies the reference and trigger signals from the RX Rubidium oscillator at each
DU and forwards it to each individual USRP. Data from the USRPs is passed to a
data accumulation unit, which in turn forwards the accumulated data over a fiber
optic connection to the controller in the BPU. Fig. 3.2 shows a block diagram of the
sounder structure.

To achieve even larger apertures, coaxial cables with a length of 15 m are used
to connect each DU with 16 RX patch antenna array elements, see Fig. 3.2 at the top.
With this method, array apertures of up to 90 m with 32 array elements are possible,
all while maintaining fully parallel coherent reception and fast channel sounding
capabilities. To compensate for the losses of the long coaxial cables, power amplifiers
with a 1 dB compression point of 39 dBm are used at the TX side.

3.2.2 Transmit and Receive Antennas

Throughout this thesis, we consider carrier frequencies of 3.2 GHz and 3.5 GHz, which
lie in a frequency band specifically allocated for 5G in most of the world. To take
full advantage of the 120 MHz instantaneous bandwidth of the USRP hardware, the
TX and RX antennas must provide a similar or higher bandwidth at the considered
carrier frequency.

Depending on the requirements of a measurement campaign, various antenna
types can be used with the channel sounding framework described in Section 3.2.1. In
particular, measurement bandwidth, interference from nearby cell towers, necessary
gain, and aperture determine the right choice of TX and RX antennas. In the following,
the antennas that were specifically designed and built to enable the measurement
campaigns in this thesis will be described in detail.

TX Antennas Vertical monopole antennas over a finite horizontal ground plane are
used on both TX 1 and TX 2. They provide an omni-directional radiation pattern in
the upper half-sphere and transmit vertically polarized signals. The 10 dB bandwidth
is 600 MHz, centered at a carrier frequency of 3.5 GHz. The monopole antennas
are fastened to a magnetic mount to be easily deployable on the vans roof, and are
connected to the TX with coaxial cables.

Rectangular RX Patch Antenna Array Air-gaped patch antenna arrays are de-
signed to be used on both DU 1 and DU 2. One array element consists of a single
quadratic metallic patch with dimensions 3.05 × 3.05 cm on a standard 1.52 mm FR4
substrate. One RX DU array consists of 16 patch elements (two rows of eight elements
on top of each other) mounted on an aluminum plate that serves as ground plane and
adds mechanical stability, see Fig. 3.3b. An air-gap of 3 mm is introduced between
substrate and ground plane to extend the bandwidth of each patch element, see
Fig. 3.3a. Each patch element is connected to two antenna ports for horizontal and
vertical polarization. The patch element spacing is 6 cm (≈ 0.7λ at 3.5 GHz) in both
horizontal and vertical direction. The total size of one RX array is 48 cm by 12 cm.

The array exhibits a 10 dB bandwidth of 450 MHz centered at a frequency of
3.6 GHz. The S11 parameter, measured for both an element in the center of the array
as well as on the edge, is shown in Fig. 3.4.
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central BPU

Rubidium (primary)

Controller

up to 30 m distance to each DU

DU 1

Clock distribution

Data accumulation

USRP 08

...

USRP 01

Calibration unit

up to 15 m distance to each antenna

DU 2

Clock distribution

Data accumulation

USRP 16

...

USRP 09

Calibration unit

... A 01A 16... A 17A 32

FIGURE 3.2: Block diagram of the massive MIMO channel sounder
RX. The RX is divided into a BPU and two DUs which can be placed
arbitrarily in space with a maximum distance of 60 m to each other.
Each DU is connected to 16 antennas (DU 1: A 01 - A 16, DU 2: A 17 -
A 32,). The massive MIMO calibration unit is placed between the RX

antennas and USRPs in order to facilitate calibration.
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0.16 cm

0.30 cm

0.50 cm

(a) Side view of the RX air-gaped patch antenna array with dimensions.

48 cm

12 cm

3 cm 3 cm 3 cm

3 cm

3 cm

3 cm

(b) Front view of the RX air-gaped patch antenna array with dimensions.

FIGURE 3.3: Side view and front view of the rectangular RX air-gaped
patch antenna array. Two of these arrays are utilized, one for each DU.
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FIGURE 3.4: S11 parameter for both an RX antenna element in the
center of the array as well as on the edge. The array exhibits a 10 dB

bandwidth of 450 MHz centered at a frequency of 3.6 GHz.
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Modular Wide Aperture RX Patch Antenna Array In Chapter 2, it is shown that
massive MIMO requires nearly orthogonal channel vectors hH

kmhk�m ≈ 0 for linear
beam-forming techniques like MRC to be close to optimal. This is achieved primarily
by deploying a large number of BS antenna elements and capitalizing on the law of
large numbers. However, an imperative prerequisite is uncorrelated entries in the
channel vector, which can be achieved by harnessing spatial diversity through distri-
bution of BS antenna array elements over a wide aperture in space. This approach
gained traction again recently under the terms wide aperture arrays and cell-free massive
MIMO [33].

To enable channel sounding campaigns with RX antennas distributed over a wide
aperture, a modular setup of the individual array elements is pursued. Each RX
antenna is designed to either being deployed individually or grouped together to
form an array. Moreover, each RX antenna offers a 1/4-inch thread that can easily
be fastened to photography equipment like tripods or magnetic mounts. We choose
a ball head mount for leveling and orientation correction of the RX antenna array
element and a magnetic mount, see Fig. 3.5a.

One individual RX antenna consists of a patch element over a finite ground
plane. Like in the rectangular RX antenna array described above, an air-gap is
introduced between ground plane and patch element to increase its bandwidth. The
patch is 3.5 cm by 3.5 cm, centered on a ground plane of dimensions 6 cm by 6 cm.
The dielectric which carries the metallic patch element is standard FR4 and 0.5 mm
thick, and the air-gap is 3 mm wide, see Figs. 3.5b and 3.5c. Each patch is vertically
polarized but can be rotated using the ball head tripod by 90 degree to achieve
horizontal polarization.

(a) Individual RX
patch antenna.

6 cm

6 cm

3.5 cm

3.5 cm

0.75 cm

(b) Patch antenna - detailed front view
with dimensions.

0.05 cm

0.3 cm

0.2 cm

(c) Patch antenna -
detailed side view.

FIGURE 3.5: Modular patch antenna array element on ball head tripod
with magnetic mount and dimensions.

With the antenna design described above, we achieve a 10 dB bandwidth of
180 MHz at a center frequency of 3.15 GHz. The S11 parameter, measured both with
and without adjacent antennas, is shown in Fig. 3.6.

Modular Wide Aperture RX Antenna Array Configurations Numerous antenna
array geometries can be realized with minimal effort utilizing the modular RX antenna
array setup as described above. We implement three different horizontal linear arrays
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FIGURE 3.6: S11 parameter for an individual RX antenna array ele-
ment, both with and without adjacent antennas. The 10 dB bandwidth

is 180 MHz at a center frequency of 3.15 GHz.

with varying aperture size and element spacing. Detailed array dimensions are
provided in Fig. 3.7.

RX array configuration 1 (RX conf. 1) resembles a conventional linear massive
MIMO array with 32 antenna elements aligned horizontally and spaced 0.64λ with
λ being the wavelength at the sounding frequency of f = 3.2 GHz. With this array
configuration, grating lobes are mostly avoided and the TX operates in the far-field
[3, Sec. 4] of the RX array, i.e., the distance dk between user k and RX array satisfies

dk ≥ 2D2

λ
, (3.1)

with D being the size of the linear RX array. Therefore, all 32 RX antennas operate
in an almost identical propagation environment and exhibit strong similarities in
path-loss, blocking by large objects, visibility of main scatter sources, and relative TX
velocity.

RX array configuration 2 (RX conf. 2) resembles a distributed massive MIMO array
with two antenna arrays of 16 elements. The two arrays are distributed with a
distance of 44.6 m between them. Each of the distributed arrays is again assembled
with horizontally aligned and 0.64λ-spaced antenna elements. With this distributed
array configuration and a total aperture size of 46.5 m, the TX never operates in the
far-field of the RX array according to (3.1). This implies that wavefronts impinging at
the RX array are spherical in general and not of equal amplitude. The elements of a
distributed 16-element array operate in an almost identical propagation environment.
But propagation characteristics like path-loss, shadowing, and Doppler due to the
relative TX velocity can differ substantially from one distributed array to the other.

RX array configuration 3 (RX conf. 3) resembles a cell-free massive MIMO setup
with 32 antenna elements horizontally aligned but spaced with a distance of 16λ from
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one array element to the next. This configuration can be considered as implementa-
tion of the radio stripe architecture proposed in [34]. Since receiving elements are
uniformly distributed over a large aperture of 46.5 m, they exhibit strong variations
of propagation characteristics such as path-loss, shadowing, and Doppler due to the
relative TX velocity.

......

0.64λ475.5λ =44.6 m

10.25λ = 0.96 m10.25λ = 0.96 m

Antenna 16 Antenna 01...Antenna 32 Antenna 17...

16λ = 1.5 m
496λ = 46.5 m

...

Antenna 02 Antenna 01...Antenna 32 ...

USRP 09 - USRP 16

DU 1

...

USRP 01 - USRP 08

DU 2

...

15 m coaxial cable

central BPU

30 m data/sync

...

0.64λ

20.5λ = 1.92 m

Antenna 32 Antenna 01......

RX array conf. 1:

RX array conf. 2:

RX array conf. 3:

FIGURE 3.7: Channel measurement framework consisting of a central
BPU for data aggregation and storage (bottom), two DUs for up- and
down conversion, and 32 antennas assembled in one of three RX array

configurations (top).

3.2.3 Massive MIMO Calibration Unit

A custom built massive MIMO calibration unit (see Fig. 3.8) is integrated in the
measurement framework. It provides one input port for a reference signal, eight
antenna input ports and eight RF output ports. A resistive 8-way power splitter
divides the reference signal and routes it to eight individually controllable switches.
These externally controlled switches allow to choose if either the signals from the
eight antennas or the split reference signals are further routed to the RF output ports,
see Fig. 3.8a. Figure 3.8b shows two massive MIMO calibration units in one housing,
connected to 16 RF ports of eight USRPs and to 16 RX antennas. The control signals
are provided via a serial interface of two USRPs.



3.2. Massive MIMO Channel Sounding Framework 39

splitter (resistive)

RX antenna 01 (A 01) ...

USRP 01 ...

A 08

USRP 08

reference signal REF 1

massive MIMO calibration unit

(a) Massive MIMO calibration unit schematic.

mMIMO calibration units

reference signals

serial control links

antenna cables

USRPs

(b) Assembly with two massive MIMO calibration units in one housing, four USRPs on top and
four USRPs below.

FIGURE 3.8: Schematic and fully assembled view of the massive
MIMO calibration unit. Externally controlled switches route either a
reference signal or the antenna signal to the RF output ports which
are in turn connected to the receiver USRPs. Two units, as depicted on
top, are assembled into one housing and connected to 16 RF chains as

seen at the bottom.
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In the measurement setup, the calibration unit ensures fast and reliable calibra-
tion of all RF chains in the system by routing one reference signal to all RF chains.
Thereby, obtaining the frequency response of the involved converters and amplifiers
is significantly facilitated. The calibration procedure is the following:

1. Connect transmitter TX 1 (with appropriate attenuation) to the reference input
port REF 1.

2. Control the calibration unit such that the reference signal from REF 1 is routed
to USRP 01 - USRP 04.

3. Record time samples and store for offline calibration.

4. Perform steps 1) - 3) for all relevant combinations of TX 1, TX 2, REF 1 - REF 4,
and USRP 01 - USRP 16.

Provided that the frequency response of the calibration unit is known and does
not change, this procedure allows fast and reliable calibration of massive MIMO
systems in the field.

3.2.4 Synchronization

In general, RX and TX of any channel sounding hardware need accurate time and
frequency synchronization to acquire meaningful measurement data. Synchroniza-
tion methods are manifold, reaching from dedicated synchronization signals to signal
detection and manipulation in post processing. As discussed in the previous chapters,
we are primarily concerned with massive MIMO in time variant scenarios. Conse-
quently, synchronization during measurements must be achieved with mobility of
parts of the hardware in mind. In what follows, the time and frequency synchroniza-
tion method between the static RX and a mobile TX as well as synchronization from
the RX BPU to all USRPs is introduced.

RX-TX Synchronization A Precision Test Systems GPS10eR Rubidium clock is used
at the RX to provide a 10 MHz reference signal and a 1 pulse per second (PPS) trigger
signal for timing. This Rubidium clock is used as the primary clock and operated in
free-run mode. An identical, secondary Rubidium clock is used to provide reference
and trigger signals on the TX side. The secondary TX clock is connected via coaxial
cables and disciplined to the primary RX clock. This process takes approximately two
hours, after which the two Rubidium clocks are sufficiently synchronized, configured
to operate in free-run mode, and separated. During the synchronization procedure,
calibration measurements are done to acquire the RF transfer functions of all hardware
components involved, as discussed in Section 3.2.3. Due to the low frequency drift
of the Rubidium oscillator, the separated clocks are used for synchronizing RX and
TX for approximately four hours, depending on the outside temperature and other
environmental perturbances.

RX-internal Synchronization Two different methods are implemented to synchro-
nize the DUs with the BPU in the RX.

• Coaxial cables: Standard coaxial cables of 30 m length carry the reference and 1
PPS trigger signal from the Rubidium oscillator at the BPU to each DU. This
allows for a distance between fully synchronized DUs of up to ≈ 60 m.
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• Synchronization over fiber: The open hardware platform White Rabbit (WR)
provides precision time protocol synchronization combined with clock phase
adjustments over fiber to achieve sub-nanosecond accuracy over large distances.
A validation of said system in the massive MIMO context was investigated in
[35] and found suitable for our channel sounder architecture. The advantage
of synchronization over fiber is its applicability to long distances between
receiver nodes and its robustness against environmental stress factors like
strong temperature gradients.

For the measurements campaigns presented in this thesis, the first synchronization
method is used. However, an implementation of the second method is available
and scope of future investigations involving even wider distributed RX antenna
configurations.

3.3 Channel Acquisition and Analysis

In this section, we will first introduce the processing steps required to obtain time-
variant impulse responses of the wireless communication channel with the channel
sounding framework described in Section 3.2. Subsequently, we define the evaluation
methodology for assessing the fundamental characteristics of massive MIMO systems
with different RX array configurations and apertures in time-variant scenarios. In
Chapter 4, the results of the evaluation methodology developed here are presented.

3.3.1 Channel Sounding Signal Model

With the channel sounding framework described in Section 3.2, we obtain bandlim-
ited estimates of the wireless channel transfer function by transmitting a known
sounding sequence from K = 2 users k ∈ {1, 2}, receiving it at the A = 32 RX
antennas simultaneously and storing the sampled time signal on a hard-drive. In
post-processing, this stored time signals are Fourier-transformed and calibrated to
correct for the effects of the RF chain. The obtained time-dependent realizations of
the channel matrix are then used to derive and analyze the channel characteristics.

We use a complex baseband multitone signal, defined as

x[n] = x(nT/Q) =
(Q−1)/2

∑
q=−(Q−1)/2

s[q]ei2πqn/Q, (3.2)

to capture the channel characteristic over time. The time signal x[n] is formed by a
superposition of Q tones with complex weights s[q] and frequency spacing Δ f . The
amplitudes of the complex weights |s[q]| = 1 are chosen to be equal. Their phases are
optimized to achieve a low peak-to-average power ratio (PAPR) (square of the crest
factor) [3, Ch. 8, Eq. (8.3)]

PAPR =
maxt∈[0,T] |x(t)|2

1
N

� T
0 |x(t)|2 dt

(3.3)

of the continuous signal x(t) over the period T = 1/Δ f with the algorithm proposed
in [36].

The multitone signal x[n] utilized throughout this thesis features a frequency
spacing of Δ f = 240 kHz and Q = 481 tones, thus yielding a bandwidth of B =
115.44 MHz, with PAPR = 1.54. Like in an OFDM system, we concatenate the
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multitone signal with a copy of itself which acts as cyclic prefix (CP). Additionally, a
third copy is added to increase the SNR. Thus, the final sounding signal consists of
three concatenated copies of the multitone signal x[n] and therefore lasts 3T = 12.5 µs.
Each user k transmits the same sounding sequence with a (k − 1)3T time shift to not
interfere with the current measurement.

The sounding signal is sent and received with a repetition rate of T(rep) = 1 ms,
which results in a maximum resolvable Doppler frequency of 500 Hz and a maximum
resolvable TX velocity of 150 km/h at a sounding frequency of fc = 3.2 GHz.

Each individual antenna a ∈ {1, 2, . . . , A} receives the sounding signal ỹka[m, n],
which is transmitted by TX k and convolved with the communication channel hka[m, q].
Since the sounding procedure works like a CP OFDM scheme, the received multitone
signal weights are obtained by omitting the CP and guard periods in ỹka[m, n] to
obtain yka[m, n] and performing a subsequent discrete Fourier transformation, i.e.,

Ỹka[m, q̃] =
1√
2Q

2Q−1

∑
n=0

yka[m, n] exp− j2πnq̃
2Q , (3.4)

where n denotes discrete time and q discrete frequency.
The signal part of the sounding sequence contains two repetitions of the multitone

signal (3.2). Therefore, every second frequency bin Yka[m, q] = Ỹka[m, 2q̃] constitutes
the uncalibrated transfer function of the communication channel and the radio front-
ends. We consider the transmitted symbols s[q] in the frequency domain as pilot
symbols which are known at the receiver. Thus, we calculate the calibrated transfer
function estimate of the channel by a least squares (LS) estimation [37], [38, Sec. 1.7]
as

ĥka[m, q] =
Yka[m, q]
s[q]ĥRF

ka [q]
. (3.5)

The channel frequency response (CFR) ĥRF
ka [q], representing the transmit and receive

RF chain properties, is obtained during a calibration phase prior to the measurement
[10].

Figure 3.9 shows the processing steps involved in acquiring the samples to calcu-
late the time-variant transfer function ĥka[m, q] from user k to RX antenna a.

The finite bandwidth channel impulse response (CIR) is calculated via the inverse
Fourier transform over the bandwidth B = QΔ f

ĝka[m, n] =
1
Q

Q−1

∑
q=0

ĥka[m, q]ej2πnq/Q, (3.6)

with n being the delay index.

3.3.2 Ray Tracing Implementation

To analyze sounding scenarios in more detail without the need for new measurements,
we derive a detailed and spatially consistent ray tracing (RT) model. This allows us
to evaluate varying array geometries in different environments and compare them to
measurement data. We implement the AIT RT using the NVIDIA Optix RT engine [39].
We follow a hybrid approach, where in a first step possible reflection, diffraction, and
diffuse scattering points on surfaces are identified without rigorous validity checks
with the 3D geometric model depicted in Fig. 3.10. For this purpose, a reflection tree of
given depth is built via the image method. In the second step, we launch rays towards
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FIGURE 3.9: Signal processing chain of the channel sounder. The com-
plex tone weights s[q] are transformed into time domain via inverse
fast Fourier transform (IFFT). The resulting time signal x[n] is con-
catenated four times and transmitted over the radio channel. At the
receiver, the whole sounding sequence is stored. A part of length 2T is
used to obtain an oversampled estimate of the communication channel

via an FFT.

the identified points in space using the NVIDIA Optix framework. The following
mechanisms for identifying reflection, diffraction, and diffuse scattering points and
computing their respective electromagnetic field are supported and implemented:

• Specular reflections of �-th order by the image method (Snell’s law).

• Edge diffraction according to the uniform theory of diffraction (UTD) [40].

• Points on surfaces for diffuse tiling according to [41], [42] and a novel tiling
method based on lattices including the Lambertian and directive scattering
model [43].

In this thesis, we use the directive scattering model and lattice-based1 tiling in order
to obtain a correlated Doppler spectral density [39]. The basis for the tiling of surfaces
is select as

bi =
ui

||ui||2
c

2B
, i ∈ {1, 2} (3.7)

where ui is the i-th spanning vector of a surface, B the system bandwidth (in this
thesis 115.44 MHz) and c denotes the speed of light. This leads to the fact that each
first order diffuse scattering ray falls into a different delay bin. We implement higher
order diffuse scattering by tracing the specular reflection of each diffuse scattering
point.

To the best of the authors knowledge, this is the first implementation capable of
reproducing measured Doppler spectra over time with diffuse scattering [39].

The CFR obtained with the AIT RT tool is derived by superposition of Rm RT paths
r with the respective complex attenuation χkar[m] and delay τkar[m]. The simulated
CFR ĥRT

ka [m, q] from user k to RX antenna a is given by

ĥ(RT)
ka [m, q] = h(RX)

ka [q]hTX
ka [q]

Rm

∑
r=1

χkar[m]e−j2π(τkar [m]( fc−B/2+qΔ f )). (3.8)

1A lattice Λn is defined as a subgroup of Rn as Λn(b1, . . . , bn) := {∑n
i=1 αibi : αi ∈ Z}, where

{b1, . . . , bn} ⊂ Rn is a basis.
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FIGURE 3.10: RT 3D model including buildings (gray), vegetation
(green) and metallic structures (blue) derived from openly available
building data bases. The TX node trajectory as recorded during mea-
surements is indicated in light blue and the trajectory of interest in

this thesis is indicated in dark blue.

The expressions h(TX)
ka [q] and h(RX)

ka [q] denote the band limiting transmit and receive
filters, respectively.

The sampled CIR is calculated via the inverse Fourier transform over the band-
width B = QΔ f

ĝ(RT)
ka [m, n] =

1
Q

Q−1

∑
q=0

ĥ(RT)
ka [m, q]ej2πnq/Q, (3.9)

with n being the delay index.

3.3.3 Stochastic Characterization of the Wireless Propagation Channel

To draw conclusions about wide-sense stationarity or the lack thereof for the RX
array configurations under investigation, we revert to analyzing the moments of the
wireless channels’ time-variant power delay profile (PDP) and Doppler spectral den-
sity (DSD). To that end, the LSF is introduced as it provides a means of calculating the
considered parameters in highly dynamic scenarios [44], [45]. The LSF characterizes
the dispersion in Doppler and delay.

A certain number of consecutive measurements L within a local stationarity region
is necessary to calculate the LSF in (3.10). Therefore, discrete time l is introduced to
index the calculated LSFs and its moments and marginals. The time index l is often
referred to in literature as the stationarity region index, while L is then the stationarity
region length [13], [44] and chosen to be even in this work.

Given the time-variant frequency transfer function estimate ĥka[m, q] from user k
to RX antenna a, the estimate of the LSF at stationarity region index l is given as [44],
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[46]

Ĉka[l; n, p] =
1
I J

I J−1

∑
w=0

"""H(Gw)
ka [l; n, p]

"""2 , (3.10)

with the Doppler shift index p ∈ {−L/2, . . . , L/2 − 1} and the delay index n ∈
{0, . . . , Q − 1}. The delay and Doppler shift resolution are defined by τs =

1
QΔ f and

νs = 1
LT(rep) , where T(rep) is the repetition rate of the measurement. The operation

m = lL + m� maps the measurement time index m to the stationarity region index l.
The tapered frequency response is

H(Gw)
ka [l; n, p] =

L/2−1

∑
m=−L/2

(Q−1)/2

∑
q=−(Q−1)/2

ĥka[m� + Ll, q]Gw[m�, q]e−j2π(pm�−nq), (3.11)

where the tapers Gw[m, q] are two-dimensional DPS sequences as shown in detail in
[13], [21]. The number of tapers in the time and frequency domain is set to I = 2 and
J = 1, respectively [13], [47].

We calculate the PDP and DSD as projections of the LSF onto the Doppler domain
and the delay domain, respectively [3], [38]:

P̂ (τ)
ka [l; n] =

1
L

L/2−1

∑
p=−L/2

Ĉka[l; n, p], (3.12)

P̂ (ν)
ka [l; p] =

1
Q

Q−1

∑
n=0

Ĉka[l; n, p]. (3.13)

Moments of the PDP and DSD To allow for a comprehensive and quantitative
analysis of the time-variant PDP and DSD, we revert to their normalized moments
as characterizing parameters [3, Sec. 6.5], [38, Sec. 1.4.1.5]. The following formulas
for the normalized moments of PDP and DSD are taken from [38] and adopted to the
used sampling in time and frequency.

The time-variant first moment of the PDP of the estimated channel transfer func-
tion ĥka[m, q], i.e., its time-integrated power, is calculated as

P̂ (τ)
ka [l] =

Q−1

∑
n=0

P̂ (τ)
ka [l; n]. (3.14)

The second moment is referred to as the mean delay and calculated as

τ̄ka[l] =
∑Q−1

n=0 (nτs)P̂ (τ)
ka [l; n]

P̂ (τ)
ka [l]

. (3.15)

We calculate the root mean square (RMS) delay spread by

ς
(τ)
ka [l] =

 !!�∑Q−1
n=0 (nτs)2P̂ (τ)

ka [l; n]

P̂ (τ)
ka [l]

− τ̄ka[l]2. (3.16)

Similarly, with the Doppler integrated power

P̂ (ν)
ka [l] =

L/2−1

∑
p=−L/2

P̂(ν)
ka [l; p], (3.17)
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and the mean Doppler

ν̄ka[l] =
∑L/2−1

p=−L/2(pνs)P̂ (ν)
ka [l; p]

P̂ (ν)
ka [l]

, (3.18)

we obtain the RMS Doppler spread by

ς
(ν)
ka [l] =

 !!�∑L/2−1
p=−L/2(pνs)2P̂ (ν)

ka [l; p]

P̂ (ν)
ka [l]

− ν̄ka[l]2. (3.19)

We define the time-dependent average received power at time instant l as the
sum over the LSF in both time and frequency [44], [48]

P̂ka[l] =
1

LQ

L/2−1

∑
p=−L/2

Q−1

∑
n=0

Ĉka[l; n, p] =
1
Q
P̂ (τ)

ka [l] =
1
L
P̂ (ν)

ka [l]. (3.20)

Let L(j) denote the set of time indices l for which the user k moves in a given region
Rj, where j is the spatial region index (see also Fig. 4.13 for a visual representation).
If user k is in region Rj at time instant l, then l ∈ L(j). The size of the set L(j),
representing the time a user spent in a given region, is denoted by |L(j)|. The average
received power from user k in region Rj is then defined as

P̂ka[j] =
1

|L(j)| ∑
l∈L(j)

P̂ka[l]. (3.21)

For a more convenient exposition later, we also define the normalized received power
from user k in region Rj by dividing with the maximum value of 1

A ∑A
a=1 P̂ka[j] over

all regions Rj,

P̄ka[j] =
P̂ka[j]

maxj
1
A ∑A

a=1 P̂ka[j]
. (3.22)

Collinearity of the LSF We define the collinearity [13], [45] of the LSF at time l as

αkaa� [l] =
∑L/2−1

p=−L/2 ∑Q−1
n=0 Ĉka[l; n, p]Ĉka� [l; n, p]

C̄ka[l]C̄ka� [l]
, (3.23)

with

C̄ka[l] =

 !!� L/2−1

∑
p=−L/2

Q−1

∑
n=0

""Ĉka[l; n, p]
""2 (3.24)

denoting the total power of the LSF, to evaluate the stationarity of the three proposed
RX conf. 1 to 3 in space. We thereby analyze, if the wireless communication channel
to different RX antennas exhibits different statistical parameters. A value close to
one indicates a similar distribution of multipath components in the delay-Doppler
domain at a certain time (or equivalently in space). In contrast, a value close to zero
indicates no similarity in the multipath component distribution.

The average spatial collinearity between RX antennas over l is defined as

ᾱkaa� =
1

∑j |L(j)| ∑
l

αkaa� [l] (3.25)
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and is used to assess the average value of the LSF collinearity over the full TX
trajectory.

3.3.4 Stochastic Characterization of the Fading Process

Commonly, Rayleigh fading is assumed in the massive MIMO literature to achieve
favorable propagation conditions and harness the full potential of the vast number of
antennas. However, this assumption is under many real propagation circumstances
not legitimate, and we instead observe Rician fading with a dominant path.

To determine the fading characteristics of the measured scenario, we analyze
the stochastic distribution of the signal envelope over time/space. This is done by
considering the first strong delay bin of the CIR in (3.6), i.e., the distribution of the set
G = {maxn |ĝka[m, n]|}, for a, k, and m) in a given parameter set defined in (3.26). The
first strong delay component critically determines the performance of communication
systems based on correlation synchronization such as OFDM [49]. Large-scale fading
effects on the envelope’s distribution are avoided by normalizing the signal with its
mean power over a sliding time window of a given length [49]. This guarantees that
only small-scale fading determines power variations within the elements of G. To
obtain enough small-scale fading realizations, we assume stationarity over a time
interval T(stat) and use all obtained samples within this time frame. Further, since
closely spaced antennas also receive different realizations of the same random fading
process, we allow for more than one RX and TX antenna index.

Therefore, the set G is constituted of elements chosen from discrete intervals

G =
�

max
n

|ĝka[m, n]| : a ∈ Ā, k ∈ K̄, m ∈ M̄



(3.26)

with Ā ⊆ [1, A], K̄ ⊆ [1, K] and M̄ ⊆ [m0, m0 + T(stat)).
Fitting of the empirical and simulated envelope distribution G to several well-

known probability distributions is performed with the proprietary Statistics and
Machine Learning Toolbox of Matlab. The Kolmogorov-Smirnov (KS) criterion [50]

GoF = sup
z

|FZ(z)− FG(z)| (3.27)

is used to assess the goodness of fit (GoF) of an empirical cumulative distribution
function (CDF) FG(z) to its analytical counterpart FZ(z) [49]. A good fit is indicated
by a small value of GoF.

3.3.5 Massive MIMO Signal Model

To emphasize the link of the proposed channel sounding framework architecture to a
widely distributed massive MIMO system, we elaborate in terms of BS and UE, as
opposed to RX and TX, in what follows.

We consider an uplink massive MIMO system where K = 2 users k ∈ {1, 2} are
transmitting to a BS deploying A antennas. The channel vector for user k at symbol
index m is constructed by assembling the coherently measured and sampled channel
transfer function ĥka[m] from (3.5) into vector form,

hkm =
�

ĥ1k[m] ĥ2k[m] . . . ĥAk[m]
�T ∈ CA×1 . (3.28)

The channel vector collects the channel coefficients from user k to all A BS antennas.
As all following analysis only considers one subcarrier at a time, we ease notation
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by omitting the frequency index q (interpreted as a subcarrier index in this context).
However, all quantities in this section are frequency dependent.

The channel vectors of all users are grouped into the channel matrix (refer to [6]
for more details)

Hm = [h1m h2m . . . hKm] , (3.29)

where, in our case, K will equal the number of UEs utilized in the channel sounding
campaign.

By applying a beam-forming matrix

Wm = [w1m w2m . . . wKm ] ∈ CA×K (3.30)

in the uplink, the vector collecting the received symbols from all K users at time index
m is

ŝm = WH
mym = WH

mHmsm + WH
mnm , (3.31)

with sm ∈ CK×1 the vector collecting the transmitted information symbols of all users,
WH

mnm ∼ CN
�

0, σ2
n

P IK

�
denoting filtered complex Gaussian noise, and P the average

transmit power of each user.
The received symbol estimate from one single user k at the BS is

ŝkm = wH
kmym = wH

kmHmsm + wH
kmnm

= wH
kmhkmskm + wH

kmnm + ∑
k� �=k

wH
kmhk�msk�m (3.32)

where the first term in the second line is the scaled signal, the second term is filtered
and scaled Gaussian noise wH

kmnm ∼ CN
�

0, σ2
n

P

�
, and the third term is interference

from other users k� �= k.
Note that the measurement framework shown in Section 3.2 in itself does not

introduce any inter-user interference as the users transmit their respective sounding
sequence separated in time. However, interpreting the measured channel transfer
function as entries in the channel matrix (3.29) provides a signal model that assumes
simultaneous transmission of all users, thus yielding the interference term in (3.32).

The performance of a massive MIMO systems in terms of SINR (or equivalently
spectral efficiency) is largely determined by the properties of the current channel
matrix realization Hm and its statistics. We therefore establish in the following the
methods to assess the characteristics of the channel matrix and, ultimately, the quality
of a wireless communication system based on it.

SINR and Channel Aging Rate and reliability for user k are mainly determined by
the instantaneous SINR [6]

ηk =

""wH
kmh̃km

""2
σ2

n√
P

wH
kmh̃km +

""wH
km(hkm − h̃km)

""2 + ∑k� �=k
""wH

kmhk�m
""2 , (3.33)

defined as the ratio of the signal component to the interference and noise component,
see also (2.33). We consider in what follows the beam-forming vectors wkm to being
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calculated via the RZF approach [12], [51] by solving

Wm = [w1m w2m . . . wKm ] (3.34)

= H̃m

�
H̃H

mH̃m +
σ2

n
P

IK

�−1

, (3.35)

which is approximated well by the zero-forcing (ZF) solution

Wm ≈ H̃m

�
H̃H

mH̃m

�−1
, (3.36)

if P � σ2
n, i.e., if the pilot power during CSI acquisition is far greater than the noise

power. If the measurement SNR for obtaining the channel vector realizations in (3.28)
is large, H̃H

mH̃m + σ2
n

P IK ≈ H̃H
mH̃m holds and the regularization term is negligible. This

is the case for all measurement campaigns described in the Chapter 4.
To quantify the effect of channel aging, we deliberately introduce outdated chan-

nel matrices to calculate the beam-forming matrices in (3.36). The outdated channel
matrix H̃m is defined similar to (3.29) as the outdated channel vectors h̃km grouped
into a matrix, i.e.,

H̃m =

h̃1m h̃2m . . . h̃Km

�
, (3.37)

h̃km =
�

ĥ1k(mTR + Δt) ĥ2k(mTR + Δt) . . . ĥAk(mTR + Δt)
�T

. (3.38)

The beam-forming matrix Wm determines the ability of a massive MIMO sys-
tem to maximize the signal component and minimize interference from other users.
Acquisition of timely CSI (i.e., with small delay Δt) H̃m ≈ Hm that is necessary to
calculate the beam-forming matrix is, however, non-trivial if high mobility is involved.
By the time the beam-forming matrix is applied, it might already be out-dated (i.e.,
H̃m �≈ Hm) and the instantaneous SINR in (3.33) decreases. This effect is called channel
aging and prevents massive MIMO systems to operate in high mobility scenarios
without special measures such as channel prediction [8].

Channel Hardening The large number of BS antennas A � K leads to linear beam-
forming (e.g., ZF as outlined above) being close to optimal. Additionally, the law of
large numbers guarantees that random fluctuations of the signal component become
less probable and the effective channel

γkm = wH
kmh̃km (3.39)

becomes quasi-deterministic – a process called channel hardening [17].
To assess if channel hardening is occurring, we investigate the ratio of the effective

gain variance to its squared mean

βk =
Var{γkm}
E {γkm}2 , (3.40)

similar to [15]–[17]. Low values of βk indicate a low probability of the channel gain
γkm deviating significantly from its mean.
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The variance in (3.40) is estimated as

Var{γkm} =
1

L − 1

L/2−1+lL

∑
m=−L/2+lL

�"""wH
kmh̃km

"""2 − E {γkm}
�2

(3.41)

from the measurement data, and the mean is estimated as

E {γkm} =
1
L

L/2−1+lL

∑
m=−L/2+lL

"""wH
kmh̃km

"""2 . (3.42)

Singular Value Spread To quantify if users can be addressed in orthogonal sub-
spaces of the channel matrix via beam-forming, we utilize the singular value spread
(SVS) defined as the ratio

ξ (Hm) =
ζ
(max)
km

ζ
(min)
km

(3.43)

of the largest to the smallest singular value ζkm of the channel matrix Hm.
The singular values are defined by decomposing the channel matrix

Hm = UmΣmVm
H (3.44)

into unitary matrices Um ∈ CA×A, Vm ∈ CK×K, and the rectangular matrix Σm ∈
CA×K with K singular values ζkm on its main diagonal.

A small SVS indicates that the channel vectors ĥka[m] reside in orthogonal eigenspaces
whereas a large value of the SVS indicates their linear dependency. With orthog-
onal channel vectors and through the law of large numbers, small scale fading is
eliminated, and channel hardening is achieved [17].

3.4 Related Literature

The research work on cell-free massive MIMO has increased tremendously over
the last five years, see, e.g., [33], [34], [52], [53] and the references therein, as it
is considered an enabling technology for beyond 5G systems. While anticipated
key characteristics are already known through extensive analysis and simulation,
empirical validation is missing in most instances.

In [34], the authors put forward a cost-efficient architecture called radio stripes
for cell-free systems. The architecture includes antennas and associated processing
units, synchronization, data transfer, and power supply within a single cable, thus
facilitating deployment considerably. However, no empirical data obtained with
this approach is publicly available. With the proposed measurement framework
presented in this thesis, linear deployment strategies like the radio stripes technology
can be analyzed based on real-world data for the first time.

Wireless propagation channel measurements at 2.6 GHz with a virtual wide-
aperture array measuring 7.3 m were first reported in [54]. The proposed measure-
ment approach involves one antenna that is moved to form a virtual array, and is
only suitable for static scenarios without mobility.

In [55] the authors describe a comparative study of MIMO antenna geometries,
with aperture sizes ranging from 0.3 m to 6 m. Eight fully parallel receive units and
fast switching was used to characterize the system with 64 BS antenna elements.

A first cell-free channel measurement using a drone with a single transmit antenna
that flies from one radio unit (RU) position to the next was reported in [56]. This
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method does not provide coherent impulse responses from the RU positions but
allows a quantitative assessment of properties such as the uplink energy efficiency
[57]. Furthermore, UE mobility and scatterer mobility cannot be captured by the
distributed virtual array measurement principle of [56].
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Chapter 4

Measurement Campaigns and
Results

4.1 Contents of this Chapter

The promising features of massive MIMO systems, that were investigated analytically
and numerically in Chapter 2, are highly dependent on the characteristics of the
wireless channel. Verifying the underlying assumptions about its key features and
statistics is therefore crucial to draw relevant and realistic conclusions. To achieve
this, we utilize the massive MIMO sounding framework and data processing tools
from Chapter 3 and design two measurement campaigns accordingly. The obtained
data is analyzed to substantiate the results from Chapter 2, in accordance with O3.

In this chapter, the conceptualization and realization of those measurement cam-
paigns is described (M3). For each measurement campaign, the analysis results of the
empirical data and their relevance to the theoretic results are presented (M4).

A distributed measurement campaign DIST, presented in Section 4.2, was carried
out in 2018 and demonstrated the intended functionality of the massive MIMO
channel sounder. Both collocated and distributed BS antenna configurations were
deployed. The DIST measurement campaign description and results are published in

[10] D. Löschenbrand, M. Hofer, L. Bernadó, G. Humer, B. Schrenk, S.
Zelenbaba, and T. Zemen, “Distributed massive MIMO channel mea-
surements in urban vehicular scenario”, in 13th European Conference on
Antennas and Propagation (EuCAP), Krakow, Poland, 2019.
[11] D. Löschenbrand, M. Hofer, B. Rainer, and T. Zemen, “Empirical
and simulated performance evaluation of distributed massive MIMO”, in
Asilomar Conference on Signals, Systems, and Computers (ASILOMAR), 2019.

A widely distributed measurement campaign WIDE, presented in Section 4.3, was
carried out in 2022. It included, in addition to a collocated and a distributed RX array
configuration, also the world’s first fully parallel massive MIMO wide aperture RX
array configuration. The WIDE measurement campaign description and results are
published in

[9] D. Löschenbrand, M. Hofer, L. Bernadó; S. Zelenbaba, and T. Zemen,
“Towards cell-free massive MIMO: A measurement-based analysis”, IEEE
Access, 2022. DOI: 10.1109/ACCESS.2022.3200365.

4.2 DIST Measurement Campaign

We conducted a distributed massive MIMO vehicle to infrastructure (V2I) measure-
ment campaign in an urban environment around the AIT office premises in Vienna

https://doi.org/10.1109/ACCESS.2022.3200365


54 Chapter 4. Measurement Campaigns and Results

(48.269 080°N, 16.427 637°E) in 2018. In this measurement campaign, referred to as
DIST in the following, two different array geometries with apertures ranging from
2 m to 8 m were installed and tested. It allows for an analysis of the merits and draw-
backs of distributed massive MIMO systems in comparison to collocated massive
MIMO systems currently being deployed and operational worldwide.

4.2.1 Measurement Scenario

The RX of the massive MIMO channel sounder is positioned on top of an office
building at approximately 15 m height. It features 32 parallel RX ports grouped
into two antenna arrays with 16 dual polarized patch antenna elements each. With
these two RX antenna arrays, a collocated (antenna arrays next to each other with
0.5 m distance, see Fig. 4.1a) and a distributed (antenna arrays with 7.5 m distance, see
Fig. 4.1b) setup is realized. For both setups, the antenna arrays are facing east, see
Fig. 4.3. Figure 4.1 shows pictures of the measurement hardware on the roof of the
office building for both the collocated and distributed RX antenna array configuration.

Two transmitters, TX 1 and TX 2, are mounted into one van with their respective
omnidirectional monopole antennas being placed on the van’s roof with a distance
of 1 m, see Fig. 4.2b. Additionally, two GNSS antennas are mounted on the roof
of the van and connected to the Rubidium clock to enable precise and redundant
localization while moving. Inside the van, the controller, Rubidium clock, SDR and
the PAs are fixed in a 19-inch rack and powered by a UPS, see Fig. 4.2a. The transmit
power is 25 dBm for TX 1 and 20 dBm for TX 2, which is below the 1 dB compression
point of the respective PAs.

The TX follows a fixed trajectory on a two-way street with light traffic through
an urban scenario with vegetation, parking cars, metallic construction site objects
and factory halls. One measurement on this route takes 90 s. We repeatedly run
the TX on the defined route with a reproducible velocity profile and perform mea-
surements. This way we generate multiple realizations of the same scenario to gain
statistical significance. The maximum speed of the TX is approximately 50 km/h
(13.9 m/s). The position of the car is recorded via GNSS and mapped to the obtained
channel measurements. For each RX antenna array setup, ten measurement runs are
conducted to gain statistical significance.

In what follows, we will focus on the 20 s - 40 s segment of one measurement
run. The corresponding traveled distance is 115 m - 270 m as indicated in Fig. 4.3.
The scenario under consideration is the approaching of a crossing. The distance
from the RX to the crossing is 285 m. The TX start close to the RX and moves away,
approaching the crossing with approximately 10 m/s. It then slows down to make a
right turn.

Figure 4.3 shows the measurement scenario with the TX van trajectory (carrying
TX 1 and TX 2), the RX antenna array position on top of the office building and facing
east. Table 4.1 lists parameters used in the measurement.

Additionally, we utilize the obtained data to verify the correct operation of the RT
tool introduced in Section 3.3.2. Given the computational complexity of simulating
CIRs in a complex urban environment with the RT, we did not, however, replicate
the full empirical massive MIMO data set.

4.2.2 Single Antenna Results

To analyze the time-variant characteristics of the channel impulse response ĝka (3.6)
for both measurements and RT, we revert to the time-variant PDP (3.12) and the
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(a) DIST measurement campaign, collocated RX setup.

(b) DIST measurement campaign, distributed RX setup.

FIGURE 4.1: DIST measurement campaign, collocated (top) and dis-
tributed (bottom) RX setup.
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(a) DIST measurement campaign, TX setup of
hardware in the van.

(b) DIST measurement campaign, TX and
GNSS antennas on vans roof.

FIGURE 4.2: DIST measurement campaign, TX antenna setup on the
van roof.

TABLE 4.1: Measurement parameters and their respective values for
DIST measurement campaign.

Parameter Value

carrier frequency fc 3.52 GHz
number of tones Q 481
tone spacing Δ f 240 kHz
bandwidth B 115.44 MHz
repetition rate 1 ms
max. Doppler frequency 500 Hz
max. velocity 42 m/s
TX 1 power 25 dBm
TX 2 power 20 dBm
measurement time per run 90 s
runs per scenario 10
RX array aperture 8 m (dist.), 1.5 m (coll.),
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FIGURE 4.3: Top view of the urban scenario of the DIST measurement
campaign in Vienna. The full trajectory of the van carrying TX 1 and
TX 2 is indicated in blue and the trajectory part of interest is marked
with white lines. The position of the RX array on top of the office
building (both for collocated and distributed setup) is indicated in
green, and the individual antenna element pattern main lobe is facing

to the east.
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time-variant DSD (3.13). They are obtained as marginals of the LSF (3.10) (see [44],
[48] for more details). The time index m is chosen as a multiple of the channel sounder
repetition rate, i.e., absolute time t = mT(rep). Since the time variability in our setup
mainly arises through the movement of the TX and there is detailed geometrical
knowledge of the scenario available (position and velocity through GNSS tracking
for the measurements and the geometrical model for RT), we assume a one-to-one
mapping of time to spatial position of the TX antennas. Therefore, m can both be
interpreted as a temporal and spatial index.

Figure 4.4 (top) shows an exemplary PDP for one TX and one RX antenna. Due to
the large bandwidth, the single delay components from various scattering sources
are clearly visible in the PDP. The LOS is interrupted by trees next to the street.
This causes large-scale power variations of the main component of more than 10 dB.
Qualitatively, we observe a good match between measurements (top) and RT results
(bottom) in Fig. 4.4. The LOS shows the same temporal characteristics, although the
power level fluctuation due to vegetation next to the street is less pronounced with
RT. The delay distribution of diffuse scattering over time is well captured in the
simulation. Note that the chosen RT approach is spatially consistent and allows for
continuous contributions of diffuse scatterers.

Figure 4.5 (top) shows an exemplary DSD evaluated using (3.10). The strongest
component in the DSD is caused by the TX driving away from the RX and approach-
ing the crossing with ≈ 10 m/s, causing a Doppler shift of ≈ 120 Hz. Multiple
scattering objects are passed by the TX, causing traces from positive to negative
Doppler. Deceleration of the TX before turning right on the crossing causes smaller
Doppler shifts of the main component and all the scattering components at the end
of the shown segment. Again, we observe a good match between measurements (top)
and RT results (bottom) in Fig. 4.5. The simulated RT DSD shows the same strong
LOS path as the measurement, but without much large-scale fading due to vegetation.
The changing Doppler frequencies of the diffuse scattering over time reproduce the
measurement data very well and are spatially consistent.

4.2.3 Stochastic Evaluation

As described in Section 3.3.4, we aim to determine the fading characteristics of the
measured scenario to validate or falsify the common assumption of Rayleigh fading
statistics in massive MIMO systems. We analyze the stochastic distribution of the
signal envelope over time/space. This is done by considering the first strong delay
bin of the CIR in (3.6), i.e., the distribution of the set G = {maxn |ĝka[m, n]|}, for a, k,
and m) in a given parameter set defined in (3.26). The channel sounder measurements
are performed with a bandwidth of 115.44 MHz. For the analysis in what follows,
however, we restrict the CIR to a bandwidth of B = 20 MHz to observe realistic
fading behavior of the delay bin under consideration.

The sliding window length to normalize the signal with its mean power is 600 ms
[49]. To obtain enough small-scale fading realizations, stationarity over a time interval
T(stat) = 500 ms is assumed (equivalent to at most 7 m ≈ 82λ with a maximum speed
in our scenario of 13.9 m/s). We use all obtained samples within this time frame.

To analyze which probability distribution fits the measurement data best, we
choose the realization set G

G =
�

max
n

|ĝka[m, n]| : a ∈ Ā, k ∈ K̄, m ∈ M̄



(4.1)
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FIGURE 4.4: Comparison of measured and simulated PDP over dis-
tance traveled by the TX. The PDP shows a rich scattering environment
with a strong LOS path, a second strong path with a delay of 120 ns
from 210 m − 270 m and various additional multipath components.
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from (3.26) with Ā = [1, 16], K̄ = 1 and M̄ = [m0, m0 + T(stat)) and fit the well known
Rayleigh and Rice distribution as well as other common probability distributions.
The time index m0 is varied to obtain several fits along the trajectory of interest.

To assess the GoF of an empirical CDF FG(z) to its analytical counterpart FZ(z),
we utilize the KS criterion

GoF = sup
z

|FZ(z)− FG(z)| (4.2)

as introduced in (3.27). A good fit is indicated by a small value of GoF.
The probability density function (PDF) and CDF of Rayleigh distributed random

variable z with the scale parameter w are defined as

f (z; w) =
z

w2 e−z2/(2w2) , (4.3)

F(z; w) = 1 − e−z2/(2w2) , (4.4)

respectively. The PDF and CDF of a Rice distributed random variable z with the
shape parameters w and ν are given by

f (z; ν, w) =
z

w2 e−(z2+ν2)/(2w2) I0

� zν

w2

�
, (4.5)

F(z; ν, w) = 1 − Q1

� ν

w
,

z
w

�
, (4.6)

respectively. Q1 (·, ·) denotes the Marcum-Q-function of first order. A Rayleigh
distribution arises for the special case ν = 0.

Given the shape parameters w and ν of a Rician distributions for the realization
set G, the Rician K-factor describing the power ratio of the LOS path to all other
multipath contributions is defined as

κ(G) = ν2/2w2 . (4.7)

Figure 4.6 shows the box plot of the GoF (3.27) for all fitted distributions to the
measurement data along the TX trajectory. Clearly, the assumption of Rayleigh
fading is not valid in our scenario. Assuming Rician fading, we observe a good
fit (low GoF) with low median (horizontal line in the box) and few outliers. Other
probability distributions do not provide a significantly better GoF and are therefore
not considered further.

4.2.4 Key Findings

Summarizing the single antenna results of the DIST measurement campaign, we note
the following.

• Given the large bandwidth and high repetition time of the massive MIMO
channel sounding framework introduced in Chapter 3, detailed analysis of the
wireless channel in terms of PDP and DSD is possible. Individual paths, and
their respective delay and Doppler values, can be identified. Moreover, we
show by investigation of the GoF that for the V2I scenario under investigation,
a Rician distribution is a better fit than a Rayleigh distribution for the fading
statistics.

• The RT tool introduced in Chapter 3 is able to consistently reproduce the
the DSD and PDP of the measured CIRs. Initial results also show that the
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FIGURE 4.6: Box plot of the GoF for several probability distributions.
The boxes span the 25 − 75 percentile and the horizontal line in the
box shows the median GoF. The whiskers extend from the minimum

to the maximum value.

fading statistics are accurately reproduced by RT simulations. However, we
don’t include a detailed analysis here because the computational complexity of
calculating enough CIRs to reach statistical significance is prohibitively high.

4.2.5 Massive MIMO Results

With the channel sounding framework introduced in Chapter 3, all 64 channels
from K = 2 TX antennas to A = 32 RX antennas are captured in parallel. We
therefore can construct the measured channel vectors hkm ∈ CA×1 and channel
matrices Hm ∈ CA×K according to (3.28) and (3.29), respectively. In this context, we
assume that the RX antenna array mimics a massive MIMO BS and the TX represent
UEs, and use this nomenclature instead.

SVS The SVS is often referred to as a measure of favorable propagation in massive
MIMO systems [58]. Under favorable propagation scenarios, the inner product
of the instantaneous channel matrix Hm with itself approaches a diagonal matrix
HH

mHm ≈ hmIK, and thus linear precoding becomes close to optimal. SVSs close to
one indicate uncorrelated channel vectors which do not lie in the same eigenspace
and thus facilitate interference cancellation through ZF of RZF. We evaluate the SVS
ξ (Hm) (or in other words, the condition number) of the measured channel matrix Hm
according to (3.43).

Figure 4.7 shows the SVS for the measured channel matrix both in the distributed
(7.5 m BS array distance, bottom) and the collocated (0.5 m BS array distance, top)
case. The distributed BS configuration exhibits three distinct spikes at the exact times
when there is LOS (also refer to Figs. 4.4 and 4.5). Surprisingly, the collocated case in
Fig. 4.7 (top) does not exhibit the same spikes and shows a lower SVS in general.
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distributed (bottom). The three spikes in the distributed case coincide
with the three LOS regions in Figs. 4.4 and 4.5. The collocated BS setup

does not show this behavior.
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Considering subsets of the measured channel matrices and performing a statistical
evaluation over multiple measurement runs offers the possibility to evaluate the
empirical probability distribution of the SVS for a varying number of BS antennas
A, see Fig. 4.8. For increasing A, the SVS and therefore the probability of highly
correlated channel vectors decreases in general. Interestingly, the collocated BS
configuration again seems to outperform the distributed case. For the case of A = 16,
they are chosen to be arranged horizontally, i.e., using only the lower row of antenna
array elements on both BS arrays (see Fig. 3.3). Adding another 16 antennas on top
(i.e., the upper row of BS antenna array elements) to a total of A = 32 does not
decrease the average SVS significantly. This hints at low angular diversity in the
elevation domain.

A = 4, dist.
A = 4, coll.
A = 16, dist.
A = 16, coll.
A = 32, dist.
A = 32, coll.
A = 32, i.i.d. Rayleigh
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FIGURE 4.8: Empirical CDF of the SVS over 10 runs with the dis-
tributed setup and 10 runs with the collocated setup. A subset with of
the measured 32 × 2 channel matrix with size 4 × 2 and 16 × 2 is used

to simulate less BS antennas.

SVS and Rician K-factor For every Rician distribution fit along the UE trajectory,
we evaluate the Rician K-factor κ(G) to analyze its spatial dependencies and charac-
teristics. Further, we perform two separate fits for each of the BS antenna arrays, i.e.,
for a ∈ [1, 16] and a ∈ [17, 32]. The top plot in Fig. 4.9 shows κ(G) for the first (blue)
and second (red) BS array for the distributed BS setup. We observe three regions
(i)-(iii) with increased LOS contributions. In region (ii) only the first BS array exhibits
LOS propagation conditions whereas the K-factor for the second array stays low.

The top plot in Fig. 4.10 shows κ(G) for the first (blue) and second (red) BS array
for the collocated BS setup. Again, we observe three regions (i)-(iii) with increased
LOS contributions. In region (ii), given the proximity of the BS arrays, both exhibit
high K-factors.

The SVS is calculated for the full measured channel matrix Hm ∈ CA×K at every
position along the UE trajectory of interest according to (3.43). The mean of 50 con-
secutive SVS values 1/50 ∑m0+49

m=m0
ξ (Hm) is then plotted over the position associated

with m0 + 25.
The bottom plot of Fig. 4.9 shows the SVS ξ (Hm) over the position for the dis-

tributed BS antenna configuration. We observe three regions (i)-(iii) with increased
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SVS and a corresponding decrease in orthogonality between the channel vectors h1a
and h2a. The three regions coincide with the strong LOS occurrences identified with
the Rician K-factor.

The bottom plot of Fig. 4.10 shows the SVS ξ (Hm) over the position for the
collocated BS antenna setup. We observe only one region (ii) with increased SVS
whereas regions (i) and (iii) show low SVS values despite high K-factors. Therefore,
in terms of the SVS, the collocated BS setup is the preferred one in this particular
scenario.

SE The orthogonality of the channel vectors directly impacts the SINR and therefore
the achievable uplink SE, see (2.37). In Fig. 4.11 we show a comparison of the sum
SE = ∑K

k=1 SEk for the distributed and collocated BS configuration. For this, the
instantaneous SE is calculated according to (2.37) for every position along the UE
trajectory and afterwards the mean over 50 consecutive positions is obtained. The
mean SNR over all positions under consideration is normalized to be 6 dB. In the
plot, we clearly observe high SE in the LOS regions (i)-(iii) for the collocated BS
setup, meaning that this setup can harvest the high received power of the LOS while
keeping the SINR low. For the distributed setup, the aforementioned effects cancel
each other out, resulting in a more or less constant sum SE below the level of the
collocated setup.
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FIGURE 4.11: Ergodic achievable uplink sum SE over UE position for
a mean SNR of 6 dB. In LOS propagation conditions, the collocated BS

setup achieves a higher sum SE.

To avoid coincidental results, we performed the sum SE analysis over 6 UE
trajectory runs for both the distributed and collocated BS setup. Fig. 4.12 shows the
empirical CDF of the ergodic achievable uplink sum SE for this analysis. Again, the
collocated BS setup shows clear performance benefits with a higher achievable sum
SE on average.

4.2.6 Key Findings

Summarizing the massive MIMO results of the DIST measurement campaign, we
note the following.
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FIGURE 4.12: Empirical CDF of the ergodic achievable uplink sum SE
for realizations over the UE trajectory from 6 measurement runs.

• Analysis of the SVS, both for a single run of the UE along its trajectory as well as
over several runs, shows significantly lower values for the collocated BS antenna
array setup, as compared to the distributed configuration. We conclude that
the collocated BS configuration is better suited to apply beam-forming for two
closely spaced UEs. This effect cannot be traced back to different LOS conditions
for the two BS antenna arrays. It is suspected to be caused by the increased
beam-forming capabilities of the collocated configuration, as it features 0.6 λ-
spaced antennas over almost the whole aperture. The distributed configuration,
on the contrary, acts as two separate arrays with decreased aperture.

• The insights from the SVS analysis also reflect in the SE results. Both for a single
UE run and on average over several runs, the collocated BS configuration yields
significantly higher SE compared to the distributed configuration. The latter
provides no benefit in any part of the trajectory under investigation and is lower
by 0.4 bit/s/Hz (12 %) on average.

This result negates the argumentation of Chapter 2 to some extent, as it is com-
monly considered beneficial to decrease spatial correlation of BS antennas (i.e., by
distributing the BS antennas). In order to investigate further, a second measurement
campaign is devised that replicates the collocated and distributed BS configuration,
but also includes a third, widely distributed, BS configuration. It is presented in the
following.

4.3 WIDE Measurement Campaign

We conducted a widely distributed massive MIMO V2I channel sounding campaign
in March 2022 at the premises of AIT in Vienna, Austria (48.269 080°N, 16.427 637°E).
In this campaign, referred to as WIDE in the following, three different array geome-
tries with apertures ranging from 2 m to 46.5 m were installed and tested. It allows for
an analysis of the merits and drawbacks of widely distributed and cell-free systems
in comparison to conventional massive MIMO systems currently being deployed and
operational worldwide.
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Cell-free massive MIMO systems are a revolutionary new architecture for future
mobile communications systems [33]. BS antennas are distributed in space over a
large geographical area and processed coherently at a central BPU. This architecture
enables similar properties as known from massive MIMO systems, such as high
spectral efficiency using linear processing, and exploiting channel reciprocity between
uplink and downlink. However, crucial improvements are achieved by distributing
the BS antennas in space, such as (i) a strong transmit energy reduction due to reduced
distance to the UE, (ii) a consistent throughput over the coverage area avoiding the
strong throughput drop at cell edges, and (iii) mitigation of large-scale fading [53].

So far, widely distributed and cell-free massive MIMO systems have been ex-
plored from a theoretical point of view (see [33] and the references therein). Empirical
evidence on propagation conditions in those systems is missing, although being of
fundamental importance. Cell-free systems can be seen as a widely distributed an-
tenna array with a large aperture, causing common far-field assumptions (e.g., plane
wave propagation) to not hold and propagation conditions to differ substantially
from BS antenna to BS antenna. In other words, the propagation conditions for mobile
users are non-stationary in space and time.

The WIDE measurement campaign described in the following is, to the best of our
knowledge, the world’s first empiric attempt to verify the anticipated propagation
conditions and consequential benefits of widely distributed massive MIMO systems.

4.3.1 Measurement Scenario

Widely distributed and cell-free massive MIMO systems are envisioned to be de-
ployed in urban environments, as they potentially mitigate the burden of large-scale
fading, i.e., blocking by buildings, vegetation, cars etc. The widely distributed mas-
sive MIMO channel sounding campaign WIDE is designed to capture these urban
channel characteristics, including mobility, multipath propagation, blocking and
transition from LOS to non-line of sight (NLOS).

The channel sounding framework as described in Chapter 3 is used to conduct
the widely distributed channel measurements. Two vertically polarized monopole
transmit antennas are mounted on the rooftop of a van right above the driving seat
and the passenger seat, respectively. They are acting as TX and are referenced in the
following as TX 1 and TX 2, respectively. Both TX are following a fixed trajectory for
all measurements, with velocities ranging from 15 km/h to 60 km/h. The trajectory
is divided into eight regions Rs, s ∈ {1, . . . , 8}, with a length of approximately 40 m
each, for easy referencing and location-specific data evaluation. Figure 4.13 shows a
top view of the scenario under consideration, with the TX trajectory and the regions
R1 to R8 indicated in blue. The starting position of the TX is marked with a white van
icon.

On the RX side, 32 array elements consisting of single patch antennas are po-
sitioned on the roof top of an office building at a height of 15 m as a horizontal
linear array, with vertical polarization and their individual main lobe facing north.
The RX antennas are receiving the signal transmitted by the TX. The green area in
Fig. 4.13 shows the position of the RX array. Since there is an office building of similar
height to the north of the linear RX antenna array (in the directions the individual
patch antenna array elements are facing), regions R3 to R5 of the TX trajectory are
exhibiting NLOS conditions. Regions R1 and R2 are characterized as LOS with the
main direction of TX movement perpendicular to the RX antenna array, while regions
R6, R7, and R8 show LOS characteristics with the main direction of TX movement
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parallel to the RX antenna array. The region where the blocking building causes
NLOS conditions and the transition to LOS is indicated as a gray shade in Fig. 4.13.

Three different linear horizontal RX array configurations are implemented, with
significant variation in the array aperture and antenna element spacing. Figure 4.14
shows in green the position where all three array configurations are located. As a ref-
erence point, the easternmost antenna (A 01) stayed on the same position throughout
all measurements. The white elements in the green bars at the top of Fig. 4.14 indicate
the individual position and spacing of antenna elements for the three array config-
urations (not to scale) and will serve as reference and visualization aid throughout
the remainder of this thesis. The exact positioning and spacing of the patch antenna
elements for each RX array configuration is detailed in Fig. 3.7. Photos of the three
different RX antenna array setups on top of the AIT office building are shown in
Fig. 4.15.
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FIGURE 4.14: Top view of the roof where three different RX array
configurations are realized. The white elements in the green bars
at the top indicate the individual position and spacing of antenna

elements for the three array configurations.

The parameters of the channel sounding framework utilized for the WIDE mea-
surement campaign are listed in Table 4.2. For each RX array configuration, 10 runs on
the same TX trajectory with similar velocities are performed. One measurement run
lasts 30 s, in which a distance of around 300 m (divided in eight regions) is covered.

4.3.2 Single Antenna Results

In this section, we analyze the data gathered as described above with the methods
outlined in Section 3.3.3. We seek knowledge of the characteristics of each channel
from TX 1 to RX antenna a, and their relation and correlation to each other. Although
ten measurement runs were obtained for each RX array configuration, the results of
only one run per configuration are presented for the ease of exposition. Including
more measurement runs has been analyzed and did not show significant differences
in the presented results.
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(a) WIDE measurement campaign, RX conf. 1.

(b) WIDE measurement campaign, RX conf. 2.

(c) WIDE measurement campaign, RX conf. 3.

FIGURE 4.15: WIDE measurement campaign, RX configurations.
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TABLE 4.2: Measurement parameters and their respective values for
the WIDE measurement campaign.

Parameter Value

carrier frequency fc 3.2 GHz
number of tones Q 481
tone spacing Δ f 240 kHz
bandwidth B 115.44 MHz
repetition rate T(rep) 1 ms
max. resolvable Doppler frequency 500 Hz
max. resolvable velocity 150 km/h
TX power 38 dBm
measurement time per run 30 s
runs per RX conf. 10
TX distance traveled 300 m
RX array aperture 2 m (RX conf. 1),

46 m (RX conf. 2 and 3)

4.3.3 Average Received Power

We evaluate the average received power on each individual RX antenna from trans-
mitter TX 1 for the three considered RX array configurations along the TX trajectory.
Results are normalized to the maximum average received power as defined in (3.22),
which occurred in region R6 with RX conf. 1. The height of the 32 bars per region
indicates 10 log10 P̄1a[s] and the color indicates the distance to RX antenna 01 for
each antenna in the RX array. The average normalized received power over all RX
antennas within a region 10 log10

1
A ∑A

a=1 P̂1a[s] is provided at the base of the bar plots
for each region.

Figure 4.16 shows the average normalized received power P̄1a[s] for regions R1 to
R8 and RX conf. 1. Since this configuration only has a small overall aperture size of
approximately 2 m (see Fig. 3.7), all 32 RX antennas experience the same large-scale
fading and P̄1a[s] is similar within each region. In the NLOS regions R3 to R5, the
average received power drops 15 - 20 dB compared to the strong LOS case in region
R6.

In contrast to the previous result, Fig. 4.17 with RX conf. 2 shows significant
differences in large-scale fading along the aperture of 46.5 m. It is obvious that in this
case, the common assumption of wide-sense stationarity among RX antennas is no
longer satisfied. The difference in average received power between the RX antenna
groups (see also Fig. 3.7) is typically 7 - 8 dB (essentially the free space path-loss
between RX antenna groups), but occasionally grows as large as 20 dB like in region
R6. In this case, RX antennas 01-16 have direct LOS, whereas antennas 17-32 are still
blocked by the large office building to the north of the RX array. Only in region R4
with NLOS propagation conditions and approximately the same distance from the
TX to all RX antennas the average received power stays on a similar level over the
RX aperture.

Like before, RX conf. 3 shows strong non-stationarity over its aperture of 46.5 m
as shown in Fig. 4.18. Again, the differences in average received power of 7 - 8 dB in
regions R1 to R3 and R5 is mostly explained with the different distance from the TX
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FIGURE 4.16: Average received power P̄1a[s] for RX conf. 1 and regions
R1 to R8. Each regions contains 32 bars for all RX antennas. The color
coding shows the respective distance to RX antenna 01 as indicated in
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to the individual RX antenna and the corresponding path-loss. Region R6 shows the
average received power with a variation of 20 dB among RX antennas due to a large
building blocking parts of the array aperture.
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FIGURE 4.18: Average received power P̄1a[s] for RX conf. 3 and regions
R1 to R8. Each regions contains 32 bars for all RX antennas. The color
coding shows the respective distance to RX antenna 01 as indicated in

the top right corner.

4.3.4 Delay- and Doppler spreads

The large array apertures of RX conf. 2 and 3 (in relation to configuration 1) not only
cause great variation in the average received power as seen in the previous section.
Due to the TX operating in the near-field, the relative distances and velocities between
TX and RX antennas vary greatly. To quantify this effect, we revert to the delay spread
and Doppler spread as defined in (3.16) and (3.19), respectively.

A stationarity time of 256 ms for the LSF was assumed for the necessary calcula-
tions, i.e., M = 256. Comparative studies with a smaller stationarity time (i.e., 128 ms
or 64 ms) did not show significant differences in the presented results but offer less
resolution in the Doppler domain (see (3.10)).

Additionally, thresholds are applied to the delay and Doppler components of
the LSF to reduce influence of measurement noise and limited dynamic range on
the calculation of the spreads. The noise threshold is set to 3 dB and the sensitivity
threshold is set to 45 dB [13].

Delay Spread - RX Array Configuration 1 Figure 4.19 shows the delay spreads
ς
(τ)
1a [s] as defined in (3.16) of the A = 32 time-dependent channel transfer functions

from TX 1 to the RX antennas in configuration 1. The time dependency is translated
into space by plotting against the cumulative distance TX 1 traveled at each respective
time instance. The color of each line indicates the distance of the respective antenna
element to RX antenna 01 as indicated in the top right corner of the plot. The gray
area between regions R2 and R6 indicates NLOS propagation conditions.
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We notice that especially in the LOS regions R1, R2, and R6 - R8, the delay spread
is very similar among RX antennas, which is not surprising given the proximity of the
individual array elements. In the NLOS regions R3 to R5 it naturally rises in general
due to the lack of a strong multipath component.
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FIGURE 4.19: Delay spread ς
(τ)
1a [s] of the A = 32 time-dependent

channel transfer functions from TX 1 to the RX in configuration 1.

Delay Spread - RX Array Configuration 2 Figure 4.20 shows the delay spreads
of the time-dependent channel transfer functions from TX 1 to the RX antennas in
configuration 2. The edges of the NLOS region are indicated in light gray as only
half of the RX antennas are blocked by the large office building. What is immediately
obvious is the clustering of the delay spreads for RX antennas in the distributed
arrays to the east and west, respectively. In regions R1 to R3 RX antennas 01-16 in the
east are further from TX 1 than antennas 17-32, resulting in an increased delay spread.
Regions R6 to R8 show this effect even more pronounced as the LOS to RX antennas
17-32 is still blocked, resulting in increased delay spreads, whereas antennas 1-16 are
close to the TX trajectory and have LOS.

Delay Spread - RX Array Configuration 3 Figure 4.21 shows the delay spreads
of the time-dependent channel transfer functions from TX 1 to the RX antennas
in configuration 3. The edges of the NLOS region are fading out as the LOS to
NLOS transition happens gradually over RX antennas. Like RX conf. 2, the range
of occurring delay spreads for a given TX position varies widely compared to RX
conf. 1. But given the uniform distribution of antenna elements, no clustering of
delay spreads as in Fig. 4.20 is observed. Special emphasis is put on region R6, where
we observe a sudden drop of the delay spread of 150 ns consecutively for the RX
antennas. This effect is caused by TX 1 emerging from the blocking building and LOS
propagation conditions occurring for one RX antenna after the other.
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FIGURE 4.20: Delay spread ς
(τ)
1a [s] of the A = 32 time-dependent

channel transfer functions from TX 1 to the RX in configuration 2.
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channel transfer functions from TX 1 to the RX in configuration 3.
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TABLE 4.3: Maximum, minimum, and mean value of the RMS de-
lay spread as well as its standard deviation around the mean within

regions R1 to R8 for RX conf. 1 to 3.

regions

Delay spread ς
(τ)
1a [s] R1 R2 R3 R4 R5 R6 R7 R8

RX array conf. 1
Max. [ns] 181.8 213.4 344.9 317.2 251.4 179.5 133.9 193.4
Min. [ns] 72.2 72.2 120.2 164.6 93.8 22.8 37.2 78.8

Mean [ns] 119.0 133.1 230.2 229.6 178.2 72.6 73.5 138.7
Std. [ns] 5.1 9.1 14.0 11.3 11.0 5.3 3.6 6.1

RX array conf. 2
Max. [ns] 161.9 194.3 380.3 381.6 388.1 318.5 342.2 245.3
Min. [ns] 51.7 51.7 77.9 174.8 147.6 25.8 35.4 45.1

Mean [ns] 106.4 119.7 183.9 271.9 239.7 148.3 153.2 129.5
Std. [ns] 21.3 14.0 43.1 45.7 60.9 79.8 96.0 42.2

RX array conf. 3
Max. [ns] 159.1 199.9 383.6 390.8 410.8 315.7 342.1 231.0
Min. [ns] 54.0 53.4 76.8 177.3 132.4 25.8 37.5 38.0

Mean [ns] 113.4 114.9 199.3 264.2 253.9 141.0 134.3 130.8
Std. [ns] 11.7 11.7 33.7 39.2 44.8 57.2 67.5 36.2

Delay Spread - Summary Table 4.3 shows the quantitative analysis of the qualita-
tive plots presented in Figs. 4.19 to 4.21. For each region R1 to R8 and each RX conf.
1 to 3, the maximum, minimum, mean, and standard deviation value of the delay
spread over the 32 RX antenna realizations is provided.

We observe that the maximum, minimum, and mean delay spread values differ
at most 20 ns for RX conf. 2 and 3, as their array aperture and position are identical
(Fig. 4.14). The standard deviation, however, is consistently higher for the distributed
massive MIMO setup in RX conf. 2. The standard deviation and therefore fluctuations
in delay spread values among RX antennas for RX conf. 1 lies between 3 ns (LOS) and
14 ns (NLOS) and is in general significantly lower than the respective values for the
RX conf. 2 and 3, given their significantly larger antenna apertures.

Doppler Spread - RX Array Configuration 1 Figure 4.21 shows the Doppler spread
of the time-dependent channel transfer functions from TX 1 to the RX antennas in
configuration 1. Like in the delay spread analysis, the time dependency is translated
into space by plotting against the cumulative distance TX 1 traveled at each respective
time instance. The color of each line indicates the distance of the respective antenna
element to RX antenna 01 as indicated in the top right corner of the plot.

As with the delay spread, also the Doppler spread variation among RX antennas
is small at maximally 10 Hz in the LOS regions R1, R2, and R6 to R8. The Doppler
spread generally increases in the NLOS regions R3 to R5 due to the lack of a strong
LOS component. The relative velocity from TX 1 to the RX was low since the TX
trajectory hardly showed radial components in these regions, see Fig. 4.13. However,
Doppler spreads increase significantly in regions R7 and R8 since here the radial
velocity component of the TX in relation to the RX increases.
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FIGURE 4.22: Doppler spread ς
(ν)
1a [s] of the A = 32 time-dependent

channel transfer functions from TX 1 to the RX in configuration 1.

Doppler Spread - RX Array Configuration 2 Figure 4.21 shows the Doppler spread
of the time-dependent channel transfer functions from TX 1 to the RX antennas in
configuration 2. Clear clustering can be observed as RX antennas 01-16 experience
propagation and large-scale fading conditions that are different from RX antennas 17-
32. Within each distributed group, the Doppler spread is similar among RX antennas.
Its value is largely determined by the absence of a LOS component for the respective
antenna group (regions R3 to R5) and the relative velocity of the TX in respect to the
antenna group (regions R6 to R8).

Doppler Spread - RX Array Configuration 3 Figure 4.21 shows the Doppler spread
of the time-dependent channel transfer functions from TX 1 to the RX antennas in
configuration 3. The minimum and maximum Doppler spread values along the
trajectory of the user are, except for some outliers in region R8, similar. However,
no clustering is observed. At each position in space along the TX trajectory, the
Doppler spread values of the 32 RX antennas are distributed uniformly between their
minimum and maximum values. Again, sudden drops (or increases) in the Doppler
spread are observed consecutively over RX antennas (regions R6, R7) as strong signal
components appear (or disappear) for the respective antenna.

Doppler Spread - Summary Table 4.4 shows the quantitative analysis of the quali-
tative plots presented in Figs. 4.22 to 4.24. For each region R1 to R8 and each RX conf.
1 to 3, the maximum, minimum, mean, and standard deviation value of the Doppler
spread over the 32 RX antenna realizations is provided.

Many findings from analyzing the delay spreads can readily be applied to the
Doppler spreads. Maximum, minimum, and mean Doppler spread values are similar
(within 8 Hz in regions R1 to R7) for RX conf. 2 and 3, as the array aperture and
position are identical. Region R8, however, shows an increased maximum Doppler
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FIGURE 4.23: Doppler spread ς
(ν)
1a [s] of the A = 32 time-dependent

channel transfer functions from TX 1 to the RX in configuration 2.
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TABLE 4.4: Maximum, minimum and mean value of the RMS Dop-
pler spread as well as its standard deviation around the mean within

regions R1 to R8 for RX conf. 1 to 3.

regions

Doppler spread ς
(ν)
1a [s] R1 R2 R3 R4 R5 R6 R7 R8

RX array conf. 1
Max. [Hz] 79.6 54.0 85.5 109.8 84.6 74.1 69.2 125.4
Min. [Hz] 23.6 20.7 20.7 53.9 40.6 20.6 26.1 43.9

Mean [Hz] 53.0 32.9 44.9 87.2 62.7 47.6 42.6 84.2
Std. [Hz] 2.0 1.3 2.9 4.9 3.4 2.4 1.6 3.1

RX array conf. 2
Max. [Hz] 74.5 63.3 78.7 113.5 133.1 117.3 138.8 116.8
Min. [Hz] 27.4 18.5 11.8 41.8 45.6 25.3 27.3 28.8

Mean [Hz] 52.0 32.6 32.5 76.9 84.2 69.2 73.6 75.0
Std. [Hz] 6.6 4.0 12.2 11.5 22.5 21.0 35.7 20.9

RX array conf. 3
Max. [Hz] 78.8 68.7 85.3 116.1 132.8 120.4 145.6 131.2
Min. [Hz] 35.7 22.1 12.0 38.7 40.8 23.7 28.1 29.2

Mean [Hz] 58.9 36.2 36.0 80.6 86.7 75.5 74.8 82.6
Std. [Hz] 5.1 3.7 10.5 10.9 15.9 19.0 26.8 20.3

spread that is caused most probably by a blocking of some RX antennas by a large
structure when the TX moves through.

The standard deviation is again and not surprisingly lowest for RX conf. 1. It is
also consistently lower for the cell-free RX conf. 3 compared to the distributed config-
uration 2, a fact that has consequences on channel aging as detailed in Section 4.3.7.

4.3.5 Collinearity of the LSF in space

We evaluate the collinearity of the LSF in (3.23) to assess the stationarity of the three
proposed RX conf. 1 to 3 in space, i.e., we analyze if the statistical parameters of the
wireless propagation channel vary over RX antennas. A collinearity value close to
one indicates a similar distribution of multipath components in the delay-Doppler
domain, while a value close to zero indicates no similarity.

Collinearity Over Distance Traveled Figure 4.25 displays the collinearity α1aa� [l]
from RX antenna a = 1 to all other RX antennas a� ∈ {1, . . . , 32} over the distance
traveled by TX 1. Figure 4.25 (a) for RX conf. 1 shows high collinearity values α1aa� [l]
in general (0.8 − 1), but also exhibits regions of lower collinearity, e.g., in the NLOS
regions between 100 m and 180 m traveled. Surprisingly, we do not see a monotonic
decrease of collinearity with increasing RX antenna index a� (i.e., increasing distance
between RX antennas a� and a). Especially after 200 m distance traveled, a repetitive
pattern emerges with collinearity values of 0.9 and 0.6 alternating every two antennas.
The reason for this is not yet clear and subject of further investigation.

Figure 4.25 (b) displays the collinearity α1aa� [l] for RX conf. 2. The top half of the
plot, representing the first RX antenna group, largely resembles the RX conf. 1 case.
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FIGURE 4.25: Spatial collinearity to RX antenna a = 1 over distance
traveled on the users trajectory for (a) RX conf. 1, (b) RX conf. 2, and

(c) RX conf. 3.
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The bottom half of the plot, representing the RX antennas a� with a distance of at least
45 m to antenna a = 1, does not show any significant collinearity, as expected.

Figure 4.25 (c) displays the collinearity α1aa� [l] for RX conf. 3. Already for the
second RX antenna a� = 2, collinearity drops to 0.8 as the distance of 1.5 m =
16λ causes significant changes in the propagation environment. This effect is also
confirmed in RX conf. 1 for RX antennas with similar distance. For RX antenna
a� = 3 the collinearity drops further to 0.5. We conclude that for distances larger
than 3 m = 32λ, non-stationarity in space must be assumed. Additionally, a distance
significantly smaller than that (i.e., 0.3 m = 3.2λ) is no guarantee for stationarity in a
rich scattering environment, as seen in Fig. 4.25 (a).

Average Collinearity Over All Regions We revert to the average collinearity over
all regions R1 to R8 as defined in (3.25) to analyze collinearity between all RX antenna
pairs (a, a�). This allows us to assess stationarity of antenna groups within the RX
array in space.

Figure 4.26 (a) displays the average collinearity ᾱ1aa� [l] for RX conf. 1. Overall,
collinearity of the involved LSFs is high at values between 0.9 and 1. However, RX
antennas with indices a ∈ {7, 8, 11, 12, 15, 16, 19, 20, 29, 30} apparently exhibit differ-
ing propagation characteristics as the complimentary RX antenna set and therefore
low collinearity at 0.6 − 0.7, thus yielding the observed checkerboard pattern.

Figure 4.26 (b) displays the average collinearity ᾱ1aa� [l] for RX conf. 2. The obser-
vations from above are immediately applicable to each 16 × 16 block on the main
diagonal, i.e., the distributed RX antenna array groups exhibit high collinearity within
themselves, but not among them. Collinearity between any RX antenna in the east
(a ∈ {1, . . . , 16}) and in the west (a ∈ {17, . . . , 32}) is negligible.

Figure 4.26 (c) displays the average collinearity ᾱ1aa� [l] for RX conf. 3. In this
configuration, the distance between consecutive RX antennas is 1.5 m and therefore
the collinearity decreases rapidly, i.e., to 0.8 for |a� − a| = 1 and to 0.5 for |a� − a| = 2.
We conclude that there is no antenna pair (a, a�) for which stationarity holds if their
distance is larger than 3 m = 32λ.

4.3.6 Key Findings

Summarizing the single antenna results of the WIDE measurement campaign, we
note the following.

• Large-scale fading and shadowing cause path-loss differences of up to 20 dB
over horizontal linear RX array apertures that are 46.5 m in size for the scenario
under investigation.

• The delay and Doppler spread vary greatly, up to 300 ns and 100 Hz respectively,
over the aperture size for RX conf. 2 and 3.

• The standard deviation of the delay spread and the Doppler spread over RX
antenna realizations is larger for RX conf. 2 than for configuration 3.

• Stationarity in space among RX antennas is likely for aperture sizes below
2 m = 21λ, but not guaranteed.

• Non-stationarity in space among RX antennas can be assumed for RX antenna
distances greater than 3 m = 32λ.
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FIGURE 4.26: Average spatial collinearity over all regions for all RX
antenna combinations (a, a�) and for (a) RX conf. 1, (b) RX conf. 2, and

(c) RX conf. 3.



84 Chapter 4. Measurement Campaigns and Results

4.3.7 Massive MIMO Processing and Results

The unmatched spectral efficiency of massive MIMO systems [4] arises due to K users
(UEs) being served by a large number of BS antennas A � K in favorable propagation
conditions within a rich scattering environment.

A common step to simplify analysis in literature is to assume the matrix describing
the wireless channel to be composed of independent and identically distributed (i.i.d.)
channel realizations for the BS antennas a. With the growing array aperture size of
distributed massive MIMO and cell-free systems, and the resulting variation in large-
scale fading, shadowing, and relative velocities over BS antennas as shown in the
previous section, this assumption no longer holds. It is therefore not sufficiently
known in the community if the linear processing algorithms commonly utilized in
massive MIMO maintain their close-to-optimal performance in widely distributed
and cell-free systems.

In the following, we utilize the wireless channel measurements described above
and the processing steps detailed in Section 3.3.5 to derive a massive MIMO signal
model with channel matrix realizations deduced from real-world propagation sce-
narios. These channel matrices obtain their characteristics solely from the geometric
relation between TX and RX and all the scattering and blocking objects in their sur-
roundings as shown in Fig. 4.13. No statistical or other modeling assumptions for the
channel matrix are made. The measurement SNR is greater than 25 dB at all times,
i.e., H̃H

mH̃m + σ2
n

P IK ≈ H̃H
mH̃m holds in (3.35) and the regularization term is therefore

omitted when evaluating the results in what follows. Simulation results (not shown)
confirm this approach, as the maximum difference in median SINR utilizing either
RZF beam-forming in (3.35) or ZF beam-forming in (3.36) is found to be below 0.3 dB
throughout all scenarios.

In this context, we again use the terms UE and BS instead of TX and RX, re-
spectively, to highlight the usage of the obtained wireless propagation channel mea-
surements in a widely distributed massive MIMO context. The measured channel
transfer function realizations are directly interpreted as channel vector realizations
as defined in (3.28). Since the number of supported RX antennas is limited to 32 by
the measurement framework, no analysis with an increased number of antennas is
presented.

SINR and Channel Aging Results The instantaneous SINR (3.33) determines achiev-
able rates for the respective user k at a given time instant m. The signal component
in the numerator and the interference component in the denominator heavily de-
pend on the beam-forming applied at the BS, which in turn relies on timely CSI.
We analyze the influence of aged CSI on the instantaneous SINR by calculating the
beam-forming matrix (3.36) with outdated channel vectors h̃km that are delayed by
Δt ∈ {10 µs, 100 µs, 500 µs}.

The channel coefficients ĥka(mTR + Δt) that were not measured directly are ob-
tained by interpolating the preceding and subsequent measured channel transfer
functions ĥka[m�] = ĥka(m�TR), m� ∈ {m − 2, m − 1, m, m + 1} using a cubic spline
interpolation [59], [60]. This approach works sufficiently well since the repetition
rate of the channel sounding measurements TR = 1 ms is high enough to periodi-
cally capture channel transfer function realizations while the users move maximally
1.7 cm = 0.18λ at their maximum velocity of 60 km/h [37].

The average noise power to transmit power ratio σ2
n

P in (3.33) is chosen to be
−112 dB in all simulations. With an average path-loss of −92 dB in BS conf. 1 over
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all regions R1 to R8, the average over the time-varying SNR in all regions without
interference is 20 dB.

Figure 4.27 plots the empirical CDF of the SINR (3.33) for outdated channel
matrices (vertically aligned) and different regions (horizontally aligned). To calculate
the empirical CDF, all channel matrices obtained in a given region (in which the UEs
move along their trajectory) are used to calculate (3.36) and in turn the SINR. Each
subplot in Fig. 4.27 shows the three BS conf. 1 to 3 under consideration in this thesis.
Regions R1 and R6 exhibit LOS propagation characteristics while region R4 is purely
NLOS, see Fig. 4.13.

In region R1 and with low channel aging of Δt = 10 µs, BS conf. 3 shows the
highest SINR values on average, and BS conf. 2 performs slightly worse. BS conf. 1,
however, has a significant drawback since the average distance between BS antennas
and UEs is highest in this configuration (the larger aperture of configuration 2 and 3
lead to BS antennas being closer to the UE trajectory). The SINR is on average 3 dB
lower in this configuration.

When the delay between CSI acquisition and beam-forming increases to Δt =
100 µs, the BS array configuration most affected is BS conf. 2 which now only shows
slightly higher average SINR values than configuration 1. BS conf.1 and 3 largely
maintain the distribution of the empirical CDF. For all three configurations, the effect
of channel aging is already noticeable

For a delay between CSI acquisition and beam-forming of Δt = 500 µs, as depicted
in Fig. 4.27 at the bottom left, the SINR drops significantly for all BS conf. 1 to 3.
Specifically, the median SINR value over the region R1 drops by 4 dB in configuration
1, 8 dB in configuration 2, and 6 dB in configuration 3, compared to hardly any channel
aging (at a CSI delay of 10 µs).

The comparatively small effects of channel aging in region R1 on BS conf. 1
is explained by the small relative velocity of the UEs in relation to the BS. Both
configuration 2 and 3 feature BS antennas which are closer to the UE trajectory, but
therefore also exhibit larger Doppler spreads, see also Fig. 4.23.

In region R4 with NLOS propagation conditions, depicted in the center column
of Fig. 4.27, channel aging has only very limited effect on the empirical CDF of the
SINR. The median drops by at most 1 dB for all BS array configurations, comparing
h̃km aged 10 µs and 500 µs, respectively. Again, BS conf. 3 shows the least sensitivity
to channel aging.

In region R6, the right-most column in Fig. 4.27, BS conf. 1 shows the clear advan-
tage of having all BS antennas close to the current position of the UEs and in direct
LOS, whereas for both configuration 2 and 3 a considerable amount of antennas are
still blocked by a large office building. Therefore, both large aperture configurations
2 and 3 give a similar SINR distribution that is in general shifted to lower values
when compared to BS conf. 1. However, also in region R6 BS conf. 3 is less influenced
by channel aging of Δt = 500 µs, with its median SINR value dropping only 5 dB as
compared to 8 dB and 6 dB of configuration 1 and 2, respectively.

Channel Hardening Results An evaluation of the channel hardening coefficient
(3.40) distribution in regions R1 (LOS), R4 (NLOS), and R6 (LOS) is shown in Fig. 4.28.
It is immediately evident that channel hardening, i.e., the random fluctuations of the
signal component |γkm|2 in (3.39), is lowest for the BS conf. 3 in all regions. This leads
to the conclusion that if deterministic signal levels are desired, widely distributed
configurations improve on the channel hardening capabilities of conventional massive
MIMO systems.
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4.3.8 Key Findings

Summarizing the massive MIMO processing result section, we note the following.

• Widely distributed systems are less susceptible to channel aging than dis-
tributed or conventional massive MIMO systems as presented in Fig. 4.27.
The exact reason behind this phenomenon is still under investigation, but we
suspect that the wide range of relative velocities of the UE in relation to the BS
antennas (see the Doppler spreads in Fig. 4.21) mitigates channel aging to some
extent.

• Widely distributed systems offer better channel hardening capabilities in the
considered scenario than distributed or conventional massive MIMO systems
as presented in Fig. 4.28 due to the great variation in multipath distribution
over BS antennas (see also Fig. 4.26).
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Chapter 5

Concluding Remarks

5.1 Conclusion and Discussion

We conclude this thesis with a discussion on the research objectives as introduced in
Chapter 1, and if and to what extent they were met.

O1 was to assess the impact of CSI prediction on the reliability of widely distributed
massive MIMO communications systems in high mobility scenarios. To accomplish
this, we did the following:

• We analyzed the achievable SE in an uplink massive MIMO system with a
general temporal covariance matrix for various values of the prediction horizon
� ≥ 1, the number of pilot symbols N, the SNR P/σ2

n , and BS antennas A.

• We found that CSI prediction considerably improved the achievable SE in all
considered cases and parameter sets. Utilizing four instead of one pilot symbol
was shown to double the SE, both for MRC and RZF. Utilizing more than four
pilots showed no clear advantages. Moreover, we showed that utilizing a large
number of pilot symbols leads to a reduction of the achievable block SE due to
the large pilot overhead, which cannot be compensated by the improved CSI
prediction.

• We showed that channel hardening, i.e., the capability of a massive MIMO
system to eliminate small-scale fading and create quasi-deterministic effective
channel gains, is (largely) independent of channel aging.

• Link-level simulations showed polynomial and Wiener CSI prediction signif-
icantly improved (> 5 dB) BER performance of our system in time-varying
scenarios compared to constant or linear prediction.

O2 was to utilize time-frequency diversity through OP and spatial diversity through
widely distributed BS antennas to increase the reliability of massive MIMO systems.
This objective was met in the following manner:

• Utilization of OP in combination with CSI prediction decreased the BER and
enabled approaching the performance of the system with perfect channel knowl-
edge to within 2 dB (1 dB) for polynomial (Wiener) prediction for a velocity
of 160 km/h. We showed that there is a trade-off between increased time-
frequency diversity utilization and decreased predicted CSI quality for an
increasing block length.

• We showed with empirical data that widely distributed systems are less suscep-
tible to channel aging than distributed or conventional massive MIMO systems.
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We suspect that the wide range of relative velocities of the UE in relation to the
BS antennas mitigate channel aging to some extent, but further investigations
are necessary.

• We showed with empirical data that widely distributed systems offer better
channel hardening capabilities in the considered measurement scenario than
distributed or conventional massive MIMO systems due to the great variation
in multipath distribution over BS antennas.

O3 was to devise suitable measurement campaigns and gather empirical data to
analyze the statistical properties of widely distributed massive MIMO systems and
confirm the assumptions and results in O1 and O2. We achieved the following:

• We devised and implemented the hardware, software, and processing stack to
enable fully parallel and coherent channel sounding of two users and 32 BS
antennas in high mobility scenarios with widely distributed BS antennas. The
maximum supported speed of the users at a carrier frequency fc = 3.5 GHz is
42 m/s. The maximum aperture of the BS antenna array is 90 m. To the best of
our knowledge, this is currently a globally unique capability.

• We analyzed the statistical characteristics of the obtained CIRs in terms of
envelope distribution, received power, delay spread, Doppler spread, and LSF
collinearity. We showed that the assumption of i.i.d. Rayleigh distributed entries
of the channel matrix common in massive MIMO literature does not hold for
distributed or widely distributed systems. Further, we assume that the wide
range of observed Doppler values along the widely distributed BS array helps
mitigating the effects of channel aging.

Summarizing the points above, we conclude that we identified and verified, both
empirically and analytically, several approaches to increase reliability of massive
MIMO systems in high mobility environments. All the approaches under investi-
gation in this thesis act on different aspects of a communication system and can
therefore be combined as seen fit for the application at hand.

CSI prediction aims at improving the beam-forming quality of the system by
intrinsically accounting for and anticipating the mobility of the users. OP does not
compensate for channel aging, but rather mitigates its effect by spreading information
bits over time and frequency. Widely distributed BS antenna arrays, on the contrary,
suffer from less channel aging as there is a high probability that a subset of BS
antennas experiences only low Doppler shifts due to the small relative velocity of the
user to it.

5.2 Outlook

Similar to massive MIMO in current 5G deployment roll-outs, widely distributed
massive MIMO is anticipated to serve as enabling technology for mobile communi-
cation systems of the sixth generation (6G) and cell-free systems [33]. A significant
amount of research is still necessary to bring this technology to market [61], some
of which closely related to the contents of this thesis. The following will provide a
non-exhaustive overview of promising next steps in research which could benefit
from results of this work.
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Channel Modeling In the process of designing, simulating, and testing novel wire-
less communication systems, accurate and realistic channel models are of paramount
importance. As widely distributed massive MIMO heavily relies on spatial diver-
sity in the physical propagation environment, this characteristic must be captured
and reproduced correctly by the utilized channel model. Their development and
parametrization hinges on measurements and data acquisition frameworks to em-
pirically validate the required accuracy. Many more widely distributed massive
MIMO channel sounding campaigns in a large variety of settings (industrial, auto-
motive, railway etc.), carrier frequencies, and BS antenna array configurations are
necessary to obtain channel models for all scenarios targeted by 6G and its applica-
tions. Moreover, with the current push for digital twins in many industrial processes
and the growing importance of wireless communications therein, realistic reproduc-
tions of wireless propagation as part of the complete simulation workflow becomes
increasingly indispensable.

Implementations and Testbeds 6G is still in the early stages of development and
standardization. There is not yet a clear picture on which candidate technologies will
provide its anticipated capabilities, nor to which degree theoretical and simulated
approaches prove themselves in a deployed system. Testbeds accomplish this task by
implementing promising approaches in hardware and by verifying technology in the
field. However, a significant amount of research and engineering work is still required,
e.g., for implementing CSI prediction capabilities on field-programmable gate array
(FPGA) hardware in computationally efficient ways; or for increasing the number of
supported RF chains. Moreover, widely distributed massive MIMO testbeds should
provide enough flexibility to allow for rapid prototyping development cycles of both
hardware and software modules, e.g., by utilization of SDRs.

Tighter Integration of Photonic Components into Mobile Radio Systems Given
the possibly large distances between BS antennas in widely distributed massive
MIMO systems, the exclusive utilization of coaxial cables in BS antennas arrays
becomes unfeasible both from an energy efficiency and deployment complexity
perspective. It has already been shown that photonic components with integrated
beam-forming capabilities are promising candidates for fronthauling in mobile net-
works [62], [63]. This approach can be extended by replacing the coaxial cable based
distribution network from BPU to BS antenna with a fully optical network, poten-
tially combined with the ability to perform integrated beam-forming, and a simple
fiber-to-RF interface at each BS antenna. This method offers a rich field of research
with potentially huge benefits for widely distributed massive MIMO systems.
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Notation
A, a scalar variable
a ∈ {1, . . . , A} a is in the set of natural numbers from 1 to A
a a is a vector
A A is a matrix
a = vec(A) vectorization of matrix A by stacking its columns into vector a
a = (A)ij element of matrix A in i-th row and j-th column
AT transpose of matrix A
AH conjugate (Hermitian) transpose of matrix A
A−1 inverse of matrix A
A ∈ Ca×b complex matrix A of dimension a times b
a ∼ CN (b, B) random vector a with complex Gaussian distribution,

mean b and covariance matrix B
E {A} elementwise expectation
Var{a} variance of random variable a
tr{A} trace of matrix A
A ⊗ B Kronecker product of matrices A and B

A
F Frobenius norm of matrix A
IA identity matrix of dimension A times A
0 zero matrix/vector, (0)ij = 0, ∀i, j

Symbols
a RX or BS antenna index
A number of RX or BS antennas
b information symbols
B bandwidth
c speed of light
C capacity
C spreading matrix
Ĉka estimate of LSF
dk distance between user and RX array
D size of the linear RX array
fc carrier frequency
fD Doppler frequency
ĝka CIR
Gw taper functions
G set for fitting CIR distributions
GoF goodness of fit
hkam channel coefficient
hkm channel vector
Hm channel matrix
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k TX antenna or users index
K number of TX antennas or users
� prediction horizon
l stationarity region index
L length of stationarity region
m time index
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wkm beam-forming vector
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ym received signal vector
z random variable
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βk� normalized variance of effective gain (channel hardening metric)
γkm effective gain
�kN� (·, ·) MSE
ζkm singular value
ηk� instantaneous SINR
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ξ (·) singular value spread
σ2 noise power
ς
(τ)
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