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Kurzfassung

Im Rahmen dieser Dissertation werden die thermoelektrischen Größen unter An-
näherung der elektronischen Bandstruktur durch parabolische Bänder umfassend
untersucht. In einer gemeinsamen Forschungsarbeit wurde ein Softwarepaket ent-
wickelt, das detaillierte Informationen über die Bandstruktur aus Messdaten ther-
moelektrischer Größen extrahiert. Diese Anwendung ist öffentlich zugänglich und
verfügt über eine übersichtliche Benutzeroberfläche. Zudem wird sie durch ein neu-
ronales Netzwerk unterstützt, das es Forschern ermöglicht, die elektronische Struk-
tur der untersuchten Materialien mit minimalem Aufwand zu analysieren.

Der anschließende Schwerpunkt der Arbeit konzentriert sich auf die Untersuchung
der thermoelektrischen Eigenschaften von Systemen, die aus mehreren Materiali-
en bestehen, insbesondere von Kompositen und Schicht-Substrat-Systemen. Durch
mathematische Modelle, die elektrischen Schaltkreisen zugrunde liegen, werden die
individuellen Beiträge der Komponenten zu den gemessenen Eigenschaften isoliert.
Die Untersuchung ergab, dass das Substrat die Messung dünner Schichten beeinflus-
sen kann, was das Risiko einer Fehleinschätzung der Leistung birgt. Um dieses oft
vernachlässigte Problem zu lösen, wurden Modelle erstellt, die genauere Analysen
gewährleisten.

Die Analyse von Kompositen, die ein thermoelektrisches Material und ein Me-
tall enthalten, offenbarte die irreführende Bedeutung des elektrischen Widerstands
und des Power-Faktors in diesen Systemen. Daher werden fehlerresistente Größen,
wie die tatsächliche Leistung und der thermoelektrische Gütefaktor empfohlen, um
potenzielle Fehlinterpretationen in zukünftigen Studien von Kompositen vorzubeu-
gen.

Die Arbeit setzt sich des Weiteren mit Unterschieden zwischen den Target- und
Schichteigenschaften beim Magnetronsputtern unter Verwendung von Schichten aus
den Heusler-Verbindungen Fe2VAl und Fe2V0,9Ti0,1Al als Fallstudien auseinander.



iv Kurzfassung

Ein neuer Ansatz zur Behandlung der Abweichungen in der Schichtzusammenset-
zung, der die Verwendung eines stöchiometrischen Targets durch einen iterativen
Prozess einschließt, wird vorgestellt. Obwohl die thermoelektrischen Eigenschaften
hinter den Erwartungen zurückblieben, ermöglicht diese Strategie die präzise Syn-
these von Schichten mit der gewünschten Stöchiometrie.

Zusätzlich wurden NiAu-Schichten erfolgreich aus einem Nickel-Target mit ange-
brachten Stücken aus Gold hergestellt, was zu einer erheblichen Kostenreduktion
im Vergleich zum Bulk-Material führte. Bei einer Temperatur von 614K wurde
ein hoher Power-Faktor von 11, 2mWm−1K−2 in Ni0,27Au0,73 erreicht. Unter Ver-
nachlässigung des Phononenbeitrags zur thermischen Leitfähigkeit ergab sich ein
z𝑇 -Wert von 0, 15 bei 763K.



Abstract

This thesis extensively studies thermoelectric properties within the parabolic-band
regime. A collaborative effort resulted in the development of a tool that extracts
detailed information about the band structure from thermoelectric measurement
data. This tool, encapsulated in a publicly available application and supported by
a neural network, features a user-friendly interface, enabling researchers to easily
explore the electronic structure of materials under investigation.

The subsequent focus of the work extends to the study of thermoelectric prop-
erties in multi-material systems, encompassing both bulk composites and film-
substrate configurations. Employing mathematical models based on electric cir-
cuits, the distinct contributions of individual constituents on the measured prop-
erties are elucidated. The investigation revealed that the substrate can distort
measurements in film-substrate systems, potentially leading to a misinterpretation
of the film’s performance. To address this often-neglected issue, a set of robust
formulas are derived, ensuring more accurate measurements.

Remarkably, the analysis of composites involving a thermoelectric material and
a metal uncovered the misleading nature of electrical resistivity and power factor
calculations. Consequently, error-resistant quantities, such as the power output
and figure of merit, are proposed to mitigate potential misinterpretations in future
composite studies.

Research then delved into exploring disparities between target and film properties
concerning magnetron sputtering, utilizing full-Heusler Fe2VAl and Fe2V0.9Ti0.1Al
films as case studies. A novel approach to address film composition deviations
is presented, involving the use of an off-stoichiometric target through an iterative
process. Despite the thermoelectric properties falling below expectations due to
imperfect film crystallization, the strategy successfully achieved the desired stoi-
chiometry, enabling accurate film synthesis without the need of advanced sputter



vi Abstract

setups.
Additionally, NiAu films were successfully synthesized from a Ni target with af-

fixed Au pieces, providing a material-efficient preparation compared to the respec-
tive bulk material. Ultimately, a remarkable power factor of 11.2mWm−1K−2 at
614K was obtained in Ni0.27Au0.73. Neglecting the phonon contribution to thermal
conduction yielded a figure of merit of z𝑇 = 0.15 at 763K.
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1 Introduction

The climate crisis has caused dramatic and irreversible consequences that not only
disrupt nature but also impact humanity in many ways [1–4]. Despite these alarm-
ing effects, it is only in recent years that this urgent issue has drawn the attention of
politicians and citizens worldwide. Whether it is too late to reverse, even partially,
the CO2 pollution and the global warming resulting form the greenhouse effect,
every possible effort must be made to halt further progression.

The latest report on climate change from the Intergovernmental Panel on Climate
Change (IPCC) from 2023 states that the global temperature rise will reach 1.5 ∘C
in the coming years with a likelihood of over 50% [5].

One of the many problems concerns the conversion of various primary energy
sources into electrical energy. The growing population (the world’s population is
expected to reach 8.5 billion people in 2030, 9.7 billion in 2050 and over ten billion
in 2100 [6]) and surging demand for electricity to power electric vehicles, homes and
devices related to the Internet of Things (IoT) intensifies the necessity for an ever-
increasing energy supply. To make matters worse, a significant chunk of the world’s
electricity (36.8% as of 2019) is generated in coal-fired power plants, although its
share gradually decreases year by year [7]. On the contrary, the contribution of
electricity produced via natural gas (23.6%) is on the rise, and is only marginally
surpassed by renewable energy sources (26.5%). Furthermore, the vast majority
(≈ 72%) of the global primary energy is lost at conversion, with thermal losses
having by far the largest share [8].

The overall conversion efficiency can be improved by reusing the produced waste
heat and partially convert it back into usable electrical energy. This can be achieved
through two distinct approaches: indirect conversion and direct conversion. Indi-
rect conversion involves the transformation of thermal energy into a different form
of energy before generating electricity. For example, in a steam turbine, ther-
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mal energy from steam is converted into mechanical energy before transformed
in an electric generator. Alternatively, direct conversion techniques utilize either
thermionic emission or make use of the Seebeck effect. Thermionic emission relies
on the emission of electrons from a heated surface, which are then absorbed by
an opposed surface, resulting in the generation of an electric current [9]. However,
research has waned in the past and thermionic applications are only rarely found
nowadays [10].

The far more explored Seebeck effect describes the conversion of thermal energy
into electrical energy through diffuse electron movement in a material, manifest-
ing as a voltage when a temperature gradient is imposed across a thermoelectric
material. Mathematically, this phenomenon can be described by

𝑆 = −Δ𝑉

Δ𝑇
, (1.1)

where 𝑆 is the so-called Seebeck coefficient, Δ𝑉 the generated voltage and Δ𝑇

the temperature difference. Apart from the Seebeck coefficient, the electrical con-
ductivity 𝜎 and thermal conductivity 𝜆 are further relevant quantities to describe
a thermoelectric material. All of these can be combined into the dimensionless
thermoelectric figure of merit

z𝑇 =
𝑆2𝜎

𝜆e + 𝜆ph
𝑇 , (1.2)

with the absolute temperature 𝑇 . Here, the thermal conductivity is split into the
contribution of electrons, 𝜆e, as well as phonons, 𝜆ph. The numerator is usually
referred to as the power factor

𝑃𝐹 = 𝑆2𝜎 , (1.3)

as it is proportional to the generated power output. The figure of merit z𝑇 is
strongly linked to the conversion efficiency 𝜂 of a thermoelectric material:

𝜂 = 𝜂carnot

√︀
1 + z𝑇 − 1√︀

1 + z𝑇 + 𝑇𝑐/𝑇ℎ

. (1.4)

Since thermoelectric materials function as heat engines coupled to two different
temperature reservoirs, the Carnot efficiency 𝜂carnot =

𝑇ℎ−𝑇𝑐

𝑇ℎ
, with 𝑇ℎ and 𝑇𝑐 being

the temperatures on the hot and cold side, respectively, marks the upper limit
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Figure 1.1: Conversion efficiency 𝜂 versus the temperature on the hot side 𝑇h of a
thermoelectric material for various values of the average figure of merit z𝑇 for a) a
fixed temperature difference Δ𝑇 = 50K and b) a fixed temperature on the cold side
𝑇c. The inset in a) shows the temperature-dependent Carnot efficiency for various Δ𝑇 .

of conversion. z𝑇 is the average figure of merit across the whole temperature
interval. Figure 1.1 shows the efficiency for different values of z𝑇 and temperatures
of the heat source and sink. Notably, even when z𝑇 adopts substantial values, the
efficiency 𝜂 consistently falls below the Carnot efficiency. For a fixed temperature
difference, the Carnot efficiency is larger at lower temperatures, as shown in the
inset of Figure 1.1a. More importantly, for a constant temperature at the cold side
(e.g. room temperature or the temperature of cooling water), the Carnot efficiency
increases with the temperature of the heat source 𝑇h (see Figure 1.1b). Thus, in case
of a constant heat sink, highest efficiency of a thermoelectric material is obtained
for a large temperature on the hot side together with a substantial average figure
of merit.

To increase z𝑇 , a large Seebeck coefficient and electrical conductivity together
with a low thermal conductivity are necessities (see Equation 1.2). The former two
ensure a large power output 𝑃 = 𝑈2/𝑅 while the latter prevents the temperature
gradient from leveling off. Unfortunately, these parameters are not independently
tunable [11].

Since the discovery of the Seebeck effect by Thomas Johann Seebeck 200 years
ago, numerous different materials have been invented, tested, improved and dis-
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carded. This research has lead to the state-of-the-art materials used nowadays.
Regarding applications, systems composed of multiple materials or phases, e.g.
composites and thin films, are particularly interesting, since the cost and weight
can be effectively tuned by varying the amount or stoichiometry of the constituents.
Furthermore, thin films can be a proper solution for micro applications, where space
consumption of the thermoelectric module is more critical than power output.

This thesis is dedicated to study multi-phase systems both theoretically and
experimentally. A large part is devoted to the contribution of the individual ther-
moelectric properties of the constituents to the measured properties and potential
sources of error related to the measurement and interpretation of results. Further-
more, the disparity between the properties of thin films and their bulk counterparts
are examined.

The manuscript is structured into two parts. In the first part, composed of chap-
ter 2, chapter 3 and chapter 5, theoretical aspects of thermoelectric transport are
discussed, including a description of state-of-the-art materials and current and po-
tential applications. Then, the parabolic-band model, implemented in a publicly
available software is presented. In the last chapter of the first part, the the ther-
moelectric properties of multi-material setups are calculated, encompassing both
film-substrate systems and thermoelectric-metal composites.

The second part of this thesis, comprising chapter 6, chapter 7 and chapter 8,
is devoted to experimental studies. First, the employed devices and their under-
lying physics are elucidated. Subsequently, the synthesis process, along with the
structural and thermoelectric properties of Ni–Au films, is examined. lastly, the
challenge of achieving nominal stoichiometry in films produced by magnetron sput-
tering is addressed through a promising approach that involves off-stoichiometric
targets synthesized iteratively. This methodology is demonstrated for different
Fe2VAl-based films.

At the end of the work, one chapter is dedicated to an overall conclusion of the
results.



Part I

Theoretical Descriptions and Models





2 Theoretical aspects of
thermoelectricity

In this chapter, the theory of thermoelectricity is discussed, starting from the deriva-
tion of the fundamental quantities, while further elucidating the properties of a good
thermoelectric material. Furthermore, review of current state-of-the-art thermo-
electrics is provided. At the end of this chapter, current and potential applications
of thermoelectric generators are highlighted.

2.1 Fundamentals of thermoelectricity

The description and computation of the thermoelectric quantities, such as the See-
beck coefficient 𝑆, the electrical conductivity 𝜎 or resistivity 𝜌 and the thermal
conductivity 𝜆, typically rely on one of two fundamental theories: the Boltzmann
transport equation (BTE) [12] or the Landauer formalism [13]. Although both
theories adopt different approaches - the Landauer theory providing a microscopic,
quantum mechanical description considering phenomena like point defect scatter-
ing, and the BTE comprising a statistical description investigating the response of
a macroscopic system to external influences - they yield consistent results [14, 15].

Any electrical current density 𝐽 within a system can generally be written as [14]

𝐽(𝑇 ) = −q

∫︁ ∞

−∞
𝐺(𝐸)𝛻𝑓(𝐸, 𝜇, 𝑇 ) d𝐸 , (2.1)

where q represents the charge of the involved carriers, 𝐺(𝐸) is the energy-dependent
transport function and 𝑓(𝐸, 𝜇, 𝑇 ) denotes the Fermi-Dirac distribution function

𝑓(𝐸, 𝜇, 𝑇 ) =
1

𝑒
𝐸−𝜇
kB𝑇 + 1

. (2.2)
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Here, kB is the Boltzmann constant and 𝜇 is the chemical potential. Frequently,
𝜇 is considered temperature-independent and denoted as the Fermi energy 𝐸F.
However, in semimetals or semiconductors, the chemical potential can exhibit sub-
stantial temperature dependence (see chapter 3).

The Fermi-Dirac distribution function depicts the energy distribution of electrons
in a material. In a homogeneous material, this function remains independent of the
position. In the presence of external influences, the distribution may vary, causing a
spatial gradient 𝛻𝑓 . The characteristics and significance of the transport function
𝐺(𝐸) will be discussed later.

2.1.1 Voltage-driven charge transport

When a voltage 𝑉 is applied across two ends of a material, the energy of the charge
carriers varies across the potential, inducing a gradient in the chemical potential 𝜇:

𝛻𝜇 = q𝛻𝑉. (2.3)

Moreover, expressing 𝛻𝑓 in terms of the chemical potential yields

𝛻𝑓 =
d𝑓

dx
=

d𝑓

d𝜇

d𝜇

dx
= − d𝑓

d𝐸
𝛻𝜇 . (2.4)

Inserting Equation 2.3 and Equation 2.4 into Equation 2.1 results in the current
induced by an applied voltage:

𝐽𝛻𝑉 = −q2𝛻𝑉

∫︁ ∞

−∞
𝐺(𝐸)

(︂
− d𝑓

d𝐸

)︂
d𝐸 . (2.5)

Finally, the electrical conductivity 𝜎 is obtained by applying Ohm’s law (𝐽𝛻𝑉 =

−𝜎𝛻𝑉 ):

𝜎 = q2
∫︁ ∞

−∞
𝐺(𝐸)

(︂
− d𝑓

d𝐸

)︂
d𝐸 . (2.6)

The term
(︀− d𝑓

d𝐸

)︀
is commonly referred to as the selection function 𝜑𝜎(𝐸), repre-

senting the energy distribution of particles contributing to electrical conduction.
The shape of 𝜑𝜎(𝐸) is depicted in Figure 2.1a.

Given the symmetry of the selection function with respect to the chemical po-
tential 𝜇, electrons and holes contribute similarly to the electrical conduction and
combine additively. The width of the selection function is temperature-dependent;
at low temperatures, only particles in proximity to the chemical potential con-
tribute, whereas at higher temperatures, states further away also play a role.
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Figure 2.1: Selection function 𝜑(𝐸) for (a) the electrical conductivity, (b) Onsager
coefficient as well as (c) electron and (d) phonon thermal conductivity. The green and
orange line show the function at 300K and 1000K, respectively. The fermionic selection
functions in a) - c) are either asymmetric or symmetric with respect to 𝜇, while the
bosonic selection function in d) only depends on the absolute energy 𝐸.
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2.1.2 Temperature-driven charge transport

Another external factor that can introduces a variation in the Fermi-Dirac distribu-
tion function 𝑓(𝐸, 𝜇, 𝑇 ) is a temperature gradient 𝛻𝑇 . Analogous to Equation 2.4,
𝛻𝑓 can be expressed in terms of 𝛻𝑇 :

𝛻𝑓 =
d𝑓

d𝑇

d𝑇

dx
= −𝐸 − 𝜇

𝑇

d𝑓

d𝐸
𝛻𝑇 . (2.7)

Here, the relation

d𝑓

d𝑇
= −𝐸 − 𝜇

𝑇

d𝑓

d𝐸
, (2.8)

is utilized. By incorporating Equation 2.8 into Equation 2.1, the temperature-
driven current density is obtained:

𝐽𝛻𝑇 = −q𝛻𝑇

∫︁ ∞

−∞
𝐺(𝐸)

𝐸 − 𝜇

𝑇

(︂
− d𝑓

d𝐸

)︂
d𝐸 . (2.9)

Furthermore, introducing the quantity 𝜈 via 𝐽𝛻𝑇 = −𝜈𝛻𝑇 yields [14]:

𝜈 = q

∫︁ ∞

−∞
𝐺(𝐸)

𝐸 − 𝜇

𝑇

(︂
− d𝑓

d𝐸

)︂
d𝐸 . (2.10)

𝜈 resembles an Onsager coefficient determining the current response to a temper-
ature gradient. To obtain the Seebeck coefficient, both the current resulting from
an applied temperature gradient and the opposing current due to the electric field
that builds up need to be considered. The Seebeck measurement is defined under
open-circuit conditions, hence the net current is zero:

𝐽 = 𝐽𝛻𝑉 + 𝐽𝛻𝑇 = 0 , (2.11)

−𝜎𝛻𝑉 − 𝜈𝛻𝑇 = 0 . (2.12)

The Seebeck coefficient 𝑆 is defined as the voltage difference at a specific temper-
ature difference (𝑆 = −Δ𝑉/Δ𝑇 ). This yields

𝑆 = −Δ𝑉

Δ𝑇
= −𝛻𝑉

𝛻𝑇
=

𝜈

𝜎
(2.13)

and thus

𝑆 =

∫︀∞
−∞ 𝐺(𝐸)𝐸−𝜇

𝑇

(︀− d𝑓
d𝐸

)︀
d𝐸

q
∫︀∞
−∞ 𝐺(𝐸)

(︀− d𝑓
d𝐸

)︀
d𝐸

. (2.14)
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𝜑𝜈(𝐸) = 𝐸−𝜇
𝑇

(︀− d𝑓
d𝐸

)︀
is the selection function of the Onsager coefficient and thus

proportional to the Seebeck coefficient. Contrary to the selection function of the
electrical conductivity, it is asymmetric with respect to the chemical potential 𝜇
(see Figure 2.1b). Consequently, charge carriers above and below the Fermi energy
oppose each other, diminishing the net thermopower.

2.1.3 Voltage- and temperature-driven heat transport

In the preceding sections, charge transport induced by either a voltage or temper-
ature gradient was discussed. In addition to that, each charge carrier inherently
carries a specific amount of energy proportional to its own energy. Given that
the change of a system’s energy is linked to its entropy through the second law
of thermodynamics, and the entropy is proportional to the number of possible ar-
rangements of particles, the heat carried (∂𝑄/∂𝑐) differs for fermions (f) and bosons
(b) [14]:

∂𝑄𝑓

∂𝑐𝑓
= 𝐸 − 𝜇 , (2.15)

∂𝑄𝑏

∂𝑐𝑏
= 𝐸 , (2.16)

where 𝑐𝑓 = 𝐷(𝐸)𝑓(𝐸) and 𝑐𝑏 = 𝐷(𝐸)𝑏(𝐸) represent the particles’ occupation
distribution for fermions and bosons, respectively. 𝑏(𝐸) is the Bose-Einstein distri-
bution function, as elaborated later.

To determine the heat current stemming from a present voltage or temperature
gradient, the charge q in Equation 2.1 can be substituted by the carried energy.
For electrons, which are fermions, this yields

𝐽𝑄,𝛻𝑉 = −q𝛻𝑉

∫︁ ∞

−∞
𝐺(𝐸) (𝐸 − 𝜇)

(︂
− d𝑓

d𝐸

)︂
d𝐸 (2.17)

𝐽𝑄,𝛻𝑇 = −𝛻𝑇

∫︁ ∞

−∞
𝐺(𝐸)

(𝐸 − 𝜇)2

𝑇

(︂
− d𝑓

d𝐸

)︂
d𝐸 . (2.18)

Note that one charge remains in 𝐽𝑄,𝛻𝑉 since it originates from Equation 2.3.

The electron thermal conductivity 𝜆e is defined as the ratio between the electron
heat current density and the temperature gradient causing this current (𝐽𝑄 =
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−𝜆e𝛻𝑇 ):

𝐽𝑄 = 𝐽𝑄,𝛻𝑇 + 𝐽𝑄,𝛻𝑉 = −𝜆e𝛻𝑇 , (2.19)

𝜆e =
−𝐽𝑄,𝛻𝑇

𝛻𝑇
+

−𝐽𝑄,𝛻𝑉

𝛻𝑇
, (2.20)

𝜆e = 𝜆e,𝛻𝑇 + 𝜆e,𝛻𝑉 , (2.21)

with

𝜆e,𝛻𝑇 =

∫︁ ∞

−∞
𝐺(𝐸)

(𝐸 − 𝜇)2

𝑇

(︂
− d𝑓

d𝐸

)︂
d𝐸 , (2.22)

𝜆e,𝛻𝑉 = q
𝛻𝑉

𝛻𝑇

∫︁ ∞

−∞
𝐺(𝐸) (𝐸 − 𝜇)

(︂
− d𝑓

d𝐸

)︂
d𝐸 . (2.23)

The electron thermal conductivity has two contributions: one from the temperature
gradient itself (𝜆e,𝛻𝑇 ) and one from the voltage gradient induced by charge trans-
port due to the temperature gradient (𝜆e,𝛻𝑉 ). The factor 𝜑e,𝜆(𝐸) = (𝐸−𝜇)2

𝑇

(︀− d𝑓
d𝐸

)︀
denotes the selection function of the electronic thermal transport. The energy de-
pendence is depicted in Figure 2.1c. 𝜆e,𝛻𝑉 can also be rewritten in accordance to
Equation 2.10 and Equation 2.13 as

𝜆e,𝛻𝑉 = −𝑆2𝜎𝑇 . (2.24)

This term describes thermoelectric cooling. The negative sign, independent of
the sign of the Seebeck coefficient, leads to a heat current in the direction of the
temperature gradient, i.e. towards higher temperatures: 𝐽𝑄 ∝ +𝛻𝑇 .

Since phonons are not associated with a charge, heat transport only occurs from
a thermal gradient, not a voltage gradient. The Bose-Einstein occupation statistics
for phonons

𝑏(𝐸, 𝑇 ) =
1

𝑒
𝐸

kB𝑇 − 1
(2.25)

depends on the absolute energy, in clear contrast to the distribution of fermions,
which depends on the energy relative to the chemical potential, as apparent in
Equation 2.2. Otherwise, the derivation of the phonon heat transport is similar to
Equation 2.18, yielding

𝐽𝑄,𝛻𝑇 = −𝛻𝑇

∫︁ ∞

0

𝐺(𝐸)
𝐸2

𝑇

(︂
− d𝑏

d𝐸

)︂
d𝐸 (2.26)
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and thus

𝜆ph,𝛻𝑇 =

∫︁ ∞

0

𝐺(𝐸)
𝐸2

𝑇

(︂
− d𝑏

d𝐸

)︂
d𝐸 . (2.27)

Please note that the different energy scale modifies the integral range to 0 to ∞.
The selection function 𝜑ph,𝜆(𝐸) = 𝐸2

𝑇

(︀− d𝑏
d𝐸

)︀
is shown in Figure 2.1d.

2.1.4 Transport function

From the results derived above, is is evident that all current densities can be ex-
pressed in the form

𝐽(𝐸) = 𝐴

∫︁ ∞

𝜀

𝐺(𝐸)𝜑(𝐸) d𝐸 , (2.28)

where 𝐴 is a quantity-dependent pre-factor and 𝜀 adopts to 0 or −∞ depending
whether bosonic or fermionic transport is described. The transport function 𝐺(𝐸)

denotes the capability of states within a temperature interval d𝐸 from the energy
𝐸 to participate in the current. It can be expressed as [16]

𝐺(𝐸) =
∑︁
k⃗

v2x(k⃗)𝜏(k⃗)𝛿(𝐸 − 𝐸(k⃗)) , (2.29)

where the summation covers the first Brillouin zone, vx(k⃗) is the group velocity of
carriers with the wave vector k⃗ and x denotes the direction of the applied temper-
ature gradient and thus electric field. 𝐸(k⃗) is the dispersion relation. In systems
where multiple bands contribute to the transport, the summation is extended over
all bands. For parabolic bands, Equation 2.29 can be written more conveniently as
[14]

𝐺(𝐸) = 𝐷(𝐸)⟨v(𝐸)2⟩𝜏(𝐸) . (2.30)

Here, 𝐷(𝐸) is the electron density of states (DOS), denoting the number of states
per volume at the energy 𝐸 within the interval d𝐸. ⟨v(𝐸)2⟩𝜏(𝐸) is the diffusivity
of the particles at the energy 𝐸, composed of the average squared velocity ⟨v(𝐸)2⟩
and the scattering time 𝜏(𝐸). In many materials, the shape of the DOS dominates
the thermoelectric behavior. This allows to neglect the velocity and scattering time
in a rough approximation to obtain a qualitative picture of the thermoelectric prop-
erties. Figure 2.2 shows the integrand of Equation 2.28 without diffusivity, hence
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Figure 2.2: Density of states (DOS), weighted with the selection functions related to
(a, b) the electrical conductivity 𝜑𝜎(𝐸), (c, d) Seebeck coefficient 𝜑𝜈(𝐸) and (e, f)
electron thermal conductivity 𝜑𝜆(𝐸) of pristine Si (left column) and Al (right column),
calculated at 300K and 1000K. For better visibility, the values for Si are multiplied
by a factor of 4. The DOS of Si and Al, shown as black solid lines, are taken from
Materials Project [17].
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𝐷(𝐸)𝜑(𝐸), for a metal (Al) and as well as a semiconductor (Si). The significantly
higher DOS in Al results in larger electrical and thermal conductivity compared
to Si (note that all values for Si are multiplied by a factor of 4 in Figure 2.2).
Conversely, the relatively uniform nature of the DOS of Al, causing a partial era-
sure of the integral, leads to similar Onsager coefficients of Al and Si. Considering
the inverse dependence of the Seebeck coefficient on the electrical conductivity (see
Equation 2.13), a significantly larger Seebeck coefficient is obtained in Si.

Given that the Seebeck coefficient contributes with a square dependence to the
figure of merit z𝑇 (see chapter 1), semiconductor are generally considered superior
compared to metals. Additionally, as illustrated in Figure 2.2, it is evident that
numerous parameters, including the position of the Fermi energy, the width of the
band gap and the height and mass of the individual bands, play pivotal roles in
determining the electronic properties. Various strategies to tune these values to
enhance the performance are discussed in the next section.

The group velocity in Equation 3.7 is strongly linked to the electronic band
structure and is calculated using

v⃗(𝐸) =
1

�
∂𝐸

∂k⃗
. (2.31)

In flat and heavy bands (band mass m⋆ ≫ me), the group velocity is substantially
reduced compared to more dispersive bands with lighter band mass.

The scattering time 𝜏(𝐸, 𝑇 ), on the other hand, is much harder to evaluate due to
the large number of possible scattering mechanisms. In general, the total scattering
time is determined by the summation of the individual scattering rates of different
processes:

1

𝜏tot
=

∑︁
i

1

𝜏i
, (2.32)

with i denoting the scattering mechanism. Equation 2.32 is commonly referred to
as Matthiessen’s rule. In an ideal, periodic lattice, electrons are not scattered at all
and behave as non-local, infinitely extended Bloch waves. However, deviations from
the ideal periodicity lead to an interference of the Bloch wave with the surrounding
lattice. This interference can be caused by several factors such as impurities, crystal
defects and thermal vibrations. In all cases, the scattering probability depends on
the phase space of the state which the electron is scattered into, which is represented
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by the density of states 𝐷(𝐸). The most important scattering mechanisms include
acoustic-phonon scattering, alloy-disorder scattering and impurity scattering. In
addition to that, electrons can scatter with other nearby electrons through Coulomb
interaction.

Generally, the dependencies of the scattering time can be summarized as [18–21]

𝜏 = ̃︀𝜏𝐸𝜆−1/2𝑇 𝛾(m⋆)−3/2 , (2.33)

where 𝜆 and 𝛾 describe the dependence of the scattering time on the energy and
temperature, respectively, and ̃︀𝜏 contains all energy- and temperature-independent
parameters1. The exponent −1/2 represents the dependence on the DOS. For
acoustic-phonon (ph), alloy-disorder (dis), ionized-impurity (ion) and electron-
electron (el-el) scattering, the exponents are [18, 19, 22, 23]

𝜏ph ∝ 𝐸−1/2𝑇−1 (𝜆 = 0 , 𝛾 = −1) , (2.34)

𝜏dis ∝ 𝐸−1/2 (𝜆 = 0 , 𝛾 = 0) , (2.35)

𝜏ion ∝ 𝐸3/2 (𝜆 = 2 , 𝛾 = 0) , (2.36)

𝜏el-el ∝ 𝑇−2 (𝜆 = 1/2 , 𝛾 = −2) . (2.37)

The temperature dependence of acoustic-phonon scattering arises from the increas-
ing vibration amplitude of excited phonons with increasing temperature. In con-
trast, both alloy-disorder and ionized-impurity scattering, which describe the scat-
tering on local structures, exhibit no temperature dependence in the scattering
time. Instead, the additional energy dependence of 𝜏ion accounts for the smaller
scattering cross section as the velocity of the incident charge carrier increases. For
electron-electron interaction, the density of states is approximated as constant in
the vicinity of the Fermi energy, removing any energy dependence. Instead of the
DOS representing the scattering phase space, the temperature interval −kB𝑇 to
kB𝑇 around the Fermi energy is proportional to the number of states from and into
which both electrons can scatter, resulting in a 𝑇 2 dependence of the scattering
probability 𝜏−1.

1 Note that ̃︀𝜏 does not have the unit of time but can rather be treated as a pre-factor. This fact
is represented by the tilde.
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Figure 2.3: a) Maximum figure of merit z𝑇max achieved for different materials over the
years (data taken from Ref. [60]). b) Temperature-dependent z𝑇 for different materials.
Open symbols represent p-type materials, where closed symbols depict n-type materials.
The values were taken from Ref. [34, 35, 61–65].

2.2 State-of-the-art thermoelectric materials

Since the discovery of the Seebeck effect by Thomas Johann Seebeck over 200
years ago [24], many different materials were investigated and tested with respect
to their thermoelectric performance. Ultimately, semiconductors emerged as the
class of materials with superior properties, thanks to special features in their band
structure [25–29]. Nonetheless, also insulating materials and even metals with
decent properties have been identified [30–33].

Today, a vast number of different types of materials with notable thermoelectric
properties are known. These include skutterudites [34–37] , chalcogenides [38–
40] , clathrates [41–44], half-Heusler [45–48] , full-Heusler [49–51], Si-Ge [52–56]
and organic thermoelectrics [57–59], among others. Each material type has its
strength and weaknesses, performing optimally within specific temperature ranges.
Figure 2.3 illustrates the evolution of thermoelectric research over the years, along
with the temperature dependence of some of the best-performing materials. In
the last two decades, the discovery of several new materials has led to substantial
progress in this field.

In the following sections, three representative classes of materials - Si –Ge, Bi2Te3

and Fe2VAl - will be discussed.
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2.2.1 Si-Ge

Si-Ge alloys are today mostly known for their application in space missions such
as in the Soviet Union’s BUK or NASA’s SNAP power systems [66]. The origin of
Si-Ge lies in the remarkable properties of silicon, the second most abundant element
in earth’s crust [67].

Si not only exhibits excellent thermoelectric properties in terms of the Seebeck
coefficient and power factor [68], but it also shows great mechanical and chemical
stability, is non-toxic and highly compatible with industrial processes [54].

However, the thermal conductivity of pure Si showcases extreme values, reach-
ing 140Wm−1K−1 at 300K and 30Wm−1K−1 at 1000K [69]. This results in very
low values of z𝑇 . To address this problem, partial substitution with isovalent ger-
manium significantly diminishes the thermal conductivity, allowing for substantial
enhancement of the thermoelectric properties.

Silicon and germanium form a complete solid solution, Si1–xGex , where x can
range from 0 to 1 [54]. Consequently, similar to both elements, Si –Ge crystallizes
into the diamond-like space group 𝐹𝑑3m (no. 227), comprising two interpenetrat-
ing face-centered cubic (fcc) sublattices. The lattice parameter typically follows
the linear dependence of Vegard’s law with minor variations [70]. A visual rep-
resentation of the crystal structure is illustrated in Figure 2.4a. Given the fact
that the elements are perfectly miscible, Si –Ge is a typical disordered material. In
Figure 2.4b, the band gap 𝐸g is depicted as a function of the Ge fraction x [71].
Below x ≈ 0.85, the behavior of the band gap is influenced by the shift of the Δ

pocket, while above this value, the 𝐿 pocket determines the band gap. Moreover,
around x ≈ 0.3, the pockets overlap, forming a highly degenerate conduction band.
SiGe can further be synthesized in a hexagonal structure, relocating the 𝐿 point
back to the Γ point [54]. Although this doesn’t alter the indirect band gap of Si, it
transforms the band gap of Ge into a direct one with a magnitude close to 0.3 eV
[72].

The band convergence of Si and Ge increases the degeneracy, significantly im-
pacting the thermoelectric performance, especially the Seebeck coefficient (refer to
chapter 3 for details). Conversely, nanostructuring can substantially lower thermal
conductivity [73]. Figure 2.5 shows the thermoelectric power factor and z𝑇 value
of nanostructured Si [74] alongside p-type Si0.8Ge0.2B5 [52] and n-type Si0.8Ge0.2P5
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Figure 2.4: a) Visualization of the diamond-like 𝐹𝑑3m crystal structure (no. 227) of
Si –Ge, composed of two interpenetrating fcc sublattices. For better clarity, the Si
atoms are depicted on the (1/4, 1/4, 1/4) site, although the disordered arrangement
of Si and Ge allows for any distributions. b) Band gap 𝐸g of Si1–xGex as a function
of the Ge amount x [71]. The blue shaded area represents the region where the band
gap is dominated by the shift of the conduction band Δ pocket, whereas the yellow
area marks the influence region of the 𝐿 pocket. c) Sketch of the band structure in the
vicinity of the Fermi energy 𝐸F for Si, Si0.7Ge0.3 and Ge. The blue shaded area shows
the band gap. For x = 0.3, the conduction bands overlap.

[53]. Despite pure silicon exhibiting a larger power factor than Si–Ge, its sig-
nificantly higher thermal conductivity diminishes the overall performance. With
the introduction of disorder scattering through Ge substitution, the thermal con-
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Figure 2.5: Temperature-dependent a) thermoelectric power factor 𝑃𝐹 and b) figure of
merit z𝑇 of nanostructured Si as well as p- and n-type nanostructured Si0.8Ge0.2. The
data were taken from Ref. [52, 53, 74].

ductivity drops from ≈ 10Wm−1K−1 in nanostructured Si to ≈ 2.5Wm−1K−1 in
nanostructured p- and n-type Si0.8Ge0.2. The resulting larger z𝑇 value above 1000K
makes Si–Ge a great candidate for high-temperature applications. It should, how-
ever, be noted that Ge is a rather expensive element.

2.2.2 Bi2Te3

Bismuth telluride stands out as one of the most promising thermoelectric materials,
particularly near room temperature [75]. Despite being discovered nearly 70 years
ago [26], the majority of commercially available thermoelectric modules still consist
of Bi2Te3-based alloys [76].

Bi2Te3 crystallizes into a rhombohedral tetradymite-type structure with a space
group 𝑅3̄m (no. 166), which can be described as a hexagonal unit cell [75, 77]. The
unit cell comprises five covalently bonded monoatomic sheets along the 𝑐 axis in
the order -Te1-Bi-Te2-Bi-Te1-Te1-Bi-Te2-Bi-Te1-, where Te1 and Te2 denote different
chemical states of the anions [77]. A visualization of the crystal structure is shown
in Figure 2.6a. The two consecutive Te1 layers are bonded via a weak van der
Waals attraction, while a predominant covalent bonding exists between Bi and Te.
The anisotropy in the crystal structure of Bi2Te3 is reflected in the anisotropy of its
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Figure 2.6: a) Crystal structure of Bi2Te3, showing the monoatomic layers perpendicular
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thermoelectric properties. While the Seebeck coefficient is isotropic, the electrical
and thermal conductivities perpendicular and parallel to the 𝑐 axis exhibit different
values, following the ratios 𝜎⊥ = 3𝜎‖ and 𝜆⊥ = 3𝜆‖ [78]. The large size of the
atoms, together with relatively weak interatomic coupling, results in an inherently
low thermal conductivity in this material [79, 80]. Furthermore, Bi2Te3 displays
different mechanical properties at different crystallographic directions [81].

Bismuth telluride features a narrow indirect band gap of 0.14 eV [82] (see Fig-
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Figure 2.7: Temperature-dependent figure of merit z𝑇 for a) p-type and b) n-type
Bi2Te3-based materials. The dashed lines labels z𝑇 = 1. The values were taken from
Ref. [86–95].

ure 2.6b). Spin-orbit coupling (SOC) plays a pivotal role in shaping the band
structure near the Fermi energy[75]. As illustrated in Figure 2.6c, in the absence of
SOC, the structure consists of two parabolic bands centered at the Γ point with a
small positive gap. SOC lowers the Bi p states, causing a crossing of the bands and
a subsequent band inversion. The strong interaction results in an avoided crossing,
opening the band gap and creating degenerate valleys with a small distance to the
Γ point. Additionally, Bi2Te3, along with related materials such as Sb2Te3 and
Bi2Se3, has been identified as a topological insulator with a single Dirac cone at
the Γ point [83, 84].

Enhancing the thermoelectric performance of bismuth telluride involves nanos-
tructuring, texture alignment and band gap enlargement [85]. Commonly employed
synthesis approaches include ball milling and melt spinning. Figure 2.7 presents
the temperature-dependent z𝑇 value of selected of p- and n-type materials. As
can be observed, p-type materials generally exhibit higher z𝑇 values, while n-type
materials reach maximum z𝑇 at higher temperatures. The superior performance
of p-type Bi2Te3 is attributed to higher band convergence and a smaller effective
band mass in the valence band [96].
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2.2.3 Full-Heusler Fe2VAl

An interesting class of material with significant potential, although not yet surpass-
ing the current top-performing materials, is that of full-Heusler compounds, named
after their discoverer Friedrich Heusler [97]. Heusler observed that the intermetallic
compound Cu2MnAl exhibits ferromagnetic properties despite each constituent be-
ing para- or diamagnetic. To date, the Heusler family comprises over 1000 members,
including half-Heusler and quaternary Heusler materials [98–102].

Full-Heusler compounds crystallize in the cubic space group 𝐹m3̄m (no. 225),
composed of four interpenetrating fcc sublattices. These materials exhibit a 𝑋2𝑌 𝑍

stoichiometry, with the 𝑋 atom located at the Wyckoff position 8c (1/4, 1/4, 1/4),
while the 𝑌 and 𝑍 atoms occupy the 4a (0, 0, 0) and 4b (1/2, 1/2, 1/2) position,
respectively [99]. The crystal structure is depicted in Figure 2.8a. Typically, 𝑋
and 𝑌 are transition metals, while 𝑍 is a main-group element [103].

Full-Heusler materials have recently garnered significant interest in both bulk
and film form for thermoelectric applications [49, 104–107]. This is due to their
composition of abundant and low-cost elements, coupled with their chemical and
mechanical long-term stability [99, 108].

Fe2VAl is among the most studied full-Heusler materials. Despite Fe accounting
for half of the atoms, the compound does not exhibit long-range magnetic order in
the absence of disorder [109]. This absence of magnetism follows the Slater-Pauling
rule, stating that the magnetic moment per unit cell 𝑀t depends on the deviation
of the number of valence electrons 𝑍t from 24 [110]:

𝑀t = 𝑍t − 24 . (2.38)

However, there are cases where Fe2VAl-based materials deviate from this rule [51].

Materials based on Fe2VAl inherently possess a substantial power factor due to
their peculiar DOS (see Figure 2.8b) [111–116]. However, the highly symmetrical
crystal structure allows for easy phonon propagation, resulting in a remarkably
high thermal conductivity of approximately ≈ 25Wm−1K−1 at 300K [117]. Nev-
ertheless, substantial progress has been made in mitigating the phonon contribu-
tion through heavy-element substitution [103, 114, 118, 119], thin-film deposition
[49, 120–122] or microstructural tailoring [107]. The power factor 𝑃𝐹 and room
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Figure 2.8: a) Visualization of the 𝐹m3̄m crystal structure (no. 225), composed of
four interpenetrating fcc sublattices. b) Partial (red, blue and green lines) and total
(black line) density of states (DOS) of Fe2VAl with respect to the Fermi energy 𝐸F,
taken from Ref [50]. c) Temperature-dependent power factor 𝑃𝐹 of a selection of
Fe2VAl-based compounds, divided into p-type (red symbols) and n-type (blue symbols)
materials. d) Room-temperature thermal conductivity 𝜆 for different Fe2VAl-based
materials, arranged in descending order. The color indicates the origin of the reduction
of thermal conductivity. The year of the published results is shown in the brackets. The
data of c) and d) were taken from Ref. [73].

temperature thermal conductivity 𝜆 of a selection of the most promising p- and
n-type materials are presented in Figure 2.8c and Figure 2.8d, respectively.

In 2019, a substantial enhancement in the performance of Fe2V0.8W0.2Al films
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Figure 2.9: a) Electrical resistivity 𝜌, b) Seebeck coefficient 𝑆, c) power factor 𝑃𝐹

and d) figure of merit z𝑇 of bulk (blue line) and thin film (green line) Fe2V0.8W0.2Al.
z𝑇 was estimated by approximating the thermal conductivity from the value measured
at room temperature and the temperature dependence of the electrical resistivity. The
values of the bulk and the film sample were taken from Ref. [103] and [49], respectively.

on Si was achieved [49]. These films exhibited an exceptionally large power factor
of approximately 48mWm−1K−2 and z𝑇 value of around 5 at 350K. The ther-
moelectric properties are illustrated in Figure 2.9, along with the respective bulk
properties [103]. In both systems, z𝑇 is estimated based on the measured ther-
mal conductivity at room temperature and the temperature-dependent electrical
resistivity, using the Wiedemann-Franz law.

The atypical behavior of all quantities of the film sample was attributed to the
distinctive crystal structure. X-ray diffraction measurements revealed a low degree
of order within the crystal, transitioning the crystal structure from the fully or-
dered 𝐿21 phase into the completely disordered 𝐴2 structure [49]. Although the
𝐴2 structure is known to yield metallic behavior and consequently a low Seebeck
coefficient [123], the finite dimensionality in film systems might alter the density
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of states in a favorable manner, as indicated by theoretical calculations [49]. Sub-
sequently, an additional explanation for the extraordinary Seebeck coefficient was
proposed, considering a potential magnon drag within the material [124].

2.3 Current and potential applications

Thermoelectric materials serve two different functions: they can be employed for
power generation as a thermoelectric generator (TEG) or utilized for cooling pur-
poses through the Peltier effect, commonly known as a thermoelectric cooling sys-
tem (TEC) or Peltier module. Both applications share a similar configuration of the
thermoelectrics, as illustrated in Figure 2.10. I a TEG, the arrangement consists
of a p-type and a n-type material, electrically connected on one side and insulated
on the other, while thermally, they are connected in parallel. To enhance the gen-
erated voltage or the cooling power, additional alternating p- and n-type materials
can be serially incorporated. Each leg generates voltage proportional to its Seebeck
coefficient, independent of dimensions, while the resistance depends on the material
size. Tuning the overall power output or cooling power of a TEG or TEC can be
achieved by optimizing the size and shape of the materials [125].

Thermoelectric generators can be utilized in two main areas: i) waste-heat recov-
ery by connecting a TEG to a heat source and ii) for power generation, particularly
in challenging or remote locations. Figure 2.11 provides a graphical visualization
of current and potential implementations of thermoelectric modules.

Despite the advancements in thermoelectric materials, their low efficiency, as
evident from the z𝑇 values in the previous section, has limited their commercial
applications [126]. Practical power generation is viable in areas that necessitate
enduring and low-maintenance solutions, such as space missions, off-shore con-
structions or hazardous environments. Additionally, thermoelectric generators are
valuable where a heat source is already present and a modest power output is suf-
ficient, such as in monitoring, IoT devices or skin-based applications [127–129]. In
the context of waste-heat recovery, thermoelectric modules prove beneficial in var-
ious fields, including transportation, where engines produce significant unwanted
heat, and in heat-producing industrial facilities, where a considerable amount of
energy is lost e.g. in high-temperature furnaces, power plants or waste incinerators
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a) b)
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Thermoelectric generator Peltier module

n-type p-type

Heat sink

RL

Cooled surface

n-type p-type

Heated surface

Figure 2.10: Setup of a thermoelectric module composed of a n-type (blue) and a p-type
(yellow) material in two different configurations. a) Thermoelectric generator, utilizing
the temperature difference due to a heat source and heat sink to generate a circular
current when a load resistance 𝑅L is connected to the end of both legs. b) Peltier
module, heating one and cooling the opposing surface after a voltage is applied to the
end of the legs.

[130–132].

2.3.1 Power generation

One of the earliest applications of thermoelectric materials was in interstellar mis-
sions, where a radioactive material serves as heat source for the TEG during decay,
enabling enabling electricity generation in outer space. Devices designed for this
purpose, consisting mainly of a radioactive material and a thermoelectric module,
are known as radioisotope thermoelectric generators (RTGs). The choice of the
radioisotope involves meeting specific criteria, such as the ability to generate suffi-
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Figure 2.11: Overview of a selection of current and potential applications of a thermo-
electric generator, divided into power-generating and waste-heat harvesting purposes.
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cient energy through radioactive decay, possessing a long decay time having a high
energy density [133].

While the first criterion is relatively straightforward, elements emitting gamma
rays are impractical due to the large absorption length of gamma waves, making
an efficient absorption within the surrounding container impossible. In contrast,
alpha emitters have proven well-suited to overcome this issue. The second criterion
emphasizes the need for a long-lasting energy source, though a long decay time
reduces the emitted power, requiring a balance. Finally, a large energy density
minimizes the weight of the RTG, a crucial parameter for interstellar missions. In
a study by Blanke et al. , around 1300 different radioactive isotopes were inves-
tigated, with only 47 exhibiting promising properties for RTG applications [134].
Initially, cerium-144 was considered as the most promising energy source and em-
ployed in the SNAP nanosatellite [135]. However, plutonium-238 is now commonly
used in state-of-the-art multi-mission RTGs (MMRTGs) [135, 136]. MMRTGs uti-
lize (GeTe)85(AgSbTe2)15 (TAGS) and PbTe as p-type and n-type thermoelectric
materials [137]. Future NASA missions will, however, use RTGs based on more
efficient skutterudites [138, 139].

The power generated by a typical module is sufficient to supply energy to small
sensors. Modern sensors only require few hundred microwatts or few milliwatts to
operate [140]. This sensors can transmit data from challenging-to-access locations,
such as deep-sea pipes, or from areas where avoiding unnecessary wiring is bene-
ficial, like a car engine. Several companies nowadays produce and sell small-scale
thermoelectric modules designed to power such sensors. In recent years, there has
been increased interest in wearable thermoelectrics, which utilize the body’s heat
to generate power [129, 141]. These applications include pressure sensors, electro-
cardiographic sensors, temperature sensors and motion sensors [142]. Typically, the
materials are composed of a flexible substrate to match the skin’s shape [143–146].

2.3.2 Waste-heat recovery

The automotive industry represents one of the most-studied fields for waste-heat-
recovery applications. Only 25% of the chemical energy consumed by a typical
gasoline combustion engine is converted into mechanical energy [140]. Conversely,
a substantial 40% is lost through exhaust gases, which reach temperatures in the
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range of several hundred degrees. This significant amount of wasted energy has
inspired extensive research by automotive manufacturers. The incorporation of a
TEG into a vehicle necessitates meeting three key requirements: i) it must not alter
the engine’s operating point, ii) the TEG must withstand the present temperature
difference and iii) the temperature difference across the module should be maxi-
mized for optimal performance [140]. Numerous countries, including the United
States, Japan, China, Germany and Austria, have engaged in in research on recov-
ering energy from exhaust gases, achieving notable success, such as a power output
exceeding 1 kW from a thermoelectric module composed of half-Heusler materials
[147]. Despite these achievements, no commercially produced car currently inte-
grates a TEG, primarily due to the high production costs of over 8€/W [148]. For
feasibility, costs must be reduced to around 1€/W. Additionally, with the rapid
increase in produced electric cars [149], the need for thermoelectric modules in cars
is diminishing.

A significant amount of heat is also produced in airplane and helicopter engines
[140]. Nevertheless, a numerical study investigating the power generated by a TEG
mounted on the nozzle of a helicopter indicated that while the produced power is
substantial, the weight-to-power ratio is currently too low for feasibility [150].

High-temperature industrial factories, such as steel-making or cement produc-
tion, provide another opportunity for harvesting substantial waste heat. In an
experimental study, a TEG mounted on a combustion chamber yielded 21W with
a power density of approximately 100W/m2 [151]. Another investigation focused
on the potential of recovering heat from the steel-making process using 16 Bi-Te
modules, ultimately generating 250W at a temperature difference of 300K [152].



3 Thermoelectric properties within
the parabolic-band model

This section discusses the transport properties within the approximation of parabolic
bands. Simple and convenient formulas will be obtained that will serve as the
groundwork for the fitting algorithm presented in chapter 4.

The temperature-dependent Seebeck coefficient reflects important features of the
band structure, such as the size of the band gap 𝐸g and position of the Fermi energy
𝐸F. Although the shape of the band structure can exhibit a complex behavior,
bands can often be effectively approximated as parabolas near their upper and
lower edges [50, 117, 153–157]. This approximation is particularly reasonable in
the context of both the nearly free electrons (NFE) model and the tight-binding
(TB) model.

In the NFE model, electrons are treated as freely moving particles and described
by a parabolic dispersion relation near the center of the Brillouin zone, k⃗ = 0, also
referred to as the Γ point:

𝐸(k⃗) = 𝐸(k⃗ + 𝐺⃗) =
�2

2me

⃒⃒⃒
k⃗ + 𝐺⃗

⃒⃒⃒2
. (3.1)

Here, 𝐺⃗ is the reciprocal lattice vector and me the electron mass. At the edge of the
Brillouin zone, the group velocity becomes zero (∂𝐸/∂k⃗ = 0) due to the emergence
of standing waves. This again allows for a quadratic description of the dispersion
relation similar to Equation 3.1.

Within the TB regime, the dispersion relation of electrons in a spherically sym-
metric potential is expressed as follows:

𝐸(k⃗) = 𝐸0 − 𝐴− 𝑇
∑︁
nn

𝑒ik⃗𝑅⃗ . (3.2)
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here, 𝐸0 represents an energy level of the unperturbed atomic potential, 𝑅⃗ is the
lattice vector and 𝐴 and 𝑇 denote contributions from crystal field effects and hop-
ping, respectively. The sum extends over all next neighbors nn. In many cases, the
exponential function can be rewritten in terms of cosine functions. For example, in
a cubic lattice with lattice parameter 𝑎, the dispersion relation becomes

𝐸(k⃗) = 𝐸0 − 𝐴− 2𝑇 [cos (𝑎kx) + cos (𝑎ky) + cos (𝑎kz)] . (3.3)

Furthermore, the cosine function can be approximated with a polynomial of second
order in the vicinity of ki = 0 and ki = 𝜋/𝑎, further justifying the parabolic-band
model.

While the parabolic description may not accurately capture entire bands - for
example, the parabola is infinitely extended in one direction - it remains valid up
to several hundreds or thousands of Kelvin if 𝐸F is situated in the vicinity of the
band edge. Therefore, employing a parabolic-band model enables the description
of electronic behavior from temperature-dependent measurement data of the elec-
trical resistivity, Seebeck coefficient and Hall coefficient.

For improved readability and simplicity, the vector notation is omitted in the
remaining chapter. Consequently, the description of the parabolic bands below is
only valid in one reciprocal direction. To describe the full crystal, multiple bands
or a degeneracy of the band might be necessary.

3.1 Electrical conductivity of parabolic bands

The dispersion relation of a parabolic band is described by the equation

𝐸 (k) =
�2k2

2m⋆
, (3.4)

with 𝐸 and k representing the energy and wavevector of the electron’s state, re-
spectively, and m⋆ being the effective mass of the band. In the context of quasi-free
electrons, m⋆ equals the electron mass me. However, in real materials, m⋆ can
significantly deviate from me due to various electromagnetic interactions. Notably,
within a parabolic band, the effective mass remains constant.
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Figure 3.1: a) k-dependent band energy and energy-dependent b) density of states and
c) squared velocity for a parabolic conduction band for different effective band masses
m⋆.

The density of sates (DOS) of a parabolic band is expressed as

𝐷 (𝐸) =
(2m⋆)3/2

2𝜋2�3
√
𝐸 . (3.5)

Accordingly, the velocity within the band can be written as

v (𝐸) =
1

�
∂𝐸(k)

∂k
=

√︂
2

m⋆

√
𝐸 . (3.6)

As previously mentioned in chapter 2, the transport function 𝐺 of parabolic band
can be expressed as

𝐺(𝐸) = 𝐷(𝐸)v2(𝐸)𝜏(𝐸) . (3.7)

Consequently, the scattering time 𝜏 is the only parameter that can not be obtained
solely from the shape of the band structure. Figure 3.1 presents a visualization
of the dispersion relation as well as 𝐷(𝐸) and v2(𝐸) for a parabolic conduction
band. The band becomes less dispersive as the effective band mass increases. Con-
sequently, the density of states is higher and compressed, while the band velocity
is reduced.

By inserting the transport function of parabolic bands, as given by Equation 3.7,
into the electrical conductivity expression in Equation 2.6, the electrical conduc-
tivity is obtained as follows:

𝜎 = 𝑒2
∫︁ ∞

0

𝐷(𝐸)v2(𝐸)𝜏(𝐸)

(︂
− d𝑓

d𝐸

)︂
d𝐸

=
(8m⋆)1/2 𝑒2

𝜋2�3

∫︁ ∞

0

𝐸3/2𝜏(𝐸)

(︂
− d𝑓

d𝐸

)︂
d𝐸 .

(3.8)
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Note that this expression specifically describes conduction bands, as the DOS is
defined as

𝐷(𝐸) ∝
⎧⎨⎩0 𝐸 < 0
√
𝐸 𝐸 � 0

(3.9)

However, considering the positive definiteness of both the transport and the selec-
tion function yields the same result for valence bands if the position of the chemical
potential with respect to the band edge is treated accordingly. From the general
dependencies of the scattering time, as outlined in Equation 2.33, it follows that

𝜎 =
2
√
2𝑒2

𝜋2�3m⋆
̃︀𝜏𝑇 𝛾

∫︁ ∞

0

𝐸𝜆+1

(︂
− d𝑓

d𝐸

)︂
d𝐸 . (3.10)

Following partial integration and the substitutions 𝜉 = 𝐸/kB𝑇 and 𝜂 = 𝜇/kB𝑇 ,
denoting the reduced energy and chemical potential, respectively, the expression
can be written as

𝜎 =
2
√
2𝑒2

𝜋2�3m⋆
̃︀𝜏(𝜆+ 1)(kB𝑇 )

𝜆+1𝑇 𝛾𝐹𝜆 (𝜂(𝑇 )) , (3.11)

with

𝐹j (𝜂(𝑇 )) =

∫︁ ∞

0

𝜉j

𝑒𝜉−𝜂 + 1
d𝜉 (3.12)

being the Fermi-Dirac integral of jth order.

3.1.1 Acoustic-phonon scattering

In case of dominant acoustic-phonon scattering (𝜆 = 0, 𝛾 = −1), the scattering
time is defined as [18]:

𝜏ph(𝐸, 𝑇 ) =
𝜋�4v2s 𝜌m√

2Ξ2
ph (m

⋆)3/2 kB𝑇
𝐸−1/2

= ̃︀𝜏ph𝑇
−1𝐸−1/2(m⋆)−3/2

, (3.13)

where vs is the sound velocity, 𝜌m is the density and Ξph is the deformation potential
of acoustic-phonon scattering.



3.1 Electrical conductivity of parabolic bands 37

Inserting ̃︀𝜏ph into Equation 3.11 results in the electrical conductivity of acoustic-
phonon scattering:

𝜎ph =
2𝑒2�v2s 𝜌m

𝜋m⋆Ξ2
ph

𝐹0 (𝜂(𝑇 )) . (3.14)

The Fermi-Dirac integral of 0th order can be explicitly written and yields

𝜎ph =
2𝑒2�v2s 𝜌m

𝜋m⋆Ξ2
ph

ln
(︁
1 + 𝑒

𝜇
kB𝑇

)︁
, (3.15)

For 𝜇 ≫ kB𝑇 , i.e. when the chemical potential is deep inside the band, the equation
simplifies to

𝜎ph ≈ 2𝑒2�v2s 𝜌m

𝜋m⋆Ξ2
ph

𝜇

kB𝑇
. (3.16)

Consequently, the resistivity increases linearly with temperature. At lower tempera-
tures below the Debye temperature, the resistivity adopts a non-linear 𝑇 5 behavior,
which can not be obtained from a 1/𝑇 dependence of the scattering time. Instead,
the increasing number of excited phonon modes needs to be considered.

A more general description of the temperature-dependent resistivity of metals is
provided by the Bloch-Grüneisen law:

𝜌ph(𝑇 ) ∝
(︂

𝑇

ΘD

)︂5 ∫︁ ΘD
𝑇

0

4x5

(𝑒x − 1) (1− 𝑒−x)
dx , (3.17)

which yields a resistivity behavior given by

𝜌ph(𝑇 ) ∝
⎧⎨⎩𝑇 5 for 𝑇 < ΘD

𝑇 for 𝑇 > ΘD

, (3.18)

where ΘD represents the Debye temperature of the material. Equation 3.17 is
based on the Debye model, assuming a constant sound velocity vs up to a specific
frequency 𝜔D = kB𝑇/�. Given that acoustic modes usually exhibit a substantially
larger group velocity than optical modes and are thus more relevant for transport,
the model usually aligns very well with experimental values. However, optical
phonons can be considered with a constant frequency 𝜔E, similar to the Einstein
model.
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Apart from the sound velocity, the Debye temperature is proportional to the
particle density n of the material [158]:

ΘD =
�vs

kB

3
√
6𝜋2n . (3.19)

The sound velocity is obtained by averaging the group velocity of the two transversal
(t) branches and the longitudinal (l) branch. In case of isotropy, it can be expressed
as [159]

vs =

[︂
1

3

(︂
2

v3t
+

1

v3l

)︂]︂−1/3

. (3.20)

The values of vt and vl depend on the material’s shear and bulk modulus, i.e.
the stiffness of the material, as well as on the inverse density. For example, the
low mass density of diamond (3.5 gcm−3) combined with extreme hardness yields
superior velocities of vl ≈ 18000ms−1 and vt ≈ 12800ms−1 [160]. In contrast,
gold, with a high density (19.3 gcm−3) and relatively soft characteristics, exhibits
much lower group velocities of vl ≈ 3200ms−1 and vt ≈ 1200ms−1. This drastic
difference in group velocities contributes to the distinct Debye temperatures of
diamond (ΘD = 2240K) and gold (ΘD = 165K) [161].

3.1.2 Alloy-disorder scattering

Another important type of scattering involves temperature-independent defects and
disorders, contributing to a non-zero resistivity at 0K, as depicted below. For a
binary alloy, the scattering time of alloy-disorder scattering can be written as [19]

𝜏dis =
ℛ

x(1− x)Δ𝑈2(m⋆)3/2
𝐸−1/2

= ̃︀𝜏dis𝐸
−1/2(m⋆)−3/2 ,

(3.21)

with x being the atomic fraction of one of the constituents, ℛ being a pre-factor
that depends on the material and Δ𝑈 representing the scattering potential. In
contrast to the scattering time of acoustic-phonon scattering, the scattering time
is temperature-independent, as the scattering centers do not exhibit the motion
characteristics of phonons, which change with temperature.
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The electrical conductivity in Equation 3.11 now becomes (with 𝜆 = 0 and 𝛾 = 0)

𝜎dis =
2
√
2𝑒2ℛ

x(1− x)𝜋2�3m⋆Δ𝑈2
kB𝑇𝐹0 (𝜂(𝑇 ))

=
2
√
2𝑒2ℛ

x(1− x)𝜋2�3m⋆Δ𝑈2
kB𝑇 ln

(︁
1 + 𝑒

𝜇
kB𝑇

)︁ . (3.22)

Similar to acoustic-phonon scattering, this simplifies for 𝜇 ≫ kB𝑇 to

𝜎dis =
2
√
2𝑒2ℛ

x(1− x)𝜋2�3m⋆Δ𝑈2
𝜇 , (3.23)

which is independent of the temperature.
In metals, where acoustic-phonon and alloy-disorder scattering are usually dom-

inant, the total resistivity can be expressed as

𝜌 = 𝜌dis + 𝜌ph(𝑇 ) . (3.24)

In semimetals or semiconductors, the resistivity is further modified by the increase
of charge carriers - holes or electrons - through excitations of electrons into the
conduction band. This is accounted for within the Fermi integral in Equation 3.11
and can overshadow the metallic behavior in Equation 3.24.

The temperature dependence of acoustic-phonon and alloy-disorder scattering is
depicted in Figure 3.2 for various Fermi energies. When neglecting the tempera-
ture dependence of the chemical potential (𝜇(𝑇 ) = 𝐸F), the electrical resistivity of
acoustic-phonon scattering exhibits a linear increase at lower temperatures when
the Fermi energy is located inside the band (𝜇 > 0). Above 3kB𝑇 ≈ 𝜇, the Fermi-
Dirac distribution in Equation 3.11 softens to the extend that it reaches the edge
of the band. Consequently, the integral increases, reducing the temperature de-
pendence of the conductivity and resistivity. A similar behavior is observed for
alloy-disorder scattering, where a deviation from the value at 0K occurs at higher
temperatures.

In this scenario, the chemical potential of a ideal metal with a constant DOS can
be treated as infinite, as 𝐸F ± kB𝑇 never reaches the band’s edge. Thus, in metals
the resistivity shows a linear behavior for acoustic-phonon and a constant behavior
for alloy-disorder scattering up to very high temperatures. On the other hand, this
tendencies are overshadowed in semiconductors, where the charge carrier concen-
tration significantly increases with temperature (see the gray lines in Figure 3.2,
where 𝐸F = −500K), resulting in a negative slop of the resistivity.
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Figure 3.2: Electrical resistivity within the single-parabolic-band model, stemming from
a) acoustic-phonon scattering (𝜌ph) and b) alloy-disorder scattering (𝜌dis), as a function
of the temperature. The dashed and solid lines show the resistivity calculated with
and without consideration of the temperature dependence of the chemical potential
𝜇, respectively. The colors represent different positions of the Fermi energy 𝐸F with
respect to the zero of the band.

In reality, the temperature dependence of the chemical potential needs to be
considered as well, ensuring a constant charge carrier concentration. This has a
strong influence on the temperature dependence of the resistivity, especially when
the Fermi energy is located in the vicinity of the band edge. Conversely, it has
little effect in metals, where the chemical potential is approximately constant (see
section 3.4 for details).

The temperature dependence of 𝜌dis, illustrated in Figure 3.2, reveals a notable
phenomenon. At very low temperatures, the resistivity demonstrates a non-linear
increase, while at elevated temperatures, it exhibits a linear behavior. Typically, a
linear rise in resistivity is attributed to acoustic-phonon scattering rather than alloy-
disorder scattering. This unexpected trend, influenced by a shift of the chemical
potential necessitates a reinterpretation of measured resistivity data, as shown in
chapter 4.
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3.1.3 Electrical conductivity of multiple bands

For a density of states comprising n bands with degeneracies 𝑁i, i.e.

𝐷(𝐸) =
n∑︁

i=1

𝑁i𝐷i(𝐸) , (3.25)

the electrical conductivity is given by

𝜎 = 𝑒2
n∑︁

i=1

∫︁ ∞

−∞
𝐺i(𝐸)

(︂
− d𝑓

d𝐸

)︂
d𝐸

=
2
√
2𝑒2

𝜋2�3
𝑇 𝛾

n∑︁
i=1

𝑁i

m⋆
i

̃︀𝜏i ∫︁ ∞

𝐸0,i

(𝐸 − 𝐸0,i)
𝜆+1

(︂
− d𝑓

d𝐸

)︂
d𝐸 ,

(3.26)

where 𝐸0,i is the origin of the ith parabola. The lower limit of integration can be
shifted to zero if the integrands are shifted accordingly. This yields

𝜎 =
2
√
2𝑒2

𝜋2�3
𝑇 𝛾

n∑︁
i=1

𝑁i

m⋆
i

̃︀𝜏i ∫︁ ∞

0

𝐸𝜆+1

(︂
−d𝑓i
d𝐸

)︂
d𝐸 , (3.27)

with

𝑓i(𝐸, 𝜇, 𝑇 ) =
1

𝑒
𝐸+𝐸0,i−𝜇

kB𝑇 + 1
. (3.28)

Finally, in accordance with Equation 3.11, a general expression for the electrical
resistivity of n bands with one dominant type of scattering is obtained:

𝜎 =
2
√
2𝑒2

𝜋2�3
(𝜆+ 1)(kB𝑇 )

𝜆+1𝑇 𝛾

n∑︁
i=1

𝑁i

m⋆
i

̃︀𝜏i𝐹𝜆 (𝜂i(𝑇 )) . (3.29)

Here, 𝜂i = (𝜇 − 𝐸0,i)/kB𝑇 is the reduced chemical potential with respect to the
origin of the parabola.

3.2 Seebeck coefficient of parabolic bands

Similar to the derivation for electrical conductivity, the Seebeck coefficient for a
parabolic band can be explicitly obtained. From Equation 2.14 follows for electrons
(q = −𝑒)

𝑆 (𝑇 ) = − 1

𝑒𝑇

∫︀∞
−∞ 𝐷 (𝐸) 𝜏 (𝐸) v2 (𝐸) (𝐸 − 𝜇)

(︀− ∂𝑓
∂𝐸

)︀
d𝐸∫︀∞

−∞ 𝐷 (𝐸) 𝜏 (𝐸) v2 (𝐸)
(︀− ∂𝑓

∂𝐸

)︀
d𝐸

. (3.30)
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In contrast to the conductivity, any terms in the integral that are energy-independent,
such as those related of the density of states (𝐷(𝐸)), velocity (v(𝐸)) and scattering
time (𝜏(𝐸)) can be factored out of the integral and ultimately cancel out as long
as all scattering processes share the same energy dependency (e.g. acoustic-phonon
and alloy-disorder scattering). This consideration extends to any temperature-
dependent term as well.

By incorporating the energy dependencies (as defined in Equation 3.5, Equa-
tion 3.6 and Equation 2.33), the expression for the Seebeck coefficient (Equa-
tion 3.30) can be rewritten as2

𝑆 (𝑇 ) = − 1

𝑒𝑇

(︃∫︀∞
0

𝐸𝜆+2
(︀− ∂𝑓

∂𝐸

)︀
d𝐸∫︀∞

0
𝐸𝜆+1

(︀− ∂𝑓
∂𝐸

)︀
d𝐸

− 𝜇

)︃
. (3.31)

Substituting 𝜉 = 𝐸/kB𝑇 and 𝜂 = 𝜇/kB𝑇 leads to the final expression:

𝑆 (𝑇 ) =
kB

𝑒

[︂
𝜂 − 𝜆+ 2

𝜆+ 1

𝐹𝜆+1 (𝜂(𝑇 ))

𝐹𝜆 (𝜂(𝑇 ))

]︂
. (3.32)

As previously discussed, the value of 𝜆 depends on the predominant scattering
mechanisms for electrons. Specifically, for acoustic-phonon and alloy-disorder scat-
tering, 𝜆 = 0, whereas ionized-impurity and electron-electron scattering yield 𝜆 = 2

and 𝜆 = 1/2, respectively. Figure 3.3 illustrates the behavior of the Seebeck co-
efficient for 𝜆 = 0. Regardless of the position of the Fermi energy, the Seebeck
coefficient converges at elevated temperatures (refer to Appendix A for details):

lim
𝑇→∞

𝑆(𝑇 ) = −2kB

𝑒

𝜋2

12 ln(2)
≈ −204.5µVK−1 . (3.33)

For a single parabolic band, the Seebeck coefficient can not surpass this limit when
the temperature dependence of the chemical potential disregarded (see Figure 3.3a).
As the temperature rises, the chemical potential shifts outside the band, diminish-
ing bipolar conduction and amplifying the Seebeck coefficient. The temperature
dependence of the chemical potential will be thoroughly discussed in section 3.4.

In Figure 3.3b, the low-temperature Seebeck coefficient is presented for various
Fermi energies 𝐸F. The slope of the linear increase is determined solely by the

2 Similar to the electrical conductivity, the derivation assumes a conduction band with 𝐷(𝐸) = 0

for 𝐸 < 0. For valence bands, the asymmetric selection function yields opposite signs.
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Figure 3.3: Seebeck coefficient within the single-parabolic-band model, calculated for
𝜆 = 0, as a function of the temperature. The dashed and solid lines show the Seebeck
coefficient calculated with and without consideration of the temperature dependence of
the chemical potential 𝜇, respectively. Different colors indicate various positions of the
Fermi energy 𝐸F relative to the band edge. The gray line represents the threshold value
for 𝑇 → ∞. Dotted lines illustrate the linear slope at low temperatures, as derived in
the text.

Fermi energy (see Appendix A for details):

|𝑆(𝑇 )| = 𝜋2kB

3𝑒

kB𝑇

𝐸F
. (3.34)

3.2.1 Seebeck coefficient of multiple bands

The overall Seebeck coefficient comprising contributions of n bands, depends on the
individual Seebeck coefficients weighted with the respective conductivities [117]:

𝑆 (𝑇 ) =

∑︀n
i=1 𝑁i𝜎i(𝑇 )𝑆i(𝑇 )∑︀n

i=1 𝑁i𝜎i(𝑇 )
(3.35)

=

∑︀n
i=1

𝑁i

m⋆
i
̃︀𝜏i𝐹𝜆 (𝜂i(𝑇 ))𝑆i (𝑇 )∑︀n

i=1
𝑁i

m⋆
i
̃︀𝜏i𝐹𝜆 (𝜂i(𝑇 ))

. (3.36)

Here, 𝑁i is the degeneracy of the ith band. Equation 3.36 can be conveniently
expressed by introducing the substitutions 𝛿̃︀𝜏i1 = ̃︀𝜏i/̃︀𝜏1 and 𝜀i1 = 𝑁1m

⋆
i / (𝑁im

⋆
1),
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signifying the mass of the ith band with respect to the first one:

𝑆 (𝑇 ) =

∑︀n
i=1

1
𝜀i1
𝛿̃︀𝜏i1𝐹𝜆 (𝜂i(𝑇 ))𝑆i (𝑇 )∑︀n

i=1
1
𝜀i1
𝛿̃︀𝜏i1𝐹𝜆 (𝜂i(𝑇 ))

. (3.37)

Notably, 𝛿 ̃︀𝜏11 = 𝜀11 = 1. 𝑆i(𝑇 ) can be calculated, in accordance with Equation 3.32,
as

𝑆i (𝑇 ) =
kB

𝑒

[︂
𝜂i − sgn (m⋆

i )
𝜆+ 2

𝜆+ 1

𝐹𝜆+1 (𝜂i(𝑇 ))

𝐹𝜆 (𝜂i(𝑇 ))

]︂
, (3.38)

with 𝜂i = (𝜇 − 𝐸0,i)/kB𝑇 representing the reduced chemical potential of the ith

band with respect to its band origin 𝐸0,i. Here, the sign function was introduced
to account for opposing signs of valence (m⋆ < 0) and conduction (m⋆ > 0) bands.

3.3 Hall coefficient of parabolic bands

The Hall coefficient 𝑅H and Hall mobility 𝜇H are additional quantities that are
easily calculated within the parabolic-band approximation. For a single parabolic
band, the Hall mobility is given by [18]

𝜇H =
𝑒

m⋆

∫︀∞
0

𝐸3/2𝜏 2
(︀− ∂𝑓

∂𝐸

)︀
d𝐸∫︀∞

0
𝐸3/2𝜏

(︀− ∂𝑓
∂𝐸

)︀
d𝐸

. (3.39)

This expression closely resembles the Hall mobility derived from the Drude model
[162], 𝜇H = 𝑒𝜏/m, with an energy-averaged scattering time 𝜏 . Inserting the depen-
dencies of the scattering time from Equation 2.33 yields

𝜇H =
𝑒

(m⋆)5/2
̃︀𝜏𝑇 𝛾

∫︀∞
0

𝐸3/2𝐸2𝜆−1
(︀− ∂𝑓

∂𝐸

)︀
d𝐸∫︀∞

0
𝐸3/2𝐸𝜆−1/2

(︀− ∂𝑓
∂𝐸

)︀
d𝐸

. (3.40)

After partial integration, this expression simplifies to

𝜇H =
𝑒

(m⋆)5/2
̃︀𝜏(kB𝑇 )

𝜆−1/2𝑇 𝛾 2𝜆+ 1/2

𝜆+ 1

𝐹2𝜆−1/2 (𝜂(𝑇 ))

𝐹𝜆 (𝜂(𝑇 ))
(3.41)

= 𝜇H,0
2𝜆+ 1/2

𝜆+ 1

𝐹2𝜆−1/2 (𝜂(𝑇 ))

𝐹𝜆 (𝜂(𝑇 ))
, (3.42)

with 𝜇H,0 =
𝑒

(m⋆)5/2
̃︀𝜏(kB𝑇 )

𝜆−1/2𝑇 𝛾.
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Furthermore, the Hall coefficient can be written as

𝑅H =
𝜇H

𝜎
(3.43)

=
𝜋2�3

𝑒(2m⋆kB𝑇 )3/2
2𝜆+ 1/2

(𝜆+ 1)2
𝐹2𝜆−1/2 (𝜂(𝑇 ))

𝐹 2
𝜆 (𝜂(𝑇 ))

∝ 1

(m⋆𝑇 )3/2
𝐹2𝜆−1/2 (𝜂(𝑇 ))

𝐹 2
𝜆 (𝜂(𝑇 ))

. (3.44)

Here, die general notation of the electrical conductivity Equation 3.11 was used.
Unlike the Hall mobility, the Hall coefficient does not explicitly depend on the
dominant scattering mechanism but rather on its energy dependence 𝐸𝜆.

In the following sections, the Hall mobility will be calculated for the two arguably
most common scattering processes: acoustic-phonon and alloy-disorder scattering.

3.3.1 Acoustic-phonon scattering

The exponents of the scattering time for acoustic-phonon scattering are 𝜆 = 0 and
𝛾 = −1. Consequently, 𝜇ph

H,0 = 𝑒
(m⋆)5/2

̃︀𝜏ph(kB𝑇 )
−1/2𝑇−1, leading to the expression

for the Hall mobility:

𝜇ph
H = 𝜇ph

H,0

1

2

𝐹−1/2 (𝜂(𝑇 ))

𝐹0 (𝜂(𝑇 ))
∝ 1

(m⋆)5/2𝑇 3/2

𝐹−1/2 (𝜂(𝑇 ))

𝐹0 (𝜂(𝑇 ))
. (3.45)

The ratio of the Fermi integrals exhibits different behavior based on the reduced
chemical potential 𝜂 = 𝜇/kB𝑇 [18]

𝐹−1/2 (𝜂(𝑇 ))

𝐹0 (𝜂(𝑇 ))
∝

⎧⎨⎩𝑇 1/2 1/𝜂 = kB𝑇/𝜇 ≪ 1

1 1/𝜂 ≫ 1
. (3.46)

Accordingly, the Hall mobility has the following limits:

𝜇ph
H (𝑇 ) ∝

⎧⎨⎩𝑇−1 1/𝜂 ≪ 1

𝑇−3/2 1/𝜂 ≫ 1
. (3.47)

3.3.2 Alloy-disorder scattering

In case of alloy-disorder scattering being the dominant scattering mechanism, where
𝜆 = 𝛾 = 0, the pre-factor of the Hall mobility becomes 𝜇dis

H,0 = 𝑒
(m⋆)5/2

̃︀𝜏(kB𝑇 )
−1/2,

leading to the Hall mobility

𝜇dis
H = 𝜇dis

H,0

1

2

𝐹−1/2 (𝜂(𝑇 ))

𝐹0 (𝜂(𝑇 ))
∝ 1

(m⋆)5/2𝑇 1/2

𝐹−1/2 (𝜂(𝑇 ))

𝐹0 (𝜂(𝑇 ))
. (3.48)
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Figure 3.4: Hall mobility within the single-parabolic-band model, calculated for a)
acoustic-phonon and b) alloy-disorder scattering as a function of the temperature. The
dashed and solid lines show the Hall mobility with and without consideration of the
temperature dependence of the chemical potential 𝜇, respectively. The colors represent
different positions of the Fermi energy 𝐸F with respect to the zero of the band.

Applying the limits for the ratio of the Fermi integrals from Equation 3.46 yields

𝜇dis
H (𝑇 ) ∝

⎧⎨⎩1 1/𝜂 ≪ 1

𝑇−1/2 1/𝜂 ≫ 1
. (3.49)

Figure 3.4 illustrates the temperature dependence of the Hall mobility for both
acoustic-phonon and alloy-disorder scattering. When acoustic-phonon scattering
is dominant (Equation 3.42a), the Hall mobility sharply decreases with increasing
temperature, reflecting the increase in phonon scattering and decrease in the scat-
tering time. Additionally, when the Fermi energy is shifted inside the band, the
Hall mobility is further reduced due to the scattering rate 𝜏−1 being proportional
to the nearby density of states. Similarly, for alloy-disorder scattering (see Equa-
tion 3.42b), the mobility remains constant at very low temperatures (𝜂 ≪ 1), as
expected, and only starts decreasing at higher temperatures. A comparison with
the temperature dependence of the electrical conductivity (Equation 3.21 and Fig-
ure 3.2) reveals that the decrease of the Hall mobility 𝜇(𝑇 ) ∝ 𝜎(𝑇 )/n(𝑇 ) is less
due to a change in the conductivity than due to an increase of the charge carrier
participating in the transport, as indicated by the charge carrier concentration n.
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3.3.3 Hall coefficient of multiple bands

In case of multiple parabolic bands, the Hall coefficient can be derived by consider-
ing the Hall coefficients of the individual bands, weighted by the squared conduc-
tivity:

𝑅H(𝑇 ) =

∑︀n
i=1 𝑁i𝑅H,i(𝑇 )𝜎

2
i (𝑇 )

[
∑︀n

i=1 𝑁i𝜎i(𝑇 )]2
. (3.50)

Here, 𝑁i represents the degeneracy of the ith band, and

𝑅H,i(𝑇 ) =
𝜋2�3

𝑒(2m⋆
i kB𝑇 )3/2

2𝜆+ 1/2

(𝜆+ 1)2
𝐹2𝜆−1/2 (𝜂i(𝑇 ))

𝐹 2
𝜆 (𝜂i(𝑇 ))

. (3.51)

This leads to the overall expression for the Hall coefficient:

𝑅H(𝑇 ) =
𝜋2�3

𝑒(2kB𝑇 )3/2
2𝜆+ 1/2

(𝜆+ 1)2

∑︀n
i=1

1
𝜀i1(m⋆

i )
5/2 𝛿̃︀𝜏i21𝐹2𝜆−1/2 (𝜂i(𝑇 ))

[
∑︀n

i=1
1
𝜀i1
𝛿̃︀𝜏i1𝐹𝜆 (𝜂i(𝑇 ))]2

. (3.52)

Similar to the electrical conductivity in Equation 3.29, the Hall coefficient depends
not only on the relative masses 𝜀i1 as in the Seebeck coefficient, but also on their
absolute values. This characteristic allows for the determination of individual band
masses from the measured Hall coefficient data, as will be shown in the following
chapter.

3.4 Consideration of the temperature dependence

of the chemical potential

The number of charge carriers per volume in a material n can be determined by
integrating the DOS 𝐷(𝐸), multiplied with the Fermi-Dirac distribution function

𝑓 (𝐸, 𝜇, 𝑇 ) =
[︁
exp

(︁
𝐸−𝜇
kB𝑇

)︁
+ 1

]︁−1

l across all energy levels:

n =

∫︁ ∞

−∞
𝐷 (𝐸) 𝑓 (𝐸, 𝜇, 𝑇 ) d𝐸 . (3.53)

Here, 𝜇 is the chemical potential, typically set to the value at 0K, which is the
Fermi energy 𝐸F. In accordance with the conservation of charge, the charge car-
rier concentration should, by definition, remain temperature-independent for any
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material, hence

dn

d𝑇
≡ 0 . (3.54)

However, it is evident from Equation 3.53 that n does vary with 𝑇 due to the
temperature dependence of the Fermi-Dirac distribution. This dependence must
be compensated by a shift of the chemical potential. Equation 3.54 can also be
expressed as

dn (𝜇 (𝑇 ) , 𝑇 )

d𝑇
=

∂n

∂𝑇
+

∂n

∂𝜇

d𝜇

d𝑇
= 0 , (3.55)

which yields

d𝜇

d𝑇
= − ∂n

∂𝑇

(︂
∂n

∂𝜇

)︂−1

. (3.56)

To determine the temperature dependence of 𝜇, the partial derivations ∂n/∂𝑇 and
∂n/∂𝜇 need to be calculated. From Equation 3.53, it is clear that these derivations
only effect the Fermi-Dirac distribution:

∂n

∂𝑇
=

∫︁ ∞

−∞
𝐷 (𝐸)

∂𝑓 (𝐸, 𝜇, 𝑇 )

∂𝑇
d𝐸 , (3.57)

∂n

∂𝜇
=

∫︁ ∞

−∞
𝐷 (𝐸)

∂𝑓 (𝐸, 𝜇, 𝑇 )

∂𝜇
d𝐸 . (3.58)

In metals with s- and p-electron character, 𝐷(𝐸) can be approximated as nearly
constant over temperature, resulting in negligible derivatives of n due to

n ≈ 𝐷

∫︁ ∞

−∞
𝑓 (𝐸, 𝜇, 𝑇 ) d𝐸 = const . (3.59)

This assumption is the origin of the notion of a constant chemical potential. How-
ever, in 𝑑 or 𝑓 metals, semiconductors or insulators, which may exhibit a DOS with
significant energy dependence, the derivatives can become substantial. Neglecting
the temperature dependence of 𝜇 in such cases can lead to significant errors. Thus,
the calculation of the temperature behavior of 𝜇 is crucial for accurately describing
a wide range of materials.
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3.4.1 Calculation of 𝜇 (𝑇 )

The partial derivatives of the Fermi-Dirac distribution in Equation 3.57 and Equa-
tion 3.58 can easily be calculated as

∂𝑓

∂𝑇
=

𝐸 − 𝜇

kB𝑇 2

exp
(︁

𝐸−𝜇
kB𝑇

)︁
[︁
exp

(︁
𝐸−𝜇
kB𝑇

)︁
+ 1

]︁2 (3.60)

and

∂𝑓

∂𝜇
=

1

kB𝑇

exp
(︁

𝐸−𝜇
kB𝑇

)︁
[︁
exp

(︁
𝐸−𝜇
kB𝑇

)︁
+ 1

]︁2 . (3.61)

Comparing these equations with the partial derivative ∂𝑓/∂𝐸,

∂𝑓

∂𝐸
= − 1

kB𝑇

exp
(︁

𝐸−𝜇
kB𝑇

)︁
[︁
exp

(︁
𝐸−𝜇
kB𝑇

)︁
+ 1

]︁2 , (3.62)

reveals that

∂𝑓

∂𝜇
= − ∂𝑓

∂𝐸
(3.63)

and

∂𝑓

∂𝑇
= −𝐸 − 𝜇

𝑇

∂𝑓

∂𝐸
. (3.64)

These results can be inserted into Equation 3.57 and Equation 3.58. Similar
to Equation 3.32, the equations can be written in terms of Fermi-Dirac integrals
𝐹j (𝜂(𝑇 )):

∂n

∂𝑇
=

(2m⋆kB 𝑇 )3/2

4𝜋2�3𝑇
[︀
3𝐹1/2 (𝜂(𝑇 ))− 𝜂 𝐹−1/2 (𝜂(𝑇 ))

]︀
, (3.65)

∂n

∂𝜇
=

(2m⋆)3/2 (kB𝑇 )
1/2

4𝜋2�3
𝐹−1/2 (𝜂(𝑇 )) . (3.66)

Again, 𝜂 = 𝜇/kB𝑇 is the reduced chemical potential. In general, these integrals
can be solved for any DOS landscape. However, when dealing with n parabolic
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bands with DOS 𝐷i, (were i = {1, ...n}), the integrals can be split into individual
integrals over each band:

∂n

∂𝜙
=

∫︁ ∞

−∞

n∑︁
i=1

𝑁i𝐷i (𝐸)
∂𝑓 (𝐸, 𝜇, 𝑇 )

∂𝜙
d𝐸

=
n∑︁

i=1

𝑁i

∫︁ ∞

−∞
𝐷i (𝐸)

∂𝑓 (𝐸, 𝜇, 𝑇 )

∂𝜙
d𝐸 ,

(3.67)

with 𝜙 = {𝑇, 𝜇}. By plugging these partial derivatives into Equation 3.56, the total
derivative d𝜇/d𝑇 can be calculated:

d𝜇

d𝑇
= −kB

∑︀n
i=1 𝑁i (m

⋆
i )

3/2 [︀3𝐹1/2 (𝜂i(𝑇 ))− 𝜂i 𝐹−1/2 (𝜂i(𝑇 ))
]︀∑︀n

i=1 𝑁i (m⋆
i )

3/2 𝐹−1/2 (𝜂i(𝑇 ))
. (3.68)

Notably, unlike the total Seebeck coefficient for multiple bands (see Equation 3.37),
the different exponents of m⋆ and 𝑁 prevent the summation of these parameters
into 𝜀. Hence, another quantity, 𝛿𝑁i1 = 𝑁i/𝑁1, denoting the degeneracy ratio, is
required:

d𝜇

d𝑇
= −kB

∑︀n
i=1 (𝛿𝑁i1)

5/2 𝜀
3/2
i1

[︀
3𝐹1/2 (𝜂i(𝑇 ))− 𝜂i 𝐹−1/2 (𝜂i(𝑇 ))

]︀∑︀n
i=1 (𝛿𝑁i1)

5/2 𝜀
3/2
i1 𝐹−1/2 (𝜂i(𝑇 ))

. (3.69)

Ultimately, 𝜇 (𝑇 ) can be obtained from Equation 3.69 as

𝜇 (𝑇 ) =

∫︁
d𝜇

d𝑇
d𝑇 + 𝐶 , (3.70)

where the constant 𝐶 is determined such that 𝜇 (0) = 𝐸F.

3.4.2 Illustration of 𝜇 (𝑇 )

As previously discussed, the chemical potential is often approximated as the tem-
perature-independent Fermi energy 𝐸F. However, in many materials utilized in
the field of thermoelectricity, especially when 𝐸F is close to or inside a band gap,
𝜇 (𝑇 ) can exhibit a significant temperature dependence. Figure 3.5 illustrates the
behavior for typical scenarios. In Figure 3.5a, 𝜇 is plotted against temperature
for a single valence band with varying Fermi energies. In each case, 𝜇 is shifted
outside the band. This can be understand by looking at the number of electrons
per volume n (see Equation 3.53), which governs the position of the Fermi energy.
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Figure 3.5: Chemical potential 𝜇 versus temperature 𝑇 for (a) a single valence band
for different Fermi energies and (b) a two-band system comprising a valence band and
a conduction band with a band gap of 500K for different ratios of degeneracies 𝛿𝑁21.
The masses of the bands are set to equal values. The dashed gray line in b) shows the
single-band behavior of 𝜇 for comparison.

As the temperature increases, the step-function-like distribution function becomes
less sharp. The asymmetry of the DOS with respect to 𝐸F leads to a decrease of n.
To compensate, 𝜇 increases to enhance the overlap of the selection function with
the DOS. This increase in the chemical potential follows a quadratic trend within
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Figure 3.6: Seebeck coefficient 𝑆 as a function of the temperature 𝑇 for (a) a single
valence band for different Fermi energies 𝐸F and (b) a two-band system consisting
of a valence band and a conduction band with varying ratios of degeneracies 𝛿𝑁21.
The dashed and solid lines refer to Seebeck coefficients calculated with a constant and
temperature-dependent chemical potential 𝜇, respectively.

the band but becomes linear outside. Deep inside the band (as seen with the pur-
ple line in Figure 3.5a, where 𝐸F = −1000K), the temperature dependence of 𝜇
becomes substantially smaller, justifying the approximation of a constant chemical
potential in metals. In Figure 3.5b, the temperature dependence of 𝜇 is depicted
for a two-band system, which includes a valence band and a conduction band with
a 500K band gap. The extent of influence of the conduction band varies with the
degeneracy ratio 𝛿𝑁21. When the bands have equal degeneracies and masses, 𝜇

tends to settle in the middle of the band gap. In cases where the masses of the
bands differ instead of degeneracies, the behavior of the chemical potential follows
a similar trend (see Equation 3.69).

Finally, the consequence of a temperature-dependent 𝜇 on the thermoelectric
properties is discussed. Figure 3.6 presents the Seebeck coefficient versus temper-
ature, both with and without a constant chemical potential, for the two scenarios
depicted in Figure 3.5. In the case of a single valence band, shown in Figure 3.6a,
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the Seebeck coefficient exhibits larger values when considering the temperature de-
pendence of 𝜇. This increase is a result of the shift of the chemical potential towards
the band edge and the consequent decline in bipolar conduction. This difference is
even more pronounced when the Fermi energy 𝐸F is situated close to the band gap.
Figure 3.6b illustrates the Seebeck coefficient for a two-band system with varying
degeneracy ratios 𝛿𝑁21. By incorporating the temperature dependence of 𝜇, the
Seebeck coefficient shows a much sharper peak. This phenomenon is explained by
the dynamic movement of 𝜇. Initially, it shifts towards the band edge at lower
temperatures, followed by a shift away from the edge in either direction (see Fig-
ure 3.5b). Depending on the degeneracies, both the temperature dependence of 𝜇
as well as the contribution of the conduction band to the Seebeck coefficient can
differ substantially, yielding distinct features of 𝑆(𝑇 ). Ultimately, the shift of 𝜇 re-
sults in a significant deviation of the Seebeck coefficient from simple parabolic-band
expectations, particularly at higher temperatures.

In conclusion, it is evident that neglecting the temperature dependence of the
chemical potential, hence approximating 𝜇(𝑇 ) = 𝐸F, can yield substantially incor-
rect parameters for the band structure when the fitting Seebeck data. This effect
is particularly prominent in materials where the Fermi energy is located in the
vicinity of the band gap, a common scenario in the field of thermoelectricity.





4 Algorithm for fitting transport
properties within the
parabolic-band regime

This chapter introduces and discusses a comprehensive tool, specifically designed for
fitting distinct thermoelectric properties, which will be integrated into an openly
accessible software. The fitting algorithm is based on approximating the band
structure with parabolic bands, utilizing equations derived in chapter 3. The tool
excels in fitting the Seebeck coefficient, electrical conductivity and Hall coefficient,
with the flexibility that not all measurement data are mandatory to derive band-
structure information.

As demonstrated in the sections below, the developed tool provides insights into
the underlying band structure and associated scattering processes. Consequently, it
serves as a valuable resource for thermoelectric researchers in need of a convenient
and robust methodology to characterize materials within the parabolic-band regime.

4.1 Mathematical foundation

The experimental data are fitted using the functions derived in the preceding chap-
ter 3. In summary, these are

𝑆 (𝑇 ) =

∑︀n
i=1

1
𝜀i1
𝛿̃︀𝜏i1𝐹𝜆 (𝜂i(𝑇 ))𝑆i (𝑇 )∑︀n

i=1
1
𝜀i1
𝛿̃︀𝜏i1𝐹𝜆 (𝜂i(𝑇 ))

, (4.1)

𝜎(𝑇 ) =
2
√
2𝑒2

𝜋2�3
(𝜆+ 1) (kB𝑇 )

𝜆+1 𝑇 𝛾

n∑︁
i=1

𝑁i

m⋆
i

̃︀𝜏i𝐹𝜆 (𝜂i(𝑇 )) (4.2)
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and

𝑅H(𝑇 ) =
𝜋2�3

𝑒(2kB𝑇 )3/2
2𝜆+ 1

(𝜆+ 1)2

∑︀n
i=1

1
𝜀i1(m⋆

i )
5/2 𝛿̃︀𝜏i21𝐹2𝜆−1/2 (𝜂i(𝑇 ))

[
∑︀n

i=1
1
𝜀i1
𝛿̃︀𝜏i1𝐹𝜆 (𝜂i(𝑇 ))]2

, (4.3)

with

𝑆i (𝑇 ) =
kB

𝑒

[︂
𝜂i − sgn (m⋆

i )
𝜆+ 2

𝜆+ 1

𝐹𝜆+1 (𝜂i(𝑇 ))

𝐹𝜆 (𝜂i(𝑇 ))

]︂
. (4.4)

While the Seebeck coefficient 𝑆, electrical conductivity 𝜎 and Hall coefficient 𝑅H

are all influenced by the shape of the band structure, they also depend on distinct
features, making this set of formulas a robust foundation for gaining significant
insight into the electronic behavior of a material. It is crucial to note that the
formulas mentioned above required the same energy dependence, or 𝜆, of the scat-
tering mechanism. Without this uniformity, the total scattering type, following
Matthiessen’s rule, can not be expressed as 𝜏 ∝ 𝐸𝜆, thereby hindering the use of
Fermi-Dirac integrals.

The reduced chemical potential 𝜂i = sgn (m⋆)(𝜇−𝐸0,i)/kB𝑇 denotes be position
of the chemical potential 𝜇 relative to the band edge 𝐸0,i

3. Furthermore, without
limiting the generality, the position of the first band, fixed as a valence band, is set
to 𝐸 = 0, resulting in 𝐸0,i = 𝐸g,i describing the gap of the ith band with respect to
the first band. Hence, 𝐸g,1 = 0. A visualization of these parameters is presented in
Figure 4.1 for three bands.

In case of n bands and a single dominant scattering mechanism, the Seebeck
coefficient depends on 3n− 2 parameters, the electrical conductivity on 3n param-
eters and the Hall coefficient on 3n − 1 parameters. If two scattering mechanisms
share the same energy dependence but exhibit different temperature dependencies
- e.g. acoustic-phonon and alloy-disorder scattering, which are both considered in
the algorithm (see below) - the scattering time involves two parameters, resulting in
an increased total parameter count of 4n−2, 4n and 4n−1, respectively. Table 4.1
provides a detailed list of the quantities’ dependence on the parameters. Under-
standing that fitting each quantity with the full set of parameters is impractical and
will likely lead to overfitting, the approach discussed in the next section involves
using the quantities to derive different parameters while keeping others fixed.
3 The sign function, determining the sign of the chemical potential within the Fermi integrals,

accounts for the different shape of the density of states for valence and conduction bands.
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Figure 4.1: Visualization of the fit parameters for three bands. The first band is consis-
tently configured as a valence band with the edge positioned at 𝐸 = 0. Each additional
band introduces three parameters for a single dominant scattering mechanism and four
parameters for two scattering mechanisms, namely the gap to the first band 𝐸g,i, the
band mass m⋆

i and the scattering time 𝜏i, the latter depending on the pre-factor of all
concurrent scattering mechanisms, such as acoustic-phonon and alloy-disorder scatter-
ing. Although the degeneracy 𝑁i of the band is another important quantity, its value
is set by the user.

Quantity Parameter Sum
𝐸F 𝐸g m⋆ ̃︀𝜏single ̃︀𝜏double Σsingle Σdouble

𝑆 1 n− 1 n− 1 n− 1 2n− 1 3n− 2 4n− 2

𝜎 1 n− 1 n n 2n 3n 4n

𝑅H 1 n− 1 n n− 1 2n− 1 3n− 1 4n− 1

Table 4.1: Number of parameters on which the quantities 𝑆, 𝜎, and 𝑅H depend on in
case of n bands, provided for the Fermi energy 𝐸F, band gaps 𝐸g, effective masses m⋆,
and scattering time ̃︀𝜏 , considering either a single or two dominant scattering mechanisms
with equal energy dependence.

A final noteworthy point is that the Fermi-Dirac integrals 𝐹j can be expressed
using polylogarithms Lij+1:

𝐹j (x) = −Lij+1

(︀−𝑒−x
)︀
Γ(j + 1) , (4.5)

where Lij is defined as

Lij (x) =
∞∑︁
k=1

xk

kj
, (4.6)
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and

Γ(j) =
1

(j − 1)!
. (4.7)

This formulation allows for the avoidance of numerical integration, significantly
facilitating the computation of these quantities.

4.2 Chemical potential

Within the software used for fitting the Seebeck data, the implementation of 𝜇 (𝑇 )

is performed numerically for each temperature 𝑇i on an evenly spaced grid with
indices i = {0, ...,m}. Instead of using the exact but unsolvable Equation 3.70, it
is more feasible to calculate the chemical potential at the temperature 𝑇i from the
value at the previous temperature 𝑇i−1, employing a linear approximation:

𝜇 (𝑇i) ≈ 𝜇 (𝑇i−1) +
d𝜇

d𝑇
(𝑇i−1)Δ𝑇i , (4.8)

with Δ𝑇i = 𝑇i − 𝑇i−1 and 𝜇 (𝑇0) = 𝐸F. The derivative can be calculated from

d𝜇

d𝑇
= −kB

∑︀n
i=1 (𝛿𝑁i1)

5/2 𝜀
3/2
i1

[︀
3𝐹1/2 (𝜂i(𝑇 ))− 𝜂i 𝐹−1/2 (𝜂i(𝑇 ))

]︀∑︀n
i=1 (𝛿𝑁i1)

5/2 𝜀
3/2
i1 𝐹−1/2 (𝜂i(𝑇 ))

, (4.9)

as was derived in the previous chapter. 𝛿𝑁i1 = 𝑁i/𝑁1 is the ratio of the degeneracy
of the ith to the first band. A visualization of Equation 4.8 is shown in Figure 4.2.

4.2.1 Adding the second derivative of 𝜇 (𝑇 )

In cases where the chemical potential exhibits significant temperature dependence,
a linear extrapolation may lead to inaccuracies, particularly when the temperature
steps Δ𝑇 are substantial (see Figure 4.2). In such situations, accounting for the
second derivative can help to reduce deviations from the actual temperature de-
pendence 𝜇(𝑇 ). The recursive formula of the chemical potential, considering the
second derivative, can be written as

𝜇 (𝑇i) ≈ 𝜇 (𝑇i−1) +
d𝜇

d𝑇
(𝑇i−1)Δ𝑇i +

1

2

d2𝜇

d𝑇 2
(𝑇i−1)Δ𝑇 2

i . (4.10)
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Figure 4.2: Illustration of the recursive calculation of 𝜇 (𝑇 ). The value at 𝑇i is deter-
mined from the value at 𝑇i−1 along with the corresponding slope at that temperature.

This expression takes into account the curvature of 𝜇 (𝑇 ). Similar to the derivation
of d𝜇/d𝑇 , the identity d2n/d𝑇 2 ≡ 0 can be used to derive an equation for d2𝜇/d𝑇 2:

d2n (𝜇 (𝑇 ) , 𝑇 )

d𝑇 2
=

∂2n

∂𝑇 2
+

∂2n

∂𝜇2

d2𝜇

d𝑇 2
+ 2

∂2n

∂𝜇 ∂𝑇

d𝜇

d𝑇
= 0 , (4.11)

d2𝜇

d𝑇 2
= −

(︂
∂2n

∂𝑇 2
+ 2

∂2n

∂𝜇 ∂𝑇

d𝜇

d𝑇

)︂(︂
∂2n

∂𝜇2

)︂−1

. (4.12)

Here, d𝜇/d𝑇 is obtained from the previously defined Equation 3.69. The other
terms are calculated from integrals, which can be written as

∂2n

∂𝑇 2
=

∫︁ ∞

−∞
𝐷 (𝐸)

∂2𝑓 (𝐸, 𝜇, 𝑇 )

∂𝑇 2
d𝐸 , (4.13)

∂2n

∂𝜇2
=

∫︁ ∞

−∞
𝐷 (𝐸)

∂2𝑓 (𝐸, 𝜇, 𝑇 )

∂𝜇2
d𝐸 , (4.14)

and

∂2n

∂𝜇 ∂𝑇
=

∫︁ ∞

−∞
𝐷 (𝐸)

∂𝑓 (𝐸, 𝜇, 𝑇 )

∂𝜇 ∂𝑇
d𝐸 . (4.15)
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The partial derivatives within these integrals can be calculated similar to Equa-
tion 3.60 and Equation 3.61.

4.2.2 Alternative computation method of 𝜇

Instead of determining the temperature dependence of the chemical potential from
its derivative d𝜇/d𝑇 (see Equation 4.9), it can alternatively evaluated using a root-
finding algorithm. Starting with

dn

d𝑇
= 0 (4.16)

it follows for all temperatures:

n(𝑇 ) = n(0) . (4.17)

By inserting the expression for the charge carrier density Equation 3.53, the equa-
tion can be expressed as∫︁ ∞

−∞
𝐷(𝐸)

1

𝑒
𝐸−𝜇
kB𝑇 + 1

d𝐸 =

∫︁ 𝐸F

−∞
𝐷(𝐸)d𝐸 . (4.18)

This equation can not be modified to yield the chemical potential. However, it can
be obtained by finding the minimum of the function

𝑓(𝜇) =
⃒⃒⃒ ∫︁ ∞

−∞
𝐷(𝐸)

1

𝑒
𝐸−𝜇
kB𝑇 + 1

d𝐸 −
∫︁ 𝐸F

−∞
𝐷(𝐸)d𝐸

⃒⃒⃒
(4.19)

=
⃒⃒⃒ ∫︁ ∞

−∞
𝐷(𝐸)

1

𝑒
𝐸−𝜇
kB𝑇 + 1

d𝐸 − (2m⋆)3/2

3𝜋2�3
𝐸

3/2
F

⃒⃒⃒
. (4.20)

Depending on the number of bands and temperature steps, either of the two
presented approaches can require less computation time.

4.3 Fitting process

The fitting procedure involves an iterative fitting of all provided measurement quan-
tities. While the chemical potential theoretically depends on the ratio of degen-
eracies 𝛿𝑁, attempting to derive its value from fitting either quantity proved chal-
lenging. The dependence on the degeneracy ratio was found to be insufficiently
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Figure 4.3: Flow chart of the fitting procedure, depicted for the case of two parabolic
bands with consideration of both acoustic-phonon and alloy-disorder scattering. The
algorithm alternately fits the Seebeck coefficient and electrical resistivity, obtaining band
structure (𝐸F, 𝜀21 and 𝐸g,2) and scattering parameters (̃︀𝜏ph,1, ̃︀𝜏dis,1, ̃︀𝜏ph,2 and ̃︀𝜏dis,2),
until the demanded convergence is reached. Then, the Hall coefficient is fitted in a
single step which yields the band masses m⋆

1 and m⋆
2.

determined, resulting in degenerate results. Therefore, it is necessary to manually
input the degeneracies of the bands before the fitting procedure.

The fitting process is illustrated in Figure 4.3 for the scenario of two bands. Ini-
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tiated by fitting the Seebeck coefficient, the band structure parameters - namely
the Fermi energy 𝐸F, the band gap 𝐸g,2 and the relative mass 𝜀21 are obtained.
This yields comprehensive information about the band structure, excluding degen-
eracies and actual band masses. Throughout the Seebeck coefficient fitting, the
temperature-dependent ratio of scattering times 𝛿 ̃︀𝜏21 is kept fixed, starting with
𝛿 ̃︀𝜏21 = 1 in the initial iteration. Notably, in cases where only one type of scattering
dominates the system, all temperature dependencies of that specific scattering type
cancel out of the total Seebeck coefficient. Only the factor 𝛿̃︀𝜏i1/𝜀i1 remains as a
fitting parameter (see Equation 4.1). However, in scenarios involving two distinct
scattering mechanisms, the varying temperature dependencies prevent such sim-
plifications. For instance, the scattering time resulting from acoustic-phonon (ph)
and alloy-disorder (dis) scattering is given by:

𝜏 =
1

1
𝜏ph

+ 1
𝜏dis

=
̃︀𝜏ph̃︀𝜏dis̃︀𝜏ph + ̃︀𝜏dis𝑇

(m⋆)−3/2𝐸−1/2 (4.21)

Once the characteristic features of the band structure are extracted from the See-
beck coefficient, the electrical resistivity is fitted to reveal insights into the dominant
scattering mechanisms. While electron-electron and ionized-impurity scattering can
be significant in materials, particularly at lower temperatures, their distinct energy
dependence complicates their simultaneous implementation with acoustic-phonon
scattering, which is commonly dominant at higher temperatures. Consequently, the
fit is limited to acoustic-phonon and alloy-disorder scattering, aiming to describe
the behavior of the majority of systems. It is worth noting that the algorithm
inherently provides the flexibility to neglect one type of scattering by adjusting
its strength relative to the other, ensuring a description of the electrical resistivity
with a single dominant scattering mechanism.

Following the resistivity fit, both steps are reiterated until convergence is achieved.
Convergence is reached when all fit parameters of the Seebeck coefficient and elec-
trical resistivity exhibit changes of no more than 0.1% compared to the previous
iteration. This preset value can, however, be adjusted by the user.

Ultimately, the Hall coefficient data are fitted to deduce the band masses of
each band. Given that the ratio of masses is already obtained from the Seebeck
coefficient, only one fit parameter remains.
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Quantity Parameter Sum
𝐸F 𝐸g m⋆ ̃︀𝜏single ̃︀𝜏double Σsingle Σdouble

𝑆 1 n− 1 n− 1 0 0 2n− 1 2n− 1

𝜎 0 0 0 n 2n n 2n

𝑅H 0 0 1 0 0 1 1

Table 4.2: Number of fit parameters for the quantities 𝑆, 𝜎 and 𝑅H in case of n bands,
provided for the Fermi energy 𝐸F, the band gaps 𝐸g, the effective masses m⋆ and the
scattering time ̃︀𝜏 , considering either a single or two dominant scattering mechanisms
with equal energy dependence.

The distribution of fit parameters among the three thermoelectric quantities is
not unique. For instance, the relative effective mass 𝜀i1 can be derived from the
Hall coefficient together with the band masses, while the mass ratio is held constant
in the Seebeck fit. Despite this flexibility, the presented approach offers several
advantages:

1. The Hall coefficient proved to be the most challenging quantity to describe
accurately. Therefore, it is excluded from the fitting iteration and employed
only afterwards to obtain the band masses and assess the quality of the fit.

2. While all quantities depend on more or less the same parameters (see Ta-
ble 4.1), the Seebeck coefficient exhibits the strongest dependence on the
band structure, whereas the electrical resistivity is more influenced by the
scattering parameters.

3. For broad applicability, the fit prioritizes the Seebeck coefficient and electri-
cal conductivity. Given that common thermoelectric measurements typically
involve these two quantities rather than the Hall coefficient, this approach en-
sures the extraction of all crucial parameters except the explicit band masses.

The number of parameters obtained from each thermoelectric quantity is pre-
sented in Table 4.2.

For the fit to converge successfully and find the set of parameters minimizing
the error between experimental and predicted values, an effective initial guess is
crucial. This necessitates setting the relative band masses 𝜀, band gaps 𝐸g and
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Fermi energy 𝐸F to values closely approximating the true parameters. The specific
error range varies across variables and different systems, making it challenging to
provide exact numbers.

Although the software permits users to manually adjust values and fine-tune
theoretical curves (as discussed later), understanding the behavior of all parameters,
particularly for less experienced users, can be time-consuming. To expedite the
process of finding close initial values, a neural network has been trained using
an artificially generated dataset comprising Seebeck coefficients and corresponding
band structures. Further details regarding the training and architecture of the
network can be found in Appendix D.

4.4 Example

To elucidate the procedure further, the Seebeck coefficient, electrical resistivity
and Hall coefficient of of Fe2VAl1–xSix , with x = 0.025, 0.05 and 0.1, were both
measured and subjected to fitting. The outcomes are depicted in Figure 4.4. The
obtained experimental data align with previously reported results [111, 163]. The
substitution of Al with Si induces a rigid-band shift of the Fermi energy into the
conduction band, resulting in a sign reversal of the Seebeck coefficient, coupled with
a decrease in electrical resistivity. Various theoretical calculations have suggested a
small negative or positive indirect band gap between the Γ and the 𝑋 point, with
both bands having an equal degeneracy of 3 [164–167]. Consequently, the ratio of
degeneracy, 𝛿𝑁21, is set to 1.

In Figure 4.4, the light and dark lines depict the modeled properties after the
first and final iteration, respectively. The fitted curves of the Seebeck coefficient
and electrical resistivity closely align with the experimental data. However, the
Hall coefficient fit is relatively inaccurate, especially for the x = 0.025 sample. This
discrepancy arises from only one parameter being available for fitting 𝑅H. It was
observed that the Hall coefficient often requires a different set of band structure
parameters when fitted alongside additional parameters. While this issue remains
unresolved at the time of writing, a more robust treatment of the Hall coefficient
is planned until publication of the software.

Although the lines align closely with each other, the parameters exhibit substan-
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Figure 4.4: Temperature-dependent a) Seebeck coefficient 𝑆, b) electrical resistivity 𝜌

and c) Hall coefficient 𝑅H of different Fe2VAl1–xSix samples. The symbols are experi-
mental data, interpolated on an equidistant grid, while the lighter and darker line show
the fit of the first and final step, respectively.

tial variation between the steps, as presented in Figure 4.5. In Fe2VAl, a second,
heavy conduction band is situated approximately 0.4 eV above the valence band
[50]. The presence of this band is expected to impact the obtained parameters
when the Fermi energy is shifted to higher energies.

The band structure parameters - 𝜀21, 𝐸g and 𝐸F - follow the expected behavior.
Since neither aluminum nor silicon exhibits states near the Fermi energy in Fe2VAl,
the substitution of Al with Si does not influence the band masses. However, as 𝐸F

shifts to higher energies, the heavy conduction band’s contribution increases, lead-
ing to a higher effective mass ratio. Additionally, the band gap remains unaltered
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upon substitution with Si, indicating the independence of 𝐸g from x. Neverthe-
less, as the Fermi energy shifts into the conduction band, part of the conduction
band lies below 𝐸F, resulting in a smaller average gap in the two-band descrip-
tion. Finally, the Fermi energy increases as anticipated. This change is visualized
with respect to the band gap, as alternations in the band gap automatically shift
the Fermi energy to maintain charge neutrality. The obtained band structure is
obtained in Figure 4.5d.

The scattering times offer further insights into the dominant scattering processes.
For x = 0.025 and 0.05, identical acoustic-phonon scattering times are obtained,
while the values sharply increase for x = 0.1, indicating a shift in the dominant
scattering mechanism toward alloy-disorder scattering. A closer examination of
Figure 4.5g and Figure 4.5h reveals that alloy-disorder scattering becomes the dom-
inant process in the valence band, while the opposite behavior is observed in the
conduction band. Considering the increasing amount of disorder upon substitution
with Si, an enhancement of alloy-disorder scattering is not unlikely.

4.5 Software

The fitting algorithm is encapsulated within a publicly available software, written
in Python. As of submission date of this thesis, the software is in the final stages
of completion. The figures and details presented below reflect the current status.
Any variations in notation, colors or arrangement of graphs are attributed to col-
laborative efforts among several programmers and will be standardized before the
final release.

4.5.1 Experimental data

Experimental data must be supplied in ASCII data files (e.g. „.txt“, „.dat“, etc.), or-
ganized in x-y columns. The first column should represent temperatures in Kelvin,
while the second column should contain the Seebeck coefficient, electrical resistivity
or Hall coefficient in SI units. The choice of units aims to prevent errors stemming
from unit confusion. While it is not mandatory to provide all properties within the
same temperature range or with identical temperature spacing, a sparse grid may
compromise the fit’s accuracy.
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Upon importing, the data are interpolated onto an equidistant grid. This not
only facilitates the fitting process by using a limited number of data points but also
enables the initial prediction by the neural network, which is trained on a specific
temperature grid.

Supplying data for the Seebeck coefficient is mandatory to utilize the fit algo-
rithm, as band structure information is derived from these data. The other two
properties are optional and determine the obtained information (see below).

4.5.2 Different models and modes

The fit can be executed using either one, two or three parabolic bands, with the
number of bands determining the fit parameters. However, careful analysis of the
results is essential, as a unique solution is not guaranteed for three bands depending
on the measurement data. Additionally, the required number of bands to describe
the data depends on the temperature range. The single-parabolic-band model might
suffice for lower temperature, while two or three bands may be necessary at elevated
temperatures. Due to the significantly increased parameter space for three bands,
the neural network is trained only for one and two bands. Therefore, the user needs
to manually adjust the values before fitting the data.

The current software plan incorporates an automatic selection of the fitting mode
based on the number of quantities imported by the user. The simplest mode in-
volves fitting only the Seebeck coefficient and obtaining information about the band
structure, including 𝜀i1, 𝑔𝑎pi and 𝐸F. If, additionally, data on the electrical resis-
tivity are imported, information about the scattering parameter is obtained. The
last mode encompasses a complete fit of all three properties to further yield the
absolute masses of all bands.

4.5.3 User interface

The application’s user interface offers several options to the user, including the
choice of the number of bands and the mode (if not already limited by the quantities
imported). Additionally, the user can manually adjust the fit parameters while
observing the changes through a graphical visualization. Figure 4.6 illustrates the
Seebeck-only mode, utilizing the two-parabolic-band model. The top toolbar shown
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Figure 4.6: User interface of the fitting software, displaying the Seebeck-only mode with-
out electrical resistivity and Hall coefficient, utilizing the two-parabolic-band model. The
labeled areas include: (1) Toolbar for general settings and toggling between single-, two-
and three-parabolic-band models; (2) button to initiate the fitting process; (3) manu-
ally adjustable effective mass 𝜀21, band gap 𝐸g and Fermi energy 𝐸F; (4) parameters
derived from the fit; (5) graph depicting experimental data (gray), the Seebeck coef-
ficient calculated from user-entered values (red) and the Seebeck coefficient obtained
from the fit (green); (6) visualization of the band structure, illustrating the valence
band (blue), the conduction band (green) and the Fermi energy (red); (7) manually
adjustable degeneracies of both bands.

on top of the application’s window provides buttons to switch between models with
a different number of bands. Upon importing the Seebeck coefficient data, the
interpolated data are displayed graphically, along with an initial estimation from
the neural network. Users can modify fit parameters using sliders or by directly
entering values into text fields, with predefined upper and lower boundaries for the
parameters. Advanced settings allow users to customize these boundary values.
Additionally, users can change the degeneracies of the bands, with the degeneracy
ratio initially set to 1.
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Figure 4.7: User interface of the fitting software, presenting the comprehensive fit of the
Seebeck coefficient, electrical resistivity and Hall coefficient within the two-parabolic-
band model. The figure excludes the fit results. the labeled areas include: (1) Buttons
for importing measurement data of all three quantities; (2) manually adjustable masses
of the valence and conduction band, m⋆

1 and m⋆
2, band gap 𝐸g and Fermi energy 𝐸F;

(3) chemical potential, (4) electrical resistivity, (5) Hall coefficient and (6) Seebeck
coefficient graph, illustrating the experimental data (green line) and values obtained
from the set parameters; (7) manually adjustable values of the deformation potentials
Ξph,1 and Ξph,2.

Once the estimation roughly aligns with the experimental data, users can execute
the fit process by pressing the corresponding button. After a short processing time,
dependent on the precision of the initial guess, the mode, the number of bands, and
the user’s computer hardware, the best fit is displayed in the graph as a green line.
The obtained parameters are highlighted next to the graph, and the corresponding
band structure is presented on the right-hand side. Ultimately, users can export
the fit parameters along with the temperature-dependent Seebeck coefficient.

Another setting for fitting all three quantities is depicted in Figure 4.7. At the
time this picture was captured, the fit was not integrated into the user interface,
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and hence, it is not shown. Similar to the Seebeck-only fit window illustrated in
Figure 4.6, users can manually adjust the band parameters for an initial approx-
imation of the experimental data. Since three quantities are concurrently consid-
ered, the number of parameters and the corresponding phase space are significantly
larger. Depending on the material’s complexity, this may require substantial a
priori knowledge about the parameters.





5 Thermoelectric performance of
multi-material systems

The properties of a single material are well defined (e.g. the resistivity is deter-
mined via the measured resistance and the geometry). However, when dealing with
systems composed of multiple phases or materials, describing their properties be-
comes more complex. Microscopic quantities are typically defined for homogeneous
materials, thus applying the mean value of the quantity across the entire volume
can lead to a distorted understanding of performance, as this chapter will illustrate.
Moreover, the contributions of individual constituents to the overall properties may
be either overestimated or underestimated, potentially leading to errors. This issue
is particularly critical in film-substrate systems, where the dimensions and thermo-
electric properties of the substrate are occasionally overlooked.

In this chapter, common pitfalls in the field of thermoelectricity are discussed via
two scenarios. First, the impact of the substrate on the measured performance of a
film-substrate system is investigated [168]. It will be demonstrated that neglecting
the substrate’s contribution without justification can result in substantially over-
estimated results, provided the substrate meets certain criteria. Following this,
the performance of a serial connection of two materials is calculated, with a par-
ticular emphasis on thermoelectric-metal composites [169]. When compared to
the performance of the thermoelectric material on its own, the microscopic ther-
moelectric quantities exhibit extraordinary performances, although this increase
is not reflected in the macroscopic quantities. The results are then extended to
composites in general and it will be concluded that microscopic properties, like
the power factor, are inadequate for describing the thermoelectric performance of
such systems. In turn, error-resistant quantities and proper approaches to prevent
misinterpretations are presented.
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5.1 Thermoelectric performance of a parallel

film-substrate system

Unlike bulk materials, the common preparation of films, i.e. the deposition on a
mechanically much more stable substrate, does not allow to measure them inde-
pendently but only together with the underlying substrate. This problem can yield
substantial modifications in the measured properties due to the usually apparent
mass and volume difference between film and substrate. The substrate can influ-
ence the measurement of various quantities of the film like mechanical properties
[170, 171], magnetism [172], Seebeck coefficient [173, 174] as well as electrical and
thermal conductivity. This has lead to the development of sophisticated measure-
ment techniques, suitable to distinguish between the individual contributions, like
nanoindentation to determine the elastic modulus and hardness of thin films [175]
or the 3𝜔 method for measuring the thermal conductivity [176]. Other properties,
such as the Seebeck coefficient, can not be measured solely for the film and thus
need to be interpreted with care to yield the film’s properties. However, aside from
deducting the contribution of the substrate, the simultaneous measurement of both
properties can apparently yield enhanced performances. In recent years, several
works reported an substantially improved thermoelectric performance of thin films
due to an beneficial contribution of the substrate on the measured properties.

Yordanov et al. reported an significantly enhanced Seebeck coefficient in Ca3Co4O4

thin films deposited on SrTiO3 and LaAlO3 substrates using pulsed laser deposition,
compared to the bulklike values obtained on [LaAlO3]0.3 – [Sr2AlTaO6]0.7, LaSrAlO4

and MgO substrates [174]. They attributed the enhancement of the total Seebeck
coefficient 𝑆t to contributions from the substrates and the interface layer using the
well-known formula

𝑆t =

∑︀
i 𝑆i𝜎i𝑑i∑︀
i 𝜎i𝑑i

, (5.1)

where 𝜎i is the electrical conductivity, 𝑑i the thickness and i denotes the film, the
interface layer, and the substrate, respectively. According to the authors, oxygen
incorporations into the substrate above 723K significantly decrease its resistivity,
thus increasing the contribution to 𝑆t. Under the assumption that the electric cur-
rent only flows through the film, the electrical conductivity was calculated, revealing
a power factor above 1.5mWm−1K−2 on SrTiO3 at 993K.
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Shimizu et al. found an enhancement of the Seebeck coefficient from 3.8µVK−1

to −454µVK−1 at 200K in FeSe films on SrTiO3 by reducing the thickness to 1 nm
[177]. The authors attributed the enhancement to a transition of the DOS from
a three-dimensional to a two-dimensional behavior and ruled out any influence
of the substrate due to the screening nature of the metallic film as well as the
formation of a Schottky barrier between the layers. Together with a small resistivity,
calculated using only the film’s thickness, they achieved a record high power factor
of 1300mWm−1K−2 at 50K and 26mWm−1K−2 at room temperature.

Zhang et al. reported a power factor of 1.78mWm−1K−2 at 700K in MoO2+x

on a Si substrate, being around 42 times larger than the values obtained from the
same film on a quartz substrate [178]. This behavior was ascribed to an increased
crystallinity on Si, as indicated by the XRD pattern, and a contribution of the
substrate to the measured properties. Subsequently, a further increase of the power
factor to 12.5mWm−1K−2 at 668K was reported by reducing the thickness of the
film from 700 nm to 130 nm [179].

Apart from film-substrate systems, Byeon et al. found extreme values of the figure
of merit z𝑇 ≈ 471 in Cu2Se, when a large vertical temperature gradient was applied,
in addition to the horizontal one used to measure the thermovoltage [180, 181]. The
vertical temperature difference inside the material (≈ 40K), perpendicular to the
measurement of the Seebeck coefficient,28 causes a structural phase transition at
the hotter side. The authors concluded that both an extraordinary large Seebeck
coefficient associated with the low-temperature phase, and the low electrical re-
sistivity of the high-temperature phase, are measured simultaneously, leading to a
very high power factor. A large value of z𝑇 ≈ 20 was also found in Ag2S by the
same group under the same conditions and interpreted in a similar manner [182].

In contrast, Bergman et al. mathematically derived that the total power factor
and figure of merit of a two-material composite are worse than those of the better
material when property-changing interactions are neglected [183, 184]. Further-
more, Alvarez-Quintana obtained a reduction of the thermoelectric figure of merit
for a parallel setup of a film-substrate system due to heat and current flow through
the latter. The degree of reduction was found to be dependent on the ratio of the
thickness of the substrate to the thickness of the film [185].

To elucidate the physics behind the seemingly beneficial contribution of the sub-
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strate reported multiple times, the thermoelectric behavior of multi-layer systems is
investigated from a theoretical point of view, utilizing an equivalent electric-circuit
model. It is important to note that the following derivations fully neglect effects
such as diffusion, energy filtering, confinement, lattice distortion, epitaxial growth,
charge transfer or others, which can additionally modify the layers’ properties and
may contribute to some of the cases reported above. The model presented be-
low only considers the interplay of the single properties of each layer to the total
performance.

5.1.1 Analysis of the thermoelectric properties

When a temperature gradient is applied parallel to the surface of a film, all layers,
including the substrate, are effected as well. In order to allow for a proper evaluation
of the measured performance, all individual quantities and potential contributions
need to be considered accurately. Each layer in a multi-layer system comprises
electrical and thermal resistances, and a voltage 𝑈 = −𝑆Δ𝑇 that is proportional
to the material’s Seebeck coefficient 𝑆. Here, an equal temperature difference is
assumed for all layers. For the purpose of calculating the overall Seebeck coefficient
and electrical and thermal conductivity, the parallel system can be modeled by an
electric circuit with voltage sources and internal electrical resistances. A common
scenario of this type is a film deposited on a substrate, as shown in Figure 5.1a. To
focus on the contribution of the substrate, the model neglects a potential interface
layer between film and substrate as well as effects altering the properties of either
layer, most importantly diffusion, although they can be considered by modifying
the individual quantities.

The interface connections in Figure 5.1a divide the circuit into smaller subcir-
cuits. The subvoltages cause circular currents flowing through the surface and the
nearest interface connection, as alternative paths have higher resistances. As a re-
sult, opposing interface currents from neighboring circuits cancel out each other,
leading to the net current 𝐼circ only flowing through the edge of the interface (see
Appendix B for further details). To fully describe the system it is therefore sufficient
to only connect the layers at both ends, as shown in Figure 5.1b.
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Figure 5.1: (a) Electric circuit modeling the film-substrate system without an interface
layer. Each layer consists of a voltage source 𝑈i =

∑︀
Δ𝑈i and an electrical resistance

𝑅i =
∑︀

Δ𝑅i, with i = {f, s} denoting the film and the substrate, respectively. The
voltage difference leads to circular currents 𝐼circ, altering the measured Seebeck coeffi-
cient. (b) Simplified model without the inner connections between film and substrate.
The resistance is measured by applying an external current 𝐼. Reproduced from Ref.
[168].

Power factor

When measuring electrical resistance and thermovoltage, film and substrate form a
parallel system. Without considering the chemical interaction at the interface, the
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total resistance 𝑅t can thus be written as

𝑅t =
𝑅f𝑅s

𝑅f +𝑅s
, (5.2)

with 𝑅f and 𝑅s being the resistance of the film and the substrate, respectively. 𝑅f

is therefore calculated as

𝑅f = (1 + 𝜀𝜎)𝑅t , with 𝜀𝜎 :=
𝑅t

𝑅s −𝑅t
=

𝑅f

𝑅s
, (5.3)

in which 𝜀𝜎 is the ratio of the resistance of the film to the resistance of the substrate
and determines the influence of the substrate on the total Seebeck coefficient and
electrical conductivity of the system, as shown below.

Unlike the resistance, the thermovoltage is measured in open-circuit conditions.
In order to understand the effect of the combined layers on the Seebeck coefficient,
a modification of the entire thermovoltage due to the short-circuiting of the two
materials needs to be taken into consideration. The circular current arising in the
film-substrate system when a temperature gradient is present along the surface
changes the measured thermovoltage due to the potential drop at the resistor.
Applying Kirchhoff’s law, the value of the current is obtained:

𝐼circ =
𝑈s − 𝑈f

𝑅f +𝑅s
. (5.4)

Thus, the measured voltage 𝑈t and Seebeck coefficient 𝑆t can be calculated as

𝑈t = 𝑈f + 𝐼circ𝑅f

=
𝑈f𝑅s + 𝑈s𝑅f

𝑅s +𝑅f

(5.5)

and

𝑆t =
𝑆f𝑅s + 𝑆s𝑅f

𝑅s +𝑅f
, (5.6)

where 𝑈f, 𝑈s and 𝑆f, 𝑆s are the voltage and the Seebeck coefficient of the film and
the substrate, respectively. As film and substrate usually have the same surface
dimensions, Equation 5.6 can be rewritten in accordance to Equation 5.1 as

𝑆t =
𝑆f𝜎f𝑑f + 𝑆s𝜎s𝑑s

𝜎f𝑑f + 𝜎s𝑑s
, (5.7)
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with the electrical conductivity 𝜎f, 𝜎s and the thickness 𝑑f, 𝑑s of the film and
the substrate, respectively. For a multi-layer system (e.g. a film-substrate system
containing interface layers) the setup can be modified by adding additional parallel
voltage sources with internal resistances. This yields the more general expression
for the total Seebeck coefficient of a system with i layers,

𝑆t =

∑︀
i 𝑆i𝐺i∑︀
i 𝐺i

, (5.8)

with i denoting the different layers and 𝐺i = 1/𝑅i being the electrical conductance.
For equal surface dimensions of every layer, a common scenario in film fabrication,
the equation above simplifies to Equation 5.1. This formula is frequently used to
calculate the influence of the substrate and/or interface layer on the total Seebeck
coefficient.

Inserting Equation 5.3 into Equation 5.6 gives the total Seebeck coefficient of a
two-layer system in dependence of the weighting parameter 𝜀𝜎:

𝑆t (𝜀𝜎) =
𝑆f + 𝜀𝜎𝑆s

1 + 𝜀𝜎
. (5.9)

Considering this formula, the contribution of the substrate only depends on the
parameter 𝜀𝜎 and the total Seebeck coefficient has the according limits

𝑆t =

⎧⎨⎩𝑆f for 𝜀𝜎 = 0

𝑆s for 𝜀𝜎 → ∞
. (5.10)

For 𝜀𝜎 = 0, the resistance of the substrate is diverging, thus the Seebeck coefficient
of the film is measured. This is the case of an entirely insulating substrate like
glass. On the other hand, for an insulating film or metallic substrate (𝜀𝜎 → ∞),
the Seebeck coefficient of the substrate is measured. For all other values of 𝜀𝜎, the
total Seebeck coefficient lies between those of the individual layers due to the arising
current, which aligns the single Seebeck coefficients. When 𝑆s > 𝑆f, however, 𝑆t can
be larger than 𝑆f, which can lead to misinterpretations when no careful analysis of
the absolute value of 𝜀𝜎 is performed beforehand. In the usual case of equal surface
dimensions of film and substrate, 𝜀𝜎 can be rewritten as

𝜀𝜎 =
𝜎s𝑑s

𝜎f𝑑f
, (5.11)
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Figure 5.2: Calculated total a) Seebeck coefficient 𝑆t, b) electrical conductivity 𝜎t and
c, d) power factor 𝑃𝐹t of a film-substrate system for different values of the individual
Seebeck coefficient and electrical conductivity, using the equations derived in the text.
The dash-dotted lines show the wrong conductivity and the power factor obtained
by using the thickness of the film to calculate the conductivity from the measured
resistance. The power factor is shown for different values of 𝛽 =

√︀
𝜎f/𝜎s and equal (c)

as well as opposite (d) signs of the Seebeck coefficients. The values approach those of
the film and the substrate for 𝜀𝜎 = 0 and 𝜀𝜎 → ∞, respectively. The inset in d) shows
𝑃𝐹 in the vicinity of the zero for 𝛽 = 5 (black line) and 80 (green line). Reproduced
from Ref. [168].

and only depends on the individual electrical conductivities and thicknesses.

Figure 5.2a shows 𝑆t as a function of 𝜀𝜎 for different combinations of the Seebeck
coefficient of the film, 𝑆f = {−50µVK−1,+50µVK−1}, and the substrate, 𝑆s =

{−500µVK−1,−1000µVK−1}. Here, the values and signs are arbitrarily chosen
but mirror the fact that the substrate is usually a semiconductor or insulator with
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large Seebeck coefficient. The influence of the substrate would further be similar
for positive Seebeck coefficients. Notably, 𝑆t shows the strongest 𝜀𝜎 dependency
around 𝜀𝜎 = 1, when the resistances of film and substrate become comparable.

Since the thermoelectric properties depend on the film as well as the substrate,
both need to be considered when calculating the overall power factor 𝑃𝐹t = 𝑆2

t 𝜎t

of the system. In order to be able to compare the power factor of film-substrate
systems with bulk materials, the total thickness (𝑑t = 𝑑f + 𝑑s) must be used to
calculate the total electrical conductivity, as long as no better assumption about
the penetration depth of the current into the substrate can be made. This means
that the total electrical conductivity (see Figure 5.2b) is given from Equation 5.3
as

𝜎t (𝜀𝜎) = (1 + 𝜀𝜎) 𝜎f
𝑑f

𝑑t

=
(1 + 𝜀𝜎) 𝜎s𝜎f

𝜎s + 𝜀𝜎𝜎f
(5.12)

with the limits

𝜎t =

⎧⎨⎩𝜎f for 𝜀𝜎 = 0

𝜎s for 𝜀𝜎 → ∞
. (5.13)

Similar to the the total Seebeck coefficient, the electrical conductivity of the film
and substrate is measured for 𝜀𝜎 = 0 and 𝜀𝜎 → ∞, respectively. On the other hand,
if only the thickness of the film is used for calculating the electrical conductivity
from the measured resistance (𝑑t = 𝑑f), as is usually done, one obtains

𝜎wrong
t (𝜀𝜎) = 𝜎f (1 + 𝜀𝜎) . (5.14)

It can be seen that for Equation 5.14, the total conductivity diverges (𝜎t → ∞) if
the thickness of the film approaches 0 (𝜀𝜎 → ∞). Thus, Equation 5.14 is only a
good approximation for small values of 𝜀𝜎, when either the film is sufficiently thick
or the resistivity of the substrate is appropriately large compared to the resistivity
of the film, meaning that the substrate is absolutely insignificant for electrical
transport. The reason for the divergence of conductivity as the thickness of the film
approaches zero is relatively straightforward. The calculated conductivity of a single
material, obtained from the measured conductance, remains constant regardless of
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its dimensions. However, in the case of a two-layer setup, where both layers make a
significant contribution to conduction, the measured conductance does not decrease
at the same rate as the thickness of one of the layers. As a result, as one layer
becomes thinner, the error in the calculation becomes larger, ultimately leading to
seemingly infinite conductivity when the thickness of the film becomes zero, since
the conductance is still finite as current is passing through the other layer.

Using Equation 5.9 and Equation 5.12, a more robust and general expression for
the power factor of film-substrate systems can be derived (see Figure 5.2c):

𝑃𝐹t (𝜀𝜎) =
𝑆2

f + 2𝜀𝜎𝑆f𝑆s + 𝜀2𝜎𝑆
2
s

(𝜎s + 𝜀𝜎𝜎f) (1 + 𝜀𝜎)
𝜎s𝜎f , (5.15)

with the limits

𝑃𝐹t =

⎧⎨⎩𝑆2
f 𝜎f = 𝑃𝐹f for 𝜀𝜎 = 0

𝑆2
s 𝜎s = 𝑃𝐹s for 𝜀𝜎 → ∞

. (5.16)

𝑃𝐹f and 𝑃𝐹s are the power factors of the film and the substrate, respectively.
Equation 5.15 can also be rewritten in terms of the individual power factors:

𝑃𝐹t (𝜀𝜎) =

(︁√
𝑃𝐹f + 𝜀𝜎𝛽 sgn

(︁
𝑆f
𝑆s

)︁√
𝑃𝐹s

)︁2

(1 + 𝜀𝜎𝛽2) (1 + 𝜀𝜎)
, (5.17)

with 𝛽 =
√︀
𝜎f/𝜎s being a material-dependent parameter. Notably, for 0 < 𝜀𝜎 < ∞

the total power factor is always smaller than the larger power factor of the two
single materials (see Figure 5.2c and Figure 5.2d). This shows that combining the
Seebeck coefficient and electrical conductivity of the film and the substrate can
never improve the total thermoelectric performance, but only deteriorate it. The
sign function accounts for the possibility of Seebeck coefficients of different signs of
the film and the substrate. In this case, the total power factor becomes zero at a
certain 𝜀𝜎 when the individual thermovoltages cancel each other out. Qualitatively,
the signs of the single Seebeck coefficients does not change the overall behavior.

On the other hand, wrongly neglecting the current passing through the substrate
and hence using Equation 5.14 leads to a total power factor of

𝑃𝐹wrong
t (𝜀𝜎) =

(︁√
𝑃𝐹f + 𝜀𝜎𝛽 sgn

(︁
𝑆f
𝑆s

)︁√
𝑃𝐹s

)︁2

1 + 𝜀𝜎
, (5.18)
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which always will result in power factors larger than that of the film alone for
0 < 𝜀𝜎 < ∞ in case of equal signs of the Seebeck coefficients. For opposing signs,
the total power factor is still always overestimated but can adopt values below 𝑆f

(see Figure 5.2d and the inset therein).
It is worth point out that this model, as it currently stands, is only quantitatively

applicable to thick films. For thinner films, though the influence of the substrate
increases even further, the impact of interface layers can modify the overall be-
havior significantly. Thus, the derived equations can not be used to accurately
calculate the total performance without taking this into consideration by either
using Equation 5.8 instead of Equation 5.9 or adjusting the values of the individual
properties.

Figure of merit

The thermal conductivity can be measured without a distorting influence of the
substrate using e.g. the 3𝜔 method [176] or picosecond laser flash or thermore-
flectance method [186, 187]. In addition to that, the influence of the substrate on
the total thermal conductance is usually handled more cautiously due to the high
thermal conductivity of many commonly used substrates like Si, MgO or SrTiO3.
Consequently, the thermal conductivity is less prone to misinterpretations.

Because of the similarity between thermal and electrical conduction, the deriva-
tion steps of the total thermal conductivity are similar to the electrical conduc-
tivity. Based on Equation 5.12, the thermal conductivity of the simple system of
non-interacting film and substrate is

𝜆t (𝜀𝜆) =
(1 + 𝜀𝜆)𝜆s𝜆f

𝜆s + 𝜀𝜆𝜆f
, (5.19)

with 𝜆f and 𝜆s being the thermal conductivity of the film and the substrate, re-
spectively, and

𝜀𝜆 =
𝜆s𝑑s

𝜆f𝑑f
(5.20)

denoting the contribution of the substrate to the thermal conduction. Once more,
the total thermal conductivity has the limits

𝜆t =

⎧⎨⎩𝜆f for 𝜀𝜆 = 0

𝜆s for 𝜀𝜆 → ∞
(5.21)
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and lies between the individual thermal conductivities for all other values.
Combining Equation 5.15 and Equation 5.19, the total figure of merit z𝑇t of the

film-substrate system can be written as

z𝑇t =
𝑃𝐹t

𝜆t
𝑇 =

(︁√
z𝑇f +

√
𝜀𝜎𝜀𝜆 sgn

(︁
𝑆f
𝑆s

)︁√
z𝑇s

)︁2

(1 + 𝜀𝜎) (1 + 𝜀𝜆)
, (5.22)

with the value of the film z𝑇f and the substrate z𝑇s. The total figure of merit can
only have values between that of the film and the substrate, but never exceed the
performance of the better layer. If, on the other hand, z𝑇t is calculated from the
thermal conductivity of the film 𝜆f and the wrong power factor from Equation 5.18,
a wrong value is obtained:

z𝑇wrong
t =

𝑃𝐹wrong
t

𝜆f
𝑇 =

(︁√
z𝑇f +

√
𝜀𝜎𝜀𝜆 sgn

(︁
𝑆f
𝑆s

)︁√
z𝑇s

)︁2

(1 + 𝜀𝜎) (1 + 𝜀𝜆)
. (5.23)

Again, for same signs of the single Seebeck coefficients, the figure of merit always
exceeds that of the film.

The results clearly show that despite an increased Seebeck coefficient or electri-
cal conductivity due to the contribution of the substrate may look beneficial, the
thermoelectric performance can never be enhanced solely by the combination of
the individual properties. This of course is only apparent if the influence of the
substrate is considered when calculating the electrical conductivity. Otherwise, the
power factor and figure of merit can attain wrong values beyond that of the film.

While these results were derived for a film-substrate system, they are valid for
any two-layer and multi-layer system in general, since no specific assumption about
the layers were made. This means that a set of parallel layers will always have
worse thermoelectric properties than the best-performing layer. However, it has to
be emphasized that this does not exclude the possibility of an enhancement of the
thermoelectric film performance with respect to the bulk material, e.g. through a
substrate-induced change of the crystal structure [49].

5.1.2 Comparison with experimental data

To validate the formulas derived above, the Seebeck coefficient in Equation 5.9 is
compared with experimental data from literature, where an influence of a conduc-
tive substrate on the overall properties is reported. Figure 5.3a shows the Seebeck
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Figure 5.3: Seebeck coefficient of Cu0.38Ni0.62 films on Si [173] (red symbols) and
Ca3Co4O9 films on SrTiO3 [174] (blue symbols) in dependence of the thickness of the
film (a) and the value of 𝜀𝜎 (b). The solid lines show the total Seebeck coefficient
calculated from Equation 5.9, whereas the dashed and dotted lines are based on the
assumption that 𝑅f/𝑅s is 5 times and 10 times larger, respectively. The Seebeck
coefficient of the pristine substrates is shown by unfilled symbols and indicated by
arrows. The values of the individual Seebeck coefficients, resistivities and thicknesses
were taken from the respective literature. Reproduced from Ref. [168].

coefficient as a function of the film thickness of a Ca3Co4O9 film on a SrTiO3 sub-
strate [174] and a metallic Cu0.38Ni0.62 film on a Si substrate [173]. The steadily
increasing effect of the substrate with decreasing film thickness is clearly visible
for films below 100 nm. Furthermore, plotting the data versus 𝜀𝜎, similarly to
Figure 5.2b, reveals remarkable agreement of the measured data with the trend
predicted by the model presented here, as shown in Figure 5.3b. The solid lines
show the calculated Seebeck coefficient versus 𝜀𝜎 using Equation 5.9 without any
free parameters. While the experimental data of the Cu-Ni films on Si follow the
model curve extremely well, the absolute Seebeck coefficient of the Ca3Co4O9 films
on SrTiO3 are larger than predicted. This is most likely ascribed to two main is-
sues, as indicated by the authors of Ref. [174] themselves: (i) the presence of a
potential interface layer, which could be considered using Equation 5.8; and (ii) the
very volatile incorporation of oxygen into SrTiO3, having a drastic influence on the
resistances. In fact, a correction of the ratio of the resistances, 𝑅f/𝑅s, by a factor
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𝑆s/𝑆f

2 10 100

𝛿 𝑆

0.1 1.1 · 10−1 1.1 · 10−2 1.0 · 10−3

0.05 5.3 · 10−2 5.6 · 10−3 5.1 · 10−4

0.01 1.0 · 10−2 1.1 · 10−3 1.0 · 10−4

Table 5.1: Approximated threshold values of 𝜀𝜎 in dependence of the desired upper
limit of the relative error 𝛿𝑆 = (𝑆t − 𝑆f)/𝑆f for various ratios of the individual Seebeck
coefficients of substrate and film.

5 to 10 leads to a significant improvement of the agreement between the second set
of experimental data and the model prediction.

5.1.3 Criterion for the contribution of the substrate

After clarifying that the substrate can have a detrimental effect on the overall power
factor and figure of merit compared to the properties of the film, the size of the
measurement error when determining the thermoelectric properties of such systems
is investigated. Since the thermal conductivity of the film can be measured sepa-
rately and without contributions of the substrate, a potential error of the thermal
conductivity is not considered here.

The deviation of the measured Seebeck coefficient from that of the film depends
on both the ratio of the Seebeck coefficients of the film and the substrate and the
value of 𝜀𝜎. While the former is related to the film and the substrate and can
therefore only by controlled via the choice of the substrate, the latter can also be
altered by varying the thickness of the film.

Using Equation 5.9, the relative error 𝛿𝑆 of the measured Seebeck coefficient 𝑆t

with respect to the one of the film 𝑆f can be written as

𝛿𝑆 =
𝑆t − 𝑆f

𝑆f
=

𝜀𝜎
1 + 𝜀𝜎

(︂
𝑆s

𝑆f
− 1

)︂
. (5.24)

Table 5.1 shows the threshold values of 𝜀𝜎 if the relative error of the Seebeck
coefficient should not exceed 𝛿𝑆.

From the total Seebeck coefficient in Equation 5.9, it might look appealing to
calculate the Seebeck coefficient of the film using the measured Seebeck coefficient,
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the substrate’s Seebeck coefficient and 𝜀𝜎. This formula is in fact occasionally
used to estimate the contribution of the substrate [49]. However, since the exact
Seebeck coefficient of the substrate is sometimes not known, it is more precise to
assure a neglectable contribution by choosing an 𝜀𝜎 value based on Equation 5.24
and Table 5.1.

Regarding the electrical conductivity, the value calculated from the film’s thick-
ness will be higher than the conductivity of the film in case of a contributing sub-
strate. This problem can be circumvented by using Equation 5.12, which accounts
for the total thickness. It is, however, appropriate to use Equation 5.14 if the error

𝛿𝜎 =
𝜎wrong

t − 𝜎f

𝜎f
= 𝜀𝜎 . (5.25)

is considered.
A visualization of the errors in Equation 5.24 and Equation 5.25 is presented

in Figure 5.4 for different ratios 𝑆s/𝑆f. For 𝑆s/𝑆f > 2, a requirement usually
fulfilled in systems with semiconducting or insulating substrates, the error of the
Seebeck coefficient exceeds that of the conductivity in the region of interest. Thus,
when evaluating the threshold of 𝜀𝜎, the use of Equation 5.24 or Table 5.1 is often
sufficient.

Apart from determining the value of 𝜀𝜎, the process can be abbreviated by de-
positing the film on a well-known insulating material such as glass [178, 188–194],
MgO [174, 195–200], ZrO2 [201–203] or plastic [204–211], which is indeed very com-
mon to circumvent issues of a contributing substrate. On the other hand, reported
results on semiconducting substrates should be interpreted with additional caution
as their influence cannot be ruled out completely despite having a seemingly high
resistivity [174, 178, 179, 190, 212–220].

To conclude, it is mandatory to clarify the potential contribution of various
substrates on the total performance before choosing an appropriate material for
thermoelectric thin-film deposition. This is arguably best done by following three
crucial steps:

1. Roughly estimating the electrical conductivity and Seebeck coefficient of both
the film and the substrate.

2. Calculating the threshold value of 𝜀𝜎 based on the desired limit of the error
𝛿𝑆,𝜎 from Equation 5.24 and Equation 5.25.
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Figure 5.4: Relative error of the Seebeck coefficient for various ratios of the individual
Seebeck coefficients of substrate 𝑆s and film 𝑆f (red solid lines) and relative error of the
electrical conductivity (green dashed line) in dependence of the weighting parameter
𝜀𝜎. The gray dash-dotted lines mark relative errors of 1%, 5% and 10%. Reproduced
from Ref. [168].

3. Choosing the thickness of the film (and the substrate if possible) according
to Equation 5.11 or selecting a different substrate with lower electrical con-
ductivity and/or Seebeck coefficient.

Aside from the influence on the electrical conductivity and Seebeck coefficient,
the plausibility of a low thermal conductivity of the film in the presence of a highly
heat-conducting substrate needs to be questioned, as the overall figure of merit of
the system is deteriorated. Furthermore, when comparing the performance of a
film-substrate system to the respective bulk material, it is important to consider
the total thickness of the system, including any non-contributing substrates. This
will ensure an accurate calculation of the total power factor and figure of merit,
taking into account the additional space acquired by the substrate.
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5.2 Thermoelectric performance of a serial

connection of two materials

Composites represent an interesting idea to enhance the thermoelectric properties
via the incorporation of an additional material or phase into the main matrix. For
composites comprising different materials or structures, effects like a reduction of
the lattice thermal conductivity from increased phonon scattering at defects on var-
ious length scales [221–223] and an increase of the Seebeck coefficient due to energy
filtering at boundaries [222, 224–226] can significantly increase the thermoelectric
performance.

In the 1990s, Bergman et al. claimed in two studies that a „high-performance
thermoelectric“ and a „benign metal“, i.e. a metal with high electrical and thermal
conductivity, combined in a favorable spatial configuration, can drastically boost
the power factor 𝑃𝐹 = 𝑆2𝜎 [184] but not the figure of merit z𝑇 [183]. In absence of
intrinsic property changes, such as interface effects, this would restrict the potential
of composites to a high 𝑃𝐹 . Numerous studies have supported the occurrence of
a largely enhanced power factor either theoretically or experimentally [227–235].
On the other hand, a debate about the merit of a boosted power factor due to
incorporation of a simple metal is still missing.

In this section, a fundamental question will be discussed: How and to what extent
do the thermoelectric properties of the individual constituents contribute towards
the overall properties of a composite? To answer this, the relevant physical pro-
cesses in composites and the origin of the seemingly enhanced power factor in such
systems will be elucidated from a simple model of two serially connected materials.
The results will qualitatively accord with the results of Bergman et al. and high-
light the vacuity of microscopic quantities such as the power factor. Notably, the
model largely disregards influences of interfaces on electrical and thermal transport,
which are usually present in composites and modify the measured properties.

5.2.1 Analysis of the thermoelectric properties

Bergman and Fel calculated the overall power factor of two-material composites
for different spatial configurations [184]. They reported that the power factor can
be improved through either alternating serial slabs or a spherical structure where
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Figure 5.5: a) Schematic sketch of a serial connection of a thermoelectric material with
length lte and a metal with length lm. Both materials have individual Seebeck coeffi-
cients 𝑆, electrical resistivities 𝜌 and thermal conductivities 𝜆. The hot temperature at
the end of the thermoelectric material, the temperature at the interface and the cold
temperature at the end of the metal are denoted as 𝑇H, 𝑇I and 𝑇C, respectively. b)
Sketch of the microstructure for a fictious thermoelectric composite material with a
serial slab configuration. Reproduced from Ref. [169].

the metal is coated by the thermoelectric material. The latter scenario is often a
good approximation to more realistic structures, as stated by the authors. Here,
the focus is put on calculating the slab configuration since it is easier to model
and provides a better understanding about the origin of the apparent performance
changes. Nonetheless, the qualitative similarity between the two configurations
[184] allows to generalize the conclusions to all composites.

Figure 5.5a shows the model with the respective quantities of the thermoelectric
and the metal used to calculate the overall properties. It is similar to the model of
Bergman and Fel, but with only one interface instead of alternating slabs. When
ignoring interface effects, as done in both studies, these two models are equivalent.
Figure 5.5b provides a realistic example for the application of the model in a two-
phase composite material.

Power factor

First, the ideal scenario of a composite comprising a thermoelectric material (te)
and an ideal metal (m), i.e. 𝜌m → 0, therefore 𝜆m → ∞ due to the Wiedemann-
Franz law, is calculated. In the following, the total thermoelectric properties of the
composite are written without index. From 𝜆m → ∞ of the metal follows that the
temperature drop at the interface 𝑇I = 𝑇C and the whole temperature drop occurs
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in the thermoelectric material, yielding the thermovoltage

𝑈 = 𝑆te (𝑇H − 𝑇C) = 𝑆teΔ𝑇 . (5.26)

The total Seebeck coefficient 𝑆 is calculated as 𝑆 = 𝑈/Δ𝑇 , thus

𝑆 = 𝑆te . (5.27)

The total resistance is only composed of 𝜌te due to 𝜌m = 0 in the ideal metal, which
gives

𝜌 = 𝑅te
𝐴

lte + lm
= 𝜌te

lte
lte + lm

= 𝜌te𝛿te , (5.28)

with the volume fraction of the thermoelectric material 𝛿te. While the Seebeck
coefficient is not affected by the metal, the resistivity - obtained by averaging the
total resistance over the volume of the entire composite - seemingly decreases due
to 𝛿te < 1, resulting in an increase of the total power factor:

𝑃𝐹 =
𝑆2

𝜌
=

𝑆2
te

𝜌te𝛿te
= 𝑃𝐹te

1

𝛿te
. (5.29)

A real metal with finite resistivities and Seebeck coefficient (𝑆m ≪ 𝑆te) partially
contributes to the thermoelectric transport and modifies the overall properties.
The temperature drops in the thermoelectric and the metal, Δte = 𝑇H − 𝑇I and
Δm = 𝑇I−𝑇C, can be calculated from the thermal conductance 𝐶i = 𝜆i𝐴/li of both
materials:

Δ𝑇te =
𝐶m

𝐶te + 𝐶m
Δ𝑇 =

lte𝜆m

lm𝜆te + lte𝜆m
Δ𝑇 , (5.30)

Δ𝑇m =
𝐶te

𝐶te + 𝐶m
Δ𝑇 =

lm𝜆te

lm𝜆te + lte𝜆m
Δ𝑇 . (5.31)

Unlike the previous case, the measured thermovoltage now has contributions from
both the thermoelectric and the metal and is

𝑈 = 𝑆mΔ𝑇m + 𝑆teΔ𝑇te (5.32)

=
𝑆mlm𝜆te + 𝑆telte𝜆m

lm𝜆te + lte𝜆m
Δ𝑇. (5.33)
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This leads to

𝑆 =
𝑆mlm𝜆te + 𝑆telte𝜆m

lm𝜆te + lte𝜆m
. (5.34)

The total Seebeck coefficient can be written using a material-related quantity 𝜀𝜆,
following the notation of section 5.1 about the thermoelectric properties of a film-
substrate [168]:

𝑆 =
𝑆te + 𝜀𝜆𝑆m

1 + 𝜀𝜆
with 𝜀𝜆 =

𝐶te

𝐶m
=

lm𝜆te

lte𝜆m
. (5.35)

Depending on the ratio between the individual thermal conductances, the total
Seebeck coefficient lies between those of the thermoelectric material and the metal.

The finite resistivity further leads to a contribution of the metal to the total
electrical resistance

𝑅 = 𝑅te +𝑅m = 𝜌te
lte
𝐴

+ 𝜌m
lm
𝐴

, (5.36)

and thus the electrical resistivity becomes

𝜌 = 𝑅
𝐴

l
= 𝜌te

(︂
𝛿te +

𝜌m

𝜌te
(1− 𝛿te)

)︂
, (5.37)

which is a linear function depending on the volume fraction of the thermoelectric
material. By introducing another quantity,

𝜀𝜎 =
𝑅m

𝑅te
=

lte𝜌m

lm𝜌te
, (5.38)

Equation 5.37 can be written as

𝜌 = 𝜌te𝛿te (1 + 𝜀𝜎) . (5.39)

Combining Equation 5.35 and Equation 5.39 leads to the total power factor of the
system:

𝑃𝐹 =
𝑆2

𝜌

=

(︂
𝑆te + 𝜀𝜆𝑆m

1 + 𝜀𝜆

)︂2
1

𝜌te𝛿te (1 + 𝜀𝜎)
. (5.40)

The difference in the 𝛿te dependence of the Seebeck coefficient and the resistivity
allows for extreme values of the power factor if a well-conducting metal is used.
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The net power factor can also be written in terms of the single power factors and
the volume fraction of the thermoelectric:

𝑃𝐹 (𝛿te) =(︁√
𝑃𝐹te + 𝜀𝜆 (𝛿te)

√︁
𝜌m
𝜌te

sgn
(︁

𝑆m
𝑆te

)︁√
𝑃𝐹m

)︁2

𝛿te (1 + 𝜀𝜆 (𝛿te))
2 (1 + 𝜀𝜎 (𝛿te))

, (5.41)

with the 𝛿te-dependent notation of the material-related quantities

𝜀𝜙(𝛿te) =
𝜙te

𝜙m

(︂
1

𝛿te
− 1

)︂⃒⃒⃒⃒
𝜙=𝜆,𝜎

. (5.42)

A comparison between Equation 5.41 and the results of Bergman and Fel is pre-
sented in Figure 5.6a for three selected systems calculated by the authors. The
models show excellent agreement despite the different mathematical approaches.
The power factor exhibits a local maximum if the incorporation of a metal into the
main phase decreases the resistivity faster than the square of the Seebeck coefficient.
Here, this is only the case in (Bi2Te3)0.2(Sb2Te3)0.8-Al, where a sufficient ratio of
the electrical and thermal conductivities (𝜎m/𝜎te = 270) and thermal conductivities
(𝜆m/𝜆te = 67.2) is given. In CoSb3-Ni, the thermal conductivities are too similar
(𝜆m/𝜆te = 1.8), which causes a significant temperature drop inside the Ni phase and
makes an enhancement impossible. The Bi2Te3-PbTe composite instructively shows
that a combination of two thermoelectrics only worsens the overall performance if
additional scattering, diffusion or other interrelated effects are not of importance.
The extremely low power factor in CoSb3-Ni for 𝛿te ≈ 0.08 is due to the opposite
signs of the Seebeck coefficients of CoSb3 and Ni, which leads to a cancellation of
the opposing thermovoltages.

In Figure 5.6b, the model’s prediction is compared with the experimental power
factor of a serial Fe2VAl1.5-Cu composite, measured for various volume fractions.
The power factor reaches 4.5mWm−1K−2 at 350K for a volume fraction of Fe2VAl1.5

of 𝛿te = 0.25± 0.1, a value being more than 4 times larger than that of the pristine
thermoelectric [51]. The composite was made using Spark plasma sintering with a
pressure of 50MPa and a temperature of 1100 ∘C.
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Figure 5.6: a) Comparison of the total power factor 𝑃𝐹 between the model of Bergman
and Fel [184] and the model described in the text, applied on three different systems.
The reference line of the CoSb3-Ni system is not visible due to its excellent alignment
with the model. The values of the individual thermoelectric properties were taken from
Ref. [184]. b) Comparison of the power factor of a Fe2VAl1.5-Cu composite and the
values prediced by Equation 5.41. The composite was measured for 25%, 70% and
100% volume fraction of the thermoelectric material. Because of the irregular interface
and uncertainty in the determination of the volume fraction due to the finite thickness
of the thermocouple, an error of 10±% was assumed for the volume fraction. The
inset shows the experimental setup for the measurement of the system with 𝛿te = 0.7.
The thermoelectric properties of Fe2VAl1.5 and Cu were taken from Ref. [51] and Ref.
[236–238], respectively. Reproduced from Ref. [169].

Figure of merit

In the next step, the figure of merit z𝑇 will be calculated for a serial compos-
ite, starting from an ideal metal with infinite conductivities. The total thermal
conductance Λ can be calculated, in accordance to the electrical conductance, as

1

Λ
=

1

Λte
=

lte
𝜆te𝐴

:=
lte + lm
𝜆𝐴

, (5.43)

leading to

𝜆 = 𝜆te
lte + lm

lte
= 𝜆te

1

𝛿te
. (5.44)
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The thermal conductivity increases with decreasing volume fraction of the thermo-
electric material, opposite to the electrical resistivity (see Equation 5.28). Combin-
ing Equation 5.44 with the power factor in Equation 5.29 yields the net figure of
merit of the ideal system:

z𝑇 =
𝑃𝐹

𝜆
𝑇 =

𝑃𝐹te 𝛿te

𝜆te 𝛿te
𝑇 = z𝑇te . (5.45)

Apparently, the increase in the thermal conductivity counterbalances the increase
in the power factor and leads to the same z𝑇 .

The total thermal conductivity is modified when the thermal conductivity of the
metal is no longer infinite. It then becomes

1

Λ
=

1

Λte
+

1

Λm
=

lte
𝜆te𝐴

+
lm

𝜆m𝐴
:=

lte + lm
𝜆𝐴

, (5.46)

𝜆 =
𝜆te

𝛿te (1 + 𝜀𝜆)
. (5.47)

From that a convenient relation of the total figure of merit can be derived:

z𝑇 =
𝑃𝐹

𝜆
𝑇

=

(︁√
z𝑇te +

√
𝜀𝜆𝜀𝜎 sgn

(︁
𝑆m
𝑆te

)︁√
z𝑇m

)︁2

(1 + 𝜀𝜆) (1 + 𝜀𝜎)
.

(5.48)

As an example, the thermoelectric power factor 𝑃𝐹 and figure of merit z𝑇 of a
composite consisting of Na-doped polycrystalline SnSe [239] as a high-performance
thermoelectric materials mixed with elemental Ag as well as another thermoelec-
tric material, Se-doped PbTe [240], is calculated. The result is shown in Figure 5.7.
While 𝑃𝐹 reaches ≈ 250𝑃𝐹te in Ag with 0.1% SnSe, the figure of merit in com-
posites differs from the power factor in that a local maximum is absent. Hence,
the z𝑇 of the composite always ranges between the values obtained for the pristine
material, i.e. it is always smaller than the z𝑇 of the thermoelectric. A striking
feature in Figure 5.7 is that in case of a thermoelectric-metal composite the figure
of merit remains nearly constant even at very low volume fractions of the ther-
moelectric material due to the exceptionally large difference in the electrical and
thermal conductivity of both materials. This can be explained by the fact that in
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Figure 5.7: Total figure of merit z𝑇 (solid lines) and power factor (dashed lines) of
a serial connection of Na-doped polycrystalline SnSe and Ag (red line) and Se-doped
PbTe (orange line) at 780K in dependence of the volume fraction 𝛿te of SnSe, calculated
from Equation 5.41 and Equation 5.48. The values of the material properties were taken
from literature [236–240]. Reproduced from Ref. [169].

a serial configuration most of the temperature drop occurs across the thermoelec-
tric material, preserving the thermovoltage, while the balance between increased
electrical and thermal conductivity maintains z𝑇 . Deviation from ideal conduction
in the metal is the only factor that decreases the overall z𝑇 (see Equation 5.45).
In contrast to that, both 𝑃𝐹 and z𝑇 of a thermoelectric-thermoelectric composite
show a more linear behavior as a function of the volume fraction, revealing the
limitation of such systems and necessity of additional effects that truly change the
microscopic properties, such as interface scattering or diffusion.

The derivations of the thermoelectric properties presented here neglect interfaces
between the constituents of the composite. Interfaces can lead to scattering of
charge carriers and phonons and cause a modification of all thermoelectric quan-
tities. Their influence is proportional to the electrical and thermal resistance as
well as the number of interfaces. In Appendix C, a qualitative description of the
effect of interfaces is provided. Nevertheless, the statements concluded from the
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ideal system are still valid if interface scattering is not the dominant mechanism
determining the composite’s performance.

5.2.2 Clearing up the delusion - microscopic vs. macroscopic

performance

Electrical conductivity 𝜎, thermal conductivity 𝜆 and similar quantities are material-
specific intrinsic properties. In an electrical circuit consisting of several components
with different properties - like the composites discussed here - the microscopic def-
inition of the resistivity becomes ill-defined due to spatial homogeneity. Likewise,
the 𝑃𝐹 becomes meaningless, as it does not reflect the total power output any
more. Instead, the proper quantities to compare the performance of such networks
are total power output 𝑃 , heat conductance Λ and resistance 𝑅. Such macroscopic
quantities are generally more robust and less prone to mistakes and misinterpre-
tations since they a measured directly and do not require considerations of the
dimensions and microstructure of the system. Notably, z𝑇 = 𝑆2𝜎/𝜆𝑇 is a macro-
scopic quantity as well, as 𝜎 and 𝜆 depend on the dimensions in the same way.
Thus, the figure of merit can be written as

z𝑇 =
𝑆2𝜎

𝜆
𝑇 =

𝑆2𝜎𝐴/l

𝜆𝐴/l
𝑇 =

𝑆2

𝑅Λ
𝑇 . (5.49)

To further elucidate the meaning of the power factor of composites, 𝑃𝐹 , z𝑇 and the
power output are compared for three different systems comprising the state-of-the-
art material SnSe and elemental Ag, as shown in Figure 5.8a. These include a pure
thermoelectric (I), a thermoelectric-metal composite (II) as well as the pure ther-
moelectric with reduced length (III). Again, interfaces will be neglected, which will
yield different results than would be obtained experimentally. However, the infor-
mative values of the distinct difference between the setups is still assured. It is well
known that the maximum power transfer to a load connected to a thermoelectric
generator occurs for equal resistances [241], thus

𝑃max =
𝑈2

4𝑅
, (5.50)

with 𝑈 and 𝑅 being the total generated thermovoltage and resistance of the compos-
ite, respectively. Utilizing the definitions 𝑈 = 𝑆Δ𝑇 , 𝑃𝐹 = 𝑆2𝜎 and 𝑅 = l/(𝜎𝐴),
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Figure 5.8: a) Sketch of the three systems compared in the text with respect to their
thermoelectric performance. I: (Na-doped polycrystalline) SnSe, II: SnSe-Ag composite
with 𝛿te = 0.1, III: SnSe with reduced length similar to system II. b) Temperature profile
of system II. c) Power factor, figure of merit and maximum power output for all three
systems. The power output was calculated using l = 1 cm, 𝐴 = 1mm2, 𝑇 = 300K
and Δ𝑇 = 100K. For the sake of simplicity, all thermoelectric properties were taken
at 780K [236–239]. Reproduced from Ref. [169].

which equals a transformation of the composite into a single „average“ material,
Equation 5.50 can be rewritten as

𝑃max =
𝐴

4l
𝑃𝐹 2Δ𝑇 . (5.51)
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In Figure 5.8b, the temperature profile of system II is sketched. Unlike in system I
and III, where the temperature decreases linearly between the electrodes, the tem-
perature drops mainly along the thermoelectric component (compare Equation 5.30
and Equation 5.31). The total power factor, figure of merit and power output are
shown in Figure 5.8c.

On first glance, the SnSe-Ag composite (II) seems to perform better than pure
SnSe (I) in terms of power factor and power output, while reducing the figure
of merit only moderately. Substituting part of the thermoelectric material by a
metal improves the power generated by reducing the total resistivity while the See-
beck coefficient 𝑆 remains almost unaffected, thereby seemingly decoupling 𝑆 and
𝜎, two transport properties which are usually difficult to enhance simultaneously
[11]. However, it is not the metal per se that improves the performance but rather
the length reduction of the thermoelectric, while the temperature drop across the
thermoelectric remains the same - an approximation that cannot always be real-
ized in applications. Indeed, a comparison between systems II and III shows that
for the same volume of the active thermoelectric component, the power output is
marginally higher without the metal despite the fact that the metal composite has
a ten times higher power factor. Thus, the enhancement of the power factor found
by several studies and also in Ref. [169] merely results from a nonsensical compar-
ison of two materials with different volume fractions of the active thermoelectric
component. Therefore, the power factor is no longer a valid indicator for thermo-
electric performance in composite materials. Since a large 𝑃𝐹 neither indicates
a higher z𝑇 nor a higher power output in such composites, the power factor be-
comes a meaningless parameter for evaluating composite materials or devices. Only
in fixed-length setups, if power output is more critical than efficiency, the use of
composites can significantly increase power output by reducing the volume fraction
of the thermoelectric material and lowering the resistance - given that the same
temperature drop can be realized across the thermoelectric material with reduced
length, i.e. a significantly enhanced temperature gradient d𝑇/dl.

The showcase presented above nicely illustrates the necessity to consider the di-
mensions of the material if inhomogeneities are present, as is the case in composites.
Accordingly, the use of macroscopic, measurable quantities is inevitable.

Another potential application for thermoelectric materials with high power fac-
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Figure 5.9: a) Effective thermal conductivity vs temperature for Bi2Te3-Al composites
with different volume fractions 𝛿te, calculated from Equation 5.52. The black solid lines
show reference materials [242]. b) 𝛿te-dependent effective thermal conductivity (solid
lines) and cooling power (dashed lines) of a composite and a single thermoelectric
material with a length equal to the share in the composite. The cooling power was
calculated from Equation 5.53 using l = 1 cm, 𝐴 = 1mm2 and Δ𝑇 = 1K. The
properties of Bi2Te3 and Al were taken from literature [75, 236, 237, 243]. Reproduced
from Ref. [169].

tors is the so-called active cooling, which combines traditional heat conduction with
the Peltier effect to enhance cooling capabilities [242]. In this context, a large ther-
mal conductivity and power factor are desired to maximize the effective thermal
conductivity 𝜆eff:

𝜆eff = 𝜆+
𝑃𝐹𝑇 2

H

2Δ𝑇
, (5.52)

with the temperature of the hot side 𝑇H. Active cooling does indeed look like a
promising application when composites are compared to conventional materials.
Figure 5.9a shows the effective thermal conductivity 𝜆eff of a Bi2Te3-Al composite
for different volume fractions of the thermoelectric and compares it with pure Cobalt
and CePd3 [242]. 𝜆eff is significantly enhanced in metal-dominated composites.
However, it is important to examine the macroscopic quantity - the actual cooling
power - as the high power factor can be misleading and give a false impression of
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the performance. A closer look at the cooling power,

d𝑄

dt
= 𝜆eff

𝐴

l
Δ𝑇 =

(︂
Λ +

𝑆2𝑇 2
H

2𝑅Δ𝑇

)︂
Δ𝑇 (5.53)

expressed with the macroscopic quantities Λ = 𝜆𝐴
l

and 𝑆2

𝑅
= 𝑃𝐹𝐴

l
, reveals the

inferiority of composites to pure thermoelectrics (see Figure 5.9b). For all volume
fractions, the composite has a lower cooling efficiency despite the higher effective
thermal conductivity. While the resistance can be decreased by substituting part
of the thermoelectric material with a metal, thus enhancing the cooling power, the
performance is always worse compared to the pure thermoelectric with reduced
length. Similar to Equation 5.51, the metal-incorporated material appears better
due to a comparison of a different amount of thermoelectric material.

5.2.3 The best composite

Before exploring the potential applications of composites, it is important to ac-
knowledge that the formulas used to predict the thermoelectric performance are
subject to ideal conditions and may not accurately reflect real-world scenarios.
This is because they do not account for the impact of external factors such as
contact resistances and inter-phase scattering. As a result, the actual performance
may differ from predicted values. That being said, realistic composites with ar-
bitrarily arranged microstructures can often be approximated by a model where
one component adopts a spherical shape enclosed by the other, which shows the
same thermoelectric tendency as the parallel slab model [184]. Thus, the following
statements should be valid in most cases.

As was shown above, an enhancement of the thermoelectric properties due to a
combination of a high-performance thermoelectric and a simple metal in a serial
configuration is not possible without intrinsic property changes of the individual
constituents of the composite or the occurrence of interface effects. When con-
sidering the significant impact of these secondary effects on the properties of real
composite materials, and the frequent use of composites to improve the figure of
merit, it prompts the question of which materials are best suited for making com-
posites.

As was shown above, the total figure of merit z𝑇 stays almost constant down to
a few percent of the volume fraction of the thermoelectric material when a well-
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due to increased scattering on the metallic structures. The reduction was calculated
from a simple 𝛿te-dependent relation, as explained in the text, such that the reduction
equals 5%, 10% and 20% for 𝛿te = 0.5. Reproduced from Ref. [169].

conducting metal is used as the second material (see Figure 5.7). This opens a
gigantic playground to reduce the lattice thermal conductivity of the thermoelec-
tric material via increased boundary scattering, as sketched in Figure 5.10. For
the reduction of the thermal conductivity due to boundary scattering, the simple
relation

𝜆red (𝛿te) =
𝜆

1 + 𝑎𝛿te (1− 𝛿te)
(5.54)

was assumed. The parameter 𝑎 is chosen such that the reduction equals 5%, 10%
and 20% for 𝛿te = 0.5.

Despite this oversimplified 𝛿te dependency of the reduction of the thermal conduc-
tivity, it is clearly visible that scattering of phonons with long mean free paths on
mesoscale-sized metallic structures will have a positive effect on the performance
[244]. Hence, adding a non-soluble and highly conducting metal is a cheap and
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profitable strategy to achieve a larger figure of merit or reduce the amount of the
thermoelectric material.

In summary, the results obtained above elucidate the origin of the extreme power
factor values derived for composites, which are caused by a drastic reduction of the
resistance while the thermovoltage only changes moderately due to the uniform
temperature gradient. Furthermore, the misleading value of the power factor was
shown by a comparison with measurable macroscopic quantities such as the power
output and figure of merit. Nevertheless, in theory, incorporating a simple metal
with maximal thermal and electrical conductivity into a thermoelectric can have
a positive effect on the overall performance, stemming from phonon scattering on
interfaces.





Part II

Material Research and Experimental
Results





6 Devices and sample preparation

This chapter provides an overview of the devices used for sample preparation and
conducting experiments. It includes both a brief discussion on the underlying
physics as well as the description of the various effects influencing the real or mea-
sured properties of the samples.

6.1 Sample preparation

Sample preparation encompasses both bulk materials and thin films. Bulk mate-
rials were prepared by weighing in high-purity (99.9% or 99.99%) elements and
subsequently melting them together using high-frequency inducting melting. The
films, on the other hand, were synthesized from targets using direct-current (DC)
magnetron sputtering.

6.1.1 High-frequency induction melting

The home-made setup utilized for melting elements into bulk samples is shown in
Figure 6.1. The process involves placing the elements into cavities of the water-
cooled copper piece, which determines the ultimate shape of the material. The
system, surrounded by a quartz tube, is then evacuated using a turbomolecular
pump and a subsequent rotary vane pump, followed by flushing with inert argon
gas. This process is repeated multiple times to ensure a clean atmosphere. Finally,
the sealed chamber is filled with argon to prevent material evaporation.

By supplying the surrounding copper coils with a high-frequency current, an al-
ternating magnetic field arises, leading to an alternating electric field. This field
penetrates the material, inducing electron motion and causing Joule heating, even-
tually resulting in the melting of the elements. The necessity for electric conduction



108

4

43

3

1

1

2
2

a) b)

Figure 6.1: Image of the home-made systems used for melting elements utilizing high-
frequency induction to obtain small samples for measuring bulk properties (a) and
ellipsoidal samples with a diameter of ≈ 26mm appropriate for target preparation (b).
The marked areas are: (1) gas inlet, (2) connection to pumping station, comprising a
turbomolecular and a rotary vane pump, (3) water-cooled copper piece with distinctly
shaped cavities, (4) copper coil connected to a high-frequency generator.

of the constituting elements limits this setup to metallic elements. However, ther-
mal contact between the materials enables the simultaneous melting of conducting
and non-conducting elements. To ensure a homogeneous distribution of elements
within the alloy or compound and thus the formation of the desired crystal struc-
ture, the melting process is repeated several times.

The obtained ingots from both setups are presented in Figure 6.2. The resulting
small ingot allows for the extraction of multiple rectangular pieces to measure
various transport properties. The remaining material is used for determining the
crystal structure by grinding it into a fine powder. In contrast, the larger ingot
contains enough material to cut out two sputter targets with a diameter of 25.4mm
and a thickness ranging from 2 to 3mm. Additionally, sufficient material remains
for the measurement of the target’s thermoelectric properties and crystal structure.
This comprehensive approach allows for a direct comparison of the thermoelectric
properties of films and their respective bulk analog.
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Figure 6.2: 5 g (top left) and 35 g (top right) ingots prepared by induction melting. The
smaller ingot is proper for cutting out rectangular samples for bulk-property measure-
ments (bottom left), while a target with 25.4mm diameter can be extracted from the
larger ingot (bottom right).

6.1.2 Magnetron sputtering

Over time, various different coating techniques have been developed, encompass-
ing solid, liquid and vapor deposition processes [245]. Vapor deposition proves to
be a powerful resource to produce films on substrates with a high degree of hard-
ness, density, smoothness and oxidation resistance [246]. Among the techniques
within vapor deposition, sputtering is a notable example of physical vapor depo-
sition (PVD). In this work, DC magnetron sputtering, employing a single target,
was used for film fabrication. An image of the home-made device and a schematic
depicting the working principle are presented in Figure 6.3. The central component
of the system is a cubic chamber, connected to both a gas inflow and a pumping
station. Similar to the induction-melting system, the pumping station consists of
a turbomolecular pump followed by a rotary vane pump. Inside the chamber, the
target is mounted and electrically linked to an external power supply, while the
substrate typically faces and opposes the target. Prior to the sputtering process,
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Figure 6.3: a) Image of the home-made sputtering setup. The marked areas are: (1)
sputter chamber, (2) gas inlet with a mass flow controller, (3) turbomolecular pump,
(4) rotary vane pump, (5) vacuum lock to insert the substrate holder, (6) target holder,
(7) mirror. b) Visualization of the sputter process with the target situated above the
substrate.

the chamber is evacuated and filled with a gas, commonly argon. Subsequently,
a negative voltage is applied to the target. Within a gas, a small number of ions
and free electrons are present, accelerated towards or away from the target. Once
the electrons reach a certain energy level, interactions with other gas particles lead
to additional ionizations. The ionized atoms, upon colliding with the target, re-
sult in the ejection of particles that move toward to substrate. Upon reaching the
substrate, these particles adhere and form a layer.

The amount of material removed from the target depends on multiple parameters,
the most important one being the sputter yield of the constituents. In a target
comprising multiple elements, not all atoms are ejected at the same rate. The
number of dislodged atoms per impinging ion is given by the so-called sputter yield
𝑌 :

𝑌 =
number of ejected atoms
number of incident ions

. (6.1)

The sputter yield depends on the sublimation energy, the scattering cross section,



6.1 Sample preparation 111

Target Energy [eV]
50 100 200 300 500 1000

Al 0.025 0.156 0.426 0.647 0.986 1.527
Ti 0.012 0.074 0.201 0.307 0.469 0.731
V 0.014 0.098 0.276 0.426 0.658 1.034
Fe 0.048 0.21 0.511 0.752 1.117 1.704
Ni 0.046 0.204 0.500 0.737 1.098 1.682
Ta 0.006 0.054 0.167 0.265 0.423 0.691
Au 0.124 0.374 0.788 1.113 1.608 2.428

Table 6.1: Sputter yield of Al, Ti, V, Fe and Ta for different energies of Ar ions impinging
perpendicular to the surface. The values were calculated from [249].

the energy and incident angle of the impinging ion and the crystal structure of the
target [247, 248]. Table 6.1 provides the sputter yield values for different single-
element targets at various energies of Ar ions under normal incidence. The sputter
yield naturally increases with impinging energy, but can substantially differ between
different elements. The mathematical description of the sputter yield from collision
cascades is [250]

𝑌 =
3

4𝜋2
𝛼

4𝑀1𝑀2

(𝑀1 +𝑀2)2
𝐸t

𝐸𝑏

(𝐸t < 1 keV) , (6.2)

𝑌 = 3.56𝛼
𝑍1𝑍2

𝑍
2/3
1 + 𝑍

2/3
2

𝑀1

𝑀1 +𝑀2

𝑆n(𝐸)

𝐸𝑏

(𝐸t > 1 keV) . (6.3)

Here, 𝑍1, 𝑍2, 𝑀1 and 𝑀2 are the atomic numbers and masses of the impinging
ion and target atom, respectively. 𝐸t denotes the threshold energy required to
eject the particle from the surface and 𝐸𝑏 represents its surface binding energy.
The parameter 𝛼 is a measure of the efficiency of momentum transfer during the
collision, while 𝑆n(𝐸) is the energy loss per unit length due to nuclear collisions.
This parameter is a function of the energy as well as masses and atomic numbers
of the atoms involved [250].

The sputter yields of the constituent elements within an alloy or compound may
differ from that of a single-element target. However, they are often related to
each other. A significant advantage of sputtering, in contrast to various other
vapor-deposition processes like thermal evaporation, is that after an initial depletion



112

phase, the particle ratio of the ejected atoms aligns with the composition of the
target. In case of thermal evaporation, the stoichiometry of the ejected atoms is
influenced by the individual partial pressures as well as the surface composition,
yielding an inaccurate stoichiometry for the film.

In the context of sputtering, the initial flux 𝜓 is directly proportional to the
sputter yield 𝑌 and the surface concentration 𝐶. For a binary alloy composed of
atoms 𝐴 and 𝐵, the flux ratio is given by [251]

𝜓𝐴

𝜓𝐵

=
𝑌𝐴𝐶𝐴

𝑌𝐵𝐶𝐵

, (6.4)

with 𝐶𝐴 = n𝐴/n and 𝐶𝐵 = n𝐵/n. n𝐴 and n𝐵 are the number of atoms 𝐴 and 𝐵

and n = n𝐴 + n𝐵 is the total number of atoms. After a short period during which
ni impinging atoms hit the target, ni𝑌𝐴𝐶𝐴 atoms 𝐴 are dislodged from the surface.
This alters the concentration to

𝐶 ′
𝐴 =

n𝐴 − ni𝑌𝐴𝐶𝐴

n
= 𝐶𝐴

(︂
1− ni𝑌𝐴

n

)︂
. (6.5)

This change in concentration subsequently modifies the flux ratio to

𝜓′
𝐴

𝜓′
𝐵

=
𝑌𝐴𝐶

′
𝐴

𝑌𝐵𝐶 ′
𝐵

=
𝑌𝐴𝐶𝐴

𝑌𝐵𝐶𝐵

1− ni𝑌𝐴

n

1− ni𝑌𝐵

n

. (6.6)

If the sputter yield of atom 𝐴 is higher than that of 𝐵, more particles of atom 𝐴 are
ejected relative to their stoichiometry. This in turn reduces the number of atoms
remaining on the surface and thus lowers the amount of subsequently dislodged
atoms 𝐴. Ultimately, the flux ratio becomes [250]

𝜓𝐴

𝜓𝐵

=
𝐶𝐴

𝐶𝐵

, (6.7)

corresponding to the stoichiometry of the alloy. Therefore, after an initial phase,
the system acquires equilibrium.

It is important to emphasize that while the dislodgement of constituents from
the target aligns with the stoichiometry, obtaining the desired stoichiometry in
the resulting film is not guaranteed. This is attributed to two factors: i) the
angular distribution of the atoms is not the same [252–255] and ii) the ejected
atoms experience scattering with gas atoms while moving to the substrate, causing
deviations from their intended paths [253, 256, 257].
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Figure 6.4: Angular distribution of various elements ejected from single-element targets
in a magnetron-sputtering system. The values were taken from Ref. [255].

Figure 6.4 shows the angular distribution of elements dislodged from the target
in a magnetron-sputtering system with Ar ions, arranged according to their atomic
number. The elements can be divided into two groups. While some have the
maximum at 0 ∘ (Si, Au), others tend to be dislodged at higher angles (Al, Ti, Cr,
Cu, Mo, W). Depending on the distance, offset and size of the substrate, this can
lead to a film stoichiometry different to that of the target. This is illustrated in
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Figure 6.5: a) Angular distribution of the incorporation rate of Ti and B and b) ratio
Ti/B of the film composition at 0.5 and 2Pa. The composition of the target (Ti1.66B)
is shown as dotted line. The values were taken from Ref [253].

Figure 6.5, depicting the stoichiometry ratio of Ti and B from a Ti1.66B target under
various pressures. This highlights the significant impact of particle distraction on
the composition. The angular distribution depends on the atomic number of the
target element as well as its sputter yield and surface binding energy [254].

The films presented in the next chapter were synthesized using a magnetron-
sputtering setup. The magnetic field facilitates the process by confining secondary
electrons, ejected from the target due to ion impingement, on cycloidal drift orbits
[258]. This confinement enhances their residence time in the vicinity of the target
and leads to a denser plasma and higher deposition rates. Figure 6.6 shows the
magnet system of the target holder together with the substrate holder, which is
inserted into the sputter chamber.

In a first approximation, the angular distribution follows a cosine law [258], re-
sulting in a reduced deposition rate at larger angles. Given the finite size of the
substrate and the correlation between the maximum angle and the distance between
substrate and target, selecting an appropriate distance is important to ensure a
uniformly distributed film thickness. To achieve this, the distribution was approx-
imated and calculated. The details can be found in Appendix E. For a target with
a diameter of 25.4mm and a rectangular substrate with a longer side of 10mm,
a distance of 30mm between the target and substrate was chosen. This choice
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a) b)

c) d)

Figure 6.6: Images of the target and substrate holder of the magnetron-sputtering setup.
a) Magnet system situated beneath the target, comprising 9 outer magnets and one
inner magnet with inverse magnetization, causing a rotationally symmetrical magnetic
field. b) Target holder with mounted target and open shutter. c) Top view of the
target holder mounted inside the sputter chamber. d) Substrate holder inserted into
the chamber and rotated away from the opposing target. The substrate (not shown) is
clamped down by two clips, also ensuring electrical connection to the ground.

ensured a maximum thickness deviation of 16% while simultaneously keeping the
deposition rate as high as possible.

The deposition rate was determined by measuring the film thickness after a
distinct deposition duration, utilizing the Tylor Hobson Surftronic S-128 surface
roughness tester (see Figure 6.7). Prior to deposition, half of the substrate is
covered to prevent any deposition on that portion. The shielding results in a well-
defined edge of the film, enabling the measurement of the thickness. Given that
the determination of the thickness has an inaccuracy of several percent, the mea-
surement was conducted on multiple different positions, providing a robust average
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Figure 6.7: Image of the surface roughness tester utilized for measuring the film thick-
ness. The substrate is fixed on a glass plate with a tape.

thickness.

6.2 Determination of composition and crystal

structure

As emphasized in the previous section, the composition of films can deviate sig-
nificantly from that of the target. Given that composition is a critical parameter
influencing the structure as well as the thermoelectric and mechanical properties,
its determination is of importance.

The bulk composition is measured using the Zetium X-Ray fluorescence (XRF)
spectrometer from Panalytical, equipped with a Rh X-ray tube anode. XRF em-
ploys photons to probe the sample, exciting inner-shell electrons. Upon the void
being filled by another electron, a photon with a wavelength characteristic of the
element is emitted and measured by a detector. Comparing the measured signal
with a reference material provides the composition of the sample.

For thin films, the application of XRF spectrometry is more complex due to the
interdependence of intensity, composition and thickness [259]. Consequently, the
films’ composition is determined using the secondary-electron microscope (SEM)
FEI Quanta 250 FEG with an energy-dispersive X-Ray (EDX) detector. To enhance
accuracy, the respective target sample is utilized as reference material.

The crystal structure of both bulk and thin-film samples is determined using
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X-ray diffraction (XRD) on an X’Pert MPDII diffractometer from Panalytical with
a Cu anode in the Bragg-Brentao geometry. To minimize reflection peaks from the
single-crystalline substrates, an offset of 3 ∘ to 4 ∘ is applied.

6.3 Measurement of thermoelectric properties

Measurements of bulk materials and film-substrate systems follow the same prin-
ciples. However, while bulk samples can be measured independently and directly,
films are always measured in presence of the underlying substrate, potentially influ-
encing the measured properties (refer to chapter 5 for more details). Furthermore,
the finite size and distinct structure of film-substrate samples necessitate a special
sample holder for certain measurements.

6.3.1 Seebeck coefficient

The Seebeck coefficient 𝑆 of the samples is measured above room temperature using
the ZEM-3 from ULVAC in the high-temperature setup. 𝑆 is determined from
the resulting thermovoltage 𝑈 due to a temperature difference Δ𝑇 . To increase
the accuracy, the measurement is typically conducted at 𝑁 different temperature
differences and the Seebeck coefficient calculated as [260]

𝑆(𝑇 ) = −
(︁∑︀𝑁

i=1 Δ𝑇i

)︁(︁∑︀𝑁
i=1 𝑈i

)︁
−𝑁

(︁∑︀𝑁
i=1 Δ𝑇i𝑈i

)︁
(︁∑︀𝑁

i=1 Δ𝑇i

)︁2

−𝑁
(︁∑︀𝑁

i=1 Δ𝑇 2
i

)︁ + 𝑆wire(𝑇 ) . (6.8)

𝑆wire is the Seebeck coefficient of the thermocouple, which needs to be subtracted
from the measured value.

For film samples, the substrate is mounted onto a Macor-based holder and secured
with platinum clamps to ensure a high mechanical stability. To further facilitate
electric conduction, graphite paper is put between the Pt clamps and the film.
The film holder as well as the setup of the Seebeck measurement can be seen in
Figure 6.8. Prior to deposition, the chamber is evacuated and flushed with He
several times to ensure an oxygen-free environment. Then, the sample is heated
to different base temperatures, at which the thermovoltage is measured at three
temperature differences.
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Figure 6.8: a) Film sample holder for measuring the Seebeck coefficient and electrical
resistivity, showing the Macor base (1), the platinum clamps (2) with the graphite paper
(3) and the sample (4). b) Mounted sample holder, connected to the lower (5) and
upper (6) electrode as well as the probe thermocouples (7). The heater (8) is placed
below the sample.

6.3.2 Electrical resistivity

In addition to the Seebeck coefficient, the ZEM-3 is employed to simultaneously
measure the electrical resistivity of both bulk and film samples, using the same
holder for the films. Unlike the Seebeck coefficient, the electrical resistivity is mea-
sured two times per temperature in opposing directions to eliminate any spurious
non-zero voltage. If 𝑈0 is the offset voltage, the resistance 𝑅 of the sample is ob-
tained by measuring the voltage 𝑈 resulting from applying the current 𝐼 in both
directions:

𝑈1 = 𝑅𝐼 + 𝑈0 ,

𝑈2 = −𝑅𝐼 + 𝑈0 ,

𝑅 =
1

2𝐼
(𝑈1 − 𝑈2) .

(6.9)

In addition to that, the voltage is measured using the four-probe method by passing
the current through the outer contacts and probing the voltage with the connected
thermocouples. This way, any influence of contact resistances is avoided.

6.3.3 Thermal conductivity

To determine the thermal conductivity of bulk samples, the Linseis Laser Flash LFA
500 is utilized. Prior to measurement, both sides of the sample are coated with a
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graphite spray, ensuring a high thermal absorption and equal surface conditions.The
sample is then placed in a chamber, surrounded by a furnace and positioned between
a pulsed xenon lamp and an infrared detector (see Figure 6.9a). Similar to the
ZEM-3, the system is evacuated and flushed with helium several times to purify
the atmosphere. A small amount of helium is then inserted to facilitate effective
heat exchange between the sample and the furnace.

During the measurement, the sample is heated to several temperatures. Subse-
quently, a pulsed light flash from the xenon lamp hits and heats the bottom of the
sample. A detector traces the temperature rise on the top of the sample over time.
The speed of temperature transport is reflected in the thermal diffusivity 𝛼, which
is calculated as [261]

𝛼 = 0.13879
𝐿2

t1/2
, (6.10)

where 𝐿 is the thickness of the sample and t1/2 denotes the time it takes for the
top of the sample to heat up to half of the maximum (see Figure 6.9b). From the
thermal diffusivity, the thermal conductivity 𝜆 is obtained as [262]

𝜆(𝑇 ) = 𝜌(𝑇 )𝑐p(𝑇 )𝛼(𝑇 ) , (6.11)

with the density 𝜌 and the specific heat capacity 𝑐p. While the density theoret-
ically varies with temperature, it is often approximated using the value at room
temperature. 𝜌 can either be estimated from the lattice parameter obtained by
XRD or determined from measuring the mass and volume of a sample. The specific
heat capacity requires an additional measurement, as it substantially influences the
temperature dependence of the thermal conductivity. 𝑐p is frequently approximated
by the Dulong-Petit law, which states that the heat capacity 𝐶 of many elements
converges at high temperatures to

𝐶 = 3𝑁kB , (6.12)

where 𝑁 is the number of atoms in the sample. This yields for the specific heat
capacity

𝑐 =
3𝑅

𝑀
, (6.13)
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Figure 6.9: a) Illustration of the working concept of a flash system. The graphic shows
the pulsed xenon source (1) generating a concentrated phonon package (2). A system
of lenses (3) directs the light toward the bottom of the sample (4), inducing surface
heating. Subsequently, infrared phonons from the upper surface are captured by a
detector (5), which generates a signal that is processed by a software (6). b) Example
of a measured signal. The phonons hitting the detector generate a voltage proportional
to the sample surface temperature. Based on the time of the light pulse, the time t1/2,
indicating when the surface attains half of its total heating Δ𝑇 , is evaluated.

with the universal gas constant 𝑅 and the molar mass 𝑀 . In many cases, this
approximation tends to overestimate the specific heat capacity. However, since the
thermal conductivity enters the figure of merit with an indirect proportionality, the
performance is typically underestimated rather than overestimated.

The Linseis LFA 500 is not capable for measuring thin films, as the substrate
holds the majority of the mass and volume. Instead, more sophisticated techniques,
such as the 3𝜔 [176] or the transient thermoreflectance technique [263], need to be
employed.



7 Thermoelectric properties of
metallic NiAu films

As discussed in chapter 2, semiconductors are generally considered superior to
metals in terms of the thermoelectric performance [264].

This superiority arises from their low carrier concentration, resulting in large
Seebeck coefficients 𝑆 [11]. However, the trade-off is a low electrical conductivity 𝜎,
creating an intrinsic entanglement between these two electronic properties. Despite
numerous proposed strategies to enhance the power factor [240, 265–267], achieving
a simultaneous improvement in both 𝑆 and 𝜎 remains a challenging task.

This chapter introduces an interesting approach to decouple 𝑆 and 𝜎 through
s-𝑑 scattering. Ultra-high power factors were reported in bulk Ni–Au alloys [33],
though with the drawback of their high cost. It is worth noting that the resistivity
of metallic alloys is significantly lower than that of state-of-the-art thermoelectric
material like Bi2Te3 [63]. Since the resistance of a thermoelectric module must
match the load resistance [268, 269], this can potentially limit the practical appli-
cability. To address this, an attempt was made to synthesize Ni–Au alloys as thin
films on substrates, aiming to maintain their electronic properties while reducing
dimensionality and the amount of material required, thus making the synthesis
more cost-effective [270].

7.1 Motivation

In good metals, characterized by 𝜆el ≫ 𝜆ph, where 𝜆el and 𝜆ph denote the contri-
butions to the thermal conductivity from electrons and phonons, respectively, and
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the figure of merit can be approximated as [11]

z𝑇 =
𝑆2

𝐿
−O

(︂
𝜆ph

𝜆el

)︂
. (7.1)

Here, the Wiedemann-Franz law 𝜆el = 𝜎𝐿𝑇 , with 𝐿 = 2.44 · 10−8 WΩK−2 being
the Lorenz number, is employed. In the metallic limit, the thermoelectric perfor-
mance thus relies solely on the Seebeck coefficient of the material. Research on
semiconductors is based on the assumption that a finite band gap is essential to
achieve an asymmetry in the electronic density of states 𝐷(𝐸) with respect to the
Fermi energy. At low temperatures, this is elucidated by the well-known Mott
formula [271, 272]:

𝑆(𝑇 ) = −𝜋2k2
B𝑇

3𝑒

[︂
1

𝐷(𝐸)

d𝐷(𝐸)

d𝐸
+

1

𝜏(𝐸)

d𝜏(𝐸)

d𝐸

]︂
𝐸=𝐸F

, (7.2)

Here, 𝜏(𝐸) is the temperature-dependent scattering time. While it is not uncom-
mon to disregard the temperature dependence of the scattering time in a first
approximation and describe the low-temperature Seebeck coefficient based on the
shape of the DOS near the Fermi energy 𝐸F [273], it is essential to note that 𝜏 can
exhibit strong energy dependence, significantly modifying the overall 𝑆(𝑇 ) [274].
Recent theoretical calculations on NixAu1–x , combined with experimental data,
have demonstrated a significant increase in the Seebeck coefficient in transition
metals when the Fermi energy closely aligns with the edge of the 𝑑 states [33].
While both elements belong to the transition element group, the 𝑑 states of Au are
completely filled, with the Fermi energy situated in s states, whereas in Ni, they
are not fully occupied. Figure 7.1 shows the DOSs of pure Au and Ni as well as
that of the solid solution.

In general, the Seebeck coefficient, comprising contributions from s and 𝑑 bands,
is determined by the expression [275]

𝑆 =
𝑆s𝜎s + 𝑆𝑑𝜎𝑑

𝜎s + 𝜎𝑑

. (7.3)

Arguably, the electrical conductivity of 𝑑 states is significantly lower than that of
s states (𝜎𝑑 ≪ 𝜎s), diminishing their contribution despite the considerably higher
derivative d𝐷(𝐸)/d𝐸. This leads to the simplification

𝑆 ≈ 𝑆s . (7.4)
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Figure 7.1: Density of states DOS of a) Au, b) Ni and c) NixAu1–x with respect to the
Fermi energy 𝐸F. The data were taken from Ref. [33].

In the context of the Mott formula Equation 7.2, the first term is negligible in
s states due to their broad bandwidth. Conversely, in the case of Au s states
scattering into Ni 𝑑 states, there is a significant increase in the scattering rate 𝜏−1

within the energy range of Ni 𝑑 states. This results in a substantial enhance-
ment of the second term in Equation 7.2, namely d ln(𝜏−1)/d𝐸, and therefore
𝑆 ∝ d ln(𝐷𝑑(𝐸))/d𝐸, as the scattering rate depends on the phase space of the
final state [276].

By partially substituting Ni with Au, effectively shifting the Fermi energy closer
to the edge of the 𝑑 band (see Figure 7.1), a remarkable increase in the power factor
was achieved, reaching 34mWm−1K−2 in Ni0.1Au0.9 at 560K [33]. This extraordi-
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nary large value was additionally facilitated by the fact that incorporating much
larger Au atoms into the Ni matrix increases the distance between the Ni atoms.
This negative chemical pressure leads to a smaller overlap of the 𝑑 states, causing
an even stronger localization and increase of d ln(𝐷𝑑(𝐸))/d𝐸.

7.2 Experimental details

The sputter target was prepared using a Ni disk with a diameter of 25.4mm, onto
which either two or three flattened Au pieces were affixed through spot-welding.
Once in place, the target was compressed with a pressure of 200 bar. This not
only facilitated electrical and thermal contact but also ensured a robust mechanical
connection. Each Au piece weighed approximately 0.5 g, enabling the sputtering of
films with a total thickness of 10 to 15µm per target in the current setup. This
showcases the cost-efficiency of this approach.

It is worth noting that the overall thickness is limited to < 1.5mm due to the
ferromagnetism of Ni. Beyond this limit, the target disrupts the magnetic field
within the sputter chamber, causing a short-circuiting of the field. Consequently,
the thickness significantly impacts the required gas pressure to initiate the gas
discharge and thus the film’s composition, as discussed in chapter 6.

The sputtering process was conducted at a temperature of 500 ∘C with a power
of 5W or 10W, a target-substrate distance of 30mm and a working gas pres-
sure of 5Pa. Prior to deposition, the substrates were cleaned with both acetone
and ethanol. The substrates comprised unpolished Si and yttria-stabilized zirconia
(YSZ) as well as polished quartz glass.

7.3 Results

7.3.1 Composition and crystal structure

The composition details of all samples are presented in Figure 7.2a. The x-axis
depicts the sample number in chronological order, effectively representing the pro-
gression of the target ablation. It is apparent that the amount of Ni increases as
more material is removed from the target. This phenomenon is likely attributed



7.3 Results 125

Ni + Au
Phase separation

NixAu1-x
Solid solution937 K

1068 K

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

400

500

600

700

800

900

1000

1100

[K
]

x NiAu

a) b)

5 W
10 W

0 12 4 6 8 10 12 14 16

0.2

0.3

0.4

0.5

0.6

x

Sample No.

NixAu1-x

0.56

0.24

Figure 7.2: a) Composition of all NixAu1–x films identified by the sample number. The
purple and green points belong to films sputtered from the target with two and three
Au pieces shown in the inset, respectively. Half-filled symbols indicate films made at a
power of 5W, while filled symbols represent films made at 10W. The gray dashed lines
highlight the mean amount of Ni in the films. b) Phase diagram of binary Ni –Au [277].
The blue area marks the region of solubility. The purple and green areas highlight the
necessary annealing temperature to obtain a single phase. For x < 0.3, illustrated by
the black dashed line, perfect solubility was found for bulk alloys even without quenching
[33]. Reproduced from Ref. [270].

to the finite volume of the Au pieces, in contrast to the quasi infinite Ni layer
underneath. Films originating from the target with less Au exhibit an average Ni
content of x = 0.56, roughly twice the amount found in films deposited from the
Au-rich target (x = 0.24 on average) [270]. It is essential to highlight that achieving
precise control over the composition through the strategic placement of Au is chal-
lenging due to several uncertainties, such as the precise positioning relative to the
magnetron-sputtering ablation ring and the size, shape and even thickness of the Au
pieces. This factor can influence the distribution of the ion current onto the target.
Instead, attaining the desired composition necessitates adjustments of parameters
such as the working gas pressure, target-substrate distance and offset and the DC
power, all of which are known to impact the film’s composition [247, 253, 255, 257].
For example, an examination of the Ni-rich data in Figure 7.2a reveals that the
amount of Ni is slightly higher at 10W compared to 5W. It is important to note
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that the conventional theory, which states that the ratio of ejected atoms equals
the target’s composition due to surface adjustments (see chapter 6) does not apply
in this context. This is because the two elements are spatially separated and not
intermixed, resembling multi-target sputtering. This makes the individual energy-
dependent sputter yield a critical factor to consider [247].

The phase diagram of binary Ni–Au alloys is depicted in Figure 7.2b [277]. In
the blue-shaded area, the elements are completely soluble, hence forming a solid
solution. Below a threshold temperature, depending on the composition [277],
they tend to segregate, leading to the formation of Ni-rich and Au-rich phases.
To achieve single-phase films, it is necessary to sputter or anneal at 937K and
1068K for films produced from targets with 3 and 2 Au components, respectively.
Stabilization of the solid solution was achieved in bulk Ni–Au at room temperature
by rapidly quenching the samples in water, effectively preserving the metastable
crystal structure [33]. However, it is worth noting that for x < 0.3 the authors
observed that a single phase could also be obtained through gradual furnace cooling,
as indicated by the black dashed line in Figure 7.2b.

To investigate the structural behavior below the solid-solution regime, the films
were annealed at 873K for three days. The resulting diffraction pattern of films
on quartz glass, Si and YSZ is presented in Figure 7.3. Before annealing, the films
deposited on glass, with a composition of Ni0.58Au0.42, exhibit a phase resembling
Ni0.6Au0.4 with minor traces of pure Au (see Figure 7.3a). Upon annealing, the
structure undergoes a transition, shifting towards an Au-rich Ni0.12Au0.88 phase
along with pure Ni. This transformation aligns with findings from bulk alloy mea-
surements [33].

On Si substrates (Figure 7.3b), the same Ni0.6Au0.4 phase is formed within the
Ni0.52Au0.48 sample, while the Au-rich film predominantly consists of Ni0.2Au0.8,
despite a subtle presence of Ni-rich peaks. This agrees with the alloy’s stability
predicted for x < 0.3. Subsequent to the annealing process, an almost pure Au
phase (Ni0.03Au0.97) forms regardless of the initial composition. Any remaining Ni
disperses from the primary phase, manifesting as cubic NiSi2. Notably, the crystal
structure exhibits only slight variations between the samples with x = 0.22 and
x = 0.52, primarily reflecting differences in the NiSi2 content. The Au-rich samples
additionally contain tiny amounts of a Cu–Au phase, which could originate from
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Figure 7.3: X-ray diffraction pattern of NiAu films on a) polished quartz glass, b)
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samples before and after annealing at 873K for three days, respectively. The Ni content,
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the copper plate of the sputter chamber.

The films deposited on YSZ with a composition of Ni0.55Au0.45 exhibit a tendency
similar to that observed in the samples on quartz glass, as depicted in Figure 7.3c.
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Without annealing, these films adopt a Ni0.6Au0.4 phase together with pure Au.
Upon annealing, this phase disperses into Ni0.12Au0.88 along with the emergence of
pure Ni. Much like the films on Si, the same crystal structure is observed on YSZ
after annealing, irrespective of the composition. However, in the case of Au-rich
films, the reduced Ni content leads to a decrease of pure Ni.

In summary, no significant differences are observed among the three substrates
regarding the NixAu1–x phase. On Si, however, NiSi2 forms, while in the oxide sub-
strates, pure Ni persists. Prior to annealing, most samples contain minor traces of
pure Au, hinting at a potential lack of thermal energy to stabilize into the favorable
crystal structure. This is likely attributed to the fact that the temperature on the
film is moderately smaller than 500 ∘C. The substrate heater is positioned within a
copper plate beneath the substrate. The weak thermal contact between the copper
and the substrate causes a decrease of the temperature which is exacerbated by the
low thermal conductivity of glass (𝜆 ≈ 1Wm−1K−1) and YSZ (𝜆 ≈ 2Wm−1K−1)
[278, 279]. Conversely, on Si, the temperature is closer to the set temperature due
to the significantly larger thermal conductivity (𝜆 ≈ 150Wm−1K−1) [69] and the
thinner substrate (280µm compared to 560µm of YSZ and 1mm of glass). These
circumstance facilitates the formation of the desired crystal structure on Si.

7.3.2 Thermoelectric properties

Considering that pure Ni and Au exhibit Seebeck coefficients of only ≈ −18µVK−1

and ≈ 2µVK−1 at room temperature, respectively [238, 280], it is reasonable to
expect that films exhibiting multiple phases would yield a lower performance com-
pared to the bulk material comprising the same NixAu1–x stoichiometry. This
expectation is based on the fact that multiple, non-interacting phases tend to have
a detrimental effect on the overall thermoelectric performance, resulting from an
averaging of thermoelectric properties across the constituents, as elucidated in chap-
ter 5 [169].

The measured thermoelectric properties, along with the estimated figure of merit
z𝑇 derived from Equation 7.1, are illustrated in Figure 7.4. For comparative pur-
poses, the data of bulk Ni0.2Au0.8 and Ni0.6Au0.4 alloys are included [33], represent-
ing compositions that closely resemble those of the films.
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and Ni0.2Au0.8 for comparison, taken from Ref. [33]. Reproduced from Ref. [270].

Due to the exceedingly low electrical resistivity of Ni–Au alloys, a contribution
of any of the substrates can be ruled out at room temperature [168]. However, at
elevated temperatures, the substantial decrease in electrical resistivity in Si results
in a modification of the measured Seebeck coefficient and electrical resistivity of the
film-substrate system, leading to non-physical values above 550K (refer to chapter 5
for details).

The Seebeck coefficient does not exhibit a significant dependence on the sub-
strate, as corroborated by the X-ray diffraction pattern. An exception to this trend
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is observed in annealed films on Si substrate, where a considerable reduction in
the Seebeck coefficient is evident. This decline is presumable a consequence of Si
diffusion and the substantial formation of a NiSi2 phase. Thus, Si proves to be an
unsuitable substrates for thermoelectric films containing Ni.

Given that bulk Ni0.6Au0.4 undergoes a phase segregation into an Au-rich and
a Ni-rich phase [33], similar to the films with less Au, both exhibit a parallel
trend in the thermoelectric properties. This is especially present in the Seebeck
coefficient, as illustrated in Figure 7.4a. However, it is worth noting that the
resistivity initially exhibits higher values before annealing, attributed to limited
ordering within the crystal, but aligns significantly well following heat treatment,
as shown in Figure 7.4c. Consequently, both the power factor and figure of merit
of the films show impressive concordance with the bulk counterpart, ultimately
yielding values of 10mWm−1K−2 and 0.13 at 760K, respectively (see Figure 7.4e,g)
[270].

Conversely, the phase stability observed in Au-rich bulk and films yields compa-
rable results on YSZ. Although the Seebeck coefficient is slightly higher in the bulk
material, as evident in Figure 7.4b, due to the presence of pure Ni in the film, the
electrical resistivity in Au-rich films is initially elevated before annealing. While
annealing reduces this value by enhancing ordering, the resistivity remains slightly
higher than that of the respective bulk. Ultimately, these deviations result in a less
favorable performance compared to the bulk materials, with 𝑃𝐹 = 11.2mWm−1K−2

at 615K and z𝑇 = 0.15K (refer to Figure 7.4f,h) [270].

Adopting the method suggested to obtain single-phase samples with x > 0.3 [33],
films were annealed in an Ar-filled quartz glass tube at 937K and 1068K, followed
by rapid quenching in water. Unfortunately, this approach proved challenging as the
thermal shock caused by the substrate to fracture. Further experiments involving
rapid cooling of the quartz ampule also proved unsuccessful and had a detrimental
effect on the thermoelectric properties of the material.

7.4 Conclusion

Concluding, it can be stated that NixAu1–x films have been successfully prepared
via DC magnetron sputtering, employing a single Ni target to which Au pieces were
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affixed. The Au components had a combined weight ranging from 1 to 2 g, allowing
for the production of films with a cumulative thickness of 10 to 15µm per target,
demonstrating the cost-effectiveness of this single-target approach.

Achieving precise control of the composition proved challenging due to various
uncertainties. To manipulate the composition effectively, sputtering-related param-
eters, such as the working-gas pressure, power and substrate-target distance and
offset, have to be tuned.

After deposition, the films exhibited phases close to the initial stoichiometry,
though the limited degree of ordering and traces of secondary phases hampered the
overall performance. Upon annealing at 873K, the phases transformed, shifting
towards Au-rich phases and pure Ni. The thermoelectric properties depend on the
amount of pure Ni or related phases, such as NiSi2. Ultimately, a power factor of
11.2mWm−1K−2 and figure of merit of 0.15 was achieved in Ni0.19Au0.81 deposited
on YSZ.

To optimize the performance of NiAu films, rapid quenching in water appears to
be necessary. However, the challenge lies in finding a suitable setup or substrate to
prevent film failure during this process. Thus, future work should focus on using
different substrates with better mechanical properties to withstand the thermal
shock during water quenching.





8 Film composition tuning by
off-stoichiometric target sputtering

In this chapter, the strategy for optimizing the composition of films produced
through DC magnetron sputtering by adjusting the target’s stoichiometry is elu-
cidated, using Fe2VAl-based films as a case study. As emphasized in chapter 6,
achieving the desired stoichiometry in films can be a challenging task, primarily
due to different scattering interactions of the ejected particles with the working
gas. Despite the target’s composition adapting to the different sputter yields of the
constituents, a big benefit of sputtering compared to other deposition techniques,
this can result in a film composition deviating from the intended stoichiometry.

This significant challenge can be addressed through various methods. The sim-
plest approach involves multi-target sputtering [281–284], which employs multiple
targets with distinct discharge power to control the composition. These targets may
consist of single elements, alloys or compounds. However, this approach requires a
proper sputter chamber equipped with multiple target holders.

Another strategy is the use of chips placed on the target to compensate for
deficiencies in one or more elements [106, 285, 286]. These chips can be composed
of one or multiple elements and may vary in size. While this allows for a simple
adaptation of the composition, the accuracy is not very high compared to other
methods.

Furthermore, adjustments of the composition can be achieved by modifying sput-
ter parameters such as the sputter angle [285, 287, 288], power [289] or gas pressure
[253, 290, 291], among others. This approach works well for two-element alloys,
but may yield insufficient results in case of more constituents.

All of these strategies provide the ability to tailor the composition of sputtered
films to meet the required stoichiometry, each with its own set of advantages and
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disadvantages. The approach presented here, adapting the target composition,
tackles this issue in a different way. By varying the composition of the target, films
with the desired ratio of constituents are obtained. While it requires the ability
to synthesize targets, it avoids the necessity of an appropriately equipped sputter
chamber, as is the case in multi-target sputtering, and does not exhibit the same
accuracy and reproducibility challenges faced when placing a chip on a target.

8.1 Methodology

The stoichiometry of the target is changed according to the deviation of the film’s
composition. This process is conducted iteratively, starting with the synthesis of
a film from a target, followed by a composition measurement. If the composition
deviates from the desired stoichiometry, an error calculation is performed, leading
to the synthesis of another target with an adapted composition. The procedural
steps are visually represented in the flow chart shown in Figure 8.1. The initial
target may be comprise either the stoichiometric composition or, when information
about deficiencies in one or more constituents is pre-known, an off-stoichiometry.
Despite the minimal mass loss during the induction melting of the target, resulting
in a composition closely aligned with the initially weighed-in stoichiometry, the
precise composition is determined through XRF measurements.

As highlighted in chapter 6, the determination of the film’s composition relied
on SEM-EDX measurements rather than XRF. To increase accuracy, relatively
thick films of 2µm were synthesized, effectively eliminating any signals from the
substrate. Additionally, measurements were conducted at three distinct positions
on the 10mm x 5mm large samples to ensure a sufficient average. To avoid mistakes
arising from calibration inaccuracies, simultaneous measurements of the target were
executed, thereby determining the error of the EDX system. Figure 8.2 provides
an exemplary visualization of the composition determination process.

From the figure it becomes evident that the EDX measurements yields slightly
inaccurate results. By assuming that the XRF results depict the correct stoichiom-
etry, the EDX error 𝜀 for each element can be computed. These values are subse-
quently used to derive the actual composition of the film from the measured values.
Furthermore, a comparison of the EDX outcomes enables the determination of the
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Figure 8.1: Flow chart illustrating the iterative optimization process for refining the film
composition through adjustments to the stoichiometry of the target.

deviation 𝛿 between the target and film stoichiometry due to different behavior
of the constituents during sputtering. Ultimately, 𝛿 is employed to evaluate the
required target composition for achieving the correct film stoichiometry.

Despite the impression that the correct film composition is obtained after the first
adoption of the target, a subsequent alteration in the target’s composition induces
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XRF (Target):
Fe: 51.11 %
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Figure 8.2: Visualization of the sequential process of determining both the film and
subsequent target compositions. The blue area shows the initially weighed-in, nominal
composition of Fe2VAl. Measurement data is depicted in orange, while green areas
represent calculated values. Equations present next to the arrows highlight the utilized
formalism, using Fe as an illustrative example.

a change in the sputter behavior. This arises e.g. from inhomogeneities within
the target, resulting from finite solubility of its constituents and the emergence
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of impurity phases [292]. These impurities may also possess magnetic moments,
influencing the magnetic field in the vicinity of the target.

Nevertheless, through an iterative process, the deviation of the film’s composi-
tion from the nominal value is gradually reduced. Each adjustment in the target
composition refines the sputtering dynamics, ultimately yielding the desired stoi-
chiometry.

8.2 Results

To further elaborate on the practicality and applicability of this approach, films
with three distinct stoichiometries based on the full-Heusler compound Fe2VAl -
specifically Fe2VAl, Fe2V0.9Ti0.1Al and Fe2TaAl - were synthesized and measured
with respect to their structural and thermoelectric properties. All films were sput-
tered on unpolished yttria-stabilized zirconia (YSZ) substrates.

For the first two compounds, Fe2VAl and Fe2V0.9Ti0.1Al, notable success was
achieved, obtaining the desired composition within a few iteration steps. However,
the synthesis of Fe2TaAl encountered significant challenges related to the stability
of the target material, ultimately leading to its abandonment, as discussed below.

8.2.1 Composition and structure

The composition of films with the desired composition of Fe2VAl and Fe2V0.9Ti0.1Al
in shown in Figure 8.3a and Figure 8.3b, respectively, for various synthesized tar-
gets. Films sputtered from stoichiometric targets exhibit severe off-stoichiometric
compositions, Fe2.21V0.85Al0.94 and Fe2.10V0.79Ti0.08Al1.04, which underscores the im-
portance to investigate the composition rather than relying on the assumption that
it reflects the target’s composition. Notably, an excess of Fe is evident in both
systems, while deficiencies in V and Ti are observed, similar to previously reported
results on Fe2VAl-based films [106, 188]. It is important to emphasize that the
off-stoichiometry can not be attributed to a single element but rather represents a
collective behavior of the compound.

A total of four iterations were necessary to achieve a convenient stoichiome-
try in the films for both systems. Ultimately, a composition of Fe2.02V0.99Al and
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Figure 8.3: Atoms per formula unit of films made from different a) Fe2VAl-based and b)
Fe2V0.9Ti0.1Al-based targets. Nominal stoichiometry is denoted by dashed lines, while
solid lines represent the target’s composition. The films’ composition resulted from the
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Fe2.02V0.9Ti0.1Al0.99 was obtained from Fe1.86V1.15Al0.99 and Fe1.88V1.02Ti0.13Al0.97

targets, respectively, closely resembling the desired stoichiometry.
While Fe2TaAl is predicted to exhibit superior thermoelectric properties owing

to its advantageous electronic structure [50, 293–295], the synthesis of this mate-
rial in bulk form has proven challenging due to the formation of different phases.
However, as long as the multiple phases are homogeneously distributed within the
target, there is no need for a single-phase target. The films sputtered from the
nominal target exhibit a composition of Fe2.14Ta1.12Al0.74. Attempts to modify
the target’s stoichiometry to Fe1.82Ta0.87Al1.31 failed due to a lack of mechanical
stability, causing the bulk material to fracture upon cooling down after induction
melting. This issue persisted even after slight changes in the composition, hence
the composition was eventually abandoned.

To further elucidate the structural characteristics, the X-ray diffraction pattern
of stoichiometric Fe2VAl and Fe2V0.9Ti0.1Al, as well as that of the films with the
closest composition, is presented in Figure 8.4. The structural analysis of the
targets reveals the presence of all dominant peaks characteristic of the full-Heusler
structure. Of particular significance are the (111) and (200) lines, appearing at ≈
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27 ∘ and ≈ 31 ∘, respectively. These lines serve as indicators of the degree of disorder
within the material. In the event of 𝐵2 disorder, where a complete disordering of
the V and Al sites occurs, the (111) peak vanishes, while the fully disordered 𝐴2

structure lacks both lines [123]. Although not clearly visible in Figure 8.4, both
peaks are present in the targets, suggesting nearly complete ordering.

On the contrary, the films do not exhibit a fully-ordered structure. Aside from
peaks originating from the substrate and disorder-independent peaks from the full-
Heusler structure, films annealed at 873K reveal only the (200) peak. Furthermore,
upon annealing at 1073K, both the (111) and (200) lines are absent. Simultane-
ously, additional impurity phases, presumable oxides, form during the annealing
process.

8.2.2 Thermoelectric properties

The thermoelectric properties of both the stoichiometric and final target were mea-
sured, alongside those of films with the closest composition. The results for Fe2VAl
are presented in Figure 8.5. Bulk Fe2VAl has a Seebeck coefficient and electrical
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Figure 8.5: a) Seebeck coefficient 𝑆, b) electrical resistivity 𝜌, c) power factor 𝑃𝐹

and d) figure of merit z𝑇 of the Fe2VAl target (black symbols) and the films with the
closest stoichiometry after annealing at 873K (light red symbols) and 1073K (dark red
symbols) as a function of temperature. In addition, the thermoelectric properties of
the final target are included (blue symbols). z𝑇 of the films was calculated assuming
a temperature-independent thermal conductivity of 3Wm−1K−1, consistent with prior
findings [296].

resistivity exhibiting a semiconductorlike behavior, consistent with prior finding
for this material [50, 51, 103, 297]. Moreover, the properties of the final off-
stoichiometric target align with those measured for Fe2–xV1+xAl [298]. Notably,
despite a decrease in the valence electron concentration compared to the stoichio-
metric material, a negative Seebeck coefficient is observed.

The peculiar electronic structure of Fe2VAl, representing a small-gap semicon-
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ductor or semimetal [165–167], results in significant variations of all thermoelectric
quantities due to disorder or changes in the charge carrier concentration from off-
stoichiometry [299]. Consistent with this, a large negative Seebeck coefficient was
previously reported in 𝐵2-disordered Fe2VAl [300], aligning with the measured See-
beck coefficient of the 𝐵2-disordered film annealed at 873K. The electrical resistiv-
ity exhibits an almost constant behavior, suggesting imperfect crystallization of the
Heusler structure within the film due to limited thermal energy during sputtering
and annealing. Annealing at 1073K, inducing a metallic structure, deteriorates
the Seebeck coefficient to < 10µVK−1. Furthermore, the electrical resistivity is
changed into a linearly increasing behavior dominated by electron-phonon interac-
tion, typical for metals.

Ultimately, a maximum power factor of 5.6 · 10−2 mWm−1K−2 at 450K was
achieved. Assuming a constant thermal conductivity of 3Wm−1K−1 [296], a figure
of merit of 8.2 · 10−3 at 550K was obtained. Despite these values not reaching re-
ported performances of other Fe2VAl films, this is attributed to finite crystallization
and limited degree of order in the structure rather than off-stoichiometry.

The thermoelectric properties of both bulk and film Fe2V0.9Ti0.1Al are depicted
in Figure 8.6. The bulk sample displays a Seebeck coefficient of 65µVK−1 alongside
a small, linearly increasing resistivity, consistent with previously reported results
[301]. Moreover, a power factor exceeding 2mWm−1K−2 and a figure of merit of
0.05 are achieved. The final off-stoichiometric target exhibits a semiconductorlike
resistivity with a negative slope, indicating that the Fermi energy is positioned close
to the valence band’s edge. This assumption is supported by the slightly increased
Seebeck coefficient.

Similar to the Fe2VAl discussed above, films with a composition resembling
Fe2V0.9Ti0.1Al exhibit a disorder-induced negative Seebeck coefficient, characteristic
of this material class [300]. After annealing at 873K, the Seebeck coefficient reaches
approximately −40µVK−1. This is associated with an increased resistivity dis-
playing a small negative temperature dependence, indicative of disorder-dominated
transport. Eventually, a broad maximum power factor of 0.12mWm−1K−2 is achieved
between 330 and 490K (see inset of Figure 8.6c). Once again, this value falls be-
low previously reported performances of fully-ordered Fe2V0.9Ti0.1Al films [201],
attributed to the formation of impurity phases upon annealing at 1073K and a
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Figure 8.6: a) Seebeck coefficient 𝑆, b) electrical resistivity 𝜌, c) power factor 𝑃𝐹 and
d) figure of merit z𝑇 of the Fe2V0.9Ti0.1Al target (black symbols) and the films with
the closest stoichiometry after annealing at 873K (light red symbols) and 1073K (dark
red symbols) as a function of temperature. In addition, the thermoelectric properties of
the final target are included (blue symbols). z𝑇 of the films was calculated assuming
a temperature-independent thermal conductivity of 3Wm−1K−1, consistent with prior
findings [296].

reduction in the degree of ordering, thereby diminishing the thermoelectric perfor-
mance.

On the other hand, recent findings from film sputtered from a stoichiometric
Fe2V0.9Ti0.1Al align with the presented films in terms of composition, resembling
Fe2.19V0.83T0.07Al0.91. The severe off-stoichiometry lead to an overall performance
of only 𝑃𝐹 ≈ 0.06mWm−1K−2. Thus, by the approach presented here, controlling
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the stoichiometry of the films through variations in the target’s composition, a
substantial enhancement in performance could be achieved.

In summary, it can be stated that the films’ composition could be successfully
tuned by adapting the stoichiometry of the target through an iterative process.
Despite the moderate thermoelectric performance of the obtained films, attributed
to a non-perfect formation of the full-Heusler structure, this provides a promising
route towards synthesizing films from a single-target sputtering device.





9 Conclusion

The scope of this thesis encompassed different aspects of thermoelectricity. The
first part focused on investigating the thermoelectric quantities in the regime of a
parabolic-band approximation of the band structure. A comprehensive exploration
of the Seebeck coefficient, electrical resistivity and Hall coefficient culminated in
the development of a collaborative software tool. This tool, written in Python
and encapsulated in a publicly available application, fits temperature-dependent
properties to obtain information about the band structure - namely the position of
the Fermi energy, the band gaps and the mass ratios weighted with the degeneracies
- and dominant scattering processes. The flexibility to toggle between a single-, two-
and three-parabolic-band model ensures a broad applicability. The integration of
a neural network, providing an initial fit guess, coupled with an intuitive user
interface, facilitates a straightforward analysis of studied materials.

Additionally, the thesis delved into a theoretical exploration of the thermoelec-
tric properties of multi-material configurations, unraveling the contributions of the
individual constituents. Investigations on film-substrate systems elucidated the
substrate’s potential impact on measured properties, especially when its resistance
approaches that of the film. This situation could lead to misinterpretations of
the film’s performance. The effect is proportional to the material-related quantity
𝜀 = 𝜎s𝑑s/(𝜎f𝑑f), where 𝜎 is the electrical conductivity, 𝑑 the thickness and f and s
denote the film and substrate, respectively.

A similar study on composites comprising a thermoelectric material and a highly
conducting material revealed the misleading nature of distinct thermoelectric quan-
tities. The conductive properties of the metal decouple the Seebeck coefficient and
electrical conductivity, potentially resulting in extreme power factor values. How-
ever, a minute examination of the efficiency of composites with varying metal-to-
thermoelectric ratios revealed their inferior performance compared to the thermo-
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electric alone. This conclusion was corroborated by measurements on serial Cu-
Fe2VAl1.5 composites with different metal amounts. Ultimately, the actual power
output and figure of merit were proposed as error-resistant quantities to prevent
misinterpretations of future composite studies.

Finally, NiAu films were synthesized through magnetron sputtering from a Ni
target with affixed Au pieces, showcasing a significant cost reduction compared to
the bulk material. Despite challenges in crystallizing the desired structure, a large
power factor of 11.2mWm−1K−2 at 614K was obtained in Ni0.27Au0.73. Neglect-
ing the phonon contribution to thermal conduction, justified by the dominance of
electrons in metallic systems, yielded a figure of merit of z𝑇 = 0.15 at 763K, in
alignment with the respective bulk performance. Nevertheless, issues concerning
the stability of film and substrate arose when attempting to reproduce the quench-
ing procedure necessary to obtain a single-phase compound for Ni > 0.3.
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Appendix





A Properties of the Seebeck
coefficient of a parabolic band

While the Seebeck coefficient may exhibit a complex shape in real materials, the
use of parabolic bands for the band structure yields excellent agreement in many
cases. Then, the Seebeck coefficient is easily calculated. particularly interesting
is the low- and high-temperature limit of a single parabolic band, as it provides
fundamental understanding.

A.1 Low-temperature limit of the Seebeck

coefficient

The derivation presented assumes a single parabolic band. However, as the derived
results are only valid at low temperatures (kB𝑇 ≪ 𝐸F), it is also limit for multiple
bands if only one band is present in the vicinity of the Fermi energy.

To obtain the low-temperature behavior of the Seebeck coefficient, the Sommer-
feld expansion for small temperatures is of essence [158]:∫︁ ∞

−∞

𝐻(𝐸)

𝑒𝛽(𝐸−𝜇) + 1
d𝐸 =

∫︁ 𝜇

−∞
𝐻(𝐸) d𝐸 +

𝜋2

6

(︂
1

𝛽

)︂2

𝐻 ′(𝜇) +O
(︂

1

𝛽𝜇

)︂4

. (A.1)

Here, 𝐻(𝐸) is an arbitrary function of 𝐸, 𝛽 = 1/(kB𝑇 ) is the inverse temperature
and 𝜇 is the chemical potential. Equation A.1 yields for the Fermi-Dirac integral
of 0th and 1st order

𝐹0(𝜂) =

∫︁ ∞

0

1

𝑒𝜉−𝜂 + 1
d𝜉 ≈ 𝜂 (A.2)

and
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d𝜉 ≈ 𝜂2

2
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6
. (A.3)
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Inserting Equation A.2 and Equation A.3 into the general formula of the Seebeck
coefficient of a single parabolic conduction band with 𝜆 = 0,

𝑆 (𝑇 ) =
kB

𝑒

[︂
𝜂 − 2

𝐹1 (𝜂, 𝑇 )

𝐹0 (𝜂, 𝑇 )

]︂
, (A.4)

yields
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3𝑒
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𝜇
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(A.5)

Finally, approximating the chemical potential as 𝐸F at low temperatures results in

𝑆(𝑇 ) ≈ −𝜋2kB

3𝑒

kB𝑇

𝐸F
. (A.6)

As a side note, it should be mentioned that the well-known Mott formula [271,
272],

𝑆(𝑇 ) = −𝜋2k2
B𝑇

3𝑒

[︂
1

𝜎(𝐸)

d𝜎(𝐸)

d𝐸

]︂
𝐸=𝐸F

, (A.7)

which approximates the Seebeck coefficient of metals and semimetals, is also ob-
tained by a Sommerfeld expansion of the energy-dependent electrical conductiv-
ity 𝜎(𝐸) = 𝐷(𝐸)v2(𝐸)𝜏(𝐸). Different to the derivation above, this approxima-
tion is not limited to parabolic bands. Under the assumption of a temperature-
independent velocity, the equation simplifies to

𝑆(𝑇 ) = −𝜋2k2
B𝑇

3𝑒

[︂
1

𝐷(𝐸)

d𝐷(𝐸)
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+

1

𝜏(𝐸)

d𝜏(𝐸)

d𝐸

]︂
𝐸=𝐸F

. (A.8)

A.2 High-temperature limit of the Seebeck

coefficient

The Fermi-Dirac integral of jth order, 𝐹j (𝜂(𝑇 )), can be expressed with the Dirichlet
eta function 𝜂 for 𝑇 → ∞:

𝐹j (𝜂 → 0) = 𝜂(j + 1) =
∞∑︁
n=1

(−1)n−1

nj+1
. (A.9)



A.2 High-temperature limit of the Seebeck coefficient 153

The Dirichlet eta function can be explicitly written for j = 0 and j = 1:

𝐹0 (𝜂 → 0) = 𝜂(1) = ln(2) , (A.10)

𝐹1 (𝜂 → 0) = 𝜂(2) =
𝜋2

12
. (A.11)

By inserting Equation A.10 and Equation A.11 into the general notation of the
Seebeck coefficient (Equation 3.32),

𝑆 (𝑇 ) =
kB

𝑒

[︂
𝜂(𝑇 )− 𝜆+ 2

𝜆+ 1
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]︂
, (A.12)

reveals the high-temperature limit of the Seebeck coefficient of a single parabolic
band for acoustic-phonon and alloy-disorder scattering (𝜆 = 0):

𝑆 (𝑇 → ∞) =
kB

𝑒

[︂
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(A.13)

= − 2kB𝜋
2

12𝑒 ln(2)
(A.14)





B Calculation of the current
distribution in film-substrate
systems

The current arising in a parallel two-layer system flows through the interface only
at the edge of the sample. This can be shown by assuming an additional interface
connection between the film and the substrate with resistance 𝑅i in addition to the
junctions at both ends (see Figure B.1). All arising voltages and currents (depicted
in Figure B.1b) can be written as:

𝑈1 = (1− x)𝑅f𝐼1 + (1− x)𝑈f ,

𝑈2 = 𝑅i𝐼2 ,

𝑈3 = x𝑅f𝐼3 + x𝑈f , (B.1)

𝑈4 = x𝑅s𝐼4 − x𝑈s ,

𝑈5 = (1− x)𝑅s𝐼5 − (1− x)𝑈s ,

with the indices f, s and i denoting the film, substrate and interface, respectively. x
is the relative position of the additional connection. These equations can be written
in a more compact way:

U = Z̃I + Uq . (B.2)

Here, Uq is given by

Uq =

⎛⎜⎜⎜⎜⎜⎜⎝
(1− x)𝑈f

0

x𝑈f

−x𝑈s

− (1− x)𝑈s

⎞⎟⎟⎟⎟⎟⎟⎠ (B.3)
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Figure B.1: a) Electrical circuit describing the parallel film-substrate model discussed
in chapter 5, with an additional connection between film and substrate at the relative
position 0 < x < 1 with resistance 𝑅i. The total thermovoltage and resistance of the
film and the substrate are denoted as 𝑈f, 𝑅f and 𝑈s, 𝑅s, respectively. b) Simplified pic-
ture used for solving the circuit by applying network analysis. 𝑈i and 𝐼i, with i = [1, 5],
specify the potential drop and the current along the branches, respectively. Reproduced
from Ref. [168].

and Z̃ is

Z̃ =

⎛⎜⎜⎜⎜⎜⎜⎝
(1− x)𝑅f 0 0 0 0

0 𝑅i 0 0 0

0 0 x𝑅f 0 0

0 0 0 x𝑅s 0

0 0 0 0 (1− x)𝑅s

⎞⎟⎟⎟⎟⎟⎟⎠ . (B.4)

This equation can be solved and yields

I =
𝑈s − 𝑈f

𝑅f +𝑅s
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1

0

1

1
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for the currents of the different branches and

U =
𝑅s𝑈f +𝑅f𝑈s

𝑅f +𝑅s

⎛⎜⎜⎜⎜⎜⎜⎝
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− (1− x)

⎞⎟⎟⎟⎟⎟⎟⎠ (B.6)

for the branch voltages. As expected, the current through the interface becomes
zero (𝐼2 = 0) and the current passes through the interface only at the edge of the
system, yielding equal currents for all branches: 𝐼1 = 𝐼3 = 𝐼4 = 𝐼5. Furthermore,
𝑈2 = 0 and the measured voltage becomes

𝑈meas = 𝑈1 + 𝑈3 = −(𝑈4 + 𝑈5) =
𝑅s𝑈f +𝑅f𝑈s

𝑅f +𝑅s
, (B.7)

therefore independent of the interface resistance 𝑅i and its relative position x. The
same holds true for a larger number of interface connections at arbitrary positions.

When additionally adding interface resistances 𝑅′
i on both ends of the circuit,

the (indisputable more realistic) situation becomes a bit different. The current 𝐼2

through the interface inside the sample is then proportional to

𝐼2 ∝ (1− 2x)𝑅′
i (B.8)

and only vanishes for either 𝑅′
i = 0, which was discussed above, or x = 0.5, i.e.

the interface connection is positioned exactly in the middle of the sample. For
an asymmetric arrangement x ̸= 0.5, a current will flow through the interface
connection, altering the measured voltage. However, assuming an infinite number
of interface connections with equal resistances, representing real systems, eventually
leads to a symmetric distribution of resistances. This results in opposing currents
of neighboring sub-circuits cancel each other out, similar to what is depicted in
Figure 5.1. Ultimately, this again leads to vanishing currents through inner interface
connections.

Over all, the simple model derived in the main text describes the underlying
processes fairly well and conveniently describes the potential contribution of the
substrate to the total thermoelectric properties.





C Consideration of small interface
resistances

In a composite, the interactions at the interfaces between different constituents can
alter its thermoelectric performance. These interfaces can cause scattering of charge
carriers, resulting in locally reduced electrical and thermal conductivity. More
importantly, phonon scattering on interface structures hampers heat conduction,
lowering the overall thermal conductivity but also causing a discontinuity of the
temperature at the interface. Such a scenario is illustrated in Figure C.1. Similar
to the derivation of Equation 5.30 and Equation 5.31, the temperature drop across
both the thermoelectric material and the metal can be derived:

Δ𝑇te =
ΛiΛm

ΛiΛte + ΛiΛm + ΛteΛm
Δ𝑇 , (C.1)

Δ𝑇m =
ΛiΛte

ΛiΛte + ΛiΛm + ΛteΛm
Δ𝑇 , (C.2)

with the thermal conductances Λj = 𝜆j𝐴/lj and j = {te, m, i} denoting the ther-
moelectric, metal and interface, respectively.

Using the thermal resistance 𝜃j = 1/Λj, these equations can be written more
conveniently as

Δ𝑇te =
𝜃te

𝜃te + 𝜃m + 𝜃i
Δ𝑇

=

(︂
1 +

𝜃i

𝜃te + 𝜃m

)︂−1

Δ𝑇 i𝑑
te

(C.3)

and

Δ𝑇m =

(︂
1 +

𝜃i

𝜃te + 𝜃m

)︂−1

Δ𝑇 i𝑑
m . (C.4)
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Figure C.1: Schematic sketch of a serial connection of a thermoelectric material (length
lte) and a metal (length lm), incorporating an interface thermal resistance. Both material
possess individual Seebeck coefficients 𝑆 and thermal conductances Λ = 1/𝜃, while
the interface is characterized by an additional thermal conductance. The temperature
difference across the thermoelectric material and the metal are denoted as Δ𝑇te and
Δ𝑇m, respectively. The solid line sketches the temperature profile. Reproduced from
Ref. [169].

Here, Δ𝑇 i𝑑
te and Δ𝑇 i𝑑

m represent the temperature differences in the ideal system
without interface resistances.

The measured thermopower is given by

𝑈 = 𝑆teΔ𝑇te + 𝑆mΔ𝑇m

=

(︂
1 +

𝜃i

𝜃te + 𝜃m

)︂−1

𝑈 id .
(C.5)

As expected, the measured voltage is smaller than that of the ideal system without
interface 𝑈 id. For a larger number 𝑁 of interfaces, the Seebeck coefficient can be
written as

𝑆 =

(︂
1 +

𝑁𝜃i

𝜃te + 𝜃m

)︂−1

𝑆id , (C.6)

Furthermore, an equivalent trend can be observed for the overall thermal conduc-
tivity of the system. Taking into account the influence of the interface, the thermal
resistance becomes

𝜃 = 𝜃te + 𝜃m +𝑁𝜃i = 𝜃te

(︂
1 + 𝜀𝜆 +

𝑁𝜃i

𝜃te

)︂
. (C.7)
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This leads to the following expression for the thermal conductivity:

𝜆 =
𝜆te

𝛿te

(︁
1 + 𝜀𝜆 +

𝑁𝜃i
𝜃te

)︁
=

(︂
1 +

𝑁𝜃i

𝜃te + 𝜃m

)︂−1

𝜆id .

(C.8)

A similar impact of the interface can be derived for the electrical resistivity:

𝜌 =

(︂
1 +

𝑁𝑅i

𝑅te +𝑅m

)︂
𝜌id , (C.9)

with 𝑅i being the electrical resistance of the interface.
In summary, the interfaces between the constituents of a composite can influence

all thermoelectric properties, namely causing a reduction of the Seebeck coefficient
as well as the electrical and thermal conductivity. The extent of this influence
depends on the electrical and thermal resistance of the interface compared to the
values of the constituents, as well as the number of interfaces, reflecting the struc-
ture of the composite.





D Training of neural network for
accelerated fitting

In chapter 4, a fitting algorithm based on a parabolic-band model was introduced
and discussed, providing a convenient description of the band structure. This model
allows to fit the measured Seebeck coefficient, electrical resistivity and Hall coef-
ficient data to obtain band structure features. For a system comprising n bands,
the fit estimates 3n and 4n parameters for a single and two dominant scattering
processes, respectively. These parameters include the Fermi energy 𝐸F, the band
gap 𝐸g between the first band and all additional bands, the ratio of the masses
weighted by the degeneracies 𝜀, the absolute band masses as well as the scattering
times. If only the Seebeck coefficient or Seebeck coefficient and electrical resistivity
are fitted, the number of fit parameters decreases accordingly (refer to chapter 3
for details).

Before initiating the fitting process, which starts with a fit of the Seebeck coeffi-
cient data, a rough estimation of the relevant band parameters is mandatory. The
scattering times and absolute band masses, on the other hand, are initially set to 1.
The success of fitting the Seebeck coefficient data and extracting the band structure
features, as well as the time required for the fit, depend on the initial values chosen
as the starting point. While the software allows for manual parameter adjustments
beforehand, a neural network was trained to calculate and predict these parame-
ters based on the temperature-dependent Seebeck coefficient. Depending on the
model’s accuracy, this approach is expected to significantly reduce the fitting time
and, ideally, make the user’s manual adjustments unnecessary.

In practice, fitting with multiple bands often yields almost degenerate results,
particularly when considering the ratio of degeneracies. Different sets of band
parameters may produce nearly equivalent Seebeck coefficients, introducing subtle
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nuances that are not effectively resolved by the neural network or the least-squares
fit. Consequently, the setup has been adjusted to necessitate users to provide
values for the degeneracies of the bands, ensuring accurate predictions of the band
structure. Furthermore, due to the expanded phase space of the three-parabolic-
band model, the network’s training was confined to single and two parabolic bands.
The subsequent sections delve into the training specifics for two bands.

The neuronal networks presented below were constructed using the Keras library
for Python [302], which is based on the TensorFlow library developed by Google
[303].

D.1 Data generation

The effectiveness of neural network training relies on the structure of the training
data. In many cases, the set of band parameters for a given 𝑆(𝑇 ) can be ambiguous.
For example, in a two-band system where the Fermi energy is situated deeply inside
the valence band, the size of the band gap plays no rule at lower temperatures. Only
at elevated temperatures does the influence of the second band becomes apparent,
causing a deviation in the Seebeck coefficient from linear behavior. This inher-
ent ambiguity limits the network’s ability to identify the correct features, thereby
hindering the training process. Consequently, careful data preparation becomes
crucial. A dataset comprising a total of 20,000 training and 2,000 test data was
created. This dataset encompasses both input and output data, providing the net-
work with information about the Seebeck coefficient and its corresponding band
structure.

D.1.1 Input data

The input data contain the Seebeck coefficient calculated at equidistant tempera-
tures. The temperature interval was set from 300K to 600K with intervals of 25K,
resulting in a total of

𝑀 =
600K − 300K

25K
+ 1 = 13 (D.1)

data points for the input layer. This temperature range has been selected to encom-
pass a significant portion of data available in the literature, ensuring the model’s
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broad applicability. The degeneracy ratio is initially set to 1. Given the extremely
large possibilities of ratios 𝛿𝑁 = 𝑁2/𝑁1, training the network for all values of 𝛿𝑁
is impractical. For most materials, the network’s prediction for 𝛿𝑁 = 1 is expected
to yield a converging fit, even if the user later decides to adjust the value.

D.1.2 Output data

For the neural network trained with the two-band system, one band was predefined
as a valence band and the other as a conduction band. This configuration exhibits
more distinct features than a two-band system comprising bands of equal sign,
making it more relevant in the field of thermoelectricity. To ensure applicability
across a broad spectrum of materials, the three band-structure parameters need to
be carefully selected. The values were generated using the following procedure:

Weighted ratio of effective masses 𝜀: The effective mass ratio is randomly
assigned values between 0.2 and 5, ensuring that the second band can be no more
than five times lighter or heavier than the first band, including the ratio of de-
generacies. The parameter is generated according to a logarithmic distribution to
balance the probabilities of lighter and heavier bands:

𝜀 = 10𝛼 , (D.2)

with 𝛼 being randomly set to a value between log(0.2) and log(5).

Band gap 𝐸g: The band gap follows a random normal distribution with a mean
value of 2000K and a standard deviation of 1000K. As a result, approximately
95% of the values fall within the range of 0K to 4000K. This parameter deter-
mines the distance between the maximum or minimum of the two parabolas. This
distribution is weighted towards positive band gaps, emphasizing semiconductors,
which are the predominant class of materials in the field of thermoelectricity.

Fermi energy 𝐸F: Similarly to the band gap, the Fermi energy follows a nor-
mal distribution, with a standard deviation of 1000K. The mean value is randomly
assigned to the band minimum of either band. This choice reflects the typical char-
acteristics of thermoelectric materials, where the Fermi energy tends to be close to
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Weighted mass ratio 𝜀 Band gap 𝐸g Fermi energy 𝐸F

𝑎 0 2000 900
𝑐 1 1000 1500

Table D.1: Parameters 𝑎 and 𝑐 used to normalize the three fitting parameters 𝜀, 𝐸g and
𝐸F to values between -1 and 1 (0 to 1 in case of the effective mass ratio).

the band gap. Furthermore, if the Fermi energy resides within the band gap, it is
positioned equidistantly between the two bands.

Figure D.1 presents the probability distribution of the training data for all three
parameters. To accommodate the large variations in parameter values, normaliza-
tion was applied, transforming the values to a standardized range between -1 and 1
(or 0 to 1 in the case of the effective mass ratio). This normalization not only facil-
itates the learning process and enhances the prediction accuracy of the model, but
also enables the use of appropriate activation functions between the layers. These
activation functions effectively rescale the outcomes after each layer, maintaining
values within the range of -1 to 1.

Normalization is accomplished using the function

𝑓(x) =
x− 𝑎

|x− 𝑎|+ 𝑐
, (D.3)

where 𝑎 and 𝑐 are adjustable parameters. Multiple values were tested to ensure a
balanced distribution of parameters across the entire interval. The optimal param-
eters, providing the most effective normalization, are detailed in Table D.1. The
normalized band parameters are depicted in Figure D.1b, d and f.

D.2 Architecture of the neural network

The size and structure of the neural networks’ architecture has to be adjusted
based on the complexity of the data. In Figure D.2, a general overview of the
architecture of the trained neural networks is presented. Determining the optimal
architecture involved considerations of various parameters, including the number l
of hidden layers, the number nl of nodes per hidden layer, the dropout rate [304],
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Figure D.1: Probability distribution of randomly generated (a, b) weighted mass ratio
𝜀, (c, d) band gap 𝐸g and (e, f) Fermi energy 𝐸F. The left and right figures show
the values before and after normalization onto the interval (−1, 1) according to the
formalism introduced in the main text, respectively.

the activation function and the optimizer. The loss was evaluated by calculating
the mean squared error.
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Eg
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Figure D.2: Schematic drawing of the general architecture of sequential neural networks.
The input layer (blue) consists of 13 nodes, each one representing a value of the Seebeck
coefficient on an equally spaced temperature grid. Then, a variable number l of so-
called hidden layers (orange) follows, each one with nl nodes. Finally, an output layer
(green) is connected to the last hidden layer, comprising three nodes, which represent
the three band-structure parameters. The open circles depict single nodes, which add
together the incoming values, weighted with individual weights.

Given the impracticality of testing all potential architecture, approximately 1000
neural networks with randomized parameters were generated, trained and tested.
The ultimate performance of each model was evaluated based on the root mean
squared error of the Seebeck coefficient, calculated using the predicted set of band-
structure parameters. The exploration of this parameter space was subsequently
refined, as specific configurations demonstrated significantly better or worse per-
formance than others. Ultimately, the most effective neural network architecture
consisted of four hidden layers (l = 4) with node counts of n1 = 143, n2 = 67,
n3 = 62 and n4 = 76. Furthermore, the use of a dropout rate was found to have a
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Figure D.3: Distribution of the neural network’s predicted values of a) 𝜀, b) 𝐸g and c)
𝐸F, together with the respective errors (b, d, f). The numbers shown in the figures
on the right denote the cumulative fraction of predictions within ±25% of the actual
values. The parameters were calculated from 2000 test data.

detrimental effect and was therefore omitted. An activation function in the form of
a hyperbolic tangent was applied, and the optimization process utilized the adam
optimizer [305].
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Figure D.4: a) Seebeck coefficient curves derived from test data parameters (symbols)
alongside with those calculated from the predicted parameter sets (lines). b) Table
presenting both the predicted and actual band-structure parameters.

The parameters predicted by the neural network from the provided test data
are visualized in Figure D.3. While the test data itself are not displayed, it is
important to note that they were generated with the same parameter distribution as
the training data. Hence, a comparison between Figure D.3 and Figure D.1 reveals
the strong alignment of the predictions with the expected parameter distribution.

Furthermore, when analyzing the errors between the predicted and actual values
(as depicted in Figure D.3b, d and f), it becomes evident that the majority of
predictions fall within a 25% margin of the actual values for 𝐸g and 𝐸F. In the case
of 𝜀, the error is larger, primarily attributed to the smaller values of 𝜀, which can
result in relatively large relative errors even for relatively small absolute deviations.

Examples of the network’s prediction are presented in Figure D.4a. The excellent
alignment between the predicted curve and the test data underscores the model’s
high accuracy. This is further emphasized in Figure D.4b, where the values are de-
picted. While these examples represent optimal scenarios, the network’s prediction
proves sufficient in the majority of cases, providing a solid starting point for the
subsequent fitting procedure. This remarkable results enable the user to obtain fit
results directly after importing the experimental data. Only in cases where the neu-
ral network’s estimation is too imprecise for the fit to converge, further adjustments
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of the band parameters may be required. Overall, the neural network significantly
accelerates the entire fitting process.





E Thickness distribution of
magnetron sputtering

The dislodged mass 𝑀 from a target with surface 𝐴t within the time interval Δt

is described by [250]

𝑀t =

∫︁ Δt

0

∫︁
𝐴t

Γd𝐴dt , (E.1)

where Γ signifies the mass loss rate, depending on the average sputter yield 𝑌 , the
average mass of ejected particles m and the particle current density of impinging
ions j:

Γ = 𝑌 jm . (E.2)

In the case of a planar target, material is ejected into a hemisphere, following
a cosine distribution. The quantity of material reaching an infinitesimally small
surface d𝐴 along the hemisphere at an angle 𝜃 and distance r is expressed by

d𝑀t = 𝑀t cos 𝜃
d𝐴

𝜋r2
. (E.3)

The material reaching an opposing substrate further depends on the inclination
angle with respect to the target, denoted as 𝛼. For a sufficiently small substrate
surface 𝐴s, the projection onto the hemisphere is given by 𝐴s cos𝛼. Substituting
the substrate’s surface into Equation E.3 yields

d𝑀s = 𝑀t
cos 𝜃 cos𝛼

𝜋r2
d𝐴s . (E.4)

A visualization incorporating relevant quantities is shown in Figure E.1a. For
parallel substrate and target, 𝜃 = 𝛼. Then, by using the relation cos 𝜃 = 𝑑/r, the
equation simplifies to

d𝑀s

d𝐴s

= 𝑀t
cos 𝜃4

𝜋𝑑2
, (E.5)
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Figure E.1: a) Two-dimensional and b) three-dimensional sketch of the relevant quan-
tities and their relation for deriving the film-thickness distribution on a substrate.

where 𝑑 denotes the orthogonal distance between substrate and target.
In a magnetron sputtering setup, particles are not uniformly dislodged from the

target but rather along a small ring with a radius rt due to the cycloidal movement
of secondary electrons. The amount of material reaching the position (xs, ys) on
the substrate from a ring position characterized by the angle 𝜙 is (see Figure E.1b)

𝐺(𝜙, xs, ys) =
d𝑀s

d𝐴s
=

𝑀t

𝜋

𝑑2

r′4
, (E.6)

=
𝑀t

𝜋

𝑑2[︀
𝑑2 + (xs − xt − rt cos𝜙)

2 + (ys − yt − rt sin𝜙)
2]︀2 . (E.7)

Here, xt and yt represent the origin coordinates of the target, allowing for a potential
offset between target and substrate.

The cumulative mass ejected from the target is obtained by integrating across
the entire ring:

𝐼(xs, ys) =

∫︁ 2𝜋

0

𝐺(𝜙, xs, ys)d𝜙 . (E.8)

Figure E.2 shows the thickness profile 𝐼(x, y) on a substrate from an 1-inch (25.4mm)
target with a 14mm diameter sputter ring. For small distances 𝑑 between target
and substrate, the ring-shaped expulsion of particles from the target manifests in
the substrate’s thickness distribution. With increasing distance, the distribution
levels out and adopts a more uniform shape. As depicted in Figure E.2b, the relative
difference between the maximum and minimum thickness experiences a pronounced
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Figure E.2: Calculation of the thickness distribution on a 20 x 25mm substrate opposing
a 1-inch (25.4mm) target with 14mm diameter sputter ring. a) Thickness distribution
and b) maximum difference in film thickness across one direction for different distances
between target and substrate. c,d) Three-dimensional visualizations of the thickness
profile for a distance of 5mm (c) and 20mm (d).

decline with increasing distance. Consequently, the distance is a pivotal factor in-
fluencing the accuracy when deducing properties from measured quantities, such
as electrical resistivity. Figure E.2c,d present three-dimensional thickness profiles
at distances of 𝑑 = 5mm and 20mm, respectively, elucidating the evolving spa-
tial characteristics of the film deposition. The Mathematica code employed for the
computation of the thickness profile is available in [306].
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