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Abstract
Electron beam ion traps allow studies of slow highly charged ion transmission through
freestanding 2D materials as an universal testbed for surface science under extreme conditions.
Here we review recent studies on charge exchange of highly charged ions in 2D materials. Since
the interaction time with these atomically thin materials is limited to only a few femtoseconds,
an indirect timing information will be gained. We will therefore discuss the interaction
separated in three participating time regimes: energy deposition (charge exchange), energy
release (secondary particle emission), and energy retention (material modification).

Keywords: highly charged ions, ion beam spectroscopy, electron emission, charge exchange,
nanostructuring, 2D materials

1. Introduction

While photons and electrons can be tuned in terms of their
kinetic energy, using ions brings one additional degree of free-
dom: the charge state of the projectile. By ionising more and
more electrons from an atom, its potential energy, i.e. the bind-
ing energy of all missing electrons, can reach several tens of
keV. The potential energy of these highly charged ions (HCIs)
increases quickly with charge state, e.g. for low charge states
q= 1,2, xenon only possesses a potential energy on the order
of ∼10 eV. For fully ionised xenon it can reach more than
200 keV [1]. Using such projectiles in ion-interaction studies
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thus introduces a new regime of processes triggered by depos-
ition of this potential energy rather than solely by the kinetic
energy of the projectile.

In the last decades there has been enormous progress in
development of sources for HCIs [2–9]. Most of them rely
on subsequent removal of electrons via electron impact ion-
isation processes [10] that require trapping the ions until
they have reached their final charge state. Examples for these
sources are electron cyclotron resonance ion sources (ECRIS),
where electrons are heated via microwave injection to ion-
ise atoms/ions trapped in a magnetic bottle [11] and electron
beam ion traps/sources (EBIT/EBIS) [12]. In the latter a high-
density electron beam collides with gas atoms placed in a set
of drift tubes forming the ion trap.

The simple availability of highly charged ions has also
driven possible applications. Besides studies examining their
usability for atomic clocks [13, 14], they are industrially
used for extreme ultraviolet (EUV) light production necessary
for nanolithography [15, 16]. HCIs can also be used to cre-
ate nanostructures in materials [17]. However, to be in full
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Figure 1. Timeline of (highly charged) ion interaction with a
material.

control of their possibilities for nanostructuring of materi-
als, it is important to understand the underlying mechanisms.
Only then one will be able to systematically tune paramet-
ers such as ion species, kinetic energy and charge as well
as irradiation geometry and sample temperature conditions
in order to create some intended structures. For this, it is
necessary to extract HCIs from the source, which is done
not only at big research facilities like at GSI Darmstadt [18],
the Multicharged Ion Research Facility (MIRF) at Oak Ridge
National Laboratory [19], the Heavy Ion Research Facility
in Lanzhou (HIRFL) [20] or at the High-Intensity heavy-ion
Accelerator Facility (HIAF) in Huizhou (China) [21], but also
in lab-size EBITs: The ions then can be directed towards
gas [22–26] or solid targets [27–31] and HCI interaction with
other molecules and solids can be studied. For the latter, a mul-
titude of data has been achieved using bulkmaterials, focusing,
e.g. on charge exchange and potential energy deposition [29,
32–34], secondary particle emission like x-rays [35–42], elec-
trons [43–51] or sputtered target atoms [52–60], or nanostruc-
turing [17, 30, 61–63].

In recent years, following the discovery of stable 2Dmater-
ials, new insights could be gained: Using these ultimately
thin surface-only samples, the interaction of HCIs with a
sample can be limited to a well-defined area. This allows
the exclusion of sub-surface secondary interaction contribu-
tions from measured results and thus renders studying the
primary interaction of an HCI impacting on a material surface
possible.

Beyond that, the limited sample thickness also restricts the
interaction time to a few femtoseconds. This allows indirect
access to timing information of HCI-solid interactions, which
are summarised in the timeline shown in figure 1: Primary ion
impact and energy deposition happen within femtoseconds,
followed by energy release, e.g. in the form of emission of sec-
ondary particles. Finally, energy retention leads to permanent
material modification.

Within this work we will review the interaction of
highly charged ions with 2D materials with regard to
these time regimes. The three main chapters will focus
on charge exchange, secondary particle emission, and
nanostructuring. In this context, we will discuss why
HCIs are an ideal tool to study ultra-fast processes on a
nanoscale.

2. Methods

Studying freestanding 2D materials brings many challenges,
as in contrast to bulk materials, a defect in the layer might
expose atoms of a completely different support substrate. This
can distort experimental results. Hence, it is necessary to make
sure to exclude unwanted contributions in experimental scat-
tering or emission spectra and to focus on the material layer
itself. One method to do this, is to perform coincidence meas-
urements between a quantity of interest on the one hand, and
a quantity that allows separation of 2D and support layers on
the other.

At TU Wien, for example, we employ a Dreebit EBIS-
A [64] with three drift tubes operated at room temperature
and a miniaturised EBIS-C1 from D.I.S Germany GmbH [65].
Using electrostatic extraction optics, HCIs are guided from
the source towards an ion spectrometer discussed in detail in
[66]. It hosts a multichannel plate (MCP) detector allowing
to detect the HCIs after interacting with samples. In addition
to that, we use two electron detectors: a passivated implanted
planar silicon (PIPS) detector biased at∼30 kV placed behind
an extraction grid of a few hundred Volts and an electrostatic
hemispherical energy analyser (HEA). The former is used for
electron emission statistics measurements, i.e. to measure the
total number of emitted electrons per incident ion [67] and the
HEA to determine the electron energy distribution [68]. The
whole spectrometer is operated in a coincidence mode correl-
ating ion and electron signals. This gives access to the ion time
of flight and therefore the particles’ energy loss—a quantity
permitting the differentiation of 2D sample and support struc-
tures. A detailed explanation of the coincidence technique as
well as its application can be found in [69, 70]. Similar setups
(with and without coincidence options) are also used in [71–
77], where some also include x-ray detectors [35, 78] or sec-
ondary neutral mass spectrometers for sputtered particles [79].

3. HCI-surface interaction

Before going into detail let us review the general current
understanding about HCI-solid interaction:

An HCI with its high potential energy influences the
electronic landscape of a sample while it is approaching.
According to the classical over-the-barrier model proposed by
Burgdörfer et al [80], one can estimate that several Å above the
surface there is a critical distance rc at which a resonant and
classically allowed electron transfer (over the barrier) leads
to a population of the projectile’s high n-shells. This forms
a hollow atom [81, 82], where n∼ q, the initial ion charge
state [80]. While further approaching the surface, this hollow
atom starts to de-excite via radiative and non-radiative chan-
nels. The ultra-fast de-excitationmeasured in experiments [32,
33, 83, 84] presented a bottleneck problem for a long time,
since it could not be explained by decay rates of com-
mon mechanisms like Auger–Meitner neutralisation, autoion-
isation or sidefeeding [85]. Only recently the interatomic
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Figure 2. Schematic representation of the interaction of a highly
charged ion with a 2D material. (a) Shows the hollow atom
formation, which sets in via resonant electron transfer several
Å above the sample. (b) After interacting with the material,
e.g. capturing electrons as well as emitting electrons from the
sample, the de-excited ion leaves the material in a much lower
charge state. Reprinted figure with permission from [68], Copyright
(2022) by the American Physical Society.

Coulombic decay (ICD) [86–91] was proposed to be the
dominant process in the de-excitation of HCIs [85]:Within this
two-center Auger–Meitner process (related to Auger–Meitner
deexcitation [92]), the hollow atom’s de-excitation energy is
transferred to the sample. This can lead to the emission of
electrons or also to material modification. A schematic of the
chronology of the interaction of a HCI with a sample surfaces
is depicted in figure 2.

3.1. Energy deposition: charge exchange

As already discussed by Niels Bohr over a century ago [93],
particles traveling in a material accommodate to an equilib-
rium charge state defined by balanced electron capture and loss
cross sections. For slow highly charged ions, with velocities v
smaller than the Bohr velocity v0, this equilibrium charge state
is qeq → 0. Reaching this equilibrium charge marks the first
part of the HCI-solid interaction shown in figure 1, namely
charge exchange and energy deposition.

However, using thick bulk samples restricts access to the
ion charge state after the impact, except one uses special geo-
metries like grazing incidence scattering [32, 94]. This chal-
lenge may be overcome by studying thin foils or the thinnest
possible solid samples, 2D materials. For these samples, pro-
jectiles can be detected after the interaction in a transmission
geometry.

Experiments with thin foils (and fast projectiles) already
indicated that the equilibrium charge state is reached within
only a few layers of material thickness [33, 83]. Studies with
freestanding carbon nanomembranes (CNMs) [95] and single-
layer graphene (SLG) [96] were conducted to perform a sys-
tematic investigation of charge neutralisation times in a mater-
ial. Figure 3(a) shows an exemplary spectrum of 130 keV
Xe30+ ions transmitted through SLG. Three different areas can
be distinguished:

(i) There is a fraction of ions transmitting through cracks/un-
covered areas of the sample leading to random coincid-
ences. These particles impinge on the detector with the
initial narrow angular distribution provided from the EBIT
and the original charge state qin of the highly charged pro-
jectile ion.

(ii) Ions transmitting through clean sample areas will form
an intermediate charge state distribution with mean value
qsample, which is affected by the ion parameters. E.g.,
the distribution shifts up/down when increasing/decreas-
ing the projectile velocity. Scattering of the particles
in the sample also leads to a broadening of the distri-
bution in horizontal direction. An in-depth analysis of
Creutzburg et al [97] showed that for higher scattering
angles the exit charge state decreases, i.e. more electrons
are captured by the projectile. This is related to the traject-
ory of the ion: Closer collisions lead to larger scattering
angles and increased deexcitation rates and thus a smaller
exit charge state.

(iii) Some particles going through support or contaminated
areas neutralise completely, i.e. qsupport ∼ 0. There, mul-
tiple scattering events occur, which lead to an even broader
scattering distribution than in the previous case (ii).

Variation of ion velocities and charge states, respectively,
showed an exponential charge decay of the form [33, 96, 98,
99]

ne = qin − qout = qin
(
1− e−τ/τn

)
, (1)

where ne is the number of captured electrons by the ion, qin
is the incident charge state, and qout is the mean exit charge
state. τ is the interaction time and τn a charge-state-dependent
neutralisation time constant. Depending on the charge state,
for SLG, τn in the range of 1− 5 fs were found [96].

A consecutive study using freestanding multilayers of
graphene (bilayer graphene = BLG, trilayer graphene =
TLG) is summarised in figure 3(b). We could show that by
taking into account a prolonged interaction time due to an
increased number of material layers, the charge exchange with
1–3 layers of graphene can be universalised: In the figure, data
for three xenon charge states (q= 20,30,40) is shown for vari-
ous inverse velocities 1/v scaled with the number of material
layers nL. The data again follows the exponential behaviour
from (1) and suggests that the neutralisation depends solely
on the interaction time the ion spends in close proximity to the
sample [100].

As soon as porous materials come into play, another distri-
bution occurs: Creutzburg et al found a fourth distribution at
higher charge states by recording charge exchange patterns of
highly charged ions transmitted through monolayers of MoS2.
This distribution could be explained by the ion transmitting
through nano-sized pores in thematerial, so that the interaction
(time) with the material itself is limited. Then only a smaller
amount of electrons may be stabilised (i.e. de-excite by ICD
into orbitals with high binding energy preventing their peel-off
or autoionisation) and higher exit charge states are found [75].
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Figure 3. Charge exchange spectroscopy. (a) shows the exit charge state distribution of 130 keV Xe30+ transmitted through single-layer
graphene (SLG). Three distinct distributions can be seen: the incident beam with charge state qin, the distribution for the sample with
qsample ∼ 15.7 and the support structure qsupport ∼ 0. In (b) the number of captured electrons ne = qin − qout is given in dependence of the
inverse projectile velocity v scaled with the number of material layers nL: data for SLG, bilayer graphene (BLG) and trilayer graphene
(TLG) show a universal exponential behaviour for each incident charge state Xeq+ for q= {20,30,40}. Adapted from [100]. CC BY 4.0.

Similar results were discussed in [95] for CNMs. This effect,
which is very sensitive to the sample structure, was discussed
as possible analysis technique for material textures [101].

The first stage of the interaction of HCIs with solids is dom-
inated by ultrafast electron transfer from the target material to
the projectile and a subsequent deexcitation of the ion stabil-
ising the captured electrons. Since this deexcitation of the HCI
goes hand in hand with the deposition of its potential energy
within the material, a lot of energy is pumped into the elec-
tronic system of the target in a short time (∼fs). Additionally,
Wilhelm et al could even find an increased kinetic energy loss
with increasing charge exchange [95], further increasing the
amount of excitation energy in the material. Several release
mechanisms are possible for the material to relax after this
excitation, which will be covered in the following sections.

3.2. Energy release: secondary particle emission

Common energy release mechanisms cover the translation of
excitation energy to the emission of (possible high-energetic)
secondary particles, i.e. electrons, sputtered target atoms and
x-rays. For the latter two, there exist many literature data for
studies including bulk samples, however, only scarce inform-
ation is available for HCI interaction with (freestanding) 2D
materials. There is solely a study by Skopinski et al using
MoS2 layers on Au(111) substrate revealing that sputtered Mo
atoms by highly charged xenon ions have energies on the order
of only 1 eV [102].

For the emission of x-rays, experiments with argon as well
as xenon on SLG were performed [103]. In the case of argon,
H-like (q= 17) as well as bare (q= 18) projectiles were used.
In general the spectra are very well comparable to literat-
ure data on bulk surfaces with similar Kα to Kβ intensity
ratios [104, 105]. In the case of bare argon, due to two vacan-
cies in the n= 1 shell, additional hypersatellite lines (both
Kα and Kβ) were measured. Their relative intensity is higher

than the satellite line, implying that the first vacancy is filled
(1s0 → 1s1) faster than the second, remaining vacancy (1s1 →
1s2). Using xenon ions (22⩽ q⩽ 35) showed another inter-
esting observation: Increasing the number of vacancies in the
M-shell leads to a linear shift towards higher energies for the
emitted x-rays from the 4f → 3d-transition resulting from the
de-excitation. This was attributed to the fact that the aver-
age number of spectator electrons at the time of the transition
decreases [106].

First experiments regarding the electron emission from
freestanding SLG were performed by Schwestka et al [107].
They could show that (depending on the kinetic energy) up to
100 electrons are being emitted by a single HCI impact (with
a charge state of q= 40). A majority of these electrons have
energies well below 15 eV, which is in good agreement with
the proposed deexcitation scheme in [85]. The interatomic
Coulombic decay, namely, suggests that many low-energy
electrons should be emitted within the deexcitation cascade
of the HCI. Follow-up experiments published in [68] con-
firmed this finding of mainly low-energy electrons with com-
plex coincidence measurements of the electron energy distri-
bution using a hemispherical energy analyser in addition to the
retarding field analysis performed in [107].

By comparing the electron yields of graphene and MoS2,
we could also demonstrate that the high yield found for
graphene in [107] is strongly dependent on the specific mater-
ial used: Under the same conditions the electron yield of semi-
conducting MoS2 amounts to only 1/6 when compared to
SLG (cf figure 4). This was explained qualitatively using a
charge patch building up in the material layer which stays
longer in MoS2 than in graphene due to the electronic mater-
ial properties. This hinders low-energy electrons from escap-
ing the material in MoS2 leading to a reduced measured
yield, especially in the low-energy regime [68]. Calculations
were performed based on a model presented in [108] to
investigate the charge carrier dynamics quantitatively in a
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Figure 4. Electron yield from monolayers of graphene and MoS2
induced by highly charged Xe ions. Reprinted figure with
permission from [68], Copyright (2022) by the American Physical
Society.

graphene and MoS2 layer upon HCI impact, respectively.
Results showed that even in the semiconductor the charge dis-
sipates within ∼fs, which demonstrates electron emission to
be prompt upon HCI impact and strongly influenced by the
charge dynamics in the material. Studying electron emission
can thus give access to ultrafast carrier dynamics in a probed
material.

To conclude this second phase of ion–solid interaction:
The deexcitation of the hollow atom formed in step 1 (charge
exchange discussed in section 3.1) and the accompanying
potential energy deposition may trigger the emission of sec-
ondary particles through either sputtering [102], radiative
decay [103] or non-radiative decay [68, 107].

3.3. Energy retention: material modification

Another release mechanism of deposited energy besides the
emission of secondary particles is the permanent modification
of thematerial due to energy retention. For bulk samples, when
exceeding material-specific threshold combinations of kinetic
and potential particle energies [30], a formation of hillocks
or pits could be observed [30, 61–63, 109]. However, most
studies focused on semiconducting and insulating materials,
as for metals only few experiments showed successful nano-
structuring using slow highly charged ions [110, 111]. As an
explanation for this behaviour one typically uses chargemobil-
ities in the respective materials: While in metals the depos-
ited energy can be dissipated very fast, in semiconductors
and insulators a confinement of the energy around the impact
position leads to a translation of the excitation energy to the
lattice system and further on to the formation of nanostruc-
tures. Only recently, experiments with gold nanoislands [60]
and nanolayers [112] could demonstrate that in these lim-
ited volumes material modifications induced by HCI impact
becomes possible.

A similar behaviour was documented for ultrathin and two-
dimensional materials: On the one hand, Gruber et al irradi-
ated freestanding layers of graphene with HCIs, a semimetal,
without producing any damage [96]. Note that for graphene
layers placed on a substrate HCI-induced defects were dis-
cussed in [113, 114] and for MoS2 in [115]. On the other hand,
Kozubek et al irradiated semiconducting freestanding MoS2
layers with slow highly charged xenon ions. Using transmis-
sion electron microscopy they located ion-induced nanometre-
sized pores. Just like for hillocks and craters in bulk materials,
also the pore size in the MoS2 layer increases with increasing
potential energy [116]. A similar behaviour was already found,
prior to these experiments with 2D materials, using 1 nm thick
carbon nanomembranes. In these insulating layers, found pore
diameters were even larger and tunable using the projectile
potential energy up to 15 nm [117].

These experiments showed a clear trend that nanoscale
material modification depends on the electronic properties of
the investigated material. Creutzburg et al tested this hypo-
thesis by fluorisation of single-layer graphene, which makes
the material insulating. Indeed, thereby the material becomes
susceptible to pore formation using HCIs [118].

In [119], we combined the findings discussed above—
both in terms of pore formation susceptibility and neutralisa-
tion times—using van der Waals heterostructures: A stack of
monolayers of graphene and MoS2 was irradiated with HCIs,
where the result strongly depends on the orientation of the
material layers. If MoS2 faces the ion beam first, pores can
be located in the MoS2 layer using a transmission microscopy
afterwards (cf figure 5). The other way round, irradiating the
graphene layer first, yields no pores in the MoS2 layer. As
the ion deposits almost 90% of its potential energy within the
very first material layer, the graphene layer on top acts as a
shield preventing the MoS2 layer beneath from getting dam-
aged. This surface sensitivity was also strengthened by experi-
ments using up to three layers MoS2 on graphene, where HCI-
induced pores could only be found in the first two layers (with
a decreased pore diameter for the second material layer). This
emphasises the suitability of highly charged ions for material
modification [120].

In summary, this final phase of the electronically-driven
material modification is characterised by bond weakening due
to excitations and atom removal by either Coulomb repulsion
(charged surface atoms, high kinetic energy release) or desorp-
tion (neutral surface atoms, hyperthermal energies).

4. Theoretical modelling

Besides the experimental work summarised in the previous
sections, a lot of effort was also put in finding theoretical
descriptions to model the processes discussed above. Both
empiric models as well as first principles models were used
to try and describe the energy loss and charge exchange of the
ions as well as the effect on the target material.

Guo et al [121] proposed a semi-classical model allowing to
study energy loss and charge exchange of slow highly charged
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Figure 5. Nanostructure formation using highly charged ions. Van
der Waals stack of an MoS2 monolayer on top of single-layer
graphene. After impact of 170 keV Xe38+ a pore is visible in MoS2
with graphene being still intact beneath. Reprinted with permission
from [119]. Copyright (2020) American Chemical Society.

ions in ultrathin materials based on the over-the-barrier model
and Lindhard formula.

Rainbow scattering, the classical 2D scatter pattern of
highly charged ions in thin foils, was first discussed by
Petrović et al [122] and then for graphene with proton pro-
jectiles by Ćosić et al [123].

In terms of first principles approaches, the GPAW pack-
age [124–127] is a time-dependent density functional theory
(TDDFT) approach using the Ehrenfest dynamics scheme. It
has been successfully applied to model energy transfer of low-
charged ions while transmitting through 2D materials [128]
and should be, in principal, applicable also to highly charged
ions (at least with empty subshells). The same applies to other
TDDFT approaches [129, 130].

However, TDDFT does not include any electronic trans-
itions, e.g. inter- or intraatomic Auger–Meitner processes
like ICD. To take that into account Wilhelm and Grande
prepared the simulation package TDPot (Time-Dependent
Potential) [131], which randomly chooses impact parameters
in the 2D lattice. The deexcitation is subsequently modelled
with the interatomic Coulombic decay using either extrapol-
ated interatomic-distance-dependent experimental rates [131]
or ab-initio calculated rates for the system of multiply charged
ions transmitted through graphene [100]. The inclusion of
these additional effects allows to more accurately describe
the final ion charge state after the interaction. The model was
effectively tested for xenon ions interacting with freestanding
layers of graphene and MoS2 [75].

Charge-exchange and neutralisation is also included in the
Green function approach hopping model prepared by Balzer
and Bonitz [108], which shows good agreement with graphene
transmission experiments. The model was further extended to
simulate the charge dissipation in the material after the HCI
impact to understand the influence on electron emission [68].

A related approach was taken by Grossek et al [132], who
also introduce an excitation in a 2Dmaterial to mimic an HCI-
impact: Here, a honeycomb lattice with graphene lattice con-
stant is used, but other materials can be addressed using adjus-
ted hopping times. A relaxation of the material is analysed,
where atoms with kinetic energies above their binding energy
are assumed to be emitted from the material. Therewith, pore

formation susceptibilities of 2D materials with different elec-
tronic properties can be examined. Finally, Kozubek et al [133]
further applied the two-temperature model to HCI-induced
pores in hexagonal boron nitride, which showed good agree-
ment with experimental results achieved using hBN samples
on various substrates.

5. Conclusion and outlook

The results discussed above summarise how slow highly
charged ion transmission experiments through freestanding
2D materials can be used to unravel time dynamics of ion–
solid interaction. Transmission times are limited to only
femtoseconds, nevertheless, almost complete neutralisation
can be observed depending on charge state/velocity combina-
tions. Neutralisation times on the order of femtoseconds could
thus be derived. Following the ion impact, secondary particles
are being emitted. So far, focus was laid on studying elec-
tron emission, which was found to happen prompt after the
ion hits the material. On the long term, energy retention leads
to modification of the material, i.e. nanopore formation in the
case of monolayers. There, a strong dependence of the pore
formation susceptibility of a material on its electronic proper-
ties could be observed: In experiments with xenon ions up to
charge states of q= 40, pores were introduced in semiconduct-
ing and insulating layers but not in semimetals. Simulations,
however, predict also pore formation in the latter, for the case
of very high charge states and potential energies, respectively.
These charge states exceed current possibilities of experiments
with EBITs. Great efforts are currently being made to make
these measurement parameters available in the future, e.g. at
GSI Darmstadt, where the S-EBITs as well as the HITRAP
facility with a complex deceleration system shall be able to
produce slow ions up to bare uranium [18].
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