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Abstract 

Selective stimulation with microelectrodes of individual neurons is a major challenge in 
neuroprosthetics. Actively propagation of action potential (AP) is possible within a stimulation 
window with a lower (LT) and an upper (UT) threshold. An anodal surround block inhibits AP 
propagation during an intensive cathodic stimulus by hyperpolarizing the flanks in the axonal 
membrane . A somatic block, in contrast, stops generating AP in the soma caused by a reversal 
sodium current at strong depolarizations. An interval between stimulating and blocking states 
is of concern in neuronal excitation.  

Here, the threshold window and block phenomena of pyramidal (PC), cochlear (SGC), retinal 
(RGC) neurons, as well as myelinated and non-myelinated axons were analyzed. 3D models of 
neurons were simulated as cable models leading to large systems of ordinary differential 
equations, solved with numerical solutions, e.g., backward Euler, MATLAB ODE, and 
CVODE in Neuron. The point source approach was applied to calculate the extracellular 
voltage in most parts except the first part, which employs a finite element method. In most 
calculations (with some exceptions), a monophasic cathodic pulse with a duration of 100 µs 
was used to investigate the threshold windows. 

In the first part, 3D human cochlear neurons were investigated; the main findings were: (i) 3D 
pathways irregularities caused significant changes in excitation profiles compared with 
previous 2D investigations concerning AP initiation sites and latencies which might be of 
interest for cochlear implant users, and (ii) increasing degeneration level caused lower anodic 
thresholds or anodic sensitivity.  

In the second part, the comparison of excitation and blockage of 2D models of PC, SGC, and 
RGC showed the following key results: (i) Due to low sodium conductivity in the PC model, 
the soma was not excitable for short pulse durations. (ii) Profound degenerated SGC (soma 
with one layer of myelin) was not excitable at the electrode to soma distances less than 4 µm. 
(iii) Stimulation in close distances to soma was ruled by somatic region, and the cell UT was 
due to somatic block, whereas at distant stimulation, axons governed the cell excitability, and 
UT was due to anodal surround block. (iv) In the whole-cell experiment, the highest UTs and 
threshold ratios were found in the PC model for both pulse durations.  

In the next step, stimulation windows and block were studied in detailed reconstructed 3D 
morphologies of PCs (n=8), including the complex structure of axon collaterals and RGCs 
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(n=34) for an increasing range of electrode to cell distances for positions in the soma vicinity. 
The main findings were: (i) Soma played almost no role in PC excitation. In contrast, for 
stimulating RGCs in the soma vicinity, soma may mostly rule the cell excitation, and at these 
distances, UT occurs due to somatic block in RGC. (ii) At LT levels, APs always initiated at 
axon initiation segment (AIS) in both cell types; in cells with short AIS, the AP site was close 
to the distal part of AIS, whereas, in cells with longer AIS, the initiation site shifted towards 
the center of AIS. (iii) PCs possessed extremely high UTs, and (iv) no complete block was 
observed in PCs. (v) The arrangement of axon collaterals in PCs significantly impacted UTs 
while almost no impact on LTs.  

The last chapter was a pure axon study comparing thin vs. thick and myelinated vs. non-
myelinated fibers. For myelinated fibers, the main findings were: (i) Highest UTs were 
observed in thin and thick Mainen model (which was used in 3D PC myelinated axons) and 
MRG model. (ii) Increasing fiber diameter decreased UTs and threshold ratios in the 
investigated axon models. (iii) Increasing the pulse duration caused decreasing the UTs and 
threshold ratios and most significantly in thin fibers. In non-myelinated fibers, important 
findings were: (i) Highest UTs and threshold ratios were found for thin fibers, and UTs and 
threshold ratios decreased by increasing the diameter. (ii) Increasing pulse duration decreased 
UTs and threshold ratios as previously observed in myelinated fibers.  

In summary, as previously found, axons are the most excitable parts of the cell that rule the cell 
excitation except for electrode positions very close to the soma. Although stimulating thick 
fibers are easier, it is rather challenging because of small threshold windows due to lower UTs 
and may lead to easier blockage situation. 
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Zusammenfassung 

Die selektive Stimulation mit Mikroelektroden einzelner Neuronen ist eine große 
Herausforderung in der Neuroprothetik. Eine aktive Ausbreitung des Aktionspotentials (AP) 
ist innerhalb eines Stimulationsfensters mit einer unteren (LT) und einer oberen (UT) Schwelle 
möglich. Ein anodischer Surround-Block hemmt die AP-Ausbreitung während eines intensiven 
kathodischen Stimulus durch Hyperpolarisierung der Flanken in der axonalen Membran. Im 
Gegensatz dazu stoppt ein somatischer Block die AP-Erzeugung im Soma, die durch einen 
Natriumumkehrstrom bei starken Depolarisationen verursacht wird. Ein Intervall zwischen 
stimulierenden und blockierenden Zuständen ist bei der neuronalen Erregung von Bedeutung.  

Hier wurden das Schwellenfenster und Blockphänomene von pyramidalen (PC), cochlearen 
(SGC), retinalen (RGC) Neuronen sowie myelinisierten und nicht-myelinisierten Axonen 
analysiert. 3D-Modelle von Neuronen wurden als Kabelmodelle simuliert, die zu großen 
Systemen gewöhnlicher Differentialgleichungen führten, die mit numerischen Lösungen gelöst 
wurden, z. B. Rückwärts-Euler, MATLAB ODE und CVODE in Neuron. Zur Berechnung der 
extrazellulären Spannungsverteilung wurde in den meisten Teilen der Punktquellenansatz 
verwendet, mit Ausnahme des ersten Teils, der eine Finite-Elemente-Methode verwendet. In 
den meisten Berechnungen (mit einigen Ausnahmen) wurde ein monophasischer kathodischer 
Puls mit einer Dauer von 100 µs verwendet, um die Schwellenfenster zu untersuchen.  

Im ersten Teil wurden menschliche 3D-Cochlea-Neuronen untersucht; Die wichtigsten 
Ergebnisse waren: (i) Unregelmäßigkeiten der 3D-Pfade verursachten signifikante 
Veränderungen der Erregungsprofile im Vergleich zu früheren 2D-Untersuchungen in Bezug 
auf AP-Initiierungsstellen und -Latenzen, die für Benutzer von Cochlea-Implantaten von 
Interesse sein könnten, und (ii) zunehmender Degenerationsgrad verursachte niedrigere 
anodische Schwellenwerte oder anodische Empfindlichkeit. 

Im zweiten Teil zeigte der Vergleich von Anregung und Blockade von 2D-Modellen von PC, 
SGC und RGC die folgenden wesentlichen Ergebnisse: (i) Aufgrund der geringen 
Natriumleitfähigkeit im PC-Modell war das Soma für kurze Pulsdauern nicht erregbar . (ii) 
Stark degeneriertes SGC (Soma mit einer Myelinschicht) war an der Elektrode bis zu Soma-
Abständen von weniger als 4 µm nicht erregbar. (iii) Die Stimulation in unmittelbarer Nähe 
zum Soma wurde durch die somatische Region bestimmt, und der UT der Zelle war auf eine 
somatische Blockierung zurückzuführen, während bei einer Fernstimulation Axone die 
Erregbarkeit der Zelle regelten und der UT auf einen anodischen Surround-Block 
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zurückzuführen war. (iv) Im Ganzzellexperiment wurden die höchsten UTs und 
Schwellenverhältnisse im PC-Modell für beide Pulsdauern gefunden. 

Im nächsten Schritt wurden Stimulationsfenster und -block in detailliert rekonstruierten 3D-
Morphologien von PCs (n=8) untersucht, einschließlich der komplexen Struktur von 
Axonkollateralen und RGCs (n=34) für einen zunehmenden Elektroden-Zell-Abstand für 
Positionen in die Soma-Nähe. Die wichtigsten Ergebnisse waren: (i) Soma spielte fast keine 
Rolle bei der PC-Erregung. Im Gegensatz dazu kann bei der Stimulation von RGCs in der Nähe 
des Somas das Soma hauptsächlich die Zellerregung bestimmen, und in diesen Abständen tritt 
UT aufgrund einer somatischen Blockierung in RGC auf. (ii) Auf LT-Spiegeln werden APs in 
beiden Zelltypen immer am Axon-Initiationssegment (AIS) initiiert; in Zellen mit kurzem AIS 
lag die AP-Stelle nahe dem distalen Teil von AIS, während sich in Zellen mit längerem AIS 
die Initiationsstelle zum Zentrum von AIS hin verlagerte. (iii) PCs besaßen extrem hohe UTs, 
und (iv) bei PCs wurde kein vollständiger Block beobachtet. (v) Die Anordnung der Axon-
Kollateralen in PCs hatte einen signifikanten Einfluss auf UTs, während er fast keinen Einfluss 
auf LTs hatte.  

Das letzte Kapitel war eine reine Axonstudie, in der dünne vs. dicke und myelinisierte vs. nicht 
myelinisierte Fasern verglichen wurden. Für myelinisierte Fasern waren die wichtigsten 
Ergebnisse: (i) Die höchsten UTs wurden im dünnen und dicken Mainen-Modell (das in 3D-
PC-myelinisierten Axonen verwendet wurde) und im MRG-Modell beobachtet. (ii) 
Zunehmender Faserdurchmesser verringerte UTs und Schwellenverhältnisse in den 
untersuchten Axonmodellen. (iii) Die Erhöhung der Pulsdauer verursachte eine Verringerung 
der UTs und der Schwellenverhältnisse und am deutlichsten in dünnen Fasern. Bei nicht-
myelinisierten Fasern waren folgende wichtige Erkenntnisse: (i) Die höchsten UTs und 
Schwellenverhältnisse wurden für dünne Fasern gefunden, und UTs und Schwellenverhältnisse 
nahmen durch Vergrößerung des Durchmessers ab. (ii) Eine Erhöhung der Pulsdauer 
verringerte UTs und Schwellenverhältnisse, wie zuvor bei myelinisierten Fasern beobachtet. 
Zusammenfassend lässt sich sagen, dass Axone, wie bereits festgestellt, die am stärksten 
erregbaren Teile der Zelle sind, die die Zellerregung steuern, mit Ausnahme der 
Elektrodenpositionen sehr nahe am Soma. Obwohl die Stimulation dicker Fasern einfacher ist, 
ist dies aufgrund der kleinen Schwellenfenster aufgrund niedrigerer UTs eine ziemliche 
Herausforderung und kann zu einer einfacheren Blockadesituation führen. 
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Chapter 1  

General Introduction 
This chapter aims to provide the required background from an anatomical and 
electrophysiological point of view. To fulfill this goal, first, the anatomy of the three organs of 
interest, which are crucial for understanding the result section, are described and introduced 
briefly to the reader. In the next step, the anatomy and electrophysiology of neurons and their 
cell membrane features, in general, are addressed. In addition, section 1.3 is devoted to more 
specific descriptions and enlightenment on the anatomy and neuron electrophysiology of the 
investigated neuron types, and the next section compares these three cells from an anatomical 
and electrophysiological aspect. The last section discusses the limitations of the field and the 
goal of the study. 

1.1 Excitation of neurons  

A stimulus elicits action potentials (APs) in a neuron. In the brain, as an example, natural 
excitation is commonly caused by chemical synapses (see section 2.4). However, excitation 
can also occur by applying electric or magnetic fields. Neuroprosthetics bypass a damaged part 
to restore the lost sense or function. These devices serve either as surface stimulators, such as 
training muscles, or implantable devices such as cochlear implants (CI), retinal implants, 
cortical and deep brain stimulators.  

An implant delivers electric charges to the tissue by the electrode and depolarizes the excitable 
cell membrane to elicit neural responses. The amount of charge delivered to the tissue is 
calculated by the time integral of the current (ܫ௦௧௜௠ × ௦ܶ௧௜௠). The overall charge needs to be 
zero to prevent charge accumulation and, consequently, avoid tissue damage (Brummer and 
Turner, 1977). This is done mainly by applying biphasic pulses that include cathodic and 
anodic phases, with the same amount of charge that can be symmetric or asymmetric. Another 
important objective of using charge-balanced pulses is to preserve the electrode potential 
within a range to prevent irreversible reduction and oxidation that destroy the electrode.  
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Electrodes used in neural implantations are usually divided into macro- and microelectrodes. 
The macroelectrodes use high charge/ phase threshold and low charge density thresholds 
placed on the tissue surface with a surface area larger than 0.001 ܿ݉ଶ. Microelectrodes can be 
sued to penetrate the target with a surface area smaller than 0.0001 cm2, and they use low 
charge/phase thresholds and high charge density thresholds (Cogan, 2008). Microelectrodes 
are mostly used in small and dense neural tissues, improving selectivity and spatial resolution. 
Several studies reported that by using penetrating microelectrode in the brain, about 1 nC/phase 
threshold could be sufficient for stimulating neural tissue (McCreery et al., 1994, 2000, 2002). 
The damage, however, is expected at four times larger than this threshold (Cogan, 2008).  In 
contrast, macroelectrodes are effective at smaller than 10 µC/ܿ݉ଶ thresholds, which is below 
their tissue damage range (30 µC/cm2 for electrode with a surface area of 0.06 ܿ݉ଶ), reported 
by Kuncel and Grill, who reviewed functional and tissue damage thresholds of various studies 
using clinically deep brain stimulation (Kuncel and Grill, 2004). Figure 1.1 shows neural 
stimulation and damage levels for various implants, including electrodes with surface area < 
0.01 ܿ݉ଶ and larger electrodes. 

 

Figure 1.1. Stimulation level vs. damage level in neural implants having an electrode with geometric 
surface area < 0.01 ܿ݉2 (region above and to the left of the dotted line as indicated by the arrows) 
compared with larger electrodes. ER, ON, CI, and SCR represent epiretinal surface, optic nerve surface, 
cochlear implants, and suprachoroidal placement targeting the retina. ABI, CS, and DBS represent 
auditory brain stem surface, cortical surface stimulation, and deep brain stimulation. k = 1.85 is chosen 
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from the Shannon equation (McCreery et al., 1990) to define the boundary between damaging and non-
damaging stimulation. Figure and caption from (Cogan et al., 2016). 

Moreover, another important factor that limits the maximum charge densities applied to the 
electrodes is the electrode material as well as the charge-injection mechanism. There are two 
charge-injection mechanisms, the capacitive charging that forms an electrode-electrolyte 
double layer and the faradaic charging in which the electrode surface will oxidize and reduce 
(Cogan, 2008). Some materials can benefit from both injection mechanisms, such as electrodes 
from platinum and platinum-iridium alloys with a maximum charge density of 0.05-0.15 
mC/cm2 (Rose and Robblee, 1990). Whereas materials such as titanium nitride can only use 
capacitive charging, and its maximum charge density is about 1 mC/ܿ݉ଶ (Weiland et al., 2002). 
More details on electrode limitations and safety parameters for neural implants can be found 
in (Cogan, 2008; Cogan et al., 2016).  

However, one crucial factor in neural prostheses such as epiretinal and cochlear implants is 
selectivity and spatial resolution. In epiretinal implants, the application of microelectrode 
arrays requires narrow intensity ranges for each electrode, because every electrode should only 
activate nearby cells to elicit a small visual phosphene needed to restore vision. Thus, long 
stimulation pulse width (25 ms/phase) with lower stimulus intensity is often considered in 
epiretinal prosthesis (Weitz et al., 2015). In CIs, channel interactions occur due to using high-
intensity range pulses. Channel interaction refers to a situation in which different regions of 
the cochlea are excited simultaneously by a single electrode that associates with poor speech 
understanding (Bierer and Faulkner, 2010; Bierer and Litvak, 2016). The following sections 
address some related implant devices as well as the interfaced anatomy regions. 

1.1.1 Cochlear implant (CI) 

The ear is divided into three sections: external, middle, and inner ears (see Figure 1.2). The 
external ear consists of the pinna that catches the sound waves and conducts them to the 
external acoustic meatus that ends at the tympanic membrane or eardrum. The middle ear is 
located between the temporal bone and the inner ear lateral wall. The middle ear amplifies and 
transmits the eardrum's vibrations to the inner ear, which is achieved by the auditory ossicles. 
The deepest part of the ear, the inner ear, contains the vestibular and cochlear organs. Cochlea 
transforms mechanical movements received from the middle ear into electric signals via inner 
and outer hair cells and sends them to the spiral ganglion cells (SGCs), also called cochlear 
neurons, to carry the signals to the brain.  
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Cochlear implants are commercial devices and the most successful neuroprosthetics used by 
800000 persons worldwide (Boisvert et al., 2020). A CI aims to use electric stimulation of 
residue hearing path to restore the sense of hearing in people with severe hearing loss problems. 
A CI, shown in Figure 1.2, contains a microphone to select the sound and transfer it to the 
external processor. In the external processor, the sound is converted first into digital signals. 
Signals are delivered to an antenna located in a headpiece, a transmitter, attracted to an internal 
unit by a magnet. The internal unit, inserted behind the impaired ear under the skin, consists of 
a receiver that collects the signals and a stimulator that generates a set of stimuli and sends 
them to the implanted electrode array inside the cochlea (Wilson and Dorman, 2008). 

 
Figure 1.2. Elements of a cochlear implant system. Figure is taken from (Wilson and Dorman, 2008). 

1.1.2 Retinal implants 

Light enters the cornea at the front window of the eye and gets transmitted and focused into 
the backside (Figure 1.3A). The iris is the colored part that regulates the amount of light before 
transmitting and getting focused by the lens, surrounded by the white outer coat, the sclera. 
The retina is located in the back of the eye and consists of the nerve layers of retinal ganglion 
cells (RGC), bipolar, amacrine and horizontal cells, and photoreceptors. After sensing the light, 
the retina creates electric pulses (usually in scale of graded potentials or small spikes) through 
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the nerves, which then generate APs (large spikes) in the last neural layer (axons of retina 
ganglion cells) and travels to the brain through the optic nerve. 

The primary reasons for blindness and low vision are age-related eye diseases, e.g., age-related 
macular degeneration and common eye disorders, including amblyopia and strabismus (CDC, 
2020). Despite an advanced degeneration of the retinal architecture, the inner retinal neurons 
are mostly preserved (Humayun et al., 1996, 1999). 

Retinal prostheses can be placed either intraocular or extraocular and stimulate the remaining 
neural pathway to restore the vision sense partially (Werginz and Rattay, 2014). Figure 1.3 
shows a schematic of the retinal anatomy and the electrode array positions in the three most 
common approaches:  

i) Epiretinal implants place the electrodes on the top side of the retina, where the ganglion 
cells are located (Eckmiller, 1997; Rizzo III and Wyatt, 1997).  

ii) Subretinal implants with electrodes located under the retina close to damaged 
photoreceptors (Chow and Chow, 1997; Zrenner et al., 1997).  

iii) Suprachoroidal implants with electrodes placed between choroid and sclera (Tong et 
al., 2020).  
 

 
Figure 1.3. Schematic from retina components and retinal prostheses. (A) Eye diagram description. 
(B) Three layers of neurons build the retina: photoreceptors, bipolar cells and retinal ganglion cells 
(RGCs), horizontal and amacrine cells located in-between. Three possible locations of retinal 
prostheses: Epiretinal arrays make contact with the RGCs; subretinal located connect with bipolar cells, 
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and suprachoroidal implants inserted between the choroid and sclera. Figure is taken from (Tong et al., 
2020).  

1.1.3 Brain stimulation 

About 100 billion neurons build the human brain with a highly complicated structure. The brain 
divides into the left and right lobes dedicated to specific series of functions. The cerebral cortex 
is the most outer layer of the brain, which associates with higher thinking skills. For the sake 
of simplicity, the current section addresses the anatomy of some cerebral cortical parts of the 
brain limited to the content of this thesis; the auditory, visual, and somatosensory cortex (Figure 
1.4). 

The auditory cortex, located in the temporal lobe, processes the auditory information coming 
from the central site of the SGCs. It is mainly responsible for spectrotemporal, involving time 
and frequency information, analyzing the auditory pathway's signals, and sending them to the 
following processing unit for speech processing. 

The visual cortex processes visual information such as form, pattern, and motion coming from 
the visual pathway. Visual cortex neurons elicit signals when visual stimuli arise within their 
receptive field. The receptive field is the area of the entire visual field that evokes electric 
signals.  

Somatosensory is the section of the cortex subjected to receiving and processing sensory 
information such as touch, pressure, temperature, and pain from the entire body. It is located 
within the postcentral gyrus of the parietal lobe and behind the motor cortex of the frontal lobe. 
Somatosensory then sends the sensory signal to the other parts of the brain for further 
processing. 

Deep brain and cortical stimulations have provided substantial clinical benefits worldwide. 
They have been used for neurological disorders such as Parkinson's disease, dystonia, Tourette 
Syndrome, pain, depression and obsessive-compulsive disorder, etc. The complete 
mechanisms of cortical prostheses' function are still undiscovered. It is known that a variety of 
mechanisms associated with neural function are affected by the electrical stimulation of the 
brain, and many factors such as the amplitude and characteristic of the stimulation, physiology, 
and geometry of different cells, the geometry of the electric field, etc., are involved. However, 
the neurons of the central nervous system possess different anatomical and electrophysiological 
properties that may lead to the various effects of brain stimulation (Perlmutter and Mink, 2006). 
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Figure 1.4. A schematic representing deep brain stimulator (DBS) and the human brain. Figures 
adapted from (Rosa and Lisanby, 2012).  

1.2 Anatomy and electrophysiology of neurons 

The anatomical basis of this section is taken from (Fundamental Neuroscience for basic and 
clinical applications and fundamental Neuroscience, chapter 2). Neurons, in general, process 
the information inside the body. Their essential role is to receive information as electrical 
signals from their neighbor processing units, usually other neurons. This information is usually 
sent to the next unit by a combination of electrical and chemical events. In brief words, neurons 
consist of the cell body or soma, the processes, dendrite, and axons (Figure 1.5). Neurons are 
in close contact with glial cells, which together build the nervous system from a histological 
point of view. Glial cells do not propagate signals and exist on central and peripheral nervous 
systems. However, they support neurons structurally and functionally, such as transporting 
nutrients to neurons and removing the waste products; they also preserve the electrochemical 
neuron surrounding. An important type of glial cells is Schwann cells, which are myelin sheaths 
around axons in the peripheral nervous system. Glia cells isolate the propagating signal through 
sheets of a membrane (myelin) to preserve energy and facilitate propagation.  

Figure 1.5 demonstrates the essential components of a typical neuron. Soma is the central part 
of the neuron from which neurites (processes) grow. Soma includes the nucleus structure for 
protein synthesis and metabolic purposes, also known as the metabolic center of neurons. The 
general types of neurons, indicated by the shape of the soma, are multipolar (99% of neurons), 
pseudounipolar, and finally, bipolar cells. Soma in the multipolar neuron can have different 
shapes such as triangular, polygonal, etc., leading to multiple dendrites, and typically one main 
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axon develops from the soma. Multipolar neurons are mostly present in the central nervous 
system, such as pyramidal cells (PCs). Pseudounipolar neurons have a spherical-shaped soma 
with a single process that usually bifurcates in the vicinity of the soma to a long central process 
(axon) and a long peripheral process (dendrite). Bipolar neurons usually have round or 
elliptical-shaped somata, and the two processes, dendrite, and axon originate from each end of 
the soma. They can be found in the retina or the cochlea, such as SGCs.  

Dendrites are the receiver sites of the neurons usually located in the vicinity of the axonal 
terminals of other neurons where they have synaptic contacts. Dendrites fork widely around 
the soma with a larger diameter in proximal sites (primary dendrites) and form thinner 
bifurcations in the distal site of soma (secondary dendrites)  

Axons are the most extended components of neurons and often reach large distances before 
bifurcating and terminating. They exit from the soma with a small portion called axon hillock 
and an adjacent axon initial segment (AIS) that forms the few dozen micrometers of the axon 
beginning (see Figure 1.5C). Most axons are wrapped in myelin sheaths. The myelination of 
an axon is not continuous but is interrupted by sections of the axon called nodes of Ranvier 
(NoR). The length of the myelin sheath is related to the diameter of the axon, usually 100 × 
axon diameter (Rushton, 1951). Myelin facilitates signal propagation through the long axon, 
and the NoR amplifies the neural signals. 

Axon terminal arbors located at the end of the axon are the points of contact between the cells. 
The terminal is usually capped with so-called synaptic boutons. Synapses are the 
communication sites of an axon with the dendrites or soma of the adjacent neurons. More 
details on synaptic activity are given in section 1.2.5. 
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Figure 1.5. Neuron anatomy.  (A) Neuron schematic. (B) Neurons from the hippocampus (a major 
section in the brain) after 22 days in a culture labeled for axon initial segment (AIS). The 
somatodendritic compartment is labeled using an antibody (blue). Scale bar, 50 μm. (C) Hippocampal 
neuron after 14 days in culture labeled (gray and red) and ܰܽ௏ channels (green). Bottom, The zoomed 
image represents the AIS. Scale bar, 20 μm. Figure and caption adapted from (Castagnola, 2014; 
Leterrier, 2018). 

1.2.1 Cell membrane 

The basic content of the following sections is based on (Rattay, 1990; Kaniusas, 2012). A 
neuron membrane has a bilipid structure and is therefore excitable. The intra- and extracellular 
environments on a neuron are usually filled by charged and polar molecules such as ions and 
amino acids. Subsequently, a neuron membrane covered by pores, pumps, and channels 
accommodates the passage of the molecules and ions inside and outside the cell. The electrical 
properties of neurons originate from the membrane features and induce a potential 
differentiation between the outside and inside the cell that is time and spatial dependent. 
Usually, if no stimulus exists, a cell is in a resting state and processes a stationary potential 
known as resting potential. The membrane potential will change by receiving information in 
terms of chemical changes in and outside the cell. These changes can be either imbalance of 
the membrane resting potential or as strong as APs. Either way, these local changes, and 
fluctuations will propagate through the cell, usually to the end of the axon terminals leading to 
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chemical interactions for transferring the information to the next unit, and this is how neurons 
exchange information. 

1.2.2 Electric properties of the passive membrane 

The cell membrane is permeable only for specific ions and molecules that cross the membrane 
either by gradient forces or electric forces. The unequal concentration of ionic substances in 
and outside the membrane generates a concentration gradient. Passages by gradient forces are 
according to simple diffusion law through some mechanisms that facilitate their passage. 
Passages by electric forces are according to Kirchhoff’s law which equalizes the net electric 
currents inside and outside the cell to bring the voltage back to its resting state. Figure 1.6A 
shows a simple illustration of the passive membrane. 

Different channels and transfer proteins cover the membrane, e.g., carrier and (resting) channel 
proteins. Carrier proteins and channel proteins or pores facilitate the passage of the ions and 
molecules from the side with a higher concentration to the side with a lower concentration 
(diffusion law). Carrier proteins bind to specific molecules, change their conformation and 
carry them to the intracellular medium whereas, resting channel proteins are always open and 
specified to particular ions such as sodium (ܰܽା), potassium (ܭା), and chloride (ି݈ܥ) 
according to their size, charge, and the amount of the surrounding water molecules. 

Moreover, when charged ions and molecules pass the membrane, the membrane resting 
potential changes, generating a current between the two sides of the membrane to equalize the 
voltage difference and bring back the membrane voltage to the resting value. As long as the 
potential changes are small, they provoke no AP, which refers to the subthreshold behavior of 
the cell. However, in the case of AP propagation, the passive properties and behavior of the 
cell determine the propagation speed of AP along the cell membrane. According to these 
electrophysiological features, a passive cell membrane can be modeled with a cable model 
discussed in section 2.1.  

1.2.3 Active properties of the membrane 

Two important mechanisms mainly regulate the membrane's active properties: regulatory 
membrane mechanisms and active transport. Figure 1.6B displays a schematic of both 
mechanisms. 

Gated channel proteins generate the regulatory mechanisms. Gated channel proteins are only 
open when: (i) the membrane potential exceeds the resting value (usually an increase), (ii) 
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chemical substances bind to the receptor site, or (iii) when mechanical/thermal forces are 
involved. Gated channels can be either open or close, but after a particular time, they become 
nonactivated and take some time to activate again. 

Different types of voltage-gated channels are known, such as voltage-gated ܰ ܽା, voltage-gated ܭା, voltage-gated ܽܥଶା, and voltage-gated ି݈ܥ. The density and type of these channels mainly 
depend on the neuron type and anatomy. About 500 per µm2 voltage-gated ܰܽା channels exist 
in the non-myelinated axon, while in the myelinated axon, they are mostly accumulated in the 
nodes of Ranvier with a much higher density. 

The second type of gated-channels involved in the active properties of the membrane is the 
transmitter-gated channels. When a chemical messenger binds to the receptor site, the channel 
opens, and specific ions pass the membrane. For example, the acetylcholine-gated channel 
opens when a neurotransmitter, acetylcholine, binds to the receptor and ܰܽା and ܭା ions pass 
the postsynaptic membrane. 

Another type of gated-channels is the stress-sensitive channel named stretch-gated channel. In 
case of applying stretching or thermal forces on the membrane, the stretch-gated channels open 
and lead to an inflow of ܰܽା and outflow of ܭା ions. In addition, it is worth mentioning that 
some channels react to specific ions, such as the ܽܥଶା-activated ܭା channel that their opening 
probability increases with intracellular ܽܥଶା concentration.   

Active transport is the second mechanism that governs the active properties of the membrane. 
Their structure is similar to the diffusion mechanism, with a clear difference; these channels 
need energy such as adenosine triphosphate (ATP) or electrostatic energy to overcome the 
gradient and work against it. One example of these highly specified active transporters is the 
sodium-potassium pump. These pumps generate an outflow of ܰܽା and an inflow of ܭା ions 
to bring the membrane potential back to the resting state and compensate for the work of 
voltage-gated channels. By this mechanism, the membrane potential reaches a hyperpolarizing 
stage (the last stage on an AP) that is a bit more negative than the resting potential. 

In the early 1950s, Andrew Fielding Huxley and Alan Lloyd Hodgkin proposed the most 
famous active membrane model (HH model) based on a cable model considered as one of the 
excellent accomplishments of 20th-century biophysics (Hodgkin and Huxley, 1952). The model 
describes how an AP initiates and propagates in a squid axon. A brief description of the AP in 
their model is discussed in the following section. Detailed insight into the model, however, will 
be given later in section 2.2. 
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Figure 1.6. Schematic illustration of a cell membrane. (A) Passive diffusion by channel proteins and 
carrier proteins. (B) Active pump and gated channels. Figures are slightly adapted from (Learning, 
2021). 

1.2.4 Action potential initiation and propagation 

Electrophysiological properties of a neuron membrane allow it to possess a stationary potential, 
known as resting potential. A stimulus can be naturally produced by chemical, thermal, 
mechanical changes or by employing electrical stimulation. Either way, it changes the amount 
of charged molecules and ions inside and outside the membrane and leads to local changes first 
as subthreshold behavior, and if the stimulus is large enough to develop an active cell response, 
then as an AP. After the Noble prize-winning work of Hodgkin and Huxley, AP initiation and 
propagation along the cell can be explained mathematically by modeling the biophysical 
properties of the membrane to electric components, which is called a cable model. More insight 
into the mathematical point of view is given in section 2.2, but it will be very briefly discussed 
in the following.  

HH introduced gating variables as m and n for activating channel opening of sodium and 
potassium ions, respectively, and h as the inactivating factor for sodium. Figure 1.7A shows 
voltage changes in the AP scale against the time in a patch of a squid cell membrane. After 
stimulus onset (red square, red vertical line), membrane potential increases (depolarizes) to a 
certain level (purple vertical line). A closer look at the ion current densities and their gating 
performance demonstrate a continuous membrane voltage change (Figure 1.7B-C). When the 
membrane potential crosses a threshold level, voltage-gated ܰܽା channels open (sodium 
activation gate probability of m, increases) and leads to an inflow of ܰܽା into the cell, 
consequently resulting in a rise in the membrane potential. With a delay and lower speed, 
voltage-gated ܭା channels open (n increases), resulting in an outflow of ܭା ions that decreases 
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(repolarizes) the membrane potential (Figure 1.7B). In addition, at some point close to the end 
of depolarization phase, inactivation of the voltage-gated ܰܽା channels occurs (inactivating 
gate probability of h drops to values close to 0), which stops the passage of ܰܽା ions (Figure 
1.7C). Although AP starts locally, it consists of actuating or sensory information. The 
information should be carried to the central nervous system for further processing or to 
peripheral units such as muscles to act accordingly.  However, delivering the signal to the 
following processing units is done mainly by a combination of chemical and electric activities, 
known as synaptic excitation (see next section).   

 

Figure 1.7. Action potential. (A) Transmembrane voltage (mV) against time (ms) in a single 
compartment with Hodgkin and Huxley model (calculated with the original parameters at 6.3°C). (B) 
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ܰܽା and ܭା Current densities, and (C) sodium and potassium gating probabilities. More insight into 
gating kinetics is given in section 2.2. 

1.2.5 Synaptic excitation, natural signaling of neuron 

Synaptic activity in neurons can be either chemical or electrical (Figure 1.8). A chemical 
synapse includes chemical substances (neurotransmitters) and has three sites: (i) a presynaptic 
site, typically an axonal bouton. Axon bouton contains vesicles, and vesicles contain the 
neurotransmitters released during the process. Vesicles are usually close to the presynaptic 
membrane, so-called active sites. (ii) A postsynaptic site directly across the cleft, mostly a 
dendrite or soma of another cell.  (iii) A cavity is the synaptic cleft between two sites involved 
in the synaptic process. The synaptic cleft is an area in which the neurotransmitters are free.  

When an AP propagates along the axon and arrives at the presynaptic terminal, it depolarizes 
the presynaptic membrane potential, leading calcium channels to open. Calcium influx causes 
vesicles to fuse, which then causes the release of neurotransmitters into the cleft. Free 
neurotransmitters can then bind to specific receptors in the postsynaptic membrane and cause 
an excitation (depolarizing) effect leading to AP initiation in the postsynaptic membrane called 
excitatory synapse or an inhibition (hyperpolarizing) effect that reduces the postsynaptic cell 
activity called an inhibitory synapse. The type of synapse depends on the type of the involved 
neurotransmitters.  

In electrical synapses, mostly between muscle cells, two neurons are connected by tiny gap 
junctions, narrower than the cleft, including no chemical components. Gap junction facilitates 
the signal transmission between the connected cells that transmits directly between the 
membranes (Figure 1.8B). 
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Figure 1.8. Synaptic activity. (A) Chemical vs. (B) electrical transmission. Figure adapted from 
(Pereda, 2014).  

1.2.6 Electric stimulation  

Electric stimulation of the nerves is applicable in two ways: intracellular and extracellular 
approaches. The extracellular approach is used in clinical applications where an electrode or 
an electrode array is placed on the skin surface or within the body.  

Extracellular stimulation of neurons goes back to almost 2000 years ago by discovering the 
electric impulses of an electric catfish used to treat pain. In the middle of the 18th century, 
electric shocks were generated with electro statistic machines for paralyzed patients. Altus 
Kratzstein, a German physician, wrote the first book in 1745 on electric therapy, supporting 
that muscle can be manipulated through electric current. An interesting finding was published 
by an Italian physician, Luigi Galvani, a century later. He used a bimetallic rod to pass an 
electric current through a frog's spine to investigate muscle interactions in the legs. These 
investigations were followed by other scientists, who tried to explain the phenomena. Many 
conflicting hypotheses were proposed until the work of Hodgkin and Huxley was published 
and answered the most fundamental questions in the field. However, by understanding the 
concept and the origin of the electric behavior of neurons, the clinical application of electric 
stimulation was developed.  

An intracellular recording is mostly used to understand and investigate the electrophysiological 
properties of neurons. In the intracellular approach, an electrode is placed at the membrane 
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surface or inside a neuron. An important application of this approach is the patch-clamp 
technique introduced by (Sakmann and Neher, 1984).  

In intracellular stimulation, if a positive (anodic) current is applied to the electrode, the 
membrane potential locally increases until it reaches the threshold level, and finally, an AP 
elicits and propagates. In comparison, a negative (cathodic) stimulus causes the membrane 
potential to drop to a more negative value than the resting potential. 

In extracellular stimulation, however, the situation becomes more complicated. Every electrode 
generates an electric field spreading by isopotential lines (or surfaces) that reflect on the cell 
membrane. Consequently, the initiation and propagation of the AP become less predictable and 
more sophisticated, which depend on many factors such as the type and shape of the pulse.  

In 1986, Rattay introduced the concept of activating function (AF). The AF is the second 
derivative of the extracellular potential and the driving force in neural extracellular stimulation 
for a homogeneous fiber. AF predicts the initiation AP site in the stimulated nerve by 
calculating the response of the membrane compartments to the extracellular stimulus at the 
beginning of the stimulation (Rattay, 1986, 1999). The concept was validated and used in many 
computational and experimental studies (Butson et al., 2007; Eickenscheidt and Zeck, 2014); 
more insight into extracellular stimulation and AF is given in section 2.5. 

1.2.7 Threshold window and block phenomena 

A threshold window refers to an intensity interval with a lower and an upper limit that actively 
propagates APs during extracellular stimulation. The lower threshold (limit) is the smallest 
current amplitude of the electrode that causes active responses of the cell. The upper threshold 
is the stimulation level above which no AP is elicited.  However, a block is when an AP cannot 
be generated or propagated. Depending on the type, a block may depend on several parameters 
such as amplitude, electrode distance, and temperature.  

By increasing the temperature of the stimulated cell, the AP propagation can be inhibited, 
which is called heat or thermal block. Heat block has been studied in recent years for 
controlling the excitability of the region of interest. This technique can be accomplished by 
delivering infrared lights into the concerned nerve tissue. Several studies have used infrared 
lights in peripheral nerves to inhibit the small-diameter axons in mammalian and 
nonmammalian specimens (Wells et al., 2005; Duke et al., 2012, 2013; Matic et al., 2013; 
Cayce et al., 2014; Lothet et al., 2017). Successful and selective control of small-diameter 
axons of sensory fibers can have many clinical applications in the future, such as treating pain, 
hypertension, and chronic nausea. 
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Collision block happens if two APs initiated at the same neurite propagate against each other, 
and when the APs confront, they both stop propagating, and the membrane potential goes back 
to the resting state. The collision block naturally occurs due to absolute refractory time. 
Absolute refractory time refers to when an AP is rising to its peak value. Regardless of the 
stimulus intensity, no further AP can be elicited during this period. Therefore, when two collied 
AP reach each other at this point, both get suppressed.  

An anodal surrounding block occurs due to increasing cathodic stimulus, producing anodic 
surrounding flanks in the stimulated membrane. The two induced hyperpolarized regions 
(flanks) stop the initiated AP from further propagation in the depolarized area (Katz and Miledi, 
1965; Jankowska and Roberts, 1972; Roberts and Smith, 1973; Rattay and Aberham, 1993). 
To understand the nature of this phenomenon, one can imagine an electrode above a straight 
axon. When a cathodic stimulus (minus ௘ܸ values) is applied, the transmembrane potential 
( ௠ܸ = ௜ܸ − ௘ܸ) below the electrodes becomes depolarized. Since the sum of all currents 
through a closed area needs to be zero (first Kirchhoff’s law), the depolarized current must be 
compensated, and this is done by flanks becoming hyperpolarized by opposing currents. 

The somatic block was introduced by (Boinagrov et al., 2012). The group used a microelectrode 
close to RGC somata and reported an upper stimulation threshold by increasing the amplitude 
at a specific value below the cellular damage, where the somata stopped generating AP (Figure 
1.9). Depending on pulse duration, the upper to the lower threshold ratio ranged from 1.7 to 
7.6 in a somatic block (Boinagrov et al., 2012). This short interval between stimulating and 
blocking state is of concern in electrical micro-stimulation of tiny dense tissues, such as retina, 
when the electrodes are close to each other and impact cells from various regions.  
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Figure 1.9. In-vitro recording of RGCs. (A) Schematic diagram of patch-clamp recording and 
stimulating.  (B) Microscope image of isolated RGCs with a patch pipette (p) attached to the target cell 
and a stimulating electrode (s) holding close to the target cell. (C) Voltage membrane against the time 
for increasing cathodic stimulus with a duration of 0.2 ms. AP is generated for current intensities from 
5 to 13 µA, and for 3 and 18 µA, AP was only elicited in half of the experiments. No AP below 2 µA 
and above 22 µA. Figure and caption adapted from (Boinagrov et al., 2012). 

In a computational model of a RGC soma, the group studied the reason behind this block, and 
they found a reversal sodium current occurs due to high depolarized forces. An AP happens 
due to the inflow of sodium inside the cell, so this force is equal to ܨே௔  = ே௔ܧ)  − ௠ܸ) where 
the ܧே௔ and ܸ ௠ represent the sodium Nernst potential and membrane potential (see section 2.1). 
As long as ܨே௔ is a positive value, the sodium flows inside, and membrane voltage depolarizes. 
If the stimulus is intensely high where the ௠ܸ exceeds the ܧே௔, the sodium flow direction 
reverses, and sodium now exits the cell and leads to strong hyperpolarization in the membrane 
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potential (see Figure 1.9C). As a consequence of strong hyperpolarization, the AP cannot be 
generated. One important difference between an anodal surrounding block and a soma block is 
the generation of the AP. As mentioned above, an AP is generated in the depolarized region in 
anodal surrounding block, yet the strong hyperpolarized flanks do not propagate. Whereas, in 
soma block, because of strong hyperpolarization, AP cannot be elicited in the first place.  

 

 

Figure 1.10. Somatic and axonal recording of a 2D modeled RGC. The model geometry is shown in 
the middle trace. Stimulating electrode is placed above the axon hillock while two recording sites are 
at soma center and distanced axon. Upper traces show transmembrane voltages from soma and axon 
while increasing a cathodic stimulus. Bottom traces demonstrate membrane voltage of soma and axon 
versus time for reduced external sodium concentration stimulated with a cathodic pulse of 8 µA. Model 
diameter and length in µm, soma (20), axon hillock (3 and 40), axon initial segment (2, 40), thin axon(1, 
170), vertical dendrite (4 and 10), and dendrite (2 and 300). Pulse duration 0.2 ms. Figure and caption 
from (Rattay, 2014). 

Afterward, Rattay simulated a RGC cell with a 2D compartment model including the dendrite 
and axon (Figure 1.10, middle trace). He showed that the electrode position plays an essential 
role in the somatic upper threshold phenomenon, and if the axons are located in the active 
(depolarized) area, they can generate a propagating AP while the soma is in block (Figure 1.10 
upper and bottom traces). Moreover, this situation mainly occurs when extracellular 
stimulation with high intensity is applied, which mostly leads to AP initiation in the axonal 
part, as frequently observed and reported. The AP generation in axons during somatic upper 
threshold was also reported by (Meng et al., 2018). In another computational study, the somatic 
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upper threshold phenomenon has been investigated on spherical soma, and they identified two 
additional mechanisms causing the somatic upper threshold: the strong potassium currents and 
the inactivating sodium ion channels (Fellner et al., 2019). 

In summary, heat and collision blocks can be generated deliberately to inhibit or deactivate an 
undesirable neural activity; anodal and somatic blocks, on the other hand, may occur 
unpleasantly. However, the undesirable block situations are worth studying deeper, especially 
in micro-stimulation such as retinal and cortical implants.   

One important term frequently used in current work is "upper threshold," which refers to the 
highest excitable amplitude after which either a somatic block or an anodal surround block 
occurs.  

1.3 Anatomy, electrophysiology, and modeling of SGC, RGC, and PC 

The permeability of the neuron cell membrane appears from pores and channel proteins across 
the membrane that contribute to the electric properties of the cell membrane. Studying 
membrane channel functions is feasible by applying different methods to understand the 
electrophysiology of neurons. In this category, one can mention clamping techniques and 
anatomical-biochemical approaches. The following content mentions some of these techniques 
based on (Cullinan et al., 1995; Mohs et al., 2000). 

The patch-clamp technique for recording single-ion channel is one of the essential methods 
discovered by (Sakmann and Neher, 1984) and used in vitro investigations. The patch-clamp 
technique gives insight into the cell electrophysiology, such as the types and quantity of ions 
and channels in the cell. The characteristic responses of the channels, such as activation, 
inactivation, and closing states, can also be studied with this technique. In this method, a 
specific glass micropipette with a sharp tip forms a high-resistance seal that allows a current 
with low noise to pass through the single-channel and enables the recording of the induced 
voltage. Patch-clamping is achievable in different configurations such as cell-attached patch, 
inside-out, and outside-out patch. A whole-cell clamp is a cell-attached configuration that 
enables recording the whole currents passing through the whole-cell membrane. Other 
electrophysiological methods in patch-clamping are current and voltage-clamp recording. 

In a current clamping technique, the voltage across the membrane is measured while the 
injected current into the cell is under the experimenter's control. In contrast, the examiner 
measures the current needed to hold a specific voltage in a voltage-clamp method. In vivo 
single-cell, electrophysiology is another method that allows us to investigate neurons in 
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functioning brain environments. In this method, microelectrodes are inserted into the brain of 
an anesthetized animal. The animal is then placed in a stereotaxic instrument 
(an instrument used to locate precisely area of interest in the brain by means of coordinates) 
that allows recording the cellular activity. X-ray or magnetic resonance imaging methods in 
humans can be used. In this approach, the physical activity of neurons can be recorded 
extracellularly. This method has many uses, such as local drug application, stimulation 
recordings, local synaptic decoupling. Although most investigations on channels and ion types 
involved in the neuron cell membrane are obtained in vitro, it is worth mentioning that the vivo 
investigations are highly correlated with anatomical findings.  

Moreover, other crucial methods to study neurons and their cell membrane features are 
anatomical-biochemical approaches such as immunocytochemistry, in situ hybridization, and 
neuroanatomical tract-tracing. Immunocytochemistry uses specific antibodies to target 
antigens to mark specific types and locations of proteins that can be substances such as ion 
channels and neurotransmitters. Furthermore, depending on the type of analysis, the detection 
system used in this technique can be either peroxidase histochemistry or fluorescence. 

In situ hybridization is a similar method to immunocytochemistry, with the difference that it 
uses mRNAs to bind and generate labeled RNA or DNA probes. Furthermore, neuroanatomical 
tract-tracing is a method that is mainly used to understand the connectivity and projections of 
neural networks. In recent years, the techniques mentioned above provided essential 
information to understand neural microcircuitry characteristics that help scientists to 
understand underlying mechanisms in neurons and brain functioning. 

1.3.1 Spiral ganglion cells  

SGCs innervate the hair cells of the organ of Corti in the cochlea. The organ of Corti includes 
three rows of outer hair and one row of inner hair cells. SGCs receive information from hair 
cells through synaptic activities and pass them to the brainstem through their central processes 
or axons. There are two types of SGCs; type I SGCs form 90-95% of the auditory nerve 
population (Spoendlin, 1972). Type I cells are bipolar neurons with larger non-myelinated 
somata, about 20 µm in humans (Ota and Kimura, 1980; Potrusil et al., 2012). The axon and 
dendrite of SGCs type I are myelinated and connect the inner hair cells with the brainstem. 
Each inner hair cell contacts 10 to 15 SGCs type I (Liberman, 2020). The type II SGCs are 
about 5-10% of the auditory neuron population (Spoendlin, 1972; Ota and Kimura, 1980). Type 
II neurons are pseudounipolar neurons with non-myelinated processes, and each type II cell 
innervates several outer hair cells. Figure 1.11A shows a schematic illustration of SGC type I 
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and their innervation, the distal part of the axons builds the auditory nerve (not shown). As the 
numerous type I neurons are responsible for encoding the sound, type I SGCs are studied in 
this work and referred to as SGCs. 

 

Figure 1.11. Spiral ganglion cells (SGC). (A) Schematic illustration of three examples SGCs from 
connecting to an inner hair cell in the habenula perforate and project via branchless myelinated dendrite 
and axon to the brain stem. Figure adapted from (Wan and Corfas, 2017). (B) Microcity image of spiral 
ganglion cells from Chester Chia / Harvard Medical School. (C) Rattay’s compartment model in SGC 
fibers was used in this study (Rattay et al., 2001b).  

Encoding the auditory signals by afferent SGCs includes temporal features, and therefore these 
cells can be classified due to their spontaneous discharge rate (Liberman and Oliver, 1984). 
This point gives rise to the heterogeneity of their threshold sensitivity and their spontaneous 
firing rates, which is not understood, yet it has been proved that pre-and post-synaptic 
properties are involved in this mechanism, and this can also be seen in the distribution and 
quantity of the voltage-gated ion channels known in these cells. However, the 
electrophysiology of SGCs in humans is poorly investigated and understood, and most 
available data are from mice, cats, and guinea pigs. Nevertheless, some studies documented the 
available information pretty well (Rusznák and Szűcs, 2009; Davis and Liu, 2011; Oak and Yi, 
2014; Reijntjes and Pyott, 2016). The voltage-gated channels in SGCs are mostly known from 
patch-clamp, immunofluorescence, electrophysiology, pharmacology, and RNA sequencing 
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techniques. Sodium voltage-gated channels generally provide the AP initiation in neurons, and 
there are nine classified types of voltage-gated sodium channels, ܰܽ௩ଵ.ଵ to  ܰܽ௏ଵ.ଽ (Catterall 
et al., 2005). The most valuable information about voltage-gated sodium channels was revealed 
by two studies that reported the existence of ܰܽ௩ channels in both somata and processes of 
SGCs. Hossain et al. reported the presence of ܰܽ௩, particularly ܰܽ௩ଵ.଺ (except ܰܽ௩ଵ.ଶ) in the 
initial segments of the processes and nodal region in adult mice (Hossain et al., 2005). Another 
study has found ܰܽ௩ଵ.଺ and ܰܽ௩ଵ.଻ in somata and SGCs processes (Fryatt et al., 2009). 

Potassium voltage-gated channels are classified into the group of ܭ௩ଵ to ܭ௩ଵଶ channels 
(Gutman et al., 2003). Potassium channels are mostly responsible for restoring the membrane 
potential. The type and identification of potassium voltage-gated channels in SGCs have been 
well-reviewed (Rusznák and Szűcs, 2009; Oak and Yi, 2014). However, most identified 
potassium voltage-gated channels in SGCs are ܭ௩ଵ.ଵ, ܭ௩ଵ.ଶ , ܭ௩ଵ.ସ , ܭ௩ଵ.଺ , ܭ௩ଷ.ଵ , ܭ௩ଷ.ଷ , ܭ௩ଷ.ସ , ܭ௩ସ.ଶ , ܭ௩ସ.ଷ , ܭ௩଻.ଶ , ܭ௩଻.ଷ , ܭ௩଻.ସ , and ܭ௩ଵଵ.ଵ. There is also a type of non-selective cation 
channels, known as HCN channels, which are permeable to sodium and potassium, and has 
been identified in SGCs (Chen, 1997; Bakondi et al., 2009; Yi et al., 2010; Kim and Holt, 2013; 
Liu et al., 2014a, 2014b). It has been reported that they have a significant role in setting the 
resting potential in SGCs. Evidence from immunofluorescence, electrophysiology, and 
pharmacology studies suggests the existence of other channels such as voltage-sensitive ܽܥଶା 
channels ( Lopez et al., 2003; Roehm et al., 2008; Chen et al., 2011; Lv et al., 2012, 2014).  

Modeling auditory fibers or SGCs combined with detailed cochlear models facilitated the 
comprehension of hearing phenomena. Up to now, various compartment models have been 
introduced to mimic the function of human auditory neurons. Three successful models (Rattay 
et al., 2001b; Briaire and Frijns, 2005; Smit et al., 2008) have been compared and reviewed in 
a recent study (Bachmaier et al. 2019). The morphological features were similar and followed 
the human SGC morphology. Sodium and potassium channels were presented and used in all 
three models. The gating properties, though, were different. Briaire and Frijns used the 
Schwarz-Eikhof or SE model in the NoRs (Schwarz and Eikhof, 1987). In contrast, the other 
two models resembled the gating properties and equations as in the HH model with some 
modifications. To model the ion channel activity in the NoR, Rattay used 10-fold HH 
membrane conductance at 28.9° C, which fits the AP shapes recorded at cat 37°C. Moreover, 
the HH model was in good agreement with the discrimination sensitivity of double-pulse 
experiments in CI users (Motz and Rattay, 1986). 

Although the models could mimic some characteristics of SGCs compared with experimental 
studies, such as pulse ratios for single pulse stimulations, they may fail to replicate the long-
term effects. The most significant barrier for a precise imitation can be the result of a lack of 
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information on both the morphology and kinetics of SGCs. However, the current study 
considered only single pulses, and no long-term effect was studied. The SGCs are modeled 
based on the compartment model from Rattay et al., 2001b, with the slight morphological 
improvement that has been revealed during this work by (Heshmat et al., 2020; Potrusil et al., 
2020) 

1.3.2 Retinal ganglion cells 

The retina consists of nine main layers: (i) nerve fiber layer, (ii) ganglion cell layer, (iii) inner 
plexiform, (iv) inner nuclear layer,  (v) outer plexiform layer, (vi) outer nuclear layer, (vii) 
outer limiting membrane, (viii) photoreceptor inner segments, and (ix) pigment epithelium. 
RGCs are the last processing units from the retina nerve layer. RGCs have non-myelinated 
axons until they leave the eye and form the optic nerve, where they develop myelination 
sheaths. RGC somata are located in the ganglion cell layer, and their dendrite arborizations are 
in the inner plexiform layer. Despite many morphological similarities, yet in many ways, RGCs 
are divergent, and this heterogeneity leads to their features and sensitivities. According to 
different criteria, there are various types of RGCs.  

Four criteria have been described to distinguish RGCs (Sanes and Masland, 2015): (i) 
morphological differences, (ii) gene expression, (iii) spacing regularities (Wässle and 
Riemann, 1978; Kay et al., 2012), and finally (iv) physiological properties.  

In response to light intensity variations, important discrimination revealed differences between 
ON- and Off-center RGCs (Kuffler, 1953). Further investigations exposed that the ON and 
OFF dendrites arborize in different layers, which leads to functional variations (Famiglietti and 
Kolb, 1976; Famiglietti et al., 1977).  

Over past decades studies on the RGC types have been carried out mainly in mice, cats, and 
monkeys. At least 25 types of RGC are known in mouse retina (Roska and Meister, 2014). 
Some types are briefly mentioned in this part, with a baseline taken from a review paper (Sanes 
and Masland, 2015).  

Figure 1.12, the upper panel, depicts mouse retinal cells in the different lamina, and the bottom 
panel shows top views of some RGC types of the mouse retina. Additionally, the cell types 
used in chapter 5 are shown in the red square. 

One RGC group is the  ON-OFF directionally selective ganglion cells, classified into four 
types. They are discovered first in rabbits (Barlow et al., 1964; Barlow and Levick, 1965) and  
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Figure 1.12. Mouse retina with RGC schematic morphologies from local edge detector (LED),  J-
RGCs, αRGCs, intrinsically photosensitive melanopsin-containing RGCs, On and ON-OFF 
directionally selective RGCs (DSGC). Figure is taken from (Sanes and Masland, 2015). 

later in mice (Weng et al., 2005). As their name suggests, they respond to the increase and 
decrease of stimulus intensity and the motion of the stimulus in a specific direction.  

The second group is three types of ON directionally selective ganglion cells, initially known in 
rabbits and first introduced by (Barlow et al., 1964; Barlow and Levick, 1965). Similar to the 
former introduced groups, they are also direction-selective but only respond to ON stimuli. 
Their types and directional tuning have been investigated (Sun et al., 2006; Yonehara et al., 
2009; Dhande et al., 2013).  

Another group is the alpha retinal ganglion cells (αRGCs), divided into three main types. 
Wassel and colleagues first discovered αRGCs in the cat retina (Wässle et al., 1981). αRGCs 
mostly have large somata and dichotomously branching dendrites divided into two 
independently functioning axes. Furthermore, in mice, three groups of αRGCs have been 
introduced (Pang et al., 2003): sustained ON, sustained OFF, and transient OFF αRGCs. 
αRGCs differ in physiologic features and laminar locations. Their dendrites laminate about 
70%, 50%, and 30% of the depth of the inner plexiform layer in sustained ON, sustained OFF, 
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and transient OFF, respectively. These are the ganglion types that have been investigated in 
chapter 5.  

Moreover, there are five types of intrinsically photosensitive melanopsin-containing 
RGCs with large dendritic arbors and inherent light sensitivity, and various studies have 
comprehensively investigated their role (Panda et al., 2002; Hattar et al., 2002, 2003; Qiu et 
al., 2005; Do and Yau, 2010). Another RGC type is the local edge detectors were first 
described and named in a study by (Levick, 1967) employed in rabbits and cats. The physiology 
and morphology of these cells have been vastly investigated by (Amthor et al., 1989; Van Wyk 
et al., 2006; Baccus et al., 2008; Russell and Werblin, 2010). As their names imply, these cells 
get excited only if the stimuli fall within the center of their receptive field and do not exceed 
the borders. J-RGCs are other types that are divided into three groups. They have been 
distinguished by (Yamagata and Sanes, 2008, 2012). J-RGCs are OFF-type RGCs with 
asymmetric dendritic arbors. J-RGGCs detect upward motion in the visual field and have 
explicit different directional behavior than ON-OFF and ON directionally selective ganglion 
cells.  

There is another classification of RGCs based on their response to stimuli and their firing rate 
mostly used for the mammalian retina. This classification has two major groups for almost all 
RGCs: the well-studied brisk RGCs, about 50% of all RGCs. Brisk RGCs respond rapidly at 
the beginning of the stimulus with a high firing rate, and they are also susceptible to stimulus 
contrast (Cleland and Levick, 1974; Stone and Fukuda, 1974). As a subgroup in the brisk cell, 
one can name beta RGCs and αRGCs. However, the rest of the RGCs in this classification are 
sluggish RGCs. The sluggish RGCs respond slowly at the beginning, and their rate is low. 
Sluggish cells are more selective to spatial features such as local edge, motion. (Cleland and 
Levick, 1974; Caldwell and Daw, 1978; Amthor et al., 1989). 

However, when it comes to the electrophysiology of RGCs, controversial information on the 
type and location of the ion channels can be found in the literature. The two most essential ions 
found in most RGC cells, independent of their types, are ܰܽା and ܭା. First, Kaneda and 
Kaneko discovered sodium channels with different densities in sluggish and brisk cells 
(Kaneda and Kaneko, 1991). Furthermore, various studies using immunohistochemistry 
analysis have found sodium channels type ܰܽ௩ଵ.ଶ to ܰܽ௩ଵ.ଷ and ܰܽ௩ଵ.଺ in the RGC layer of the 
vertebrate retina (Caldwell et al., 2000; Boiko et al., 2001; Craner et al., 2003; Khaliq et al., 
2003; Kaneko and Watanabe, 2007). In addition, there are many disagreements on the locations 
of these channels and the types of channels present in each cell. Boiko groups (Boiko et al., 
2001) reported sodium channels such as ܰܽ௩ଵ.ଶ and ܰܽ௩ଵ.଺ in the RGC axon. In contrast, 
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several groups have found sodium channels in both axon and soma (Craner et al., 2003; Kaneko 
and Watanabe, 2007).  

In the case of potassium voltage-gated channels in RGC, there is not enough information about 
the exact location or type. Some studies, however, reported ܭ௩ଵ.ଵ to ܭ௩ଵ.଺ mostly presented in 
these cells (Henne et al., 2000; Pollock et al., 2002; Höltje et al., 2007). In addition to potassium 
and sodium channels, studies using patch-clamp techniques discovered the presence of other 
currents in RGCs such as T-type, low-voltage-activated ܽܥଶା currents, and hyperpolarization-
activated current (Pape, 1996; Lee et al., 2003; Henderson and Miller, 2007). 

Various models have been established for retina cells to help computational studies understand 
retina function, and more details of retina cell models can be found in a review study by the 
Guo group (Guo et al., 2014). RGCs were the first retina cells modeled with ionic gating 
kinetic, modified based on HH kinetic type. Some of the famous retina cell models are: the 
Fohlmeister-Coleman-Miller (FCM), the Sheasby-Fohlmeister model, Schachter model, and 
Jeng sodium-chanel-band model (Fohlmeister and Miller, 1997; Sheasby and Fohlmeister, 
1999; Schachter et al., 2010; Jeng et al., 2011). FCM is one of the primary models established 
first in a single compartment model (Fohlmeister et al., 1990; Fohlmeister and Miller, 1997).  

The FCM model includes four nonlinear voltage gate channels and one linear channel, ܰܽା, ܽܥଶା, non-inactivating ܭା, inactivating ܭା, ܽܥଶା activated ܭାand leakage. Additionally, 
FCM includes intracellular calcium flux [ܽܥଶା]. The FCM model is also applicable in more 
realistic RGC geometries, including soma, dendrite, AIS, axon hillock, and distal axon 
(Fohlmeister et al., 2010). The FCM model provides computational studies investigating many 
dynamic phenomena, e.g., subthreshold activities, burst firing, spike-frequency adaptation, etc. 
(Fohlmeister and Miller, 1997; Kameneva et al., 2011). More insight into the gating properties 
and details in the model is given in section 4.2.1. 

1.3.3 Pyramidal cells  

The basic concept of this section is written based on (Feldmeyer, 2015). PCs, the prevalent 
neurons in the cortex and hippocampus in vertebrates, were first described by (y Cajal, 1888). 
They play essential roles in sensory perception, motion, and learning at single-cell and network 
connection levels.  
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Figure 1.13. Three typical types of pyramidal neurons in mouse. (A) reconstructed geometries. (B) 
Branch number of the apical tuft vs. apical dendrite height in L5 type I and II. (C) Spatial projection of 
65 pyramidal neurons from the same hemisphere of one brain dataset. L5 type I: green, n = 39; L5 type 
II: purple, n = 5; L6: blue, n = 21. Figure and caption adapted from (Guo et al., 2017). 
 

As their name implies, they have pyramid-shaped soma, their short basal dendrites emerge 
from the soma, and in the cortex, the apical dendrites extend from the top of the soma toward 
the pia mater (Figure 1.13). Both dendrites have small outgrowths called dendritic spines that 
are sites of excitatory presynaptic activations. On the other hand, inhibitory synaptic is at 
dendritic shafts and soma. Neocortical PCs are the major output neurons of the neocortex and 
usually have very long axons (up to 1 m in mammals) with two domains: local and long-range. 
The local axonal domain projects and extends within the same cortical layer. The long-range 
axon, on the other hand, extends to the intra- or subcortical target units. Axonal terminals make 
synaptic connections that can be either excitatory or inhibitory. The PC long-term connections 
are very different depending on the cell types and their axonal domains. For instance, 
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neocortical layer 5 (L5) PCs with thin apical tuft have different axon domains and, therefore, 
different projections than flattened apical tuft (Kampa et al., 2007).  

Vast arborization in PC dendrites allows them to receive synaptic inputs from various neurons 
and add up in the dendrites, also known as synaptic integration. Synaptic integration mainly 
occurs in the basal and apical dendrites, and it can be either passive such as subthreshold 
behaviors or as strong as AP since dendrite contains voltage-gated channels such as ܽܥଶା, ܭା, 
and ܰܽା, studies frequently demonstrated that the PC dendrites generate ܽܥଶା and ܰ ܽା spikes 
(Schiller et al., 1997; Magee, 1999; Martina et al., 2000; Migliore and Shepherd, 2002; 
Johnston et al., 2003). 

Synaptic plasticity is the shape changes of neural connection, and if the synaptic activity is 
strengthening and increases the postsynaptic membrane voltage, it is called long-term 
potentiation. Whereas, if the synaptic activity is weakening, it decreases the voltage in the 
postsynaptic region called long-term depression, both types are fundamental mechanisms in 
learning and memory.  

However, in the neocortical PCs, synaptic plasticity changes according to the synaptic activities 
and the time of AP firing in the pre-and post-synaptic areas. In PCs, when the AP initiates in 
the soma or the axon due to an active synaptic, it actively backpropagates to the dendrites 
(Stuart and Sakmann, 1994). It is reported that the AP backpropagation and the ܽܥଶା spikes 
may play an essential role in providing necessary changes to induce either long-term 
potentiation or depression (Kampa et al., 2007).  

In addition to wide variation in the morphology, the distribution and type of ion channels are 
different in PCs (Talley et al., 1999; Häusser et al., 2000). As a result of this complexity, it is 
hard to understand the properties of different cells. However, the focus of the current work is 
only on neocortical PCs of L5, and from now on, these PC types will be only discussed and 
referred to as PCs. 

However, understandings of electrophysiology of neurons, including most presented kinetics 
on ion channels, are based on the kinetic of the HH model. Experimental investigations using 
electrophysiological techniques such as patch-clamping have detected various types of ions 
presented heterogeneously in different parts of PCs: (i) Intracellular calcium flux [ܽܥଶା], (ii) 
voltage-gated ܰܽା channel, (iii-iv) slow and fast inactivating K+ channels, (v) the 
hyperpolarization-activated channel, (vi-vii) the high- and medium voltage-activated ܽܥଶା 
channel, (viii-ix) and finally small- and large conductance ܽܥଶା gated ܭା channels (Jansen, 
1984; Deschênes et al., 1984; Pollard and Crunelli, 1988; McCormick and Pape, 1990; Soltesz 
et al., 1991; Huguenard and Prince, 1991, 1992; Foehring et al., 2000; Magistretti et al., 2000; 
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Khaliq et al., 2003; Sun et al., 2003; Akemann and Knöpfel, 2006; Almog and Korngreen, 
2009; Deister et al., 2009). Details on the gating kinetics of each presented ion channel and 
pump are given in chapter 5. 

Compartment models proposed for PCs are mainly based on observations from experimental 
investigations that are rough approximations of PCs. However, by multiple recordings of cell 
behavior, numerical simulation can define more accurate compartment models in PCs. Several 
studies have shown that methods based on searching parameters can be very successful in 
obtaining matches between models and recorded data from actual cells (West, 1996; Vanier 
and Bower, 1999). Among parameter search methods, two algorithms are more productive in 
constraining compartment models for a single PC, the stochastic algorithms, such as simulated 
annealing (Kirkpatrick et al., 1983), and the genetic algorithms, which is an optimization 
algorithm based on Darwinian evolution mechanisms and is known as the most effective 
method (Mitchell, 1998).  

For the three-dimensional (3D) PCs, we used the biophysical properties of the soma and 
dendrites, such as ion channel kinetics and densities, based on experimental data from Almog 
and Korngreen (Almog and Korngreen, 2014). They used a pharmacological peeling procedure 
based on the somatosensory cortex in rats and a genetic optimization algorithm. Their model 
has succeeded in mimicking many electrophysiological features in PC dendrites, such as AP 
backpropagation, reproducing ܽܥଶା and ܰܽା spikes, alternations in intracellular calcium 
concentration detected from experimental studies (Stuart and Sakmann, 1994; Stuart et al., 
1997). In addition, the two-dimensional (2D) PC was modeled based on a compartment model 
from (Rattay and Wenger, 2010). 

In contrast to the valuable information on conductance densities in the soma and apical 
dendrites, inferior information on basal dendrites as well as on axons is available (Keren et al., 
2005). The available morphological information about the PC axons based on numerous 
experimental studies are as follows: (i) axon emerges from the soma through a truncate-shaped 
area called axon hillock of about 0-2 µm, (ii) extend to about 35-40 µm section that consists of 
a high density of voltage-gated ܰܽା channels. (ii) Up to 300 µm away from the hillock, axon 
extends into a non-myelinated part (Shu et al., 2007; Hu et al., 2009), and finally (iii) at the end 
of the non-myelinated axon, first NoR starts, and from there myelinated axon starts.  

However, there is contradictory information about the sodium channels density between soma 
and AIS. For instance, slight differences in sodium density were observed between soma and 
AIS in the patch-clamp experiment (Colbert and Johnston, 1996; Colbert and Pan, 2002; Ruben 
et al., 2003). In contrast, antibody studies reported a high density of sodium channels in AIS 
(Wollner and Catterall, 1986; Komada and Soriano, 2002; Boiko et al., 2003). Additional 
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studies in PCs have indicated that the AP initiates at the distal side of the AIS, a particular 
subcellular domain targeted by specific types of ܭା channels (Inda et al., 2006; Kole et al., 
2007; Shu et al., 2007b; Van Wart et al., 2007). 

One of the very primary axon compartment models for PCs was established by (Mainen and 
Sejnowski, 1996). The group used independent constraints from anatomical and physiological 
data on PCs to accomplish their primary goals, such as explaining the contradictory capability 
of dendritic ܰܽା channels to support the propagation and not initiation of spikes in dendrites, 
examining the role of the AIS in spike initiation and AP backpropagation to dendrites. Fifteen 
years later, a group reported additional information about sodium channel types and integration 
gained in an experimental study and proposed their corresponding compartment model (Hu et 
al., 2009). Their immunostaining and patch-clamp investigations revealed high- and low-
threshold ܰܽା channel subtypes of ܰܽ௩ଵ.ଶ and ܰܽ௩ଵ.଺, respectively. According to their 
findings, ܰܽ௩ଵ.଺ presented in axon hillock, AIS, non-myelinated axon, and nodes of Ranvier. 
Whereas, ܰܽ௩ଵ.ଶ presented in soma and AIS.  

However, their proposed axon model was similar to the Mainen model with slight 
improvements such as smaller ܰܽା density channel ratios between soma and AIS, adding a 
non-myelinated part into the model, and considering two different types of ܰܽା channels in 
different parts of the axon (see Hu et al., 2009 for more detail). Yet, the myelinated part in both 
models was more or less the same and based on the cable model and kinetics provided by 
Hodgkin and Huxley. Besides conductance-based or HH-style compartment models, other 
axon models can describe the properties of myelinated axons in mammalian.  

Three milestones in axonal models are:  

1. The McNeal model is the first compartment model for extracellular stimulation of a 
myelinated axon (McNeal, 1976). In the McNeal model following assumptions were 
used (i) infinite length of the fiber, (ii) equally spaced NoR, (iii) nodal length was 
considered constant for all fiber diameter whereas internodal length was proportional 
to fiber diameter, and finally (iv) myelin sections were considered as a perfect isolator. 
The active membrane was simulated with the Frankenhaeuser Huxley or FH model 
based on frog data. 

2. The model of Chiu-Ritchie-Rogart-Stagg-Sweeney, CRRSS model (Sweeney et al., 
1987; Chiu et al., 1979; Rattay, 1990) is based on the fact that in axons of warm-blooded 
animals, the NoR has potassium currents only of insignificant magnitude. Sodium and 
leakage currents dominate the active membrane.  

3. The McIntyre-Richardson-Grill or MRG model (McIntyre et al., 2002) has a double-
cable structure for the axon, and its myelin sheath and a current can flow in 
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between. MRG model data is available only for fiber diameter ranging from 5.7 to 16 
µm. 

Moreover, PC axons used in chapter 5 are based on real traced cells in the experimental studies 
with a 3D shape and numerous axonal collaterals. Therefore, for simplicity, the compartment 
model used in our PCs was based on HH-style models (Mainen and Sejnowski, 1996; Hu et 
al., 2009; Almog and Korngreen, 2014). More details on the geometry and kinetics of the 
models can be found in section 5.2. Additionally, the most famous myelinated axon models 
and non-myelinated axons will be compared and discussed in the last chapter. 

1.4 Comparison between three investigated cells: SGC, RGC, 
and PC 

In the following, the three investigated cells are discussed and compared in two ways. First, 
their geometry is compared according to their synaptic activities and roles, and next, their ion 
channels are discussed briefly for different parts of the cells. However, more details on 
geometry and kinetic features are given in sections 3.1 and 5.2. 

1.4.1 Geometrical differences and similarities  

As previously mentioned, SGCs are bipolar cells, have one non-branching dendrite and one 
non-branching axon with no branches (Figure 1.11). The SGCs (type I) receive their synapses 
from inner hair cells. There are several SGCs innervate a single inner hair cell. Therefore, a 
single neuron only reacts with the lowest threshold at a specific frequency called characteristic 
frequency. After a deflection of about 0.003° of stereocilia at the top of hair cells (Hudspeth, 
1989), by releasing neurotransmitters, they increase the hair cell voltage membrane by about 
0.1 mV (Crawford and Fettiplace, 1985), which causes neurotransmitter release and AP 
initiation at the beginning part of the SGCs (terminal). The AP propagates from the terminal 
through the axon to the brain stem. Due to the frequency nature of the sound and directional 
excitation of hair cells, the firing time of the SGCs is synchronized with the acoustic signal up 
to about 3 kHz. 

The multiple innervations of each hair cell lead to the cooperation of all fibers in one group 
representing the phase synchronized signal. The cooperating phenomenon can be explained by 
the volley principle. Assuming five fibers have a spontaneous rate synchronized with 
comprising frequencies in a tone, each fiber then will be excited at one frequency and fires with 
that frequency, so the compound of all five will build up the whole tone. Taken together, timing 
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is crucial in the spiking pattern of SGCs, and therefore both dendrite (after passing the habenula 
perforate, about 10 µm) and axons (5 µm after emerging from the soma) are myelinated.  

 

Figure 1.14. RGC vs. PC. (A1) A cross-section from immunostained mature mouse retina, 
photoreceptors in purple, amacrine and ganglion cells in red and bipolar cells in green Figure from 
(Morgan and Wong, 2007). (A2) Schematic diagram of retina major cell components and their 
projection patterns. Figure from (Morgan and Wong, 2007) (A3) a whole-mount view of an individual 
RGC from mouse, with dendrites projected in a single plane, the axon is depicted by a star. Figure from 
(Mazzoni et al., 2008). (B1) SSp-bfd and TH represent barrel-related primary somatosensory cortex and 
the thalamus in mouse, respectively. Scale Bar is 1 mm. The inset illustrates the cortical cytoarchitecture 
and the fine morphology of pyramidal neurons. Scale Bar is 100 μm. Figure and caption from (Guo et 
al., 2017). (B2) Reconstructed morphology from a model PC L5 in mouse somatosensory region, 
dendrites in gray, soma in black, axon in blue. 

RGC dendrites obtain their input through synapses from bipolar and amacrine cells located in 
the inner plexiform layer (Figure 1.14A1-A2). After integrating and processing the information 
received from synapses, the long straight axon of RGCs sends them to the visual cortex through 
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the optic nerve (Schiller, 2010; Masland, 2012). RGC axons leave the eye at lamina cribrosa 
(a hole in the sclera, white region, occupied by a mesh-like structure), developing myelin 
sheaths in the post laminar region.  

As mentioned before, RGCs are highly divergent due to various connections and roles in visual 
processing.  However, to accomplish their functional specificity, their dendrites must be lamina 
restricted (Figure 1.14A3, bottom), meaning it is confined to a particular sublamina of the inner 
plexiform layer in a planar form to build synapses with subtypes of bipolar and amacrine cells 
(Wässle, 2004). PCs (L5), on the other hand, have extended dendrites that usually project up 
to layer 1 of somatosensory cortex (Figure 1.14B1-B2), which is about 1341 µm in rats and up 
to 600 µm in mice (Ledergerber and Larkum, 2010; Guo et al., 2017). However, neurons with 
arborized dendrites, e.g., PCs, and RGCs, usually collect synaptic inputs spread among their 
dendritic trees; it is known that these inputs are mainly in the form of subthreshold changes 
rather than AP and pioneering work indicated the AP is generated in the AIS (See Figure 1.5) 
or probably the first nodes of Ranvier in these neurons (Coombs et al., 1957; Fatt, 1957; Fuortes 
et al., 1957; Palmer and Stuart, 2006; Kole et al., 2008).  

1.4.2 Ion channels 

While different channels and ions are considered in each model cell, the three most effective 
ions in AP generation, ܰܽା, ܭା, and ܽܥଶା are compared in three investigated kinetics in the 
following.  

According to Rattay’s model, ion channels presented in soma SGCs are chosen based original 
HH model. The sodium and potassium conductivities are set to values from the HH model as 
120 and 36 mS/cm2, respectively. In NoR, presomatic and postsomatic regions in both dendrite 
and axon, these conductivities are set to 10-fold HH. Finally, no Ca+ channels exist in our SGC 
model. 

However, in the 3D RGC model (based on Fohlmeister et al., 2010; Werginz et al., 2020), the 
sodium channel (ܰܽ௩ଵ.ଶ) is present in soma and dendrites, and besides ܰܽ௩ଵ.ଶ, one additional 
type of sodium channel (ܰܽ௩ଵ.଺) is considered in the axon. The sodium conductivity is set to 
65 mS/cm2 in soma and dendrite for RGCs; in contrast, the values go up to 2.5 and 1.5 times 
larger in the hillock and distal parts of AIS respectively. On the other hand, potassium channels 
exist in one type (ܭ௩ଵ.ଶ) in all parts except in the AIS. In the soma and dendrite potassium 
conductivity is set to 35 mS/cm2 and up to 1.8 and 2 times increased in hillock, proximal AIS, 
respectively. In addition, the potassium channel ܭ௩ଵ.଺ is considered at distal AIS with a 
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conductivity of 62.5 mS/cm2. The ܽܥଶା and ܽܥଶା activated ܭାchannel are assumed 1.5 and 
0.15 mS/ cm2 with the same conductivities in soma, dendrite, and axons.  

In contrast, in 3D PCs (based on Almog and Korngreen, 2014), the sodium conductivity in the 
soma and basal dendrite is assumed to be about 35 mS/cm2, about 53% smaller than the sodium 
value in RGC soma and dendrite. In the apical site, this value decreases by increasing the 
distance to the soma to a value of 5.6 mS/cm2. In addition, in axons of PCs, sodium 
conductivities increase up to 17, 2.8, and 85 times in hillock, non-myelinated axon, and AIS 
(as well as NoRs), respectively. The myelin sheaths are considered with the same conductivities 
as in the soma except for the leakage (passive) channel. Furthermore, two types of potassium 
channels are assumed: a slow and a fast inactivating ܭାchannels, with conductivities of about 
20 and 33, respectively, in soma, non-myelinated and internodes of myelinated axon. The 
conductivities increase up to 7.5-fold (for slow channel) and 3-fold (for fast channels) in 
hillock, AIS, and NoR.  

Calcium has an essential role in the AP backpropagation in PCs, and it is responsible mainly 
for generating calcium spikes in the dendrites of cortical neurons, which, as previously 
mentioned, has a crucial role in providing necessary changes for synaptic plasticity. It exists in 
five forms of channels in both soma and dendrites in 3D PCs: an intracellular [ܽܥଶା]i

  
concentration, two voltage-gated ܽܥା channels as well as two ܽܥଶା-gated ܭା channels. In 
contrast to RGCs, calcium ions are not presented in the PC axon.  

In 3D PCs, the ܽܥଶା conductivities for each channel are considered constant in the soma and 
basal dendrites, whereas these channels decrease from soma to the apical dendrites with a 
nonlinear gradient which is given in the related method section (chapter 5). The large-
conductance ܽܥଶା gated-ܭା channel has a conductivity of 0.06 and 0.12 in soma and dendrites, 
whereas the calcium conductivity for the small-conductance channel is about 0.3 and 0.05 in 
soma and dendrites, respectively. For a high and a medium voltage-gated ܽܥଶା channels, the 
maximum calcium permeabilities are set to 0.9×10-6 and 0.003 cm/s, respectively, in soma and 
dendrites.   

 

 

 



Overview and limitations  

 

36 

 

1.5 Overview and limitations 

Neuroprosthetics are successful medical devices that include electrodes for stimulation or 
recording neural tissue. Neural stimulation is accomplished by injecting electrode currents that 
generates an extracellular potential that polarizes the target neuron's membrane and elicits 
neural responses. The recording electrode, in contrast, monitors neural activities by measuring 
the membrane potential of the region of interest (Kilgore, 2015). 

During the last decades, neuroprosthetics had many applications for treating and restoring lost 
functions in stimulating the central nervous system, such as brain-stimulating devices that are 
used to treat motor symptoms in essential tremor, Parkinson's disease (Limousin et al., 1999; 
Montgomery Jr, 1999), brain stimulation for treating epilepsy (Velasco et al., 2001; Hodaie et 
al., 2002), psychiatric disorders (Mayberg et al., 2005; Kuhn et al., 2010), treating chronic pain 
with brain stimulation (Coffey, 2001) and spinal cord stimulation (Cameron, 2004), cochlear 
and brainstem stimulation for restoring the sense of hearing (Shannon, 2012), retina and visual 
cortex stimulation for restoring the sense of vision (Rizzo III and Wyatt, 1997). In addition, 
neuroprosthetics is applied to stimulate the peripheral nervous system, such as vagus nerve 
stimulation for treating epilepsy (Schachter and Saper, 1998), depression (Sackeim et al., 
2001), sacral nerve stimulation for treating bladder dysfunction (Jezernik et al., 2002) and 
many other examples that can be found in (Kilgore, 2015).  

One of the biggest challenges in neural prosthetics is the selective and arbitrary stimulation of 
a small group of cells while the neighbor cells remain calm. It is more demanding and even 
more challenging to stimulate only a part of the cell, such as stimulation only the soma, AIS, 
or the axonal terminals. During past years, micro-fabrication of electronic components allows 
more effective stimulation of individual cells; as an example, one can mention the high-density 
microelectrode arrays for retinal prostheses (Mathieson et al., 2012). However, It has been 
reported that the penetrating electrodes are more successful in focal stimulation, such as in the 
retina (Chen et al., 2020), visual cortex, or other brain structures (Schmidt et al., 1996; 
Middlebrooks and Snyder, 2008; Nguyen et al., 2016).  

One inevitable reason for failure in selective stimulation is that a minimum electrode distance 
from the neural tissue is required. For instance, CI makes selectivity hard to accomplish. The 
large distance between electrodes in CIs leads to a wide distributed electric field that eventually 
disturbs selective stimulation. However, an opposite problem occurs when the electrode is very 
close to the neural tissue, such as epiretinal implants, where the electrode should directly 
impact RGCs. This situation can lead to an undesirable blocking state in the region of interest 
or, again, stimulate non-target neurons that eventually disturb the resolution. Another common 
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failure usually occurs due to electrode replacement during surgery, such as suboptimal 
electrode placement as a common reason for failure in deep brain stimulation (Okun et al., 
2005, 2008; Ellis et al., 2008) and spinal cord stimulation (Cameron, 2004), which can generate 
problematic side effect that causes from nontarget region stimulation (Cameron, 2004; Okun 
et al., 2008). Taken together, selective stimulation is a crucial factor and difficult to achieve in 
most cases.  

Another important factor in extracellular stimulation is the pulse shape. In most cases, cathodic 
stimulation needs a smaller amplitude than anodic pulse for spike initiation in the target cell 
((Ranck, 1975; Rattay, 1986, 1999); see Figure 2.8). Hence, cathodic pulses are more likely to 
use in electric stimulation. However, monophasic pulses cannot be applied in neuroprosthetics 
because charge accumulation within the tissue leads to tissue damages. To avoid this problem, 
cathodic leading pseudo-monophasic pulses with second charge balancing (long and weak) 
phase of opposite polarity are often used.  

However, in extracellular stimulation, a stimulus window appears with a lower and upper limit 
(threshold) for initiation and active propagation of an AP. The existence of an upper limit is 
due to high-intensity stimulation, which causes strong hyperpolarization in the flank regions 
and blocks the AP propagation in axon as a so-called anodal surround block or cathodic block 
(Katz and Miledi, 1965; Jankowska and Roberts, 1972; Roberts and Smith, 1973; Rattay and 
Aberham, 1993). Besides a cathodic block, a somatic block resulting from high-intensity 
stimulation was also observed when stimulating cultured RGC somata (before growing 
neurites) (Buitenweg et al., 2002). More recently, another study showed somatic UT during 
high-amplitude stimulation of RGCs with cathodic pulses (Boinagrov et al., 2012). Various 
computational studies investigated the problem with simplifications on geometry and kinetics 
(Rattay, 2014; Meng et al., 2018; Fellner et al., 2019). 

The distinction between anodal surround block and somatic UT is challenging when 
complicated geometries are involved. However, this study aims to investigate different kinetics 
and geometries, which could help distinguish two UTs. Discrimination of somatic vs. axonal 
UT might be of great interest in micro-stimulation since, in the case of a somatic upper 
threshold, the spike can still generate in the axonal site and further propagate one-sided along 
the nerve fiber (Rattay, 2014; Meng et al., 2018). In comparison, the axonal UT (cathodic UT) 
prevents AP propagation along the most essential part of the cell, the axon, and is thought to 
block the cell completely. 

The first part of this thesis investigates the realist micro-stimulation of SGCs with 3D pathways 
for LT and suprathreshold stimulations, the spike initiation site, and the excitation profiles. One 
of the limitations was investigating the UT and spike blockage in this part as the cochlea's 
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nature and the cochlear arrays' design does not allow the stimulation of fibers in the close 
vicinity of the cellular membrane.  

For the second step, simplified 2D cell geometries were used to study the effect of different 
biophysical properties and channel densities on threshold window and threshold ratios in most 
three typical cells: SGCs and RGCs, and PCs. Our most important limitation in this step was 
simplifying the geometry, considering a point source approach and homogeneous neural tissue. 
However, by applying these simplifications and eliminating complicated geometrical 
differences, we investigated the effect of kinetic and biophysics of each cell on AP initiation 
and inhibition.  

In the next step, more advanced models from realistic traced RGC and PC neurons were used 
to investigate AP generation at LT and blockage conditions during micro-stimulation in the 
soma vicinity in light of complicated geometrical features. However, again some limitations 
were considered in this step; for instance, the extracellular medium was assumed 
homogeneous, whereas neural tissue is heterogeneous, and this heterogeneity leads to a 
deformed electric field (Figure 2.7).  However, we believe heterogeneity has no substantial 
effects on the small electrode to cell distances. Moreover, the point source approach might not 
be an accurate approximation for neural tissue such as the retina and cortex. However, in a 
computational study by (Rattay, 1989), it has been demonstrated that within an electrode 
distance range from 5 µm to 5 mm, the point source approach meets the current thresholds from 
data collected by an experimental study (Ranck, 1975). This investigation aimed to extend the 
previous results to more realistic conditions eliminated in the last chapter, such as the effect of 
highly branched dendrites in RGC and PC and the complex axonal structures, including 
collaterals. 

In the final part, four myelinated (a 10-fold HH, a CRRSS, a Mainen, and a MRG), as well as 
two non-myelinated axon models (a RGC and a classical HH), were used to investigate 
threshold window and anodal surround block in thin and thick fibers using a 100 µs and a 
doubled cathodic rectangular pulses. Again point source approach was applied to compute the 
extracellular potentials, and the medium was considered homogeneous. The final investigation 
on axons was encouraged by the findings in the previous chapters and comparison of the 2D 
and 3D models and different fundamental behaviors between RGCs and PCs. 
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1.6 Outlines  

Chapter 2 aims to explain all general methods and materials used in this thesis to produce the 
presented results. 

Chapter 3 is a study of spiral ganglion cells with reconstructed 3D pathways. Excitation 
profiles and spike initiation sites in the case of LT and suprathreshold were studied and 
compared for a CI environment. 

Chapter 4 investigates threshold windows and threshold ratios (UT/LT) in 2D SGC, RGC, and 
PC models. 

Chapter 5 investigates the threshold windows, and block phenomena in 3D reconstructed 
RGCs and PCs. In addition, thresholds and ratios have been investigated by considering more 
realistic stimulation factors. 

Chapter 6 investigates anodal blocks, thresholds, and threshold ratios for different myelinated 
and non-myelinated axon models. 
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Chapter 2  

General Methods 
This chapter introduces the general mathematic, biophysics, and computing approaches 
employed to produce the main results in the following chapters. More specific methods such 
as particular models and gating kinetics used in each chapter are discussed in the related chapter 
separately. The basic concept of the following sections is adapted from (Rattay, 1990; 
Kaniusas, 2012). 

2.1 Membrane models 

The cable model was first developed by William Thomson in the 1850s to simulate the signal 
decays in submarine telegraphic cables (Thomson, 1856). Afterward, Hodgkin and Rushton 
used a reduced form of this model to investigate the passive properties of the axon (Hodgkin 
and Rushton, 1946). In cable theory, a neurite is divided into segments modeled with electric 
components such as resistance and capacitance but without inductivity (Figure 2.1). The 
resistance in the model is defined by the number of ions passing through the membrane passive 
structure, and the capacitance models the bilipid behavior of the cell membrane (See section 
1.2).  

According to Kirchhoff’s law, the current passing through a passive membrane can be 
calculated by equation (2.3). 

௖ܫ  = ௠ܥ ݀ ௠ܸ݀ݐ  (2.1) 

௜௢௡ܫ  = ோܸܴ௠ (2.2) 

௠ܫ  = ௠ܥ ݀ ௠ܸ݀ݐ +  ோܸܴ௠ (2.3) 

 

  
Figure 2.1. Passive membrane model. Figure adapted from (Kaniusas, 2012). 
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where, Im, Ic,, Iion, and Vm depict the membrane, capacitance, resistance currents in µA and 
membrane potential in mV, respectively. The passive equation can define the subthreshold 
behavior of the cell while no AP generates.  

However, the ionic transmission in the active membrane is determined by including the 
voltage-gated channels (See section 1.2.3). Because of different ion concentrations inside and 
outside the membrane, an electric field is generated, which induces an electrical driving force 
towards the field. On the other hand, an opposite diffusion force is produced to compensate for 
the ionic passage through the membrane. Equilibrium is achieved when the net current is zero, 
which is accomplished at a specific equilibrium voltage defined by the Nernst equation (Nernst, 
1888). 

ݔܧ  = . ܨܼܴܶ ݈݊  (2.4) ݔ݅ܥݔ݁ܥ

Where Ex, R, T, Z, and F denote the Nernst potential of ion x in mV, gas constant (8.314 
J/kmol), the temperature in Kelvin, the valence of ion x, and the Faraday’s constant (96485.33 
C/mol). The ܥ௘௫ and ܥ௜௫  represent the specific ion concentration inside and outside the cell. 

As discussed before, the membrane is permeable to specific ions such as ܭା, ܰܽା, and ି݈ܥ. 
Each ion has a particular equilibrium voltage; thus, the net flux of the ions needs to be zero, 
which implies a steady-state potential across the membrane when no external changes are 
applied, known as resting potential.  

The membrane potential at steady state (resting potential) can be calculated with Goldman-
Hodgkin-Katz (Goldman, 1943), and depending on the type of the cell, it usually ranges 
between -50 mV and -100 mV (Silbernagl and Despopoulos, 2007). 

ݐݏ݁ݎܸ  = ܨܼܴܶ . ܭ݁ܥܭ݌ ݈݊ ܰ݁ܥܽܰ݌ + ܽ + ܭ݅ܥܭ݌݈ܥ௜ܥ݈ܥ݌ ܰ݅ܥܽܰ݌ + ܽ  (2.5) ݈ܥ௘ܥ݈ܥ݌ +

 
The active membrane can be modeled as follows (Figure 2.2).  
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Figure 2.2. Active membrane model in HH-style. Figure adapted from (Kaniusas, 2012). 

where, Iion and IStim represent the ionic currents in an active membrane and the stimulus current 
induced by an electrode, both in µA. The ionic currents in an active membrane consist of linear 
leakage channels from passive membrane properties and non-linear voltage-gated channels. 
Different membrane models have been proposed depending on the cell type and consequently 
presented ion channels. The electrophysiology of non-linear channels is studied for the first 
time by Hodgkin and Huxley in a squid axon, and most available kinetics are adapted from the 
HH model.   

2.2 Hodgkin-Huxley membrane model (HH model) 

Using the voltage-clamp technique, Hodgkin and Huxley studied the ion currents across the 
membrane of a squid axon. They described the opening and closing of the voltage-gated 
channels with a probability of the gates a channel possesses. They considered sodium channels 
having two types of gates: the activation (m) and inactivation (h) gates. The maximum sodium 
conductance of ݃̅ே௔ is only achieved when both gate probabilities are 1, or in other words, both 
gates are entirely open.   

Potassium, on the other hand, in their model, has only one type of gate, n, and its maximum 
conductance  ݃̅௄  is achieved when n = 1. The current densities of ions (µܣ/ܿ݉ଶ) crossing the 
cell can therefore be determined by  

ܥܫ  + ݊݋݅ܫ − ݉݅ݐܵܫ =  0 (2.6) 

ݐܸ݀݉݀  = ݉݅ݐܵܫ) − ݉ܥ(݊݋݅ܫ  (2.7) 
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 ݅ܰܽ =  ഥ݃ܰܽ ݉3ℎ (ܸ݉ − ܸܰܽ) (2.8) 

ܭ݅  =  ഥ݃3݊ ܭ (ܸ݉ −  (2.9) (ܭܸ

݇ܽ݁ܮ݅  = ܸ݉) ݇ܽ݁ܮ݃  −  (2.10) (݇ܽ݁ܮܸ

 

where ௜ܸ௢௡ = ௜௢௡ܧ  −  ௥ܸ௘௦௧, and conductivities are defined in (mS/cm2). 

To describe the gating mechanisms in more detail, if ݔ is the opening probability of a specific 
gate type (e.g., n, m, h), the gating process can be determined by ݐ)ݔ,  that describes the (ݒ
gating behavior of a high number of that specific gate type in a particular channel.  

Gating rates (ߙ௫ and  ߚ௫) define the state of the gates at a specific membrane voltage within a 
time unit. More specifically, the ߙ௫ or opening rate describes the state of all closed gates being 
open with ߙ௫ (1 −  and the β or closing rate describes the state of the opened gates that are ,(ݔ
getting close with ߚ௫ݔ. Thus the probabilities of the gates being open are calculated with the 
following differential equations.  

ݐ݀݉݀  = 1)݉ߙൣ − ݉) ൧݉݉ߚ −  × ݇ (2.11) 

 ݀ℎ݀ݐ = ℎ(1ߙൣ − ℎ) ℎℎ൧ߚ −  × ݇ (2.12) 

ݐ݀݊݀  = 1)݊ߙൣ − ݊) ൧݊݊ߚ −  × ݇ (2.13) 

With ݇ being the coefficient parameter to adapt the operating temperature ܶ (in °ܥ) to the 
original experiment temperature (6.3 °ܥ) used in the HH model, and can be calculated by 
Equation (2.13). 

݇ =  ܳଵ଴்ି଺.ଷଵ଴  
(2.14) 

The suggested ܳଵ଴ in the original HH model is 3. However, in the SGC model based on Rattay 
et al., 2001b, ܳଵ଴ is used at ܶ = ݇ resulting in  ܥ° 28.9 = 12  that resembles the AP dynamics 
recorded in feline SGC (Motz and Rattay, 1986; Rattay and Danner, 2014). 

The gating rates used to fit conductances to the experimental data in the HH model can be 
calculated by the following equations. 
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݉ߙ =   2.5 − 0.1(ܸ݉ − (ݐݏ݁ݎܸ −ܸ݉)0.1−2.5݁(ݐݏ݁ݎܸ − 1    (2.14)                 

  

ℎߙ = 20(ݐݏ݁ݎܸ −ܸ݉)−݁ 0.07              (2.16)                 

  

݊ߙ =   1 − 0.1(ܸ݉ (ݐݏ݁ݎܸ −ܸ݉)0.1−1݁) 10(ݐݏ݁ݎܸ − − 1)    (2.18)                 

  
with the resting conditions of  ௠ܸ(0) = ௥ܸ௘௦௧ (in mV), 0.05, 0.6, and 0.32 for m(0), h(0), and 
n(0), respectively. However, the gating rates at the steady-state (ݐ → ∞), as well as the required 
time to reach this state (τ) can be computed by 

௜௡௙ݔ = ௫ߙ௫ߙ  +                  ௫    (2.20)ߚ

and finally, the membrane potential is calculated by Equation (2.22). 

 

ݐܸ݀݉݀ =  −݃ܰܽ݉3ℎ( ܸ݉ − ܸ݉ )4݊ܭ݃  − (ܸܽܰ − (ܭܸ − ܸ݉ )ܮ݃ − ( ݇ܽ݁ܮܸ ݉ܿ    ݉݅ݐܵ݅ +  
(2.22) 

 

where the ݅ௌ௧௜௠ is the current stimulus density in µܣ/ܿ݉ଶ, and ܿ௠ is the capacity of the 
membrane per ܿ݉ଶ. 

݉ߚ = 18(ݐݏ݁ݎܸ −ܸ݉) −݁ 4    (2.15)                 

 

ℎߚ = + (ݐݏ݁ݎܸ −ܸ݉)1݁3−0.1  1    (2.17)                 

݊ߚ = 80(ݐݏ݁ݎܸ −ܸ݉) −݁ 0.125   
(2.19)                 

 

߬ = ௫ߙ1  +                  ௫ (2.21)ߚ
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Figure 2.3. Action potential in a HH model. (A) Gating probabilities of sodium and potassium 
channels. (B) ionic membrane current densities compared with membrane potential. Note that the 
sodium current has a different direction (green curve). The highest sodium current is reached only if 
both activating and inactivating gates in the sodium channel are open. Additionally, the falling phase 
of the membrane potential occurs by the two repolarizing forces of the potassium activation and sodium 
inactivation mechanisms that lead the potassium efflux and stop the sodium influx, respectively.   
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Figure 2.3 shows gating probabilities for each gate type in sodium and potassium channels and 
the ion currents passing through a HH membrane model. Most cell kinetic models used in the 
following chapters, such as PC, RGC, and axon models (except for MRG and CRRSS), are 
based on the original HH model and called HH-style kinetics; details on the kinetics used in 
each model are given in the related sections. In addition, the original HH model with some 
adaptations was employed to simulate the excitation of SGCs fibers, according to Rattay et al. 
2001. More detail about the SGC model is given in section 3.1. 

2.3 Multi-Compartment model 

A complex neural structure can be approximated by a multi-compartment model. Such model 
contains mostly cylindrical or spherical subunits with isopotential properties within them. A 
complete geometry and biophysical features of a neuron can be equivalented by a multi-
compartment model consisting of thousands of subunits.  

Figure 2.4 demonstrates a multi-compartment equivalent of a part of a non-myelinated axon 
with active compartments and nonlinear conductances of ܩ௠. As a consequence of changing 
potential and membrane resistivity from one subunit to the adjacent units, a current is generated 
between neighboring compartments in the axial direction. Horizontal arrows represent the axial 
current. By adding the stimulus, Equation (2.6) can be developed and used for calculating the 
membrane potential in compartment nth as follows 

݊,ܥܫ + ݊,݊݋݅ܫ ݊,ݔܽܫ + − ݊,݉݅ݐܵܫ =  0 (2.23) 

ݐܸ݀݉݀   = ݊݋݅ܫ−)  + ܸ݅,݊−1 − ܸ݅,ܴ݊݊−12 + ܴ2݊ + ܸ݅,݊+1 − ܸ݅,ܴ݊݊+12 + ܴ2݊ +  (2.24) ݉ܥ/(݉݅ݐܵܫ
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Figure 2.4. Schematic of the multi-compartment model in a part of a non-myelinated neurite. 

In Equation (2.24), Rn/2 represents the resistance from the middle compartment n to the 
adjacent compartment. In a cylinder compartment n with a length and a radius of  ݈௡ and rn 
both in cm,  the circular cross-sectional area is equal to ݎߨ௡ଶ (cm2); thus, the R can be calculated 
from Equation (2.25). 

ܴ2݊  = ݅ߩ   (2.25)  2݊ݎߨ2݈݊

where ߩ௜ is the intracellular resistivity (in kΩcm), and the unit of ܴ௡ is kΩ.  

However, if the intended compartment is a sphere such as a single compartment soma 
connecting to n processes, the resistivity is then calculated by: 

ܽ݉݋ݏܣ  = 2ݎߨ4  − ෍ ℎ݊݊ܽ݉݋ݏݎߨ2                    (2.26)                  

with          ℎ݊ = ܽ݉݋ݏݎ − ݊ݖ                 and          (2.28)               ݊ݖ = ට2ܽ݉݋ݏݎ − ቀ݀2݊ ቁ2
         (2.27) 

 Finally, soma half radius can be driven from: ܴ22  = ܽ݉݋ݏݎߨ2݅ߩ  ݈݊ ൬ܽ݉݋ݏݎ + ܽ݉݋ݏݎ݊ݖ −  ൰ (2.29)݊ݖ

However, it should be mentioned that in a multi-compartment soma with the compartments in 
the direction toward the electrode axis, the resistance of each compartment is computed with 
Equation 2.25. 
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Figure 2.5. Surface and resistance in a spherical soma. The surface of a spherical soma, with one 
compartment and n+1 process connections, is calculated concerning the connecting processes. The half 
resistivity from the soma to the adjacent compartment of each process is calculated with a formula from 
(Rattay et al., 2003) shown in Equation 2.29.  

However, it should be mentioned that in a multi-compartment soma with the compartments in 
the direction of the electrical field, the resistance of each compartment is computed with 
Equation 2.25. 

2.4 Solving differential equation 

The ordinary differential equation (ODE) driven from a multi-compartment model can be 
solved with numerical methods to analyze the cell responses to a stimulus. One of the 
frequently used methods is the Euler methods (Crank and Nicolson, 1947), such as forward 
(explicit) and backward (implicit) Euler. MATLAB (version R2020a, https://mathworks.com) 
also offers several solvers such as ODE15s variable order solvers based on backward 
differentiation formulas (Curtiss and Hirschfelder, 1952). Another possibility that provides a 
stable and efficient method for stiff problems is CVODE, which again uses the backward 
differentiation formula and is written in C-language by Cohen and Hindmarsh (Cohen and 
Hindmarsh 1994, 1996). In the following sections, the most frequently used solvers were the 
implicit backward Euler by implementing in MATLAB, and Python (version 3.8, 
https://www.python.org/), the ODE15s, and CVODE, which was used in NEURON. 

https://mathworks.com/
https://www.python.org/
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However, ODE15s, as well as the CVODE solvers, were automatically applied by using the 
corresponding packages in the related programs. On the other hand, Backward Euler needs to 
be implemented by the user. In the following, the backward Euler method is described. 

2.4.1 Euler Method 

The Euler method is a numerical method that can estimate the solution of ODEs, and 
specifically, by using the implicit method, an extra equation needs to be solved. Thus, if (ݐ)ݕ 
is a time-dependent system, e.g., a gate probability (m, n, h) or an ionic current, the driven 
ODE, ݂(ݐ, is then solved as follows. dydt (ݕ = f(y, t)     where   (0)ݕ  =  ଴  (2.30)ݕ 

So the forward Euler solution ݕ௡ାଵ = ௡ݕ + ,௡ݕ)݂  (2.31)  ݐ߂(௡ݐ

and the backward Euler solution ݕ௡ାଵ = ௡ݕ + ,௡ାଵݕ)݂  (2.32) ݐ߂(௡ାଵݐ

with n and ݐ߂ indicating the step and the step size (ݐ௡ାଵ −  ௡) respectively. The ݅௫ is taken asݐ
an example for an ionic current of channel x, with a gating probability j (m, n, h), so the 
current will be computed with: 

From Equation (2.11-13) ݆݀݀ݐ = ௝(1ߙ − ݆)  ௝݆ (2.33)ߚ −

using Equation (2.31) ݆௧ାௗ௧ = ݆௧  + ௝(1ߙ) − ݆௧) −  (2.34) ݐ݀(௝݆௧ߚ

and from Equation (2.32) ݆௧ାௗ௧ = ݆௧  + ௝ (1ߙ) − ݆௧ାௗ௧) −  (2.35) ݐ݀(௝݆௧ߚ
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݆௧ାௗ௧ = (݆௧ + ௝)1ߙ ݐ݀ + ௝ߙ) ݐ݀  +  ௝ )  (2.36)ߚ

where ݀ݐ denotes the timestep mostly considered in a few (µs), and finally, by replacing the 
driven gate probabilities in the corresponding ionic equations such as Equation (2.8-10), the 
ionic current is calculated for every step of the time. 

2.5 Extracellular stimulation 

An electrode placed outside of the cell generates an electric field that reflects on the cell 
membrane and changes the membrane potential. Various methods estimate the extracellular 
voltage ( ௘ܸ) that an electrode induces. The following chapters have used three methods in this 
discipline: the point source, disk electrodes, and finite element (FE) methods.   

The point source method is an analytical approximation of ௘ܸ. The electrode is considered a 
perfect point that induces a homogenous field. Thus the voltage induced in each compartment 
can be calculated by following the formula from (Rattay, 1990). 

௘ܸ = ௘ߩ   ݎߨ௘௟4ܫ    (2.37) 

Here, ߩ௘ indicates the resistivity of the extracellular medium (kΩcm). The ܫ௘௟ is the electrode 
current (µA), introduced by (McNeal, 1976), and r is the Euclidian distance of the electrode to 
the compartment center (cm). In this study,  ߩ௘ is considered 0.3 Ωcm for cochlear and cortical 
neurons, as well as axon models, and 1 kΩcm for retinal neurons (Rattay and Wenger, 2010; 
Werginz and Rattay, 2016). 

The disk electrode approach was used in one set of experiments in chapter 5 to stimulate the 
RGCs excitation in epiretinal implants. Electrical field distribution under the application of 
disk electrodes was first studied by Newmann (Newman, 1966). Overmyer then studied the 
field distribution on these electrodes in a finite slab from a conductive material by numerical 
integration of the Laplace equation (Overmyer et al., 1979). Wiley and Webster (Wiley and 
Webster, 1982) gave an analytical solution to the problem, which was a good approximation 
of the one introduced by Overmyer in a simpler way. Thus, the extracellular voltage induced 
by a disk electrode can be driven from the following Equation. 
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௘ܸ = ܽߨ௘௟2ܫ ௘ߩ   ݊݅ݏܿݎܽ  ቆ 2ܽඥ(ݎ − ܽ)ଶ + ଶݖ + ඥ(ݎ + ܽ)ଶ +  ଶቇ  (2.38)ݖ

with a, r, and z representing the electrode radius, the radial, and the axial distance to the 
electrode (in cm), respectively. 

Finally, the third approach, employed in chapter 3, uses a numerical solution applying the FE 
method. In contrast to the two former introduced methods, the finite element model is a more 
realistic representation of the electrical field distribution since it considers the cell geometry 
and the electrode geometry in a realistic way, as well as the geometry of an inhomogeneous 
medium in which the electrode and cell are presented.  

FE calculates the electric field and corresponding potential reflected on the cell in sophisticated 
3D structures, such as the cochlea. In this method, the whole structure, such as the medium, 
electrode, and the cell, is divided into small tiny components and uses the partial differential 
equations and boundary limitations to calculate the ௘ܸ at each element. 

The electrical potential ߶ in a volume conductor can be driven based on a reduced form of 
Maxwell’s equation 

∇ ൬ߪ∇߶ + ߳∇ ݐ߲߶߲ ൰ = 0  (2.39) 

with ߪ and ߳ being conductivity and the permittivity of the medium, respectively. In 
simulations, the  ߶ is the membrane potential ( ௠ܸ = ௜ܸ − ௘ܸ). At this step, the intracellular 
current flow is not included (for simplicity and reducing the computational time). Therefore, 
Equation (2.39) can be written as 

∇ ൬ߪ∇ ௘ܸ + ߳∇ ߲ ௘ܸ߲ݐ ൰ = 0  (2.40) 

and in the quasi-static condition, the ߳ is considered zero (Rattay et al., 2014).  

Finally, by replacing the calculated ௘ܸ in Equation (2.24), the differential equation of the 
membrane potential of the nth compartment can be written as ܸ݀݉݀ݐ  = ݊݋݅ܫ−)  + ܸ݅,݊−1 − ܸ݅,ܴ݊݊−12 + ܴ2݊ + ܸ݅,݊+1 − ܸ݅,ܴ݊݊+12 + ܴ2݊ + ܸ݁,݊−1 − ܸ݁,ܴ݊݊−12 + ܴ2݊ + ܸ݁,݊+1 − ܸ݁,ܴ݊݊+12 + ܴ2݊  (2.41)  ݉ܥ/(
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Figure 2.6 compares the applied electric field on a spherical soma of a point source (left) and 
a spherical electrode (right) with the FE method. The electrode is located at a 20 µm distance 
from the soma center. However, in this example, the soma kinetic and intracellular flow is also 
considered in the model (Fellner et al., 2019). Inhomogeneity of the field in the model with 
realistic electrode geometry (right panel) can be observed, which induces slightly different 
impacts on the cell response.  

However, in more complicated structures, such as inside a cochlea, the electrical field is further 
heterogeneous and distorted; thus, the point source approach is not a close approximation as in 
the example demonstrated in Figure 2.6, in which the medium is considered homogeneous and 
always possessing a single conductivity. Figure 2.7, in contrast, demonstrates the electric field 
distribution of a sphere electrode with a radius of 100 µm placed in a 3D FE model of the 
human cochlea, which has a heterogeneous structure.  

 

 

Figure 2.6. Finite element model of a point source electrode vs. spherical electrode (3 µm). 
The ௠ܸ and ௘ܸ (in  mV) are shown for a point source (left panel) and spherical electrode (right 
panel) stimulating a spherical soma (r = 20 µm). Figure from (Fellner et al., 2019). 
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Figure 2.7. FE model of cochlear extracellular stimulation. The extracellular field is induced by a 
spherical electrode inside the scala tympani. The isopotential lines and cochlear structure borders are 
gray and black, respectively. 

2.5.1 Activating function 

The term activating function (AF) was introduced by Rattay (Rattay, 1999) for neurons of 
arbitrary shape, which is a strong tool to understand the effect of stimuli on the target cell 
(Garnhamt et al., 1995; Rattay, 1986, 1989, 1999). The impact of extracellular potential from 
equation (2.41) describes the term activating function in the nth compartment. 

݂݊ = (ܸ݁,݊−1 − ܸ݁,ܴ݊݊−12 + ܴ2݊ + ܸ݁,݊+1 − ܸ݁,ܴ݊݊+12 + ܴ2݊  (2.42)  ݉ܥ1 (

At the beginning of a stimulus, AF represents the changes in membrane potential influenced 
by the stimulus in each compartment. Regions with positive AF are depolarized at stimulus 
onset, making them strong candidates for AP initiation. In contrast, compartments with 
negative AF are mostly hyperpolarized at stimulus onset.    
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Figure 2.8. Activating function of a straight myelinated axon from the SGC axon 
model. (A) Comparing activating functions induced by a cathodic (blue) and an anodic stimulus (green) 
along the axonal membrane, with an anodic/cathodic threshold ratio of about 3.6.  (B)  Membrane 
voltage versus time, every line represents a single compartment. The compartment below the electrode 
position is shown in pink. Note that with a cathodic stimulus (left), the AP starts at the compartment 
below the electrode (blue) whereas, with an anodic pulse, it starts at the sides. The stimulus was a 
monophasic pulse with a duration of 100 µs set to 665 µA (anodic) and 180 (cathodic); for model 
properties, see section 3.1. 
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2.6 Implementations  

Simulations in this study were performed in the following ways:  

For SGC simulations, the extracellular potentials elicited by an electrode inside a scala tympani 
were first calculated in the FE model. The target cells were modeled with a compartment model 
in a second step. The suitable kinetics was implemented to the model in MATLAB. In the next 
step, COMSOL-MATLAB-interface was used for importing calculated ௘ܸ into MATLAB. For 
this step, the potential values were interpolated at the compartment midpoints. By assuming a 
quasi-static condition and a voltage value of 1 V, the outcomes could be adapted by multiplying 
the default electrode voltage value to a desirable value at compartment midpoints.  

In addition, MATLAB and Python were used to calculate the differential equations in the self-
implemented multi-compartment models such as 2D structures, to simulate intra- and 
extracellular stimulations and compute the membrane voltage, current, etc. 

However, in some parts of the study, NEURON was used to create geometry, such as an axon, 
or import a real cell geometry from online databases (in this case, SWC files were converted 
to HOC). In this approach, a second step was to set the biophysical mechanisms available in 
NEURON in MOD files that were inserted into the cell according to the desired model. 
Intracellular stimulation and the voltage-clamp mechanism available in NEURON were used 
to test baseline functions of the cell, such as AP (back)propagation in PCs. The extracellular 
mechanism was supplied in NEURON, which interpolates the central points of each 
compartment. This can be done by inserting “xtra.mod” mechanisms at each compartment that 
calculates the corresponding ௘ܸ (mV) with a point source approach. In addition, all 
implementations in NEURON were controlled by the Python environment, and Python was 
used for further analysis and visualization purposes.



 

Chapter 3  

Extracellular stimulation of spiral ganglion cells with three-
dimensional pathways using ball electrodes 

The following section aims to analyze the excitation of spiral ganglion cells with ball electrodes 
placed inside the scala tympani to mimic and study the micro-stimulation of 3D SGCs. This 
study benefits from a detailed FE model of the human cochlea, and 3D pathways of 30 
tonotopically organized fiber reconstructed from manually segmented nerve bundles (bundle 
diameter of 15 µm). The cochlear FE model and reconstructed nerve pathways represented in 
this chapter are carried out by (Potrusil, 2013; Potrusil et al., 2020). The results performed in 
this chapter are first published in (Potrusil et al., 2020). The original study can provide more 
information on the preparation, imaging, and data processing, and spatial measurements. 

3.1 Data preparation and computational modeling 

In the original study (Potrusil et al., 2020), a primary method is presented for developing a 
computational framework that included an accurate and well-detailed FE model of a human 
cochlea as well as 30 reconstructed 3D pathways of cochlear nerves. The reconstructed 
auditory nerve bundles were tonotopically organized, including seven, nine, and fourteen 
auditory nerve bundles from the apical, middle, and basal turns, respectively. Fibers angles 
were measured from the round window with respect to the modiolus axis. For creating the FE 
human cochlea, two temporal bones from cadavers were used and analyzed following ethical 
guidelines corresponding to the Division of Clinical and Functional Anatomy of the Innsbruck 
Medical University (McHanwell et al., 2008; Riederer et al., 2012).  

The isotropic spatial resolution of the micro-CT images of specimens 1 and 2 were 3 and 10 
µm, respectively. The high spatial resolution of specimen 1 enabled to use of this specimen as 
the basis for the model. However, during the preparation process of specimen 1, the internal 
auditory canal was cut. Therefore the second cochlea with similar anatomical geometry was 
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used for further extrapolation of the central processes (axons) in the direction of the cochlear 
axis. Subsequently, the high-resolution data of specimen one was used for segmenting all three 
scalae and auditory nerve bundles along the cochlea. The segmentation data created a meshed 
surface model in Amira software (Thermo Fisher Scientific, https://www.thermofisher.com). 
In the next step, generated surfaces were exported as STL files for conversion into volume in 
SolidWorks, which was required for the following fine mesh creation, and applied the needed 
information such as conductivity in COMSOL Multiphysics (versions 
5.4, https://www.comsol.com) 

In the subsequent step, the electrodes were added to the model as spheres with a diameter of 
0.2 mm. Electrode geometry and positions were chosen from two cochlear arrays: a lateral 
array of FLEX SOFT, MED-EL, Innsbruck, Austria (L1-L12), and a perimodiolar array of 
CI24RE Contour Advance, Cochlear, Sydney, Australia (C1-C22). For this purpose, a point 
was extracted from the original array data using the gap between the beginning of the array and 
the scala tympani. The XYZ coordinate of this point was set as the center of the first electrode. 
Other electrode locations were determined based on the array's total length and electrode 
distances.  

Electrical conductivities (S/m) for materials used in the model were based on (Rattay et al., 
2001a) and set as follows: 1.43 for scala tympani and scala vestibuli. 1.67 in scala media, 
0.0334 in the modiolus, 0.016 for the cochlear outer surface (the compact bone) and the 
surrounding area, and finally 1000 for the electrodes.  

A monopolar stimulation was chosen for this study in which a ground electrode is required, 
and monophasic pulses with a duration of 100 µs in both phase cathodic (CAT) and anodic 
(ANO) were applied to the active electrode to study the excitation of the investigated auditory 
nerves. A cuboid was used to set the ground electrode and placed the model within it, with a 
0.4 mm distance from the upper surface and a distance of 7 mm to the other surfaces. 
Additionally, the outer surface was extended to a sphere with a radius of 100 mm to study the 
changes of the boundary size on the extracellular potentials. A linear shift appeared in the 
extracellular potentials, which could not affect the final results since the extracellular potentials 
are calculated from differences between neighboring compartments (see section 2.5, Equation 
(2.41)).  

AC/DC module from COMSOL was chosen, and a quasistatic condition was considered. The 
surface of an active electrode was set to a fixed potential of 1 V (Rattay et al., 2001a). The 
current was then calculated for each electrode ranging between 321 and 384 µA that was in 
line with previous studies (Rattay et al., 2001a, 2001b; Kalkman et al., 2014; Mangado et al., 
2018). At the final step in COMSOL, the extracellular potentials induced by the active 

https://www.thermofisher.com/
https://www.comsol.com/
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electrode were computed for several points from the bundle pathways depending on each 
nerve's length (60 to 70 points were extracted). By applying a spline interpolation, the ܸ ௘ values 
were interpolated to the center of the compartment model of the target fiber.  

In the last step, we modeled the SGCs with Rattay’s multi-compartment model (Rattay et al., 
2001b) to compute the excitation profiles induced by extracellular stimulation. The model 
consists of (i) a peripheral part including terminal, nodes of Ranvier, internode, and a 
presomatic region, (ii) a soma, and (iii) a central part including a postsomatic region, nodes of 
Ranvier and internodes. Figure 3.1 and Table 3.1 display all geometric and kinetic channel 
parameters used in the model. In addition, to resemble the degenerated conditions, the 
peripheral part was eliminated, and further deteriorations were considered by decreasing the 
soma layers gradually from n=3 in a healthy state to n=2 and n=1 as degenerated cases. 
 

 

Figure 3.1. Schematic drawing of the compartment model of a human type I SGC. The colors describe 
the membrane models. The currents are defined by extracellular potential ௘ܸ, intracellular potential ௜ܸ, 
membrane capacitance ܥ௠, membrane conductance ܩ௠, and intracellular resistance ܴ. Figure and 
caption adapted from (Potrusil et al., 2020). 
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Human SGC model parameter 

Length (µm) 

Non-myelinated terminal 10 × 10ିସ 

Presomatic region 100 × 10ିସ 

Postsomatic region 5 × 10ିସ 

Peripheral internode (except for the last one) 250 × 10ିସ 

Central internode 500 × 10ିସ 

Node of Ranvier 2.5 × 10ିସ 

Diameter (µm) 

Peripheral process 1.3 × 10ିସ 

Central process 2.6 × 10ିସ 

Soma 20 × 10ିସ 

Resistivity (kΩcm) 

Intracellular 0.1 

Extracellular 0.3 

Cell membrane kinetics 

Internode Passive 

Node of Ranvier 10-fold HH 

Pre and post-somatic 10-fold HH 

Terminal 10-fold HH 

Soma HH model 

Myelin layer (N)   

Peripheral internode 40 

Central internode 80 

Soma 3 

Membrane capacitance  (µ࢓ࢉ/ࡲ૛) * 1 

Adjusted temperature (°C) 

For all parts in the cell 28.9 

Table 3.1. Human SGC model parameters with slight adaptations (Rattay et al., 2001b). * Cm was 
set to 1 (µܨ/ܿ݉ଶ) in active area and Cm/N in internods and soma.  



SGC 3D pathways  

 

60 

 

3.2 SGC 3D pathways 

Seven reconstructed apical fibers covered the angles (see section 3.1) from 928° (apical1, most 
apical fiber) to 620° (apical7); nine middle fibers were traced from 592°(middle9) to 327° 
(middle1), and the basal fibers covered cochlear angles from 298° in basal14 to 28° in basal1. 
Figure 3.2 demonstrates the FE model and the top view of the reconstructed pathways in each 
cochlear region. The human cochlear structure can be observed in panel A in a mid-modiolar 
slice. Modiolus and the Rosenthal’s canal house the cochlear nerve tissue and the somata. 
Typically, a cochlear implant (or ball electrodes in this case) is inserted inside the scala tympani 
(Figure 3.2B).  

More details on the 3D pathways of the reconstructed auditory nerve bundles can be seen in  
Figure 3.2C for three cochlear turns. Apical fibers represented a spiral pathway in both 
peripheral and central processes, with apical1 possessing the most spiraled pathways with an 
overall rotation of about 900°, covering the whole cochlea (2.5 turns). However, this spirality 
reduced systematically until the last apical fiber (apical7), whose peripheral rotation decreased 
to 45° (Figure 3.2C, left panel). Still, the first part of central processes in all apical fibers has a 
high spiral form (about 540° rotation) until they leave the internal acoustic fundus region. 
Middle fibers showed a low spirality (30° and 45°) only in middle1 and 2 in the peripheral 
process, and the rest have a straight peripheral pathway. The central process of the middle 
fibers, on the other hand, has turned from 270° to 360° until the internal acoustic region (Figure 
3.2C, middle panel). The basal fibers displayed straight pathways until the distal part of their 
central processes, where they had a fan-shaped pathway with a maximum spirality up to 180° 
in some cases (basal1-6). 
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Figure 3.2. FE model of the human cochlea with 30 traced nerve fiber bundles. (A) A mid-modiolar 
slice through the cochlea. SV, SM, and ST represent the three scalae: scala tympani, scala media, and 
scala vestibuli, respectively. M and RC show the modiolus and Rosenthal’s canal that house the SGCs 
and somata. The star depicts the location of the organ of Corti where the hair cells are located. (B) 3D 
view of 30 differently colored fibers from the basal (black), middle (green), and apical (red) cochlea 
turns together with the scala tympani. Additionally, the electrodes of both modeled CI systems are 
indicated; CI FLEX SOFT (yellow spheres), Contour Advance array (red spheres). The two electrodes 
in each system selected for analysis are depicted in blue. Reconstructed fiber bundles are displayed in 
(C); the left panel shows seven apical SGCs, the middle panel: nine SGCs from the middle turn, and 
the right panel: 14 basal bundles. The top views in each panel indicate the soma (yellow spheres), the 
center of modiolus (red sphere), the peripheral processes (solid lines), and the central processes (the 
dashed lines). Figure adapted from (Potrusil et al., 2020). 

 

Figure 3.3A demonstrates the total length of the reconstructed fibers and their corresponding 
distance to the apex. Mean values of the total length were 10.4, 8.4, and 8.6 mm, indicated by 
crosses for apical, middle, and basal turns in red, green, and blue, respectively. 
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Boxplots of peripheral process, central process, and total lengths are compared for all three 
cochlear turns (basal, middle, and apical) in Figure 3.3B. Boxplots demonstrate the first, 
second, and third quartile, the minimum and maximum values (whisker length), and mean ± 
SD (black points). In the peripheral processes (Figure 3.3B, left panel), the peripheral lengths 
of the middle fibers were significantly different from apical (p < 0.05) and basal (p < 0.001) 
fibers. For both central and total fiber lengths, apical fibers were significantly different from 
middle fibers with p < 0.05 in central length and p < 0.001 in total length (Figure 3.3B, middle 
panel). The reconstructed apical fibers were also significantly different from basal fibers with 
p < 0.001 in total and central lengths (Figure 3.3B, middle and right panels). 

 

Figure 3.3. Length measurements of 30 reconstructed SGCs. (A) The total fiber length for each SGC 
is shown on the primary left axis, and mean values are indicated as crosses with the same color code. 
The corresponding distance to the apex (solid line) is plotted with respect to the right axis. The same 
colors indicate the range of each turn as the fibers. (B) Box plots for peripheral (left), central (middle) 



Extracellular voltage  

 

63 

 

processes, and total (right) lengths comparing apical (red), middle (green), and basal (blue) fibers. 
Boxes represent 1st, second (median), and third quartile, whiskers maximum and minimum values, 
black dots mean ± SD. The statistical difference is indicated for p < 0.05 (*) and p < 0.001(**). Figure 
adapted from (Potrusil et al., 2020). 

3.3 Extracellular voltage  

The  extracellular voltage along selected SGCs induced by four selected electrode positions of 
L4 (73°) and L11 (457°) from the lateral system, C5 (76°) and C21 (430°) from the 
perimodiolar system are shown in Figure 3.4-3.7. The isosurface plot in the top panels 
demonstrates the extracellular potential in a slice through the electrode center with a voltage of 
1V. The ௘ܸ along the neuron length are compared for the interested fibers with electrode 
distances to the fibers in the bottom panels. Target neurons with the closest distance from their 
peripheral terminals possessed the highest ௘ܸ values in the first part of the peripheral processes. 

 

Figure 3.4. Extracellular voltage for the selected active electrode, L4, from the lateral system. The top 
panel shows the induced electric potential of the finite element model in a slice through the active 
electrode with the highest value of 1V in red. The wireframe rendering illustrates the segmented human 
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cochlea. The bottom panels show the corresponding extracellular voltage ܸ ௘ (left) and electrode distance 
to the fiber (right) as a function of fiber length for the selected SGCs (close to the active electrode). 
Fiber with the highest ௘ܸ values (basal11) was chosen as target fiber (pink) and possessed the smallest 
electrode distance. B, M, and A represent the basal, middle, and apical fibers. Soma positions are shown 
with black circles. Figure adapted from (Potrusil et al., 2020). 

Figure 3.4 shows that by activating the basal electrode L4, the target neuron of basal11 (B11) 
possessed the highest voltage of 70.4% of the electrode, with the lowest distance of 0.6 mm to 
the electrode at its terminal side. The following two closest basal fibers (basal10 and 12) had 
the peak value of ௘ܸ around the soma area (black circles) with an electrode distance of about 2 
mm to their somata. Middle turn fiber bundles placed at the opposing side showed a maximum ௘ܸ value of about 40%, with fewer fluctuations in ௘ܸ values and electrode distances from 3.5 to 
5 mm to peripheral sites. The apical fibers (apical6 and 1) received a maximum ௘ܸ of about 
43% at their central parts at the closest distance to the electrode, below 4 mm, compared to 
their peripheral site with an electrode distance of about 6 mm.  

Figure 3.5 demonstrates the same trend as Figure 3.4 but for active electrode C5, located close 
to the Rosenthal’s canal at almost the same degree as L4 (76° vs. 73°). The maximum ௘ܸ of 
77.2% was generated in the peripheral process of the target fiber, basal11 (B11), at about 1.5 
mm away from the terminal with the closest distance to the electrode of about 0.38 mm. A 
closer distance from C5 to the peripheral processes caused an increase of about 7% compared 
with the corresponding lateral electrode L4. The ௘ܸ was reduced significantly for increased 
distance to the electrode. Yet again, the second and third closest basal fibers are the basal10, 
12 with maximum ௘ܸ of about 62% and 69%, respectively, at their peripheral process with 
electrode distances of 0.7 and 1.2 mm, respectively. Once again, apical1 had a maximum ௘ܸ of 
44.5% in the central process with a distance of 2.19 mm to the active electrode of C5. The 
excitation profiles of the majority of auditory nerves were comparable in corresponding 
electrode positions of L4 and C5. 
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Figure 3.5. Extracellular voltage for the selected active electrode C5 from the perimodiolar system. 
Same layout as Figure 3.4 with the same target fiber of basal11, B11 (pink). Figure adapted from 
(Potrusil et al., 2020). 

 

Figure 3.6 displays stimulation of the target neuron, middle5, M5 (pink), with the active 
electrode (L11) from the lateral system. The electrode generated the highest ௘ܸ of 80.9% in 
middle5 with an electrode distance of 0.35 mm to its peripheral terminal. Fibers from lower-
frequency regions exhibited spiral pathways with spirality enhanced by reducing the distance 
to the apex, leading to a close distance to the active electrode L11. For instance, middle3 
exhibited a maximum ௘ܸ of 61.8% that appeared at its soma. Moreover, by activating the L11, 
the basal fibers obtain the highest ௘ܸ values of about 40% at their central processes. 
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Figure 3.6. Extracellular voltage for the selected active electrode L11 from the lateral system. Same 
layout as Figure 3.4 with the target fiber of  Middle5, M5 (pink). Figure adapted from (Potrusil et al., 
2020). 

 

Figure 3.7 illustrates excitation of the region of interest by C21 from the perimodiolar system 
that induces maximum ௘ܸ of 81.9% (located at 0.82 mm on the peripheral process) at the target 
neuron of middle5 with a minimum distance of 0.25 mm to the active electrode of C21. Again 
the voltage profiles of most neurons are similar in corresponding electrode positions of L11 
and C21. 
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Figure 3.7. Extracellular voltage for the selected active electrode C21 from the perimodiolar system. 
Same layout as Figure 3.4 with the target fiber of  Middle5 (pink). Figure adapted from (Potrusil et al., 
2020). 

3.4 Excitation profiles in healthy target neurons 

The excitation profiles of the target neurons (basal11 and middle 5) with an intact (healthy) 
morphology are demonstrated in Figures 3.8-11. In each figure, panel A shows the ௘ܸ (orange) 
for CAT pulse along the first part of the target neuron (green box). In comparison, the black 
curve shows the distances of the compartment centers to the active electrode. The closest point 
to the active electrode, indicated by the gray arrowheads, always corresponds to the highest 
(most negative) ௘ܸ value. 

On top of the B and C panels, the snapshots of times with a time step of 0.1 ms are shown for 
all four cases. The red, purple, and black thick curves indicate the pulse offset, AP initiation 
sites, and AP at the soma, respectively. On the bottom panel B and C, voltage membrane (in 
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V) is plotted versus the time for peripheral active compartments (nodes of Ranvier), presomatic 
region, soma, and central nodes in green, orange, black, and pink, respectively, for CAT (B) 
and ANO (C) pulses and the AP initiation sites are shown in thick purple.  

Comparing the orange and black curves, positions with the smallest distance to the electrode 
(gray arrowhead) possess the highest negative ௘ܸ values for all cases (Figure 3.8-11). In all 
investigated cases, CAT needs a lower threshold than the ANO pulse; however, the threshold 
ratio ANO/CAT is always essentially lower than four as previously reported by several 
computer simulation studies (Ranck, 1975; Rattay, 1986, 1999), which assumes microelectrode 
stimulation of long straight fibers with a constant diameter in a large homogenous medium 
(Rattay, 1986). The estimated ANO/CAT ratios were 2.38 and 2.6  in middle5 stimulated by 
L11and C21, respectively; 1.05 and 1.3 in basal11 stimulated by L4 and C5, respectively. The 
irregular 3D pathways caused more fluctuations in ௘ܸ along the fiber that resulted in lower 
threshold ratios and their large variations. This result demonstrates that 3D pathway 
irregularities caused a more complex fiber-electrode distance relation than assumed in previous 
computer simulation studies.  

AP did not always initiate at the positions with the highest ௘ܸ value since the driving force for 
membrane potential variations in every compartment is not directly its ௘ܸ value, but the 
corresponding AF explains the AP initiation sites. For compartments with two neighbors, the 
AF is proportional to the second derivative of ௘ܸ (curvature) and inversely proportional to its 
intracellular resistance and capacitance (Rattay, 1986, 1999). 

Consequently, an area will be depolarized when the AF is positive, marked by upward arrows 
in the orange ܸ ௘ curve in Figure 3.8-3.11, panel A. On the other hand, a negative AF (downward 
arrows in the orange ௘ܸ curve) denotes hyperpolarizations. The positive and negative AFs are 
also detectable at the beginning of the corresponding green traces during the pulse onset (Figure 
3.8-11, bottom of the panel B) as depolarization and hyperpolarization areas, respectively. For 
ANO pulses, the same area is reversely polarized, so the hyperpolarized area becomes 
depolarized, and hence it is a candidate for AP initiation, as shown in Figure 3.8-3.11, panel C. 
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Figure 3.8. Stimulation of intact target fiber basal11 at threshold level with the lateral electrode of L4. 
(A) The top curve (orange) shows the extracellular potential ௘ܸ for cathodic pulse (CAT) along the 
peripheral part, the soma positions (black circles), the largest (negative) ௘ܸ, and the somatic ௘ܸ value 
are shown with horizontal black dashed lines; the vertical black dashed lines indicate the positions of 
nodes of Ranvier, and the black curve shows the distances of the compartment centers to the electrode. 
A schematic illustration between the curves shows the compartments with internodes in green. (B-C) 
Top: Voltage along the fiber at different times (gray) are plotted for CAT (B) and ANO (C) pulses. 
Snapshots are shown at every 0.1 ms. The stimulus offset (0.1 ms), AP initiation, and AP at soma are 
represented in red, purple, and black thick lines, respectively. Bottom: membrane voltage against time 
is plotted for CAT (B) and ANO (C) pulses; the traces represent selected compartments. The green, 
orange, black, and pink lines represent peripheral nodes, presomatic region, soma, and central nodes, 
respectively. AP initiation sites are shown in purple. Corresponding threshold values are displayed on 
the top. Figure adapted from (Potrusil et al., 2020). 
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Figure 3.9. Stimulation of intact target fiber basal11 at threshold level with the perimodiolar electrode 
of C5. Same layout as in Figure 3.8. Figure adapted from (Potrusil et al., 2020). 
 

Furthermore, by stimulating at threshold levels, the AP was mostly initiated in the dendrite 
except in middle5 stimulated by C21 with ANO pulse (Figure 3.11C), where the AP was first 
elicited in the axon. Although the axons are rather far away, the small electric field is 
compensated by a large axonal diameter according to the rule that thick fibers are easier to 
stimulate than thin ones (Ranck, 1975; Rattay, 1986, 1999). 
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Figure 3.10. Stimulation of intact target fiber middle 5 at threshold level with the lateral electrode of 
L11. Same layout as in Figure 3.8. Figure adapted from (Potrusil et al., 2020). 
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Figure 3.11. Threshold stimulation of intact target fiber middle 5 with the perimodiolar electrode of 
C21. Same layout as in Figure 3.8. Figure adapted from (Potrusil et al., 2020). 

3.5 Suprathreshold excitation  

With increasing the stimulus, ௘ܸ fluctuations increased further, and the AP initiated in more 
than one position in the stimulated fibers. Figure 3.12 shows the suprathreshold stimulation of 
middle5 by electrode L11. The membrane voltages against time have been plotted for CAT and 
ANO pulses in Figure 3.12A and Figure 3.12C, respectively. CAT stimulation started AP in 
two sites in the peripheral process, at the first and fourth node of Ranvier (thick purple) 
simultaneously and AP at the fourth node of Ranvier dominated and stopped propagation of 
the distal AP by collision block, causing 0.5 ms faster conduction of the AP to the central end 
compared with stimulation at the threshold.  
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Figure 3.12B displays the corresponding AF with depolarized and hyperpolarized regions for 
CAT stimulation. Two peaks at the first and fourth nodes in the peripheral process (purple 
stars) predicted the AP initiation sites. The stronger ANO stimulation caused one AP initiation 
in the third node of the peripheral process (thick purple), as previously occurred at threshold 
level stimulation (Figure 3.10C). Interestingly, another AP was generated at the fifth node of 
the central process (thick purple), which significantly increased the AP conduction velocity to 
the terminal end, decreased the AP arrival time to 0.3 ms, back-propagated the AP to the soma, 
and blocked AP conduction of the distal site. 

 

 

Figure 3.12. Suprathreshold stimulation of middle5 with L11. (A) Stronger CAT stimulation elicits two 
spatially separated APs in the peripheral process (purple lines). (B) The corresponding activating 
function (AF) (black curve) is reproduced with its zero line (horizontal black dashed line) parallel to 
the peripheral process. The vertical black dashed line marks node positions and the corresponding AF 
value. The green rectangles represent the compartment model for internodes and the black sphere for 
the soma position. The purple stars show the highest values of the AF, indicating AP generation. (C) 
Stronger ANO stimulation also elicits two APs in the target fiber. The initiation of an AP in the central 
process reduces conduction time to the last compartment. Figure adapted from (Potrusil et al., 2020). 
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3.6 Excitation of fibers without peripheral process 

The stimulation thresholds were computed for degenerated target fibers in the next step. It is 
reported that the peripheral process is often lost in prolonged severe and profound hearing 
impairment (Spoendlin and Schrott, 1988). Therefore, we considered no peripheral part in our 
degeneration model with soma surrounded by three layers for this step of calculations (Potrusil 
et al., 2012). This part is shown in Figure 3.13 for both investigated fibers and electrodes. 

However, losing the peripheral site usually leads to the smallest electrode-fiber distance at the 
soma and, therefore, the highest ௘ܸ. In the case of CAT pulses, this usually results in AP 
initiation at the soma (Figure 3.13 left panels). Consequently, higher thresholds were needed 
to load the large capacity of the soma compared with highly excitable nodes of Ranvier in 
healthy fibers.   

On the other hand, ANO pulses generated APs at the central process (see Figure 3.13, right 
panels). In Middle5, the corresponding thresholds were only slightly increased (3% and 33% 
when stimulated by C5 and L11, respectively). However, in basal 11, the ANO threshold 
increased more than four times. The significant ANO threshold rise can originate from longer 
peripheral processes in the basal than middle fibers (Figure 3.3B), which causes a larger 
electrode distance to soma, and therefore higher thresholds were needed. 

 

Figure 3.13. Stimulation of degenerated target fibers basal11 (top) and middle5 (bottom) at threshold 
level. The same layout as Figure 3.8B-C bottom panels without peripheral processes. Arrows depict AP 
initiation sites. For CAT, APs are generated in the soma. For ANO, the third line (central node C2) is 
most excited at stimulus offset, but the AP is initiated more distant because loading the soma 
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capacitance consumes much of the current passing the membrane at node C2. Figure slightly adapted 
from (Potrusil et al., 2020). 
 

In a final set of experiments, the number of soma layers was gradually decreased (from n=3 to 
n=1) to replicate the soma degeneration pattern. The results of this part are demonstrated in 
Figure 3.14. The concentration of the degenerated cases with n=2 and n=1 above the black line 
(ANO/CAT = 1) shows more sensitivity to ANO pulses than the CAT in these fibers (Figure 
3.14, top panel), which is in line with findings presented previously (Macherey et al., 2008; 
Undurraga et al., 2012; Jahn and Arenberg, 2019). Figure 3.14, bottom panel, shows that 
decreasing the soma layers does not influence the ANO threshold, whereas the CAT threshold 
increased significantly, leading to a sensitivity of most degenerated fibers to ANO pulses.  

 
Figure 3.14. ANO/CAT threshold ratios are plotted for the target fibers and the selected electrodes. 
Top panel: The healthy SGCs are displayed as diamonds and the degenerated fibers as circles. The 
number of myelin layers at the soma is indicated inside the grey ellipses. Marks above the solid black 
line indicate a threshold ratio ANO/CAT<1 and thus higher sensitivity to anodic stimulation. Bottom 
panel: For the degenerated fibers, the threshold increase compared with the healthy values is plotted for 
the decreasing number of myelin layers at the soma (increasing soma capacitance). Figure from 
(Potrusil et al., 2020). 
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3.7 Discussion  

Investigation on SGC excitation profiles induced by neuroprosthetics is difficult and ethically 
impossible (van den Honert and Stypulkowski, 1987; Javel and Shepherd, 2000; Rattay et al., 
2001a, 2001b; Long et al., 2014; Hochmair et al., 2015). On the other hand, by investigating 
the electrode position, stimuli configurations, and the resulted neural excitation pattern, 
computational studies aim to shed more light on single fiber and spiking behavior (Black et al., 
1983; Spelman et al., 1980; Suesserman and Spelman, 1993; Cohen et al., 1996; Frijns et al., 
1995; Hanekom, 2001; Rattay et al., 2001a; Briaire and Frijns, 2005; Finley et al., 2011). 

A recent study used a mathematical method to reconstruct spiral pathways from finite element 
model of the cochlea with a constant rotation of 45° and constant length at the peripheral 
process and reported that considering a complex model and subsequently spiraled fibers have 
a significant impact on AP initiation sites which consequently leads to different latencies (Bai. 
et al., 2019). Another computational study of the human cochlea employed oblique fiber 
trajectories for the apical turn (Kalkman et al., 2014). However, most computational studies 
use complicated cochlear geometry without incorporating the 3D cochlear neuron pathway.  

In contrast, this chapter uses a detailed human cochlear finite element model from high-
resolution micro-CT and 30 tonotopically organized (28°- 928°) reconstructed 3D pathways 
from the manually traced fiber bundles presented in (Potrusil et al., 2020). Including the 3D 
pathway in the FE model led to a more complicated fluctuating potential along the fibers 
(Figure 3.4 - Figure 3.7). As previously investigated and reported, stimulation of long straight 
homogeneous structures such as an axon with cathodic pulses usually results in depolarizations 
of the regions close to electrodes, whereas, for anodic pulses, this region is hyperpolarized 
while two flanks on both sides are depolarized, and therefore usually, an ANO/CAT threshold 
ratio of 4 is reported in the literature (Ranck, 1975; Rattay, 1986). In addition, in some cases, 
due to an edge effect (AP from the end of the fiber), the peripheral terminal may win if the 
electrode is close enough to the peripheral end (Rubinstein and Rubinstein, 1993; Rattay, 2008; 
Rattay et al., 2017). However, our results demonstrated that when pathway spirality is included, 
oscillations in extracellular potentials are expected (Figure 3.8-11), which makes the situation 
more complicated than previously observed in studies with more simplifications of auditory 
fibers (Rattay et al., 2001b). Due to pathway irregularities and spirality, various polarizing 
forces occurred at the positions indicated by black arrows resulting in several candidates for 
AP initiation (Figure 3.8-11, panel A).   

The presented results may also be of interest for bilateral CI users as it has been shown that 
delay in AP arrival time may increase the interaural time differences that are a crucial factor 



Discussion  

 

77 

 

for sound localization as well as speech understanding in noisy environments (Litovsky et al., 
2009; Laback et al., 2015). We demonstrated that with increasing the threshold of the active 
electrode, in addition to one AP site at the periphery, a second AP initiation site appeared close 
to soma which won the AP propagation as the earlier AP sites were suppressed by a collision 
block (Figure 3.12). As a result, we can expect that fibers from the same frequency regions can 
initiate AP from different sites and therefore have different AP arrival times (latency) because 
the distant AP at the site with weaker extracellular potential may reach the axonal end a few 
milliseconds later.  

Clinical studies demonstrated that the number of peripheral processes is lower than central 
processes (Spoendlin and Schrott, 1988, 1989; Felder et al., 1997). In addition, a recent study 
showed that the peripheral fibers appeared thinner and less myelinated in people with severe 
and profound hearing status and the severity of the peripheral degeneration is significantly 
variable between people with hearing loss problems (Heshmat et al., 2020). Several clinical 
and computational studies reported anodic sensitivity (less ANO thresholds) for degenerated 
investigated SGCs (Rattay et al., 2001b; Macherey et al., 2008; Undurraga et al., 2013; Jahn 
and Arenberg, 2019), and a recent study investigated the effect of various parameters such as 
pulse shape, CI array, and stimulation strategy on the polarity sensitivity (Heshmat et al., 2021). 
Here, the thresholds for both polarities were calculated and compared for the closest neuron to 
the active electrode (target neuron) in intact fibers and different degenerated cases without 
peripheral process when the soma layers decreased from three to one. Decreasing the soma 
layers increased the soma capacitance and made the soma less excitable. The ANO polarity 
resulted in more axonal excitability in contrast to soma excitability in CAT (see Figure 3.13) 
in the case of peripheral loss. Therefore, by increasing the somatic degeneration, the ANO 
threshold remained almost constant whereas, CAT thresholds increased significantly, up to 8-
fold (Figure 3.14, lower panel), and consequently caused up to 70% smaller ANO/CAT ratios 
in cases with fully degenerated soma (n=1) compared with the degenerated case with three 
myelinated layers around the soma.  

In summary, this result demonstrated that detailed and accurate models are essential for 
realistic representations of the cochlea and CIs. Moreover, it is worth mentioning that 
understanding single neuron behavior, when realistic pathways are incorporated, enables us to 
understand more complicated behaviors of multiple neurons recordings from clinical 
experiments. 



 

Chapter 4  

Investigation on upper threshold in spiral ganglion, 
retinal ganglion, and pyramidal cells with linear 
geometry 
In this chapter, stimulation windows are evaluated and compared for three cells: SGC, RGC, 
and PC with a 2D geometry. Cell geometries were simplified to investigate the effect of cell 
kinetics on the threshold windows and ratios. The RGC and PC threshold computations of this 
chapter were performed by Andreas Fellner and Isabel Stienon. Part of the results in this section 
was published first in (Sajedi et al., 2020). 

4.1 Model neurons  

The somatic upper threshold was reported as a limit for spike generation in the soma of RGCs 
for close electrode distances (~30 µm) (Boinagrov et al., 2012). However, several 
computational studies have shown that this limit cannot hinder AP generation and propagation 
in the axonal part, and UT block depends strongly on electrode distance and position as well 
as cell geometry and kinetics (Rattay, 2014; Meng et al., 2018). Here, the AP initiation and 
blockage in the axon and soma were investigated for three different cell types with linear 
geometry: (i) a SGC modeled with Rattay’s multi-compartment model (chapter 3, Figure 3.1 
and Table 3.1), (ii) a RGC modeled based on (Fohlmeister et al., 2010) and finally (iii) a PC 
modeled according to (Rattay and Wenger, 2010). As shown in Figure 4.1C, the soma was 
divided into several compartments aligned in the z-axis direction where the point source was 
located. The multi-compartment soma consisted of 51 compartments for the electrode to soma 
distances <10 µm and 21 compartments for distances >10 µm. Details on geometric and electric 
parameters can be found in Table 4.1. More information on RGC and PC model kinetics is 
discussed in the following sections. 
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In all experiments, the lower and upper thresholds were calculated for eight different electrode 
distances from 1 to 200 µm (1, 2, 5, 10, 20, 50, 100, and 200 µm). The electrode was always 
located along the z-axis, and electrode distance was considered the distance between the 
electrode center and the cell's surface (to soma surface in the single soma and whole-cell 
experiments or the middle of axon in the axon experiment). However, thresholds were not 
calculated in some cases because either the cell was not excitable (close electrode to cell 
distances ) or the AP initiated at the axonal end. 

Experiments were performed in three ways for each model cell: (i) the single soma experiment: 
stimulation above the single soma with a multi-compartment configuration (no axon or dendrite 
included), (ii) the axon experiment: stimulation above the middle of a single axon (in 
myelinated fiber, the electrode was set above a node of Ranvier), and finally (iii) the whole-
cell experiment: stimulation of above the multi-compartment soma in a complete cell (dendrite-
soma-axon). Monophasic cathodic pulses with durations of 100 µs and 1 ms were applied in 
all experiments.   

Parameter RGC SGC PC 

Soma diameter (µm) 20 20 20 

Dendrite diameter (µm) 4/2 1.3 4 

Dendrite length (µm) 160 2000 2100 

Axon diameter (µm) ~1 2.6 1 

Axon length (µm) 3170 10000 1170 

Extracellular resistivity (Ω.cm) 300 300 300 

Intracellular resistivity (Ω.cm) 100 100 100 

Membrane capacitance (µ࢓ࢉ/ࡲ૛) 1 1 1 

Temperature (°C) 35 29 37 

Resting potential (mV) -67 -70 -72 

Table 4.1. Geometric and electrophysiological parameters used in the investigated cell models. 
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Figure 4.1. The linear geometry dendrite-soma-axon for (A) SGC, PC, and (B) RGC. The red circles 
represent the electrode position. The red dashed lines with arrows mark the distance between the 
electrode and the surface of the soma and the axon. (C) Multi-compartment soma used in single soma 
and whole-cell experiments. The soma consists of 21 compartments (for distances > 10 µm) and 51 
compartments (for distances ≤ 10 µm) along the z-axis. 

4.2 Biophysical properties 

4.2.1 RGC 

The RGC was modeled based on data from the cat (Fohlmeister et al., 2010). They proposed 
four RGC models, cat alpha, cat beta, rat type I, and rat type II, and each model consisted of 
the same channels and differed in the maximum ion channel conductances along the neural 
membrane. The model has the same channels as the previously investigated model of tiger 
salamander RGC by Fohlmeister and Miller (Fohlmeister and Miller, 1997) except for the 
potassium inactivation current that was excluded in this model.  

This thesis used the cat beta (current chapter) and rat type II (chapter 5) to model the 
investigated RGCs. Differences in geometries between two cells can be observed in Figure 4.2 



Biophysical properties  

 

81 

 

 

Figure 4.2. Examples of traced RGCs from the cat beta (left), and rat type II (right). Figure adapted 
from (Fohlmeister et al., 2010). 

 

The gating rate equations (T>30°C) used for the cat beta model follow: 

Sodium 

(ܸ)݉ߙ   =  −2.725(ܸ + ܸ)0.1−]݌ݔ݁(35 + 35)] − (ܸ)݉ߚ             1  = ݌ݔ90.83݁  ቈ−(ܸ + 60)20 ቉ (4.1) 

Sodium inactivation 

(ܸ)ℎߙ   = ݌ݔ1.817݁ ቈ−(ܸ + 52)20 ቉ (ܸ)ℎߚ                     =  27.251 + ܸ)0.1−]݌ݔ݁ + 22)] (4.2) 

Potassium activation (delayed rectifier) 

(ܸ)݊ߙ   =  −0.09575(ܸ + ܸ)0.1−]݌ݔ݁(37 + 37)] − 1 (ܸ)݊ߚ              = ݌ݔ1.915݁  ቈ−(ܸ + 47)80 ቉ (4.3) 

Calcium activation  

(ܸ)ܿߙ   =  −1.362(ܸ + ܸ)0.1−]݌ݔ݁(13 + 13)] − 1 (ܸ)ܿߚ              = ݌ݔ45.41݁  ቈ−(ܸ + 38)18 ቉ (4.4) 
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Furthermore, according to Fohlmeister et al., 2010, a H-type non-inactivating calcium current 
is added to the RGC model, which has a similar parametrization as sodium activation and with 
a variable Nernst potential depending on intracellular calcium concentration ([ܽܥଶା]i, see 
Equation (5.1)). The ܽܥଶାactivated ܭା(ܫ௄,஼௔) is formulated as follows 

,ܭ)݃  (ܽܥ = ܩ  − ,ܭ)ݎܾܽ (ܽܥ ௜[ଶାܽܥ]) ௗ௜௦௦൘ܽܥ )ଶ1 ௜[ଶାܽܥ]) + ௗ௜௦௦൘ܽܥ )ଶ (4.5) 

with ܽܥௗ௜௦௦ = 10-6 molar and [ܽܥଶା]௜ = 10-7 molar. 

The conductivities used in the RGC model are based on whole-cell recording experiments in 
the original study and are shown in Table 4.2. Additionally, a linear leakage current with 
maximum conductance of 0.1 mS/cm2 is included in the model. 

Channel Dendrites Soma IS TS Axon 

Cat Beta RGC 

Na 63.90 69.40 100.00 244.5 124 

K 13.40 32.00 50.10 50.1 50 

Ca 1.39 1.39 0.836 0.0 04 

Table 4.2. G-bar conductances (mS/cm2) for modeled RGC. IS and TS represent the Initial Segment 
and Trigger Segment, respectively (Fohlmeister et al., 2010) 

4.2.2 PC 

The PC was a simplified model from (Rattay and Wenger, 2010). This model incorporates 
sodium channel kinetics from (Hu et al., 2009), who investigated the sodium distribution in PC 
L5 from rat prefrontal cortex using the patch-clamp technique. They found an accumulation of 
high-threshold ܰ ܽ௩ଵ.ଶin soma, dendrite, hillock, and proximal AIS and low-threshold ܰܽ௩ଵ.଺ at 
distal AIS, non-myelinated axon, and nodes of Ranvier. The fast potassium channel followed 
the kinetics from (Mainen and Sejnowski, 1996).  
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Nav1.2 activation  

(ܸ)12݉ߙ   =  0.182(ܸ + 28)1 − ݌ݔ݁ ൤−(ܸ + 28)7 ൨ (ܸ)12݉ߚ                 =  −0.124(ܸ + 28)1 − ݌ݔ݁ ൤(ܸ + 28)7 ൨ (4.6) 

Nav1.2 inactivation  

(ܸ)ℎ12ߙ   = 0.024(ܸ + 35)1 − ݌ݔ݁ ൤−(ܸ + 35)5 ൨ (ܸ)ℎ12ߚ                    =  −0.0091(ܸ + 60)1 − ݌ݔ݁ ൤(ܸ + 60)5 ൨ (4.7) 

Nav1.6 activation  

(ܸ)16݉ߙ   =  0.182(ܸ + 41)1 − ݌ݔ݁ ൤−(ܸ + 41)6 ൨ (ܸ)16݉ߚ              =  −0.124(ܸ + 41)1 − ݌ݔ݁ ൤(ܸ + 41)6 ൨ (4.8) 

Nav1.6 inactivation  

(ܸ)ℎ16ߙ  = 0.024(ܸ + 48)1 − ݌ݔ݁ ൤−(ܸ + 48)5 ൨              ߚℎ16(ܸ)  =  −0.0091(ܸ + 73)1 − ݌ݔ݁ ൤(ܸ + 73)5 ൨ (4.9) 

Potassium-fast activation 

(ܸ)ݒ݊ߙ   =  0.02(ܸ − ݌ݔ݁−(25 ൤−(ܸ − 25)9 ൨                 ݒ݊ߚ(ܸ)  =  −0.002(ܸ − 25)1 − ݌ݔ݁ ൤(ܸ − 25)9 ൨ (4.10) 

 

Table 4.3 represents all conductivities used in the model PC. The myelination in the axon was 
simulated by considering a passive state with a reduced capacity of 0.02 µF/cm2. Additionally, 
a linear leakage current with maximum conductance of 0.33 mS/cm2 is employed throughout 
the PC. 
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Channel Dendrites Soma Hillock AIS Non-my. NoR ࢇࡺ૚૛ 8 8 320 100 0 0 ࢇࡺ૚૟ 0 0 0 320 300 160 20 150 100 100 10 10 ࢜ࡷ 

Table 4.3. G-bar conductances (mS/cm2) for modeled PC. AIS, Non-my., and NoR represent the AIS, 
the non-myelinated axon, and nodes or Ranvier, respectively (Rattay and Wenger, 2010). 

4.2.3 SGC 

Biophysical properties of SGC were based on Rattay’s multi-compartment model (Rattay et 
al., 2001b), which was used to compute the LTs, UTs, and threshold ratios induced by the point 
source approach. Model details can be found in Figure 3.1 and Table 3.1. 

4.3 Comparison of threshold windows  

Figure 4.3 demonstrates stimulation of single soma experiments for pulse durations of 100 µs 
(panel A) and 1 ms (panel B). Stimulating the PC soma was not possible with 100 µs pulses 
resulting from the low sodium conductance (8 mS/cm2) in the PC soma against the 8.7 and 15 
times larger sodium conductances in RGC and SGC models, respectively. A SGC soma 
covered with three glial cell layers was excitable at the smallest electrode distance of 1 µm 
(black), whereas decreasing the layers to 1, an AP could only be generated for electrode 
distances larger than 4 µm (blue traces, and black arrow). The LTs and UTs increased in the 
investigated cells by increasing the electrode distance. The arrow shows the LT = UT at the 
smallest possible distance (4.6 µm) for the degenerated SGC with one glial cell layer.  

However, by increasing the pulse duration to 1 ms, the PC soma became excitable from 
electrode distances > 5 µm (blue traces in Figure 4.3B). The RGC soma was not excitable for 
electrode distances < 5 µm when a longer pulse was applied (red traces in Figure 4.3A-B). 
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Figure 4.3. The lower (LT) and upper threshold (UT) of the single soma stimulation in RGC, SGC, and 
a PC for a monophasic cathodic pulse with a duration of (A) 100 µs and (B) 1ms. N represents the 
number of myelin layers of the SGC soma covered by glial cells. The arrow shows the start point where 
the LT and UT (N=1) are met. Figure adapted from (Sajedi et al., 2020). 

In the next set of experiments, the LTs and UTs were calculated and compared for the three 
investigated axon models (SGC, RGC, and PC). By applying a 100 µs pulse (Figure 4.4A), the 
LT trend was similar in both myelinated fibers (SGC and PC, black and blue, respectively), 
with SGC axon possessing smaller LT values that may result from longer nodes of Ranvier 
(2.5 vs. 1 µm) and thicker axonal diameter (2.6 vs. 1 µm) in the model leading to a higher 
sodium conductivity in nodal area. UTs showed the same trend in all three cells for small 
electrode distances (1 and 2 µm).  

However, the trends for RGC and PC axons were close in all electrode distances compared to 
the SGC axon, which possessed smaller UTs. In addition, in the PC axon, UT increased with 
increasing the distance up to 100 µm and decreased for the largest electrode distance (200 µm).   

When the pulse duration was increased to 1 ms (Figure 4.4B), the LT values in all three axons 
were close regardless of electrode distance. The same trend was also observed for UTs in RGC 
and PC axons. The SGC axon, on the other hand, possessed larger UTs for close electrode 
distances (< 10 µm), and UTs decreased in larger electrode distances.  
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Figure 4.4. The lower (LT) and upper thresholds (UT) of the axon experiment in RGC, SGC, and a PC 
for a monophasic cathodic pulse with a duration of (A) 100 µs and (B) 1ms. Same layout as Figure 4.3. 
Figure adapted from (Sajedi et al., 2020). 

 

In the final experiment, the complete cells were investigated with the electrode above their 
soma (Figure 4.5). Panel A shows the stimulation with a 100 µs pulse. For close electrode 
distances (<10 µm), in the PC model, LTs and UTs were up to 10 and 100-folds, respectively, 
higher than those in SGC and RGC. In all cells, the threshold windows increased monotonically 
with increasing the electrode distance, except in SGC, at an electrode distance of about 40 µm, 
the UTs started to decrease (purple circle). More analysis revealed that the complete SGC upper 
limit followed the single soma UTs in close electrode distances, whereas, at this point 
(electrode distance ~ 40 µm), UTs in the whole cells started to follow the axonal UT trend 
(Figure 4.6). 

By applying a 1 ms pulse (Figure 4.5B), the LT and UT trends became linear for SGC (black), 
whereas the RGC and PC followed the same trend as in the shorter pulse duration (red and 
blue). LTs and UTs were smaller in all cell types when a longer pulse is applied.  
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Figure 4.5. The lower (LT) and upper thresholds (UT) of the whole-cell experiments in the RGC, SGC, 
and a PC for a monophasic cathodic pulse with a duration of (A) 100 µs and (B) 1 ms. Same 
configuration as Figure 4.3. The purple circle shows at an electrode distance of about 40 µm UT trend 
changes abruptly to a narrower threshold window. Figure adapted from (Sajedi et al., 2020). 

 

 

Figure 4.6. The lower (LT) and upper thresholds (UT) of the single soma and axon, and whole-cell 
experiments for SGC, with 100 µs a monophasic cathodic pulse. Not that for electrode distances below 
40 µm (purple circle), the UT follows the soma trend, and for larger electrode distances, the SGC UTs 
become close to axonal upper threshold values. Figure adapted from (Sajedi et al., 2020). 
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4.4 Evaluation of threshold ratios 

A more detailed analysis of threshold ratios (UT/LT) for a 100 µs pulse is performed in this 
section. The investigation revealed that threshold ratios of the soma and axon experiments 
followed the same trends in the investigated cells: a non-linear trend in the single soma 
experiments (Figure 4.7A) and a linear trend for the axons investigation (Figure 4.7B).   

On the other hand, the ratios demonstrated two different trends for the whole-cell experiment. 
For close electrode distances (up to 20 µm in RGC and up to 40 µm in SGC), the trend followed 
the behavior of the single soma case in the corresponding distances (Compare Figure 4.7A & 
Figure 4.7C). However, the comparison was not possible in the PC case because the soma was 
not excitable with a pulse duration of 100 µs.  

The ratio changed to a similar trend in larger electrode distances as in the axonal stimulation 
(compare Figure 4.7B & Figure 4.7C) in the three investigated cells, which means that soma 
significantly impacted threshold ratios for close electrodes to soma distances (except in PC). 
In contrast, the axon governed the cell excitation by increasing the electrode distance. Similar 
investigations have been done for the larger pulse duration (data not shown), and no correlation 
was found between whole-cell and soma and axon thresholds. 

Additionally, threshold ratios have been compared for whole-cell stimulation with a pulse 
duration of 100 µs (Figure 5.7D). PC possessed the highest ratios, particularly in larger 
electrode distances, and the ratios increased dramatically by increasing the electrode distance. 
RGC ratios increased slightly with increasing electrode to cell distance. In SGC, on the other 
hand, the ratios remained in similar ranges for all electrode to cell distances.  
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Figure 4.7. Threshold ratios versus electrode distance. (A) UT to LT ratios were shown for comparing 
the stimulation of single soma in SGC (N=3 vs. N=1) and RGC with 100 µs monophasic cathodic pulse. 
The data in all three cell models were fitted with logarithmic regression with the same color code as for 
the cell types. (B) Same layout as (A) for stimulating SGC, RGC, and PC axon alone. Data were fitted 
with a linear regression (dashed line) with the same color code as the cells. (C) Same layout as in (A) 
for stimulation of complete cells. Each cell data was fitted with two different regressions: a logarithmic 
regression, an exponential growth (in RGC and PC), and decay (in SGC). The right axis represents 
threshold ratio ranges for PCs. (D) Threshold ratios vs. the electrode to cell distance for stimulation of 
complete model cells with 100 µs monophasic cathodic pulse.  
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4.5 The effect of pulse duration on threshold ratios 

In the last step, threshold ratios were compared for two pulse durations (100 µs and 1 ms).  
Figure 4.8 represents all ratios in the three investigated cells for both pulse durations for the 
investigated distances in single soma, axon, and whole-cell experiments. Ratios for the short 
(100 µs) and the long pulse (1 ms) have been compared, and the data for the whole-cell 
experiment is demonstrated in bar charts in Figure 4.8.  

In the case of SGC (Figure 4.8A), threshold ratios are almost constant until the last two 
distances when the longer pulse was applied. By applying 100 µs pulse, the ratios increased 
until the electrode distance of 20 µm and decreased for further distances. However, the ratios 
decreased significantly by increasing the pulse duration and remained almost constant, except 
for the largest investigated electrode distance (200 µm). 

In the case of RGC (Figure 4.8B), threshold ratios increased by increasing the electrode 
distance in both pulse durations. Similarly, as in SGC, threshold ratios were significantly higher 
in 100 µs pulse duration, particularly for larger electrode distances (>50 µm)  

In the case of PC (Figure 4.8C), Similar to RGC, threshold ratios increased by increasing the 
electrode to soma distance in both pulse durations. In contrast to the last two cells, ratios were 
in close ranges for the investigated pulse durations (100 µs vs. 1 ms). Overall, the threshold 
ratios were significantly higher in PC than RGC and SGC. 

 
 

100 µs 1 ms 
 

SGC SGC 

Distance (µm) Soma Axon Whole-Cell Soma Axon Whole-Cell 

1 3.0741 3.8095 4.1613 3.5625 4.125 3 

2 3.7121 3.5937 4.5278 4.2 4.7632 3.05 

5 4.7642 3.7213 5.641 5.2222 4.541 3.0526 

10 5.4336 3.7768 6.9395 5.3087 3.6574 3.058 

20 5.8701 3.9083 8.8022 5.0607 2.9474 3.0526 

50 6.2077 4.1913 6.9273 4.62 2.4399 3.1794 

100 6.3375 4.6467 5.6142 4.3794 2.4387 3.6777 
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200 6.4077 5.8717 5.5597 4.2453 2.8729 5.5897 
       
 

RGC RGC 

Distance (µm) Soma Axon Whole-Cell Soma Axon Whole-Cell 

1 - 4.3333 - - 2.5 - 

2 1.4667 4.6 - - 4 - 

5 3.15 6 2.88 2 6.4 2.6 

10 3.9487 7.3 4.5526 2.7619 7 4.2941 

20 4.3434 8.4 5.75 3.1481 8.5 5.25 

50 4.6591 12.3889 10.5862 2.875 14 9.4167 

100 4.7419 16.3125 13.6071 2.7765 22 9.875 

200 4.7759 25.3333 23.3 2.6984 32.4324 15.6494 
       
 

PC PC 

Distance (µm) Soma Axon Whole-Cell Soma Axon Whole-Cell 

1 - 1.6667 10.4255 - 1.6522 11.1905 

2 - 1.7778 12.381 - 1.9429 11.25 

5 - 2.3529 17.3786 1.8696 2.8358 14.4578 

10 - 3.129 20.4717 2.4444 3.8462 15.3846 

20 - 4.4262 21.9375 2.5 4.6154 22.0455 

50 - 7.0588 43.4988 2.4074 6 48.3871 

100 - 15.3488 111.0092 2.35 7.3333 102.5 

200 - 18 - 2.2973 8.1818 - 

Table 4.4. Threshold ratios (UT/LT) for the investigated cells and distances for a cathodic pulse with 
100 µs and 1 ms duration. 
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Figure 4.8. Threshold ratios (100 µs vs. 1 ms). Threshold ratios are compared for 100 µs and 1 ms pulse 
duration in (A) SGC, (B) RGC, and (C)PC. 
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4.6 Discussion 

Using tiny devices in highly dense neural tissues such as the retina or layers of the brain causes 
undesirable excitation in the non-target area and blockage of target cells. Block phenomena 
such as anodal surround and somatic block have been investigated and discussed frequently 
(Ranck, 1975; Boinagrov et al., 2012; Rattay, 2014; Meng et al., 2018). Electrodes close to 
soma create hyperpolarization and depolarization areas at the same time. For cathodic pulses, 
the hemisphere close to the electrode becomes depolarized, whereas the other hemisphere is 
hyperpolarized (see Figure 2.6).  

For an anodic pulse, the behavior is inverted. A somatic upper threshold occurs at high stimulus 
strength due to several mechanisms (Fellner et al., 2019): (i) potassium current that leads 
potassium leaving the cell in order to compensate the depolarization of membrane voltage 
caused by sodium influx, (ii) sodium inactivation that controls the sodium influx, and finally 
(iii) the sodium reversal current happens on the depolarized side of the cell membrane.  

Anodal surround (or cathodic) block, on the other hand, occurs in the axonal membrane of the 
cell. In an anodal surround block, AP is generated at the depolarized area close to the electrode, 
yet AP cannot propagate due to hyperpolarized flanks on the two opposing sides. Therefore, 
an upper limit can originate either from a somatic UT, particularly for close electrode distances 
(Boinagrov et al., 2012; Rattay, 2014; Meng et al., 2018; Fellner et al., 2019) or from the 
cathodic block when electrodes are located in distant. 

UTs and LTs with a point source approach were investigated for three cell mechanisms with a 
linear geometry in three ways: stimulation of a single soma, axon, and whole-cell. In the single 
soma experiment, the PC soma was not excitable with the short pulse duration of 100 µs due 
to low sodium conductance of 8 in PC, vs. 69.4 and 120 mS/cm2 in RGC and SGC, respectively. 
Profoundly degenerated SGC soma was not excitable for electrode distance closer than 4 µm, 
while in the healthy case (soma layer = 3), excitation was possible at the smallest investigated 
electrode distance of 1 µm. 

PC possessed the highest UT values compared with RGC and SGC. Investigating cell 
excitations with 100 µs pulse revealed that for electrode distances close to the soma, the whole-
cell excitability was governed by the soma (except in PC), whereas, at larger electrode 
distances, the excitability of the whole-cell was governed by the axon, in the three cells. 

The effect of pulse duration on UT/LT ratios was previously studied by Boinagrov et al., 2012, 
which reported a variation from 1.7 to 7.6 in their computational model of RGC somata. The 
group suggested that such variation in stimulus windows could originate from soma size and 
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shapes and the effect of the extracellular field. Here, threshold ratios for increasing electrode 
distance were compared for two pulse durations (100 µs vs. 1 ms). Threshold ratios in RGC 
and SGC were similar and comparable, whereas PC possessed the highest threshold ratios, 
particularly in large electrode distances. Generally, threshold ratios were smaller when the 
longer pulse was applied in all three investigated cells (Figure 4.8A-C, red vs. blue bars).  

However, in this investigation, the cell geometry was limited to a linear 2D configuration where 
the effect of the dendritic tree (in RGC and PC) and axonal collaterals (for PC) on thresholds 
was neglected. Therefore, the next chapter aims to investigate more realistic cell models and 
kinetics for the two most important types of cells in micro-stimulation: RGC and PCs. 



 

Chapter 5  

Block phenomena during electric micro-stimulation 
of pyramidal cells and retinal ganglion cells 
In this chapter, a similar investigation to the previous chapter was extended by using 3D 
geometries from a group of PCs (n=8) RGCs (n=34). The simulations aim to identify the 
contribution of soma to AP generation and blockage during micro-stimulation. Here, the spike 
initiation and propagation were examined incorporating complex axon collateral structures. 
Additionally, realistic electrode and pulse properties in RGCs, as well as electrode positioning 
effects on PCs, were studied. Results presented in this chapter were first published in (Sajedi 
et al., 2021); Paul Werginz carried out the RGC results and analysis. 

5.1 Model neurons 

Eight reconstructed morphologies from L5 pyramidal neurons of rat somatosensory cortex 
were taken from an online database (http://neuromorpho.org/, (Ascoli, 2006; Hay et al., 2013; 
Cohen et al., 2020)). Figure 5.1A shows a model PC. PCs can have various complex 
arrangements of axon collaterals, which are important for extracellular stimulation studies. The 
investigated model PCs are demonstrated in Figure 5.2, with dendrite and axon indicated in 
gray and blue, respectively. In the PC models, the soma was replaced with a spherical soma 
with a diameter of 20 µm.  

In the second step, the axonal tree was reconstructed from the originally traced axon, which 
was accomplished based on a decision tree algorithm. The axonal tree was divided into (i) the 
hillock, i.e., the first 0-2 µm of the main axon branch, and followed by (ii) the AIS (L=35-48 
µm),  (iii) the non-myelinated axon (100-150 µm) until branching starts which was modeled as 
(iv) the first node of Ranvier (0.5-1 µm) and all branches followed by (v) internodes (100 × 
sectional diameters (Rushton, 1951)) and (vi) nodes of Ranvier (0.5-1 µm). The nodal length 
depended on the adjacent compartment length and was placed at the beginning of the branches 

http://neuromorpho.org/


Model neurons  

 

96 

 

and the end of the myelin sections except at the terminal to prevent self-spiking originating 
from the large nodal area.  

34 reconstructed morphologies from alpha RGC of mouse retina were used from an earlier 
study (Werginz et al., 2020). A model neuron is represented in Figure 5.1B. Model neurons 
were split into (i) dendritic trees, (ii) the spherical soma with a diameter ranging from 14 - 24 
µm, (iii) hillock (L = 10 - 47 µm), (iv) AIS(L = 12 – 33 µm), and (v) distal non-myelinated 
axon (L ~ 1000 µm). 

For each cell in both groups (PCs and RGCs), the spherical soma was either model as a single 
or a multi-compartment soma with 41 truncated cones with the compartment axis always 
pointing toward the stimulating electrode (Figure 5.1C) in order to study the gradient of the 
electric field on the soma (Fellner et al., 2019). Additionally, the Kruskal-Wallis test was used 
for two soma groups comparisons with significance levels setting: p < 0.05 ∗ , p < 0.01 ∗∗ , p 
< 0.001 ∗∗∗. Boxplots use the standard notation (1st Quartile, Median, 3rd Quartile).  

Neuron 7.8 (Carnevale and Hines, 2006); and Python 3.8 (https://www.python.org) were used 
to investigate intra- and extracellular responses in both cell types. Compartment length was set 
to 1-2 µm in the axons and less than 10 µm in dendrites. In most experiments, a monophasic 
cathodic pulse with a duration of 0.1 ms was applied except for one set of experiments where 
the effect of pulse shape was studied. 

The point source approach (see section 2.5) is used in all experiments except for one stimulation 
set for RGCs, where the effect of disk electrode (see section 2.5) diameter was investigated. 
Figure 5.1D shows a segmented soma (5 compartments). The main axis of the soma 
compartments pointed toward the electrode (vertical dashed line). The Euclidian distance from 
the electrode and compartment center on the sphere surface (r) is used to calculate the 
extracellular potential at the soma. 

https://www.python.org/
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Figure 5.1. Realistic model neurons. Characteristic (A) PC and (B) RGC model geometries. Green 
circles in the inset show the first three investigated electrode positions (15, 30, and 45 µm). Dendrites 
in gray, axon in blue, and soma in black. (C) The soma was modeled either as a single compartment 
(left) or was divided into 41 compartments (right). The multi-compartment soma axis pointed toward 
the electrode (vertical dashed line). The green circles display the first three investigated electrode 
positions. (D) Schematic illustration of segmented soma (only five compartments are shown) with the 
Euclidian distance (r) to the electrode (green) used to calculate the extracellular potential in multi-
compartment soma. Figure from (Sajedi et al., 2021). 
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Figure 5.2. Investigated PC model neurons (PC1-PC8). Dendrites in gray, soma in black, and axons in 
blue. Scale bars represent 100 µm.  
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5.2 Biophysical properties 

5.2.1 PC 

PCs were modeled based on a previous study (Almog and Korngreen, 2014), which recorded 
the membrane voltage from soma and dendrites of cortical neurons L5 of rat somatosensory 
region. Applying a pharmacological peeling method and a genetic algorithm, their model could 
predict many mechanisms known in pyramidal cells, such as AP (back)propagation and 
generation of the dendritic spike. This thesis uses the exact mechanisms for ionic channels and 
the conductivity values from cell 5 in the original study (Table 5.1). Following mechanisms 
and channels are used in the PC model. 

Intracellular [Ca2+ ]i 

The intracellular ܽܥଶା is simulated based on (Destexhe et al., 1993).  

௜[ܽܥ]  =  − ൬ ൰݀ܨ஼௔2ܫ + ௥௘௦௧[ଶାܽܥ] − ௜߬[ଶାܽܥ]  (5.1) 

With [ܽܥଶା]௜ in millimoles and the unit conversion of k = 10000 for ICa (µA/cm2), F = 96489 
C/mol being the Faraday constant, d = 0.1 µm being the depth of the shell under the membrane, 
 rest = 10-5 mM is the intracellular calcium concentration at rest and τ = 80 ms is the rate[ଶାܽܥ]
of calcium removal adapted for cortical neurons from (Schaefer et al., 2003)   

Na+ channel  

The sodium channel were modeled using HH-type model and based on recordings from 
nucleated patches from L5 neocortical pyramidal neurons (Keren et al., 2005).  ݃ே௔ = ݃̅ே௔݉ଷℎ (5.2) 

݉ஶ = 11 + −)݌ݔ݁ ( ௠ܸ + 38)10 )         ߬௠ = 0.058 + ))−)݌ݔ0.114݁ ௠ܸ + 36)/28)ଶ)   (5.3) 

ℎ∞ = 11 + ܸ݉))݌ݔ݁ + 66)6 )              ߬݉ = 0.28 + ܸ݉))−)݌ݔ16.7݁ + 60)/25)2)   (5.4) 
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Fast inactivating K+ channel 

Both slow and fast inactivating ܭା channels were based on nucleated patch recordings from 
(Almog and Korngreen, 2009). ݃௄௙ = ݃̅௄௙ܽସܾ (5.5) 

ܽஶ = 11 + ݌ݔ݁ ൬− ( ௠ܸ + 47)29 ൰           ߬௔ = 0.34 + ݌ݔ0.92݁ ቀ−൫( ௠ܸ + 71)/59൯ଶቁ   (5.6) 

ܾஶ = 11 + ))݌ݔ݁ ௠ܸ + 66)10 )                 ߬௕ = 8 + ))−)݌ݔ49݁ ௠ܸ + 73)/23)ଶ)   (5.7) 

 

Slow inactivating K+ channel ݃௄௦ = ݃̅௄௦ݎଶ(0.5ܵଵ + 0.5ܵଶ) (5.8) 

௥ߙ = 0.0052( ௠ܸ − 11.1)1 − ݌ݔ݁ ൬− ( ௠ܸ − 11.1)13.1 ൰ ௥ߚ               = ݌ݔ0.02݁ ൬− ( ௠ܸ + 1.27)71 ൰ − 0.005   (5.9) 

ஶݎ = ௥ߙ)௥ߙ + ௥)         ߬௥ߚ = ௥ߙ)1 +    (௥ߚ
(5.10) 

ܵଵஶ = ܵଶஶ = 11 + ))݌ݔ݁ ௠ܸ + 58)11 )    
(5.11) 

߬ௌభ = 360 + (1010 +  23.7( ௠ܸ + ))−)݌ݔ݁((54 ௠ܸ + 75)48 )ଶ)  (5.12) 

 ߬ௌమ = 2350 + 0.011−)݌ݔ1380݁  ௠ܸ) − 0.03−)݌ݔ210݁ ௠ܸ) 

 

(5.13) 
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Hyperpolarization-activated cation current (Ih) channel 

The hyperpolarization activated cation channel was modeled based on cell attached somatic 
and dendritic recordings from (Williams and Stuart, 2000; Berger et al., 2001). ݃ܫℎ = ഥ݃ܫℎܱ (5.14) 

 

ܱ∞ = 11 + ݌ݔ݁ ൬(ܸ݉ + 91)6 ൰  ܱ߬ = (0.025ܸ݉−)݌ݔ0.0004݁)1 +  (5.15) ((0.062ܸ݉)݌ݔ0.088݁ 

High voltage activated (HVA) Ca2+ channel 

Both HVA and medium voltage activated (MVA) channels were modeled based on nucleated 
patches (Almog and Korngreen, 2009) and the whole-cell recording experiments (Foehring et 
al., 2000; Magistretti et al., 2000) with the equations based on the Goldman-Hodgkin-Katz 
equation.   

஼ܲ௔ு௏஺ = തܲ஼௔ு௏஺ߙஶଶ  ஶ (5.16)ߚ

ஶߙ = 1.1(1 + −)݌ݔ݁ ( ௠ܸ + 14)10 ))                                  ߬ఈ = )ℎ(0.032ݏ݋0.97ܿ ௠ܸ + 26)) (5.17) 

ஶߚ = 0.75(1 + ))݌ݔ݁ ௠ܸ + 23)7 ))                                     ߬ఉ = )ℎ(0.047ݏ݋70ܿ ௠ܸ − 20)) (5.18) 

Medium voltage activated (MVA) Ca2+ channel 

஼ܲ௔ு௏஺ = തܲ஼௔ெ௏஺ߙஶଶ  ஶ (5.19)ߚ

ஶߙ = 1(1 + −)݌ݔ݁ ( ௠ܸ + 23)7 ))                                   ߬ఈ = )ℎ(0.032ݏ݋5.5ܿ ௠ܸ + 23)) (5.20) 

ஶߚ = 1(1 + ))݌ݔ݁ ௠ܸ + 79)8 ))                                       ߬ఉ = )ℎ(0.047ݏ݋771ܿ ௠ܸ + 79)) (5.21) 
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Small conductance Ca2+ gated K+ (KSK) channel 

Both calcium gated potassium channel kinetics were based on whole-cell recordings from 
experimental studies (Khaliq et al., 2003; Sun et al., 2003; Akemann and Knöpfel, 2006; 
Mercer et al., 2007; Deister et al., 2009). ܩௌ௄ =  ஶ (5.21)ߙௌ௄ܩ̅ 

ஶߙ =  1.3ସ[ܽܥଶା]௜ସ(1.3ସ[ܽܥଶା]௜ସ  + 0.06)                                      ߬ఈ = 1(1.3ସ[ܽܥଶା]௜ସ  + 0.06) (5.22) 

Large conductance Ca2+ gated K+ (KBK) channel ܩ஻௄ = ஶଷߙ஻௄ܩ̅   ஶ (5.23)ߚଶߛ

ஶߙ =  1(1 + )−)݌ݔ݁ ௠ܸ + 29)6.2 ))                             ߬ఈ = −)݌ݔ݁)1000.505 ( ௠ܸ + 86)−10 ))        (5.24) 

ஶߛ  =  1(1 + ௜)                                         ߬ఊ[ଶାܽܥ]0.001  =  1         (5.25) 

ஶߚ = 0.085 + (1 − 0.085)(1 + −)݌ݔ݁ ( ௠ܸ + 32)−6 ))                                             ߬ఉ = −)݌ݔ1001.9݁ ( ௠ܸ + 49)13 )  (5.26) 

 

The axon model was adapted from (Mainen and Sejnowski, 1996). The same gating kinetics 
as in Equations (5.2-5.13) were applied for the sodium, slow, and fast inactivating ܭା channels. 
Table 5.1 shows all maximum conductivities used in the axon, soma, and dendrites in PCs, 
which are constant. Additionally, the apical values can be calculated through exponential 
equations as explained in the table caption and can be found in the original study by (Almog 
and Korngreen, 2014). The model temperature was set to 34 °C. 
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Param. Unit Soma Dendrite  AXON 

Hill AIS Non-my NoR IN ࣋࢏ kΩ.cm 0.12 0.12 0.12 0.12 0.12 0.12 0.12 ࢓࡯ µF/ܿ݉ଶ 0.6 0.6 0.6 0.6 0.6 0.6 0.04 ࢙ࢇ࢖ࢍ pS/µ݉ଶ 0.39 0.39 0.39 0.39 0.39 0.02 0.39 ࢇࡺࢍ pS/µ݉ଶ 352 56 6000 30000 1000 30000 352 ࢚࢙࢏ࢊࢇࡺ µm - 481 - - - - - ࢝࢕࢒࢙,࢑ࢍ pS/µ݉ଶ 206 3.79 1500 1500 206 1500 206 1 ࢋ࢖࢕࢒࢙,࢝࢕࢒࢙ࡷ/µm - -0.092 - - - - - ࢚࢙ࢇࢌ,࢑ࢍ pS/µ݉ଶ 332 28 1000 1000 332 1000 332 1 ࢋ࢖࢕࢒࢙,࢚࢙ࢇࢌࡷ/µm - -0.012  

 

 

 

 

 

                                                  None 

 µm - 239 ࢚࢙࢏ࢊࡷࡿ pS/µ݉ଶ 3.18 0.52 ࢑࢙ࢍ µm - 28 ࢚࢙࢏ࢊࡷ࡮ pS/µ݉ଶ 0.64 1.23 ࢑࢈ࢍ µm - 925 ࢚࢙࢏ࢊ,࡭ࢂࡹࢇ࡯ µm/s 31.5 4.9 ࡭ࢂࡹ࢖ µm - 10 ࢚࢙࢏ࢊ,࡭ࢂࡴࢇ࡯ µm/s 0.93 1.56 ࡭ࢂࡴ࢖  µm - -0.014/1 ࢋ࢖࢕࢒࢙,ࢎࡵ ૚/૛ µm - 352ࢄ,ࢎࡵ pS/µ݉ଶ 2.51 118 ࡴ࢏ࢍ

Table 5.1. Parameter values were obtained from (Almog and Korngreen, 2014). ߩ௜, ܥ௠, and  ݃௣௔௦ 
represent the intracellular conductivity, the specific membrane capacitance, and passive conductivity, 
respectively. The distance parameter is the dendritic pipette distance to the soma. The apical dendrite 
conductance gradient was calculated using exponential gradients that use the somatic and dendritic 
values: ܩூ௛(ݔ)  = ூ௛,௦௢௠௔ܩ  + ூ௛,ௗ௘௡ௗ൬1ܩ + ݌ݔ݁ ቀܫ௛,௦௟௢௣௘൫ݔ −  ௛,௫ଵ/ଶ൯ቁ൰ܫ

where the x stands for the distance between soma and dendritic pipette. 
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(ݔ)௄௦ܩ  = ௄௦,ௗ௘௡ௗܩ  + .௦௟௢௪,௦௟௢௣௘ܭ)݌ݔ݁)௄௦,௦௢௠௔ܩ  ((ݔ

The same equation was used to calculate the ܩ௄௙(ݔ). 

(ݔ)ே௔ܩ  = ே௔,௦௢௠௔ܩ  + ݔ ே௔,ௗ௘௡ௗܩ) − ே௔,௦௢௠௔)ܰܽௗ௜௦௧ܩ  

The same formula was used to calculate the apical permeability gradient of ܽܥு௏஺ and ܽܥெ௏஺. 

5.2.2 RGC 

Biophysical properties in RGCs are based on  (Fohlmeister et al., 2010; Werginz et al., 2020) 
similar to the rat type II model in Fohlmeister et al., 2010, which has the same ion channels 
and kinetic equations as the cat beta model (see section 4.1). The maximum conductivities, 
however, are different between the two models. Table 5.2 shows all conductivities used in the 
RGC model neurons. The leak conductivity, intracellular resistivity, and specific membrane 
capacitance were set to 2.5 pS/µm2, 143 Ω.cm, and 1 µF/cm2, respectively. The model 
temperature was set to 33 °C. 

 

Table 5.2. Maximum conductivities in RGC models based on data from (Fohlmeister et al., 2010; 
Werginz et al., 2020). 

 Unit SOMA DEND AXON 

Hill AIS Non-my 

gNa1.2 pS/µm2 650 650 1625 0 1000 

gNa1.6 pS/µm2 0 0 0 1625 0 

gK1.2 pS/µm2 350 350 625 0 700 

gK1.6 pS/µm2 0 0 0 625 0 

gCa pS/µm2 15 15 15 15 15 

gK,Ca pS/µm2 1.5 1.5 1.5 1.5 1.5 
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5.3 PC model validation  

PCs receive thousands of synaptic inputs from numerous cells, integrate them into dendrites 
and soma to create outputs in the shape of APs that reach the axonal end and travel to the next 
processing units. Active and passive properties of dendrites generate these synaptic inputs. 
Therefore several functions, such as AP backpropagation from the soma into the dendritic tree 
(Stuart and Sakmann, 1994), as well as complex regenerative ܽܥଶା, and ܰܽା spike generated 
by dendrites (Schiller et al., 1997; Magee, 1999; Martina et al., 2000; Migliore and Shepherd, 
2002; Johnston, 2003), are crucial in the simulated cells to mimic the real cell functions. We 
examined some of these baseline properties, such as backpropagation of the AP through the 
dendritic arborization and generation of ܽܥଶା spikes in the reconstructed investigated PCs 
(n=8).  

Figure 5.3 shows these evaluations in one of the neuron models (PC1). In the first experiment 
(Figure 5.3B), an EPSP- like current (ܫ௠௔௫=1.6 nA) was injected into one of the apical branches 
indicated by the red cross. The membrane voltage at five positions along the cell showed 
subthreshold fluctuations. In the next step (Figure 5.3C), a rectangular (monophasic) anodic 
pulse (I=0.6 nA) was injected into the soma. The ௠ܸ traces show an AP that is first generated 
in the soma and backpropagated into the dendritic tree. Finally, the combination of the two 
pulses with a decrease of 25% of the current amplitude is injected into the cell. Figure 5.3D 
shows the ܰܽା spike is generated first in the soma and (back)propagated to the axon and 
proximal dendrite. In contrast, the apical dendrite generated a ܽܥଶା spike. 
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Figure 5.3. Reproducing backpropagation activated Ca2+ spikes. (A) Reconstruction of an L5 
pyramidal neuron model (PC1). (B) Membrane voltage responses of an EPSP-like current with a 
maximum current of 1.6 nA (rising =2 ms, declining =10 ms) injected through the apical branch 
indicated by the red cross and red arrow. Membrane voltage responses over time (B-D) are indicated 
with the same colors as shown with crosses in on the shape plot neuron in (A): pink=distal apic, 
orange=proximal apic, gray=soma, green = AIS. (i) The AIS is shown by a solid line, (ii) the first node 
of Ranvier by the dashed line. (C) Membrane voltage in response to an injection of a rectangular current 
of 0.6 nA through the soma depicted by the gray cross and red arrow. The action potential generated at 
the soma backpropagated along the apical dendrite. Color-coded as (B). (D) Responses to the 
combination of the two stimuli with a 25% decrease, used in (B) and (C). A backpropagation activated 
Ca2+ spike is generated at the distal apical dendrite. 
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5.4 Soma impact on thresholds 

In the next step, the contribution of soma in the excitation and blockage of the cells was 
investigated. Therefore, the soma was modeled either as a single sphere or divided into 41 
truncated cones with the axis orientated toward the electrode to study the electric field gradient 
along the somatic membrane. Figure 5.4A shows the activating function (Rattay, 1999) for 
both soma configurations of a  RGC model neuron in response to a monophasic cathodic 
stimulus with an amplitude of 1 µA. For stimulating the soma with cathodic pulses, the 
transmembrane voltage was depolarized at the compartments in the hemisphere close to the 
electrode (red area). The compartments from the opposite side were hyperpolarized (blue). 

In contrast, the membrane voltage changes were significantly small during the stimulus in the 
single compartment configuration, and the AF was close to zero (white). Small AF, in single 
compartment soma, resulted from a poor reflection of the extracellular gradient in the somatic 
transmembrane voltage.  

Figure 5.4B-C demonstrates the computed LTs (‘o’) and UTs (‘+’) for PC (n=8) and RGC 
(n=34) model neurons using a point source approach. Thresholds were evaluated for electrode 
distances of 15, 30, 45, 60, 100, and 200 µm to the soma center for the single vs. multi-
compartment soma configurations in pink and blue. The LTs and UTs increased slightly by 
increasing the electrode distance in both cell types. Computed LTs are in the same ranges in 
RGCs and PCs for all distances; for instance, in the smallest distance of 15 µm, both cells had 
mean LT ~ 1 µA.  

On the other hand, Both cells showed substantial differences in UTs, with PCs having 
significantly higher UTs by almost ten-fold larger values. For example, at the smallest and 
largest distance of 15 and 200 um, the mean UT in PCs were 100 µA and 10 mA, respectively, 
whereas in RGC, for sliced soma, UT means were 15 µA and 1 mA, respectively.  

In addition, no significant difference between two soma configurations was observed either in 
LT or in UT in PC stimulation. In contrast, in RGCs, LTs in the sliced soma were significantly 
lower than the single-compartment model (p-value < 0.001) in the three shortest electrode 
distances (15-45 µm). Furthermore, a significant difference (p-value < 0.05) was observed 
between two soma configurations at 60 µm electrode distance. 

On the other hand, in UTs, significant differences between different soma configurations were 
only observed in the two shortest electrode distances (p-value < 0.001) in RGCs. Observation 
of significant differences resulted from a high contribution of soma in RGC excitations, which 
only occurred when the electrode was located close to the soma surface. In comparison, the 
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results implied a negligible soma contribution in PCs for both threshold values even at 
electrode locations close to the soma. 

In the next step of the analysis, threshold ratios (UT/LT) were calculated and demonstrated for 
multi and single compartment soma for both groups of the cells in blue and pink, respectively 
(Figure 5.4D-E). In PCs, for electrode distances up to 60 µm, an ascending trend was observed. 
However, in larger electrode distances, the threshold ratios decreased. No significant difference 
was found in ratios between both soma configurations at any investigated electrode distance. 
In RGCs, the threshold ratios increased monotonically with increasing electrode distance. A 
significant difference (p-value < 0.001) was observed only for the closest electrode distances 
for multi- vs. single compartment soma. Moreover, we found that the threshold ratios were 
noticeably higher (by magnitude up to 10 fold) in PCs, which resulted from significantly higher 
UTs. 
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Figure 5.4. The lower and upper thresholds in RGC and PC models – (A) The soma was once modeled 
as a single spherical compartment (top, pink) and once as a sliced sphere containing 41 truncated cones 
(bottom, blue). Activating function (AF) has been shown for both soma configurations (for one model 
RGC) in a color-coded manner for each compartment in reaction to a 1 µA cathodic pulse. Note that 
one compartment soma has a small AF (appeared white). The electrode position is displayed with black 
circles, and black arrows indicate the axon. (B) For both soma structures, the Lower (‘o’) and upper 
(‘+’) thresholds were computed at increasing electrode distances for 8 PC model neurons and shown in 
pink and blue for single and multi-compartment soma, respectively. (C) Same as (B) for 34 RGC model 
neurons. (D) The upper and lower threshold ratios were computed for PCs in both soma configurations 
with the same color code. (E) Same as (D) for RGC model neurons. In (B-D), the electrode was 
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positioned above the soma with electrode distance to the soma center ranging from 15 to 200 mm. 
Significant differences in (C) and (E) are shown with three, two, and one star for p-values less than 
0.001, 0.01, and 0.05, respectively. Figure adapted from (Sajedi et al., 2021). 

For the next step, the correlation between threshold and geometric features of both groups of 
cells was studied. Table 5.3 shows the ݎଶ values at each electrode distance for a single feature, 
namely: the lengths of AIS, non-myelinated axon, total axon, and dendrite as well as the areas 
of the axon and dendrite for PCs; The soma diameter, hillock, and AIS length, as well as 
dendritic field, length, and areas in RGCs. No correlation between thresholds and the 
investigated anatomical feature was found, except in PCs for dendrite area and LTs (Figure 
5.5).  

Moreover, as previously observed, we found some correlations between AIS length and LT, 
UT, and UT/LT only for small electrode distances (Jeng et al., 2011; Werginz et al., 2020). 
However, the overall result of this section demonstrated that single morphological parameters 
did not determine the thresholds and threshold ratios, and they incorporated multiple 
parameters such as geometry, biophysics, axonal arrangement, and electrode location. 

 

Figure 5.5. Lower threshold (LT) in PC models vs. dendrite diameter. LT values have been shown for 
each PC model in the investigated electrode distances. In larger electrode distance (>45 µm), LT 
decreases with increasing dendritic area. The goodness of linear fit was almost high for the last 
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four investigated distances ( >45 µm), and the highest slop occurred for the largest electrode 
distance of 200 µm (red circles) with r2=0.82. 

Distance to soma 
center (µm) 

15 30 45 60 100 200 

AIS_len_LT 0.21 0.33 0.29 0.30 0.30 0.38 

AIS_len_UT 0.34 0.05 0.00 0.00 0.03 0.12 

AIS_len_ratio 0.16 0.01 0.29 0.37 0.18 0.04 

Non-my._len_LT 0.01 0.01 0.05 0.07 0.11 0.06 

Non-my._len_UT 0.04 0.04 0.08 0.00 0.00 0.04 

Non-my._len_ratio 0.04 0.02 0.02 0.00 0.01 0.04 

Axon_len_LT 0.21 0.29 0.16 0.13 0.10 0.26 

Axon_len_UT 0.28 0.10 0.31 0.44 0.55 0.46 

Axon_len_ratio 0.09 0.01 0.04 0.00 0.17 0.08 

Axon_area_LT 0.04 0.00 0.00 0.01 0.02 0.00 

Axon_area_UT 0.64 0.46 0.22 0.08 0.06 0.01 

Axon_area_ratio 0.44 0.14 0.02 0.01 0.04 0.00 

Dend._len_LT 0.17 0.05 0.36 0.39 0.45 0.28 

Dend._len_UT 0.02 0.00 0.23 0.09 0.00 0.03 

Dend._len_ratio 0.06 0.04 0.44 0.39 0.18 0.04 

Dend._area_LT 0.42 0.47 0.79 0.78 0.82 0.82 

Dend._area_UT 0.03 0.01 0.00 0.03 0.33 0.39 

Dend._area_ratio 0.00 0.14 0.61 0.33 0.03 0.01 
 

Soma_diam_LT 0.02 0.13 0.03 0.01 0.01 0.03 

Soma_diam _UT 0.67 0.09 0.00 0.01 0.01 0.00 

Soma_diam_ratio 0.43 0.0 0.01 0.00 0.02 0.07 

Hill._len_LT 0.06 0.23 0.20 0.18 0.23 0.36 
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Hill._len_UT 0.09 0.00 0.04 0.01 0.05 0.02 

Hill._len_ratio 0.03 0.05 0.15 0.05 0.10 0.21 

AIS_len_LT 0.28 0.19 0.28 0.28 0.27 0.15 

AIS_len_UT 0.26 0.38 0.12 0.03 0.01 0.08 

AIS_len_ratio 0.37 0.39 0.25 0.24 0.21 0.13 

Dend._field_LT 0.00 0.04 0.00 0.00 0.00 0.00 

Dend._field_UT 0.37 0.03 0.03 0.02 0.02 0.00 

Dend._field_ratio 0.27 0.00 0.02 0.01 0.00 0.00 

Dend._len_LT 0.02 0.00 0.04 0.07 0.09 0.05 

Dend._len_UT 0.20 0.15 0.00 0.03 0.05 0.00 

Dend._len_ratio 0.18 0.11 0.01 0.00 0.02 0.03 

Dend._area_LT 0.01 0.00 0.02 0.04 0.06 0.03 

Dend._area_UT 0.23 0.15 0.00 0.00 0.02 0.00 

Dend._area_ratio 0.19 0.08 0.01 0.01 0.01 0.01 

Table 5.3. r2 values for correlations between multiple geometric parameters and LT, UT, as well as 
threshold ratio (UT/LT). Top section: PCs, bottom section: RGCs. r2 values larger than 0.5 are indicated 
in red. AIS=Axon Initial Segment; Non-my (non-myelinated axon); Hill=hillock.  

5.5 AP initiation sites 

Subsequently, AP initiation sites in both cell groups were computed and analyzed using a  
monophasic cathodic pulse for the closest electrode position to the soma (15 µm) incorporating 
multi-compartment soma (41 compartments). The spike initiation site (SSI) was considered as 
the first compartment with membrane voltage crossing the 0 V. Figure 5.6A and Figure 5.6C 
shows the membrane voltage over time for somatic compartments (salmon), AIS (purple), and 
axon (light blue). A schematic illustration of the cells is displayed on top. 

Taking the AF into account, the somatic compartments in the hemisphere close to the electrode 
are depolarized (blue arrow) during the pulse (red square). In contrast, compartments in the 
other hemisphere were hyperpolarized (red arrow). However, despite high depolarization in the 
upper somatic hemisphere, the AP always initiated at the AIS because of the high sodium 
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channel density, as previously reported for PC and RGC stimulations (Rattay and Wenger, 
2010; Werginz et al., 2014). 

The SSIs are shown vs. the distance between the end of AIS to soma border (AIS length + 
hillock length) in Figure 5.6B and Figure 5.6D for the investigated electrode distances of 15, 
30, 45, 60, 100, and 200 µm. Regardless of electrode distance, the AP was again initiated within 
the AIS. The black curve indicates the best logistic regression fit with a high goodness of fit of 
0.91 and 0.74 for PCs and RGCs, respectively.  

Overall, the results of this experiment indicated that APs always initiated at the AIS distal end 
except for cells with longer AIS in which the SSI was shifted toward the center of AIS. 
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Figure 5.6. AIS is the AP initiation site in RGCs and PCs. (A) Descriptive response of a PC model 
neuron to stimulation 15 µm above the soma. Membrane voltage of 41 soma compartments (thick 
salmon lines), as well as AIS (purple) and non-myelinated compartments (light blue), is plotted over 
time. The purple kinked arrow indicates the approximate site of spike initiation (SSI). The blue and red 
arrows show the location of soma compartments which are de- and hyperpolarized most strongly. 
Stimulus duration (0.1 ms, cathodic) is shown at the bottom, in red. (B) For each PC model neuron 
(n=8), the distance between the soma and the site of spike initiation is plotted versus the distance 
between the soma border and the distal end of the AIS (i.e., AIS length + hill length). Electrode to soma 
distance ranged from 15-200 µm. The black curve indicates the best-fit logistic regression 
(r2=0.91). (C) Same as (A) for a RGC model neuron. AIS compartments are purple, and the axon is 
light blue. (D) Same as (B) for 34 RGC model neurons. The black curve indicates the best-fit logistic 
regression (r2= 0.74). Figure adapted from (Sajedi et al., 2021). 

5.6 Partial upper threshold in PCs 

AP detection sites were set to the distal axon in RGC as the only output pathway, whereas, for 
PCs with a complex axon geometry and numerous axon collaterals, there were various 
possibilities to set a site for detecting the excitability status. Therefore, the AP detection site 
was considered at the first node of Ranvier, located at the end of the myelinated axon where 
the bifurcations started. This point was approximately 100-150 µm away from the soma in PCs.  

However, during the UT detection experiment in PCs, we observed that the AP stopped being 
generated at parts of the cell such as dendrite, soma, proximal axon, and some axon collateral, 
whereas other parts of the axons were still actively propagating AP. Figure 5.7A-D 
demonstrates the cell excitability status for one PC model neuron (PC7) as an example during 
various stimulus amplitudes: at LT, 50% UT, UT, and 150% UT.  

At LT (Figure 5.7A), the spike initiated at AIS and (back) propagated to most parts of the cell 
except some basal terminals (gray) and also very distal apical branches (not shown). Setting 
the pulse amplitude to 50% of the UT (Figure 5.7B), the AP initiated at the axon and did not 
propagate back to the soma and dendrites (somatic blockage). Figure 5.7C shows the cell 
excitability at UT, where most parts were blocked, yet some axonal branches were spiking. The 
strong hyperpolarization during the stimulus can be observed in black curves representing the 
membrane voltage over time for the areas indicated with a cross. However, by increasing the 
amplitude up to 150% UT, the AP was still generated in two branches, while other cell parts 
were blocked or not excited at all (Figure 5.7D). 
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The partial spiking in PCs was additionally investigated in the axon collaterals for all model 
neurons by calculating the percentage of the spiking nodes for strong amplitudes increasing 
from LT up to 700LT. The result of this investigation is demonstrated in Figure 5.8. Following 
the smallest distance (solid blue curve), the node percentage reduced drastically at 50LT, and 
the mean values dropped down to ~ 40% of nodes at 100LT. For the higher distances, though, 
the spiking percentage decreased gradually to about 25%, where it plateaued at stimulus > 
500LT. However, a total block was not possible in PCs for the investigated distances, and the 
AP blockage was mostly observed for the regions with strong hyperpolarization due to the 
strong stimulus. We believe the partial blocking resulted from an inhomogeneous reflection of 
electric field on the axonal membrane voltage that is branched in various directions and resulted 
in an inhomogeneous driving force or activating function. 

 

Figure 5.7. PC excitation during various amplitude. (A) At LT stimulation: Neuron shape plot 
representing neural portions generated an AP (red) and not excited portions (gray). The membrane 
voltage over time (black) is shown for four locations indicated by  (‘X’). (B-D) Similar layout as (A) 
for amplitudes of (B) 50% UT, (C) UT, and (D) 150% UT, respectively. Regions with an AP are red, 
regions without an AP, gray (dendrites), or blue (axon and soma). Green arrows indicate the electrode 
location of 15 µm. Figure adapted from (Sajedi et al., 2021) 
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Figure 5.8. Spiking nodes percentage. The spiking percentage of nodes of Ranvier is plotted against 
stimulus amplitude (in multiples of LT) for the investigated electrode distances. Dashed lines indicate 
the spiking node percentage for single-cell, thick lines indicate population means. Triangles indicate 
mean thresholds ratios for different electrode distances. Figure adapted from (Sajedi et al., 2021). 

5.7 Impact of stimulus parameters on threshold 

5.7.1 PCs 

Selective stimulation of a specific group of cortical neurons with microelectrodes is 
challenging, and the exact location cannot be obtained during surgery; the inserted array is 
therefore placed randomly relative to soma positions. In this experiment, the effect of various 
electrode positioning around the PC soma on the thresholds is investigated for six-point source 
locations (Figure 5.9A, circles) with an equal distance of 15 µm to the soma center. Figure 
5.9B demonstrates the LTs and UTs for each model PC. An outlier in every cell for an electrode 
position causes significantly smaller thresholds. For more details, thresholds were evaluated 
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for the electrode distance to the hillock or soma border. The analysis showed that the outliers 
were related to the hillock's closest positions, as demonstrated in Figure 5.9C, salmon ellipse. 
Finally, the threshold ratios were computed and compared for each PC model neuron for the 
six investigated electrode positions (Figure 5.9D). The medians ranged from 40 to 80, which 
was similar to the threshold ratios of the previous experiment (Figure 5.4D) for the same 
electrode distance of 15 µm. 

 

Figure 5.9. Thresholds for different electrode positions around the PC soma. (A) Six electrode positions 
(black and salmon circles) at a distance of 15 µm to the soma center were investigated for the 8 PC 
model neurons. The salmon circle indicates the electrode positions closest to the hillock (green 
arrow). (B) LTs (‘o’) and UTs (‘+’) are shown for individual cells. (C) LTs (‘o’) and UTs (‘+’) are 
plotted as a function of electrode distance to the hillock. Points within the ellipse correspond to the same 
colored electrode location in (A). (D) Threshold ratios for the investigated PCs (n=8) in the investigated 
electrode locations. Figure adapted from (Sajedi et al., 2021). 
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5.7.2 RGCs 

Up to now, the stimulation parameters were limited to a point source approach with a 
monophasic pulse. However, such parameters are not possible in neural implants due to 
hardware/software problems, high energy consumption, and tissue damage. In epiretinal 
implants, the electrode array is usually placed on the epiretinal surface to have a close and 
direct impact on RGCs. As the RGCs have a planar dendritic configuration, the disk electrodes 
are used in these neural prosthetic devices. Additionally, using monophasic pulses is not 
possible due to charge accumulation, and consequently, tissue damage may occur (see section 
1.1). Therefore, we were interested in the impact of disk electrode diameter on RGC excitations 
for an electrode distance of 15 µm, as this distance has the strongest effect on somatic 
membrane voltage (Figure 5.4E).  

Figure 5.10A shows the impact of increasing disk diameters on the threshold ratios for all RGC 
model neurons. The result showed an increase of ratios for diameters larger < 50 µm. The 
maximum median threshold ratio (15 vs. ~6 for point source) was observed for the disk 
diameter of 50 µm. Interestingly, for the largest electrode diameter (200 µm), the threshold 
ratios were again similar to the points source approach.  

In the next step of the analysis, the effect of pulse shape (mono vs. biphasic) was studied. For 
this experiment, cathodic leading biphasic pulses with a constant cathodic phase duration of 
0.1 ms were applied. However, the anodic phase increased from 0.1 to 1 ms, resulting in a 
phase duration ratio (Dcat/Dano) of 1 to 0.1, respectively. The threshold ratios were compared 
with the monophasic pulse used in our previous experiment (Figure 5.10B). This experiment 
demonstrated higher threshold ratios (up to three-fold) for pulse ratios> 0.6. However, the 
effect becomes similar to a monophasic pulse for pulses with a longer charge balancing phase 
(anodic phase). 
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Figure 5.10. Effect of electrode diameter and pulse shape on threshold ratios in RGC model neurons. 
(A) Threshold ratio against disk diameters ranging from 10-200 µm. (B) Threshold ratio of monophasic 
compared with charge-balanced biphasic pulses vs. the ratio 0.1/Dano. Figure adapted from (Sajedi et 
al., 2021). 

5.8 Discussion  

An axon has been found the most excitable part of the cell in extracellular stimulation, as 
previously seen by other studies (Porter, 1963; Nowak and Bullier, 1998; Rattay and Wenger, 
2010). Early investigations on straight fibers showed that cathodic pulses usually need 
intensities five times lower than the intensity in anodic pulse (BeMent and Ranck, 1969; Rattay, 
1990). Therefore, for lower energy consumption in prosthetic devices such as deep brain or 
spinal cord stimulation, pseudo-monophasic cathodic leading pulses are usually applied. 

An upper limit for axonal stimulation with cathodic pulses has been detected, and a value of 3 
was reported for threshold ratio (UT/LT) in an early investigation (Katz and Miledi, 1965). 
Other studies investigating the same phenomenon in myelinated axons reported a ratio of 8 to 
10 in the spinal cord fibers (Roberts and Smith, 1973; Ranck, 1975). Our results demonstrated 
significantly larger values for the myelinated PC axon due to axonal complicated branching 
forms and geometric variations compared with the previous investigations, primarily on giant 
straight axons. 
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AP initiation is difficult in soma and dendrites because of low sodium channel densities in RGC 
and PCs (Gasparini et al., 2004; Rattay and Wenger, 2010; Rattay et al., 2012). In RGCs, the 
increased sodium conductances caused the soma to play an active role because (i) 
depolarization of the upper hemisphere activated the low threshold sodium channels in the 
proximal AIS; however, it was not enough to start the AP at the soma. (ii) Strong AF in the 
RGC soma influenced the UTs. However, the primarily depolarized region is always smaller 
than half of the somatic surface (Fellner et al., 2019). 

In an experimental study by Boinagrov et al., 2012, stimulation of isolated RGC somata with 
a micro-electrode 25 µm away from the soma have resulted in a UT/LT ratio of about six. If 
both thresholds (LT and UT) are specified by the rule of 50% of the pulse causing AP, the ratio 
is larger, e.g., 10 for stronger pulses. The same rages were found for the RGC neuron models 
in this study. Additionally, with increasing the distance, the threshold ratios increased (Figure 
5.4E).  

In the first set of experiments, the soma was considered once a single compartment with almost 
no reflection of electric field (AF ~0) and once divided into 41 compartments always pointing 
toward the stimulating electrode. The threshold ratios were compared for both soma 
configurations. The LTs, UTs, and threshold ratios had no significant difference for both somas 
in the case of PC neuron models (Figure 5.4B and Figure 5.4D). Whereas, in RGC models, 
there were significant differences for LTs, UTs, and threshold ratios for distances smaller than 
60, 30, and 15 µm, respectively (Figure 5.4C & Figure 5.4E).  

As there are not enough experimental UT studies on PCs, a complete interpretation from the 
result was not possible for the different soma contributions in PC vs. RGC. However, the only 
explanation could be the anatomical differences between two somata to our knowledge. So 
firstly, in PCs, many dendrites have to be maintained by PC soma with intracellular current 
flow through a somatic excitation. Secondly, the axon has a very complex configuration with 
branches in different variations in the case of PC model neurons. The LTs, UTs, and threshold 
ratios were analyzed for further investigation based on various anatomical features such as AIS, 
dendrite, axonal length, and areas, etc. (Table 5.3). No direct correlation between a single 
feature and the thresholds was found except for the LTs and dendritic area in the PC model 
neuron (Figure 5.5). Overall, a single parameter did not define the thresholds and threshold 
ratios. In contrast, a combination of parameters such as geometrical and electrophysiological 
features and the distribution of electric fields might impact the threshold ratios. 

Several investigations indicated that the AIS is the most sensitive part of the cell in electric 
stimulation (Fried et al., 2009; Jeng et al., 2011; Werginz et al., 2020). In agreement with 
previous studies that mostly used intracellular stimulation or synaptic excitation (Palmer and 
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Stuart, 2006; Shu et al., 2007; Yu et al., 2008; Bender and Trussell, 2012), our result 
demonstrated that AP was always initiated within the AIS in both cell groups. Although in this 
investigation, the stimulation was always applied in the vicinity of the soma and not above the 
AIS, somatic depolarization led to depolarizing axial current flow into AIS and consequently 
initiated the AP within the AIS because of high sodium channel density. Contrary to an 
experimental study which reported that the AIS end (~35 µm) was the site of AP initiation in 
PC (Palmer and Stuart, 2006), we demonstrated that with increasing the AIS length, the AP 
initiation site shifted toward the AIS center for both cell types (Figure 5.6). 

Our result demonstrated that a complete block did not occur in the PC model neurons due to 
the complex cell geometry of PCs (Figure 5.7 and Figure 5.8). The partial blockage happened 
in our investigations for all PC neuron models when stimulating the cell around the soma. We 
observed that this partial block was related to complex axonal arrangement and the electrode 
distances from the axonal branches (Figure 5.7). These observations are in line with previously 
noted by Nowak and Bullier, 1996 who used extracellular stimulation of cortical neurons and 
reported axon branches fired AP while the soma, dendrites, AIS, and the first node of Ranvier 
were artificially blocked (Nowak and Bullier, 1996). In RGCs, in contrast, a complete UT 
always occurred either due to somatic UT in close electrode distances and consequently lower 
threshold ratios (up to 15) or due to anodal surround block of the axon for larger electrode 
distances with higher threshold ratios (up to 60). 

Stimulating PCs close to axon hillock resulted in significantly smaller LTs and UTs. In 
contrast, threshold ratios appeared similar or in close ranges (Figure 5.9B-C vs. Figure 5.9D). 
In RGCs, increasing disk diameters to 50 µm caused almost three-fold larger threshold ratios. 
Surprisingly, for the largest electrode disk diameter of 200 µm, the ratios dropped close to those 
in point source stimulation. Monophasic and pseudo-monophasic pulses resulted in similar 
threshold ratios in RGC model neurons. In contrast, symmetric or close to symmetric pulses 
resulted in 3.5-4 times larger threshold ratios.   

From the experimental point of view, it is essential to know which stimulus parameter 
maximizes the threshold ratios. When the ratio is small undesirable blocks will occur during 
micro-stimulation and causes blockage of the cells in the region of interest. In RGCs, our results 
suggested that stimulation from the largest electrode distance of 200 µm with a disk diameter 
of 50 µm and applying symmetric biphasic pulse increase the threshold ratio to its maximum 
values. However, the ratios were already significant in PCs, but the electrode distance of 60 
µm resulted in the highest threshold ratio. Overall, we observed that UTs and ratios strongly 
depended on axonal branches and arrangement in PCs. Therefore, making a general statement 
about PCs is more complicated and needs more investigation.  
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Nevertheless, the model neurons were all detailed in geometry and biophysics in our 
investigation. We used PCs with highly branched complex axons, which were used for the first 
time in a computer study to our knowledge. The biophysical properties were used from the 
latest and most famous kinetics available for these cells. However, some limitations were 
considered in this three-dimensional investigation, such as simplifying extracellular medium, 
which was assumed to be homogeneous, whereas neural tissue is shown to be heterogeneous 
and leads to distorted electric field (see section 2.5 and Figure 2.7).  

However, we believe heterogeneity does not substantially affect the results of the small 
electrode to cell distances. Another limitation was using the point source approach in most 
experiments except only in one part for RGCs. Nevertheless, electric fields produced by disk 
electrodes with an electrode to cell distances larger than electrode diameter becomes very 
similar to the point source approach (Werginz et al., 2020).  

Overall, the upper threshold phenomenon was detected for PCs and RGCs. Whether the UT 
has practical implications is still questionable. We showed low UT/LT ratios (~5)  for the small 
electrode to cell distances (Figure 5.4E) in RGCs. In PCs, on the other hand, ratios ranged from 
~50 to ~300 (Figure 5.4D); therefore, we believe the UT has no practical implications in 
cortical tissue stimulation.  

However, the significant differences between UTs and threshold ratios between two cell types 
were curious. Therefore, the next chapter is dedicated to investigating thresholds and threshold 
ratios in myelinated and non-myelinated axons using different geometrical features and kinetic 
models. 



 

Chapter 6  

Anodal surround block in axon models 
So far, three different cells have been studied for the threshold window and the block 
phenomena were discussed in detail for both simplified 2D and realistic 3D structures. The 
following section aims to analyze the excitation window in myelinated and non-myelinated 
axon models exclusively. The lower (LT) and upper thresholds (UT) have been calculated, and 
the blockage at UT was compared for the investigated axons at the investigated electrode 
locations.  

6.1 Axon models 

Four myelinated and two non-myelinated axon models were used: (i) A myelinated axon, 
named 10HH, with 10-fold HH kinetic, in nodal area. This axon mimics the AP propagation in 
human SGCs based on (Rattay et al., 2001b), and details about the model can be found in 
section 3.1. (ii) A myelinated axon with kinetics from Mainen and Sejnowski, 1996, called 
Mainen, is commonly used in axons of cortical neurons to mimic the AP propagation (see 
section 5.2.1, and  Table 5.1, also (Mainen and Sejnowski, 1996). (iii) A myelinated axon with 
CRRSS kinetic from (Chiu et al., 1979; Sweeney et al., 1987), called CRRSS, and finally (iv) 
a myelinated axon applying MRG model from (McIntyre et al., 2002), called MRG, that is 
being commonly used for AP propagation of myelinated neurons of mammalian axons. The 
MRG and CRRSS models are explained in the following section. For non-myelinated axons, 
(i) A RGC axon was used with biophysical properties based on (Fohlmeister et al., 2010; 
Werginz et al., 2020). Details on this model can be found in section 5.2.2 and Table 5.2. (ii) 
The second non-myelinated axon was performed with classical HH kinetics using a 
temperature factor of k=12 to replicate the mammalian axons (Hodgkin and Huxley, 1952; 
Rattay and Aberham, 1993). More details on the HH gating kinetics can be found in section 
2.2.  
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All axons were modeled in a 2D configuration along the x-axis with a multi-compartment 
model (see section 2.3). The fibers length was set to 1 mm for non-myelinated axons and 10 
mm in myelinated axons, except for large electrode distances and high stimulus intensities in 
myelinated fibers to avoid AP initiation at the axonal end (ending effect), fiber length was 
extended to 20 mm. Two fiber diameters were investigated for all models (except in MRG), a 
thin and a thick fiber with a diameter of 1 and 5.7 µm (MRG model is defined for diameters 
from 5.7 to 16 µm), respectively. In the myelinated axons, nodes and internodes lengths were 
set to 1 µm and 100 × fiber diameter, respectively. Compartment lengths were set to 1 µm in 
the non-myelinated axons as well as in nodes of Ranvier, which consist of a single 
compartment. Compartment lengths of internodes were set to about 20 µm in electrode 
distances < 50 µm. Intra and extracellular resistivities and membrane capacitance were set to 
70 and 300 Ω.cm and 1 (µF/cm2), respectively. 

First, AP conduction and velocity were tested in all axons by injecting an intracellular current 
at the first compartment. A point source electrode was set along the z-axis, in the middle of the 
non-myelinated axons, and above a node of Ranvier in myelinated axons to investigate cell 
membrane responses to extracellular stimulations. LTs, UTs, and threshold ratios were 
computed for electrode distances of 5, 10, 20, 50, 100, 200, 500, and 1000 µm to the center of 
fibers applying a monophasic cathodic pulse with pulse durations of 0.1 and 0.2 ms. However, 
in non-myelinated axons, only the first six electrode distances (5-200) were investigated due 
to the huge computational cost. The extracellular potentials were calculated by a point source 
approach in a homogeneous infinite medium (see section 2.5). 

6.1.1 The CRRSS model 

The CRRSS axon model was introduced by (Sweeney et al., 1987), which was based on data 
from (Chiu et al., 1979) and frequently used to simulate mammalian nerves. Similar to SGC 
and Mainen axon, this model consists of nodes of Ranvier (active) and internodal (passive) 
compartments. The passive conductivity and capacitance are calculated by dividing the original 
values (݃௠=1 and ܥ௠=1) by the number of myelin sheath layers N (similar to the SGC model). 
Active membrane ionic current, temperature factors, and the model gating kinetics are used in 
the model as in the following. Similar to the HH model, the voltage values assumed in the 
CRRSS model (Table 6.1) are given in a reduced way, where the steady-state value of the 
membrane voltage is 0. The physically correct value is ௠ܸ =  ܸ +  ௥ܸ௘௦௧, with ௥ܸ௘௦௧= -80 mV. 
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Biophysical properties   

Passive membrane conductivity, passive (mS/cm2) ݃௠ 1  

Number of myelin sheath layers N 40 × fiber diameter (µm) 

Sodium channel conductivity (mS/cm2) ݃̅ே௔ 1445  

Leak channel conductivity (mS/cm2) ݃௅ 128  

Equilibrium potential for sodium channels (mV) ܧே௔ 115  

Equilibrium potential for leakage conductance (mV) ܧ௅ -0.01 

Temperature (°C) T 37 

Table 6.1. Biophysical parameters used in the CRRSS model, based on (Chiu et al., 1979; Sweeney et al., 1987). 

 ݅௜௢௡ = ݃̅ே௔݉ଶℎ( ௠ܸ − ݇                   (ே௔ܧ =  3(଴.ଵ்ିଷ.଻) 
௠ߙ  =   97 + 0.363 ௠ܸ1 + 31) ݌ݔ݁  −  ௠ܸ 5.3 ) ߚ                        = ) ݌ݔ݁ ௠ߙ   ௠ܸ −  23.8 4.17 ) 
௛ߚ  =   15.61 + ݌ݔ݁ ቀ24 −  ௠ܸ 10 ቁ                        ߙ௛ = ݌ݔ௛݁ߚ   ൬ ௠ܸ −  5.5 5 ൰    
 

6.1.2 The MRG model 

The MRG axon is modeled as a double cable structure (Figure 6.1) which is developed based 
on experimental data from mammalian myelinated axons (McIntyre et al., 2002), and the model 
has been demonstrated as a good model to predict myelinated axon excitation in warm blooded 
animals (Takahashi et al., 2007; Kuhn et al., 2009; Wongsarnpigoon et al., 2010). 
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Biophysical properties   

Myelin capacitance (µF/cm2) ܿ௠ 0.1 

Nodal and internodal capacitance (µF/cm2)* ܿ௡, ܿ௜ 1 

Axoplasmic resistivity (Ω.cm) ߩ௔ 70 

Periaxonal resistivity (Ω.cm) ߩ௣ 70 

Myelin conductance (S/cm2) ݃௠ 0.001 

MYSA conductance (S/cm2) ݃௔ 0.001 

FLUT conductance (S/cm2) ݃௙ 0.0001 

STIN conductance (S/cm2) ݃௜ 0.0001 

Sodium channel conductivity (S/cm2) ݃ே௔௙ 3 

Potassium channel conductivity (S/cm2) ݃௄௦ 0.08 

Persistent sodium conductivity (S/cm2) ݃ே௔௣ 0.01 

Nodal leakage conductivity (S/cm2) ݃௅ 0.007 

Equilibrium potential for sodium channels (mV) ܧே௔ 50 

Equilibrium potential for potassium channels (mV) ܧ௄ -90 

Equilibrium potential for leakage conductance (mV) ܧ௅ -90 

Rest potential (mV) ௥ܸ௘௦௧ -80 

Table 6.2. Biophysical parameters used in the MRG model. MYSA, STIN, and FLUT stand for the myelin 
attachment segment, stereotyped internodal region, and the paranodal main segment. All parameter values were 
based on the original study (McIntyre et al., 2002) with slight adaptation in *. 

 

The MRG model includes fast and persistent sodium channels, slow potassium, and a leakage 
channel in the nodal area. In contrast, the internodal area has a passive membrane structure. 
Model gating kinetics of the active membrane (nodal area) is used as in the following. 
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      Fast sodium current ܫே௔௙  =  ݃ே௔௙݉ଷℎ( ௠ܸ −  (ே௔ܧ

௠ߙ   =   6.57( ௠ܸ  +  21.4)1 − −) ݌ݔ݁  ௠ܸ − 21.4 10.3 ௠ߚ             ( =   0.304(− ௠ܸ  −  25.7)1 − ) ݌ݔ݁  ௠ܸ + 25.7 9.16 )    
௛ߙ   =   0.34(− ௠ܸ  − 114)1 − ) ݌ݔ݁  ௠ܸ + 114 11 ௛ߚ          ( =   12.61 − −) ݌ݔ݁  ௠ܸ − 31.8 13.4 ) 

 

Persistent sodium current 

ே௔௣ܫ   =  ݃ே௔௙݌ଷ( ௠ܸ −  (ே௔ܧ

௣ߙ  =   0.0353( ௠ܸ  +  27)1 − −) ݌ݔ݁  ௠ܸ − 27 10.2 ௣ߚ                ( =   0.000883(− ௠ܸ  −  34)1 − ) ݌ݔ݁  ௠ܸ + 34 10 )   
 

Slow potassium current   

 

௄௦ܫ  =  ݃௄௦ݏ( ௠ܸ −  (௄ܧ

௦ߙ  =   0.31 − ) ݌ݔ݁  ௠ܸ + 53 −5 ௦ߚ              ( =   0.031 − ݌ݔ݁ ቀ ௠ܸ + 90 −1 ቁ 
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Figure 6.1. Multi-compartment double cable model of MRG axon. Each internodal section of the model 
consisted of 2 paranodal myelin attachment segments (MYSA), 2 paranodal main segments (FLUT), and 6 
internodal segments (STIN). The nodal membrane dynamics included fast and persistent sodium, slow potassium, 
and linear leakage conductances parallel with the nodal capacitance (Cn). The internodal segments were 
represented by a double cable structure of linear conductances with an explicit representation of the myelin sheath 
(Gm in parallel with Cm) and the internodal axolemma (Gi in parallel with Ci). Figure and caption from (McIntyre 
et al., 2002). 
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6.2 Threshold windows in myelinated fibers 

Figure 6.2 shows a model comparison of LT and UT for 1 µm (left traces) versus 5.7 µm (right) 
fibers, stimulated with 100 µs (top) versus 200 µs (bottom) cathodic pulses.    

LTs and UTs versus electrode distance to the center of fibers with a fiber diameter d = 1 µm 
and pulse duration of 0.1 ms are plotted in Figure 6.2A. The 10HH axon possessed the lowest 
LTs by mean values of 36.70% and 49.31% to CRRSS and Mainen axons, respectively. In 
contrast, the highest UTs were observed in the Mainen model, with mean differences of  
88.72% and 92.98% compared with the 10HH and CRRSS models, respectively. However, due 
to numeric overflow in the applied computational framework, in the CRRSS model extracting 
the UT values were not possible for the electrode to fiber distances > 50 µm, and the same 
problem was also observed in the Mainen model for the largest investigated electrode distance 
of 1 mm. Moreover, the CRRSS model demonstrated a narrow threshold window for the four 
calculated distances (5, 10, 20, and 50 µm) with a maximum threshold ratio of 3.1 at 50 µm. 

Figure 6.2B demonstrates threshold windows for the axon diameter of 5.7 µm in four models 
(Mainen, 10HH, CRRSS, and MRG) again with a pulse duration of 0.1 ms. The LTs are in a 
similar range in three axon models of CRRSS, 10HH, and MRG. However, the Mainen model 
possessed the highest LTs compared with CRRSS, 10HH, and MRG models with mean values 
of 48.56%, 58.69%, and 57.21%, respectively. In UTs, the highest values can be observed for 
the MRG and Mainen axons by an average difference of 32.67%. In addition, the CRRSS had 
the smallest UTs for the computed electrode distances (5-200 µm).  

By increasing fiber diameter to 5.7 µm, when the shorter pulse was applied, LTs noticeably 
decreased by a mean value of 31.52%, 41.76%, and 31.20% in the Mainen, CRRSS, and 10 
HH, respectively, as previously seen, thick fibers are easier to stimulate than thin ones (Ranck, 
1975; Rattay, 1986, 1999). Additionally, UTs decreased in thicker fibers compared with their 
corresponding fiber diameter of 1 µm as follows: (i) in the Mainen model, UTs decreased by a 
mean value of 70.70% (49.15% in the smallest electrode distance and about 96.49% at the 
largest computed distance of 500 µm). (ii) In CRRSS, the UTs decreased averagely 29.47% 
(6.25% at the smallest electrode distance and about 67.31% at the highest computed electrode 
distance of 50 µm) and finally (ii) in the 10HH model, the UTs decreased with a mean value 
of 51.96% (7.92% at the smallest distance of 5 µm and approximately 91.76% at the highest 
investigated electrode distance of 1 mm).  

In the next set of calculations, LTs and UTs were computed for 0.2 ms pulse duration and d = 
1 µm (Figure 6.2C). Interestingly, the CRRSS axon was not excitable for the first two electrode 
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distances (5 and 10 µm), and at the next possible distance of 20 µm, an extremely narrow 
threshold window with a threshold ratio of only 1.34 was observed. Moreover, again 10HH 
axon possessed the lowest LTs compared with Mainen and CRRSS models with mean 
reductions of 51.58% and 62.53%, respectively. The highest UTs were observed for the Mainen 
model, as previously seen with the shorter pulse, compared with the 10HH and CRRSS with a 
mean increase of 84.14% and 95.14%, respectively. 

Figure 6.2D shows the thresholds for  d = 5.7 µm and a 0.2 ms pulse . Due to lower UTs 
compared with previous cases (smaller pulse duration and diameter), there were no numeric 
overflow issues, and all UTs were possible to be extracted in the investigated distances. The 
LTs were in a very similar range in the three axon models MRG, 10HH, and CRRSS, with 
mean differences of 1.27% to 10HH and CRRSS (almost overlapped) and a mean difference 
of 2.45% to the 10HH and MRG model. Like the shorter pulse duration, the Mainen model 
possessed the highest LTs with a mean increase of 58.44% to 10HH and CRRSS and 55.84% 
to MRG axon. In contrast, UTs in the CRRSS and 10HH models became overlapped (solid 
green and gray) with a mean difference of 2.05%. The Mainen and MRG axons possessed the 
highest UTs; more specifically, for electrode distances up to 200 µm, the highest UTs were 
observed in the Mainen model with an average increase of 41.83% compared with MRG, and 
they become smaller in MRG axon for the last two distances of 500 µm and 1 mm for 
approximately 44.16% and 72.72%, respectively. 

By increasing fiber diameter to 5.7 µm, when the longer pulse was applied, LTs decreased 
significantly, in Mainen, CRRSS with mean values of  62.09% and 72.64%, respectively, while 
in 10 HH axon, LTs decreased more slightly with a mean value of 27.52%. Additionally, by 
applying the longer pulse, increasing the diameter decreased UTs as follows: (i) in the Mainen 
model, UTs decreased by a mean value of 63.47% (41.18% in the smallest electrode distance 
and about 96.73% at the largest computed distance of 500 µm). (ii) In CRRSS, the UTs 
decreased averagely 77.19% (96.54% at the highest computed electrode distance of 1 mm), 
and finally (ii) in the 10HH model, the UTs decreased with a mean value of 50.22% (3.36% at 
the smallest distance of 5 µm and approximately 92.53% at the highest investigated electrode 
distance of 1 mm).  
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Figure 6.2. Lower (LT) and upper thresholds (UT) for myelinated axon models. LTs (dashed lines) and 
UTs (solid lines) were plotted versus the electrode distance to the fiber center for a monophasic cathodic 
pulse with a duration of 0.1 ms with axon diameters of (A) 1µm and (B) 5.7 µm. Same layout as (A-B) 
with pulse duration of 0.2 ms for axon diameter of (C) 1 µm and (D) 5.7 µm. Note that the CRRSS LTs 
and UTs are overlapped with LTs and UTs of 10HH in (D). Due to numeric overflow UTs were not 
possible to be calculated for the Mainen axon at the highest distance of 1 mm (A & C), same effects for 
CRRSS model with a diameter of 1 µm at distances > 50 µm (A), and for the CRRSS axon with a 
diameter of 5.7 µm at distances >200 µm (B).  

6.3 Threshold ratios in myelinated fibers  

Figure 6.3 demonstrates the UT/LT threshold ratios for the investigated axon models with two 
diameters for the two investigated pulse durations. In this set of experiments, the effect of pulse 
duration and diameter were analyzed and discussed in the following. 



Threshold ratios in myelinated fibers  

 

132 

 

6.3.1 The MRG model 

The MRG model has been studied with the smallest possible diameter of 5.7 µm. By increasing 
the electrode distance to fiber to 200 µm, threshold ratios slightly changed, whereas at the last 
two investigated electrode distances (500 µm and 1 mm), ratios were increased up to 5.2 and 
6.36-folds in pulse duration of 0.1 and 0.2 ms, respectively (Figure 6.3A-B, orange bars). 
However, by doubling the pulse duration, threshold ratios decreased with an average of 62.87% 
for all electrode distances except at the largest electrode distance, with the ratio increasing 
60.63% (Figure 6.3A vs. Figure 6.3B, orange bars).  

6.3.2 10HH model 

In the 10HH axon (Figure 6.3A vs. Figure 6.3B, green & green hatch bars), by increasing the 
electrode distance, regardless of pulse duration, the threshold ratios have increased but more 
slightly in fiber with the larger diameter, specifically for the first six electrode to fiber distances 
(5-200 µm).  

Doubling pulse duration in the thinner axons decreased threshold ratios in all distances with an 
average of 21.40%, except at a distance of 50 µm, in which ratios increased approximately 
6.87%. However, in the case of larger diameter, when the pulse duration is doubled, the ratios 
slightly decreased at distances < 200 µm with a mean value of 11.18%, whereas for the two 
largest electrode distances, the ratios decreased significantly (up to 42.84%).  

By increasing the axon diameter (×5.7), when the shorter pulse was applied, the threshold 
ratios decreased slightly at the first three electrode distances (5, 10, 20 µm) and more sharply 
for larger distances with an overall average of 43.68% (Figure 6.3A, green vs. green hatch 
bars). A similar trend was observed in the case of the longer pulse; the ratios decreased slightly 
for the first three electrode distances and decreased significantly at higher electrode distances 
with an average decrease of 39% (Figure 6.3B, green vs. green hatch bars). Moreover, the 
highest decrease in threshold ratios was observed in the axon with the largest diameter 
stimulated with the longer pulse duration of 0.2 ms, which caused a decrease in ratios with an 
average of 48.48%. 

6.3.3 The CRRSS model 

The effect of pulse lengthening was studied in the CRRSS axon, and surprisingly in the thick 
axon model, the ratios increased by a mean value of 56.97% by doubling the pulse duration 
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(Figure 6.3A vs. Figure 6.3B, gray bars). In the case of the thinner axon, because of the axon 
model not being excitable in small distances and overflow issue in large electrode distances, 
the effect of elongating the pulse duration could only be studied for two electrode distances of 
20 and 50 µm at which the ratios decreased 21.36% and 3.73%, respectively (Figure 6.3A vs. 
Figure 6.3B, gray hatch bars).   

By increasing the axon diameter (×5.7), threshold ratios decreased by an average of 21.31% in 
the shorter pulse duration. In contrast, by using the longer pulse, the ratios increased for the 
first two possible electrode distances of 20 and 50 µm up to 59.94% and 9.64%, respectively, 
and decreased for the remained investigated distances with an average of 8.68% (Figure 6.3B 
gray vs. gray hatch bars). 

6.3.4 The Mainen model 

In the Mainen axon, regardless of pulse duration, threshold ratios enhanced with increasing the 
electrode distance and more significantly in the thinner axon (Figure 6.3A-B, blue hatch bars). 

By doubling the pulse duration, the threshold ratios decreased with a mean value of 41.89% in 
the thinner axon (Figure 6.3A vs. Figure 6.3B, blue hatch bars), and a mean value of 30.07% 
in the axon with a diameter of 5.7 µm (Figure 6.3A vs. Figure 6.3B, blue bars).  

By increasing the axon diameter (×5.7), the threshold ratios decreased with an average of 
70.61% when stimulating whit the pulse duration of 0.1 ms and an average of 62.68% by 
applying the longer pulse (Figure 6.3A-B, blue vs. blue hatch bars). Finally, the most changes 
in threshold ratios were observed when axon diameter and pulse ratios increased 
simultaneously, which resulted in an average decrease in ratios by a mean value of 77.66%. 
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Figure 6.3. Threshold ratios (UT/LT) of the investigated myelinated axon models. Threshold ratios 
were plotted versus the electrode distance to the fiber center with a diameter of 1 µm and 5.7 µm 
stimulated with a monophasic cathodic pulse with a duration of (A) 0.1 ms and (B) 0.2 ms. Note that 
due to a numeric overflow, the UT values were not available for the CRRSS model with a diameter of 
1 µm for electrode distances >50 µm and with a diameter of 5.7 µm for electrode distances >200 µm in 
shorter pulse. In the Mainen model, again due to numeric overflow, the UTs were not calculated for the 
largest electrode distance in case of shorter pulse duration. However, when the longer pulse was applied, 
the CRRSS model was not excitable with the smaller diameter (1 µm) for electrode distances closer 
than 20 µm. 
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6.4 Threshold windows in non-myelinated fibers 

In the next step, the same lower and upper thresholds computations were applied to non-
myelinated axon models HH and RGC. Figure 6.4A demonstrates the threshold windows for 
diameters (1 µm vs. 5.7 µm) and 0.1 ms pulse. The LTs are in very similar ranges, with a mean 
difference of approximately 12.8% for thin (light blue and red dashed lines) and approximately 
11.84% for thick fiber diameters (dark blue and pink dashed lines). On the other hand, 
increasing the fiber diameter (×5.7) led to lower the LTs by an average of 29.94% (with a 
maximum of 54.55% at the largest electrode distance) in HH axon and 34.32% (with a 
maximum of 56.36% at the largest electrode distance) in RGC axon. 

Moreover, high UTs were primarily observed in thin axons (light blue and red), and the RGC 
model with a diameter of 1 µm possessed the largest UTs. The UTs, however, in thin (light 
blue and solid red lines) and thick axons (dark blue and solid pink lines), are slightly distinct 
between the two axon models in small electrode distances and more significantly different in 
larger electrode distances with a mean difference of 35.92% in thinner axon and 31.09% in the 
thicker axon. By increasing the fiber diameter (×5.7), UTs have reduced 58.33%  (with a 
maximum of 78.23% at the largest electrode distance) in the HH axon and 57.7% (with a 
maximum of 81.33% at the largest electrode distance) in the RGC axon. 

Figure 6.4B displays the thresholds for 0.2 ms cathodic pulses. Again, thick fibers possessed 
lower LTs, and the LTs were in the same ranges in both axon models with mean differences of 
10.85% and 6.43% in the case of thinner fiber (light blue and red dashed lines) and thicker 
fibers (dark blue and pink dashed lines), respectively. Moreover, when the fiber diameter is 
increased (×5.7), similar to shorter pulse, LTs decreased 36.07% (with a maximum of 50.83% 
at the largest electrode distance) in HH axon and 28.92% (with a maximum of 50.83% at the 
largest electrode distance) in the RGC axon. 

As previously observed in the shorter pulse, thin fibers possessed higher UTs, and again, the 
highest UTs were observed in the RGC axon with a diameter of 1 µm. In addition, comparing 
UTs between the two axon models, the thin (light blue and solid red lines) and thick axons 
(dark blue and solid pink lines), were slightly different in close electrode to fiber distances and 
more significantly different in larger distances, with an overall mean difference of 44.35% in 
fiber diameter of 1 µm and 36.62% in fiber diameter of 5.7 µm. Furthermore, by increasing the 
fiber diameter (×5.7), the UTs have reduced 54.43%  (with a maximum of 77.19% at the largest 
electrode distance) in the HH axon and 44.13% (maximum of 80.28% at the largest electrode 
distance) in the RGC axon. 
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Figure 6.4. Lower (LT) and upper thresholds (UT) for non-myelinated axon models. LTs (dashed lines) 
and UTs (solid lines) were plotted versus the electrode distance to the fiber center, for axon diameters 
of 1µm (light blue and red) and 5.7 µm (dark blue and pink) stimulated with a monophasic cathodic 
pulse with a duration of (A) 0.1 ms and (B) 0.2 ms pulse duration. The thicker HH and RGC axons were 
not excitable in electrode distance to fibers < 20 (for both pulse durations) and < 10 µm (for longer 
pulse), respectively. 

6.5 Threshold ratios in non-myelinated fibers 

 In this set of experiments, the effects of pulse duration and diameter are discussed in detail 
(Figure 6.5). First, by applying the shorter pulse, the largest ratios were observed for thinner 
RGC axon with a mean difference of 47.79% compared with the thin HH axon (Figure 6.5A, 
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red hatch vs. blue hatch bars). In both thin axon models, the UT/LT ratio increased significantly 
by increasing the electrode to fiber distance. However, this effect was observed only slightly 
at the small distances (5-20 µm) in thicker axons. Additionally, axons with larger diameters 
(5.7 µm) were not excitable for the electrode to fiber distances < 20 µm and < 10 µm in HH 
and the RGC models, respectively. 

Moreover, by stimulating the axons with a pulse duration of 0.2 ms, similar effects were 
observed, and again largest ratios were found for thinner RGC axons with a mean difference 
of 53.36% compared with the thin HH axon (Figure 6.5B, red vs. blue hatch bars). As 
previously seen, in thin axon models, the ratios increased significantly by increasing the 
electrode distance, whereas, in thicker axons, the effect was only noted at the small distances 
(5-20 µm). Thin HH axon was not excitable for the electrode to fiber distances < 20 µm. 

Nevertheless, doubling the pulse duration resulted in a slight decrease in ratios in all 
investigated axons by mean values 20.88% and 21.28 in thin and thick HH axons, respectively, 
(Figure 6.5A vs. Figure 6.5B, hatch blue and blue bars), 15.41%, and 18.43% in thin and thick 
RGC axon, respectively (Figure 6.5A vs. Figure 6.5B, hatch red and red bars). Increasing the 
fiber diameter (×5.7) resulted in a reduction in ratios in all investigated axons by mean values 
58.33% and 42.04% in HH axons by applying the shorter and longer pulse durations, 
respectively, (Figure 6.5A, hatch blue vs. blue bars), as well as 42.04%, and 38.97% in RGC 
axon for shorter and longer pulse, respectively (Figure 6.5B, hatch red vs. red bars). 

For the last set of experiments, the effect of pulse and diameter have been investigated 
simultaneously in both axon models. By doubling the pulse duration and increasing the 
diameter to 5.7-fold, the ratios have decreased more significantly in both axon models with 
similar mean values of 54.46% and 52.32% in the HH and RGC models, respectively.  
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Figure 6.5. Threshold ratios (UT/LT) of the investigated non-myelinated axon models. Threshold ratios 
were plotted versus the electrode distance to the fiber center with a diameter of 1 µm (hatch colors) and 
5.7 µm stimulated with a monophasic cathodic pulse with a duration of (A) 0.1 ms and (B) 0.2 ms. 
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6.6 Discussion 

Katz and Miledi (Katz and Miledi, 1965) reported a small ratio of two or three for close 
electrode spots to the motor nerve fiber of the frog and explained the blockage phenomenon 
caused by the anodal surround in cathodic stimuli, resulting from hyperpolarization of the 
neighboring regions. Other early investigations from experimental studies have also 
demonstrated that a monophasic cathodic pulse can stimulate an axon within a range possessing 
a lower and upper limit (BeMent and Ranck, 1969; Jankowska and Roberts, 1972; Armstrong 
et al., 1973; Jankowska and Smith, 1973; Roberts and Smith, 1973; Abzug et al., 1974). These 
data have been collected and represented in a review study by Ranck (Ranck, 1975), who has 
reported that a UT/LT ratio > 8 may cause AP blockage in myelinated axons.  

In addition, a computational study by Rattay and Aberham (Rattay and Aberham, 1993) used 
four kinetic membranes of CRRSS, Franken-Haeuser-Huxley or FH model (Frankenhaeuser 
and Huxley, 1964), Schwarz-Eikhof or SE model (Schwarz and Eikhof, 1987), and HH models, 
showed that by increasing the electrode to fiber distance, the UT/LT ratios increased in the FH, 
SE, and CRRSS models. They also reported that by applying short pulses, extremely high 
stimuli are required for producing AP blockage, which causes cellular damage. This effect was 
previously seen in an experimental study by Fang and Mortimer (Fang and Mortimer, 1987). 

However, due to the complexity of neural tissue and issues such as artifacts during the 
recording of neural responses, highly dense structures, the unknown anatomy of the 
investigated cell, and not identifying which part of the cell is initiating an AP, there are not 
enough data from experimental studies that are current-distance or currant-duration related for 
either myelinated or non-myelinated axons. 

6.6.1 Myelinated fibers 

The first part of this chapter investigated the threshold windows with four myelinated axon 
models: (i) the Mainen, (ii) the MRG, (iii) the 10-fold HH, and (iv) the CRRSS models. In 
summary, the following effects were observed in this investigation: 

(i) Highest UTs were observed in the Mainen axon when stimulating the thin fibers in both 
pulse durations. When stimulating fibers with a larger diameter, Mainen and MRG 
possessed the highest UT values regardless of pulse duration. 

(ii) The thin 10HH axon possessed the smallest LTs in both pulse durations. In contrast, in 
fibers with larger diameters, similar LTs were identified for MRG, CRRSS, and 10HH. 
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On the other hand, regardless of fiber diameter and pulse duration, the Mainen axon 
always possessed the highest LTs.  

(iii) When the pulse duration was set to 0.1 ms, increasing in diameter led to decreasing 
LTs with similar mean values of approximately 32%, 42%, and 31% in the Mainen, 
CRRSS, and 10 HH, respectively, as also previously seen that thick fibers are easier to 
stimulate (Ranck, 1975; Rattay, 1986, 1999).  

(iv)  Applying the longer pulse (0.2 ms) by increasing the fiber diameter LTs decreased with 
mean values of almost two-fold, approximately 62% in Mainen and 73% in CRRSS. In 
the 10HH axon, however, the effect was very similar to the shorter pulse with a slightly 
smaller mean value of ~28%.  

(v) When applying pulse duration of 0.1 ms, increasing the fiber diameter led to smaller 
UTs by mean values of approximately 71%, 29%, and 52% in the Mainen, CRRSS, and 
10HH models, respectively. In pulse duration of 0.2 ms, increasing the fiber diameter 
decreased UTs with mean values of approximately 63%, 77%, and 50% in the Mainen, 
CRRSS, and 10HH models, respectively.  

(vi)  By increasing the stimulation distance threshold ratios increased significantly in all 
axon models, especially in thinner axon with an exception for MRG model, in which 
the ratios were almost constant for the first six electrode distances (5-200 µm), in the 
last two investigated distances, however, ratios increased significantly. 

(vii) By two-fold increasing the pulse duration, the threshold ratios decreased in all 
fibers and more significantly in thinner axons, except for the thick CRRSS fiber, in 
which, surprisingly, the ratios increased by a mean value of approximately 57%. By 
increasing the fiber diameter (×5.7), the threshold ratios decreased in all axon models 
(for all investigated distances) for both pulse duration with a small exception of the first 
two distances in the CRRSS model for a pulse duration of 0.2 ms.  

Overall, in consistence with the reported data from previous studies (Ranck, 1975; Rattay and 
Aberham, 1993), threshold ratios < 10 was observed for most investigated myelinated axon 
models when the pulse duration was set to 0.2 ms except for the thin Mainen and MRG models 
in electrode to fiber distances > 20 and electrode to fiber distances > 200 µm, respectively.  

6.6.2 Non-myelinated fibers 

In the second part, two non-myelinated axon models were studied for threshold windows and 
threshold ratios: (i) The RGC axon and (ii) the classical HH axon using temperature factor k = 
12 to simulate AP propagation in the mammalian axon. In summary, the following results were 
obtained from this set of investigations: 
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(i) A similar range in LTs was observed in both (HH and RGC) for thick axons (5.7 µm), 
possessing the lowest LTs, regardless of pulse duration. In contrast, the highest UTs 
were observed in thin fibers, specifically in the thin RGC axon, for both investigated 
pulse durations. 

(ii) Increasing the fiber diameter resulted in a reduction in LTs with a mean value of 
approximately 30% and 34% in HH and RGC, respectively, when the pulse duration 
was set to 0.1 ms. In longer pulse, LTs reduced averagely 36% and 29% in HH and 
RGC models, respectively.  

(iii) Increasing the diameter to 5.7-fold reduced the UTs by a mean value of approximately 
57% in both axon models in the case of the shorter pulse; in longer pulse, UTs decreased 
about 54% and 44% in HH and RGC axons, respectively. The highest threshold ratios 
for thin RGC axons were observed with a mean difference of approximately 48% and 
53% compared with the thin HH axon for pulse durations of 0.1 and 0.2 ms, 
respectively. 

(iv)  Regardless of pulse duration, by increasing the electrode to fiber distance, threshold 
ratios increased significantly in thin fibers (HH and RGC), whereas in thick fibers, the 
effect was noted only slightly at small electrode distances (5-20 µm).  

(v) Doubling the pulse durations reduced ratios by a similar mean value of approximately 
21% in thin and thick HH axons and mean values of 15% and 18% in thin and thick 
RGCs, respectively.  

(vi)  Increasing fiber diameter to 5.7-fold reduced threshold ratios by mean values of 
approximately 58% and 42% in HH axon for pulse durations of 0.1 and 0.2 ms, 
respectively. Subsequently, ratios reduced averagely 42% and 39% in RGC axon for 
the shorter and longer pulse, respectively, when the fiber diameter increased. 

Overall, threshold ratios were extremely smaller in non-myelinated fibers compared with 
myelinated ones, which may result from significantly higher ion channel densities, specifically 
sodium ions, in the nodal area. However, more investigation is needed in both experimental 
and computational studies to study this effect. Some effects were repeated in both axons 
(myelinated vs. non-myelinated) such as: (i) By increasing the fiber diameter LTs, UTs and 
threshold ratios decrease. (ii) Increasing the pulse duration results in decreasing the threshold 
ratios. (iii) By increasing the stimulation distance, threshold ratios increase. (iv) Thinner fibers 
have higher UT values and higher threshold ratios, especially when stimulated with short 
pulses.



 

Chapter 7  

Conclusion 
Extracellular stimulation of neural tissue had substantial successful applications in recent 
decades. Neuroprosthetics bypass the impaired neural pathway to treat or restore lost functions. 
Employing micro-arrays in small dense areas and using miniaturized electronic components 
facilitate the effective excitation of a single target cell. However, neurons are excitable only 
within a  range called a stimulation window that includes a lower threshold as the smallest 
amount of the current needed to elicit a neural response and an upper threshold above which 
the action potential is prevented from generating or propagation. In some cases, such as at close 
electrode-neuron distances,  the threshold window is small, and therefore, stimulation of the 
region of interest can lead to an undesirable block in the same area, which is of concern.  

A block can be generated either arbitrarily to inhibit a neural activation or unpleasantly due to 
an increased stimulus. This thesis has studied and discussed the two important  block 
phenomena. The somatic block occurs due to high stimulus currents in close electrode-soma 
distances. Due to the spherical shape, two hemispheres become oppositely polarized when 
stimulating a soma. So if a cathodic pulse is used, the hemisphere close to the electrode is 
depolarized partly, and the rest become hyperpolarized. It has been demonstrated that several 
mechanisms are involved in this process, such as an inverse sodium current (Boinagrov et al., 
2012), inactivating sodium channels, and strong potassium currents (Fellner et al., 2019). The 
threshold ratio (UT/LT) in the case of a somatic block is shown to be small (< 8). However, if 
the electrode is in the axonal excitation range, the axon elicits the AP, and therefore the cell is 
not in a complete blockage anymore (Rattay, 2014; Meng et al., 2018).  

Another undesirable neural inactivation is an anodal block that mostly appears in the axonal 
membrane due to intense cathodic stimulus (Katz and Miledi, 1965; Jankowska and Roberts, 
1972; Roberts and Smith, 1973; Rattay and Aberham, 1993). A cathodic stimulus generates a 
depolarized area in the cellular membrane close to the electrode and two hyperpolarized regions 
in the surrounding flanks (Figure 2.8A, blue trace). Cathodic stimuli are usually easier and 
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require fewer amplitudes to excite a cell (Ranck, 1975; Rattay, 1986, 1999), and therefore they 
are frequently used in neuroprosthetics with a following balanced phased of the opposite 
polarity to avoid charge accommodations. Moreover, due to strong stimulus intensity, AP 
initiated in the depolarized area is trapped within the hyperpolarized neighbors and cannot 
propagate further. Axons are essential in neural signaling and communication as they are the 
final part of the cells which pass the signal to the next processing neighbors. In addition, axons 
are usually the largest part of the cells and possess a high amount of sodium channels (usually 
a sodium band), making them the easiest and most excitable part of the cell (Porter, 1963; 
Nowak and Bullier, 1998; Rattay and Wenger, 2010). Therefore, blockage in the axon can 
cause the cell's final blockage state, mostly occurring with higher threshold ratios than in the 
somatic block, depending on the axon geometry and type. 

A 2D investigation has been carried out for calculating LTs, UTs, and threshold ratios in three 
cell types of a SGC, a RGC, and a PC with similar linear geometries with an electrode 
positioned above the multi-compartment soma using 100 µs and 1 ms cathodic pulses. The 
most important findings in this investigation were: (i) despite the same somatic geometries, the 
soma was not excitable with a shorter pulse (100 µs) in PC, due to low sodium conductance of 
8 in PC, vs. 69.4 and 120 mS/cm2 in RGC and SGC. (ii) Profoundly degenerated SGC soma 
was not excitable for electrode distance closer than 4 µm, (iii) a clear limit was found in whole-
cell stimulation where the cell excitation was governed by soma (electrode to cell distance <40 
µm in SGC, <20 µm in RGC and PC, Figure 4.7) and for larger electrode distances the axon 
dominates the cell. (iv) PC possessed substantially higher (up to 8-fold) UTs and threshold 
ratios than RGC and SGC. 

However, 2D model neurons lacked a real cell geometry by neglecting the complex structure 
of dendrites (in RGC & PC) and axon collaterals (in PC) as well as the simplified kinetics in 
some cases. Therefore, in the next part, the investigations were extended to a 3D model 
reconstructed RGC (n=34) and PC group neurons (n= 8) by applying cathodic pulses (mostly 
100 µs monophasic pulses) in the vicinity of the soma (5-200 µm). The main findings of this 
investigation were: (i) soma played almost no role in PC excitation. In contrast, for stimulating 
RGCs in the soma vicinity, soma may mostly rule the cell excitation, and at these distances, 
UT occurs due to somatic block in RGC. (ii) At LT levels, APs always initiated at AIS in both 
cell types; in cells with short AIS, the AP site was close to the distal part of AIS, whereas, in 
cells with longer AIS, the initiation site shifted towards the center of AIS. (iii) PCs possessed 
extremely high UTs, and (iv) no complete block was observed in PCs. (v) The arrangement of 
axon collaterals in PCs significantly impacted UTs while almost no impact on LTs. 
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Interestingly, in the 3D investigation again, PCs possessed significantly higher threshold ratios 
of 5 to 10-fold depending on the electrode to cell distance. On the other hand, in some 
comparable distances such as at electrode distances of 50-60 µm from the soma, ratios were 
significantly higher in the 3D model PCs compared with the 2D PC, which could result from 
the appearance of dendrite and complex axon collaterals in the 3D PC which was neglected in 
the 2D model.  

Another curious point is that in the 2D investigation, we observed that the PC soma was not 
excitable for short pulses (100 µs), and similarly, the results from complex 3D structure PCs 
showed that soma played no role in cell excitation by comparing the single- vs. multi-
compartment soma with the same pulse. We concluded that highly branched dendrite and axons 
may have resulted in PC somata having a passive role. However, compared with the situation 
in the 2D investigation, an additional factor for this effect is the low sodium conductance (80 
vs. 690 pS/µm2 in 2D PC vs. 2D RGC, 350 vs. 650 pS/µm2 in 3D PC vs. 3D RGC); although 
the sodium conductance was still larger (~4 times) in the 3D model PC, a larger 
somatodendritic area in 3D may compensate for the sodium conductance differences. 

Moreover, the behavior was almost similar and comparable in the 2D and 3D RGC models. In 
both investigations for stimulating RGCs in the soma vicinity, soma may mostly rule the cell 
excitation, and at these distances, UT occurred due to somatic block, whereas at large stimulus 
distances, cell blockage was more related to the axonal anodal block.  

However, the most curious finding was the partial blockage in 3D PCs that were not observed 
in the 2D model and neither of RGCs. As this effect was more linked to the complex axon 
structure, it was encouraging to investigate the axonal excitation window and ratios, which was 
carried out in the final part of this thesis.  For this investigation, different kinetics of myelinated 
and non-myelinated fibers with a thin and thick diameter were studied in a range of electrode 
to fiber distance applying a 100 and 200 µs cathodic rectangular pulse. For myelinated fibers, 
the main findings were: (i) highest UTs were observed for thin and thick Mainen model (which 
was used in 3D PC myelinated axons) and MRG model. (ii) Increasing fiber diameter decreased 
UTs and threshold ratios in the investigated axon models. (iii) Increasing the pulse duration 
caused decreasing the UTs and threshold ratios and most significantly in thin fibers. In non-
myelinated fibers, significant findings were: (i) highest UTs and threshold ratios were found 
for thin fibers, and UTs and threshold ratios decreased by increasing the diameter. (ii) 
Increasing pulse duration decreased UTs and threshold ratios as previously observed in 
myelinated fibers.  

One of the pure axon investigation highlights was that thin fibers always possessed the highest 
thresholds and threshold ratios. This effect was stronger when these fibers were stimulated with 
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short cathodic pulses. In agreement with this finding, previous experimental studies also 
reported that while electrical currents can block thick and large axons, small axons can still 
conduct APs (Whitwam and Kidd, 1975; Bhadra and  Kilgore, 2004). However, these results 
can also explain why no complete block was occurred in our 3D PCs even by applying very 
high current intensities as they possessed numerous laterals with extremely thin branches and 
terminals. 

Arbitrary generation of blocks can be used for successful and selective control of fibers which 
can have many clinical applications in the future, such as treating pain, hypertension, and 
chronic nausea. In addition, selective and smart excitation in micro-stimulation can benefit 
from deliberately using block by inactivating only a specific cell or a group of cells. However, 
to apply blocks selectively and deliberately, a complete understanding of the mechanisms 
involved in blocks is necessary. 
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