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Abstract 
The climate crisis and the associated need for the development and optimization of climate-friendly and 
efficient energy technologies requires the digitization of the energy sector. Furthermore, digitization can 
help to speed up the energy transition process by forming a smart interconnected energy system linkage 
energy provider, distributor and consumer. In order to ensure sustainable digitization in the energy 
sector, it is necessary to start already at the process development stage. Consequently, a digital reflection 
of the physical facility, called virtual representation shall be developed along the process development 
life-cycle besides the physical facility itself. For the development of virtual representations, a 
standardized framework is needed to define the requirements for virtual representations along the 
process development of energy technologies. Different frameworks exemplary with the focus on 
manufacturing, pharmaceutical industry, product life-cycle management and robotics are available in 
the literature. However, no framework with focus on the development of energy technologies exists. 

For this reason, in this doctoral thesis, a framework for the development of virtual representations with 
a focus on the process development environment of energy technologies was developed. In addition to 
the continuous development of the physical plant, the novel framework also enables the virtual 
representation to be co-developed. Furthermore, exchangeable modelling blocks are defined in each 
virtual representation dimension, which should be addressed and developed along the process 
development life-cycle. Moreover, required property levels for virtual representations in each process 
development phase have been defined to enable the widest possible application. Consequently, the 
process development stages from concept to commercial-scale phase are accompanied by the virtual 
representation types „Digital Model” to „Digital Predictive Twin”. 

To test the applicability of the novel framework, four applications have been elaborated at different 
process development stages: 

 Digital Model of a Power-to-Liquid plant for the production of synthetic fuel 
 Core is a steady-state simulation model with offline data communication to find a suitable 
conceptual plant design for a to be constructed pilot plant with a nominal power of 1 MWel 

 Digital Shadow of an OxySER plant for the production of reducing gas for the steel industry 
 Core is a quasistatic simulation model in ad-hoc mode with uni-directional data communi-
cation to enable real-time monitoring of the 100 kWth pilot plant at TU Wien 

 Digital Twin of a Biomass-to-Gas process for the production of synthetic natural gas 
 Core is beside the quasistatic simulation model, a model predictive controller with  
bi-directional real-time data communication to enable a fully automated operation of the 100 kWth 
pilot plant at TU Wien 

 Digital Predictive Twin concept of a commercial-scale hazardous waste incineration plant 
 Core is a predictive simulation model with bi-directional real-time data communication to 
determine not entirely analysed waste streams by analysing historical data and finally to optimize 
the plant operation, maintenance and waste management 

Furthermore, the developed virtual representations can be used during process development to explore 
energy system integration scenarios either from the perspective of the developed energy technology or 
from the perspective of a sector or region. For that reason, the virtual representations of a Biomass-to-
Liquid and Biomass-to-Gas process were used to find suitable scenarios for the integration in the 
Austrian energy system. Moreover, the novel tool ENECO2Calc was developed to investigate possible 
energy transition scenarios for any municipality in Austria. 

Concluding, the novel virtual representation framework has been successfully applied in different 
process development stages and the arising virtual representations can contribute to a smart 
interconnected energy system.  
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Kurzfassung 
Die Klimakrise und der damit verbundene Bedarf an der Entwicklung und Optimierung 
klimafreundlicher und effizienter Energietechnologien erfordert die Digitalisierung des Energiesektors. 
Die Digitalisierung kann dazu beitragen, die Energiewende zu beschleunigen, indem sie ein intelligent 
vernetztes Energiesystem zwischen Energiebereitsteller, -verteiler und -verbraucher bildet. Um eine 
nachhaltige Digitalisierung im Energiesektor zu gewährleisten, ist es notwendig, bereits bei der 
Prozessentwicklung anzusetzen. Folglich muss neben der physischen Anlage auch ein digitales Abbild 
der physischen Anlage, die so genannte virtuelle Repräsentation, mitentwickelt werden. Für die 
Entwicklung von virtuellen Repräsentationen wird ein standardisiertes Framework benötigt, welche die 
Anforderungen an virtuelle Repräsentationen entlang der Prozessentwicklung von Energietechnologien 
definiert. In der Literatur sind verschiedene Frameworks mit unterschiedlichen Branchenschwerpunkten 
verfügbar. Es existiert jedoch kein Framework mit Fokus auf die Entwicklung von Energietechnologien. 

Folglich wurde in dieser Dissertation ein Framework für die Entwicklung virtueller Repräsentationen 
mit dem Fokus auf die Entwicklung von Energietechnologien erarbeitet. Das neuartige Framework 
ermöglicht neben der kontinuierlichen Entwicklung der physischen Anlage auch die Mitentwicklung 
der virtuellen Repräsentation. Zudem werden in jeder Dimension der virtuellen Repräsentation 
austauschbare Modellierungsblöcke und Eigenschaften definiert, die entlang des Lebenszyklus der 
Prozessentwicklung entwickelt werden sollten, um eine möglichst breite Anwendung zu ermöglichen. 
Demzufolge werden die Prozessentwicklungsphasen von der Konzept- bis zur kommerziellen Phase von 
den virtuellen Repräsentationstypen „Digital Model“ bis „Digital Predictive Twin“ begleitet. 

Um die Anwendbarkeit des neuartigen Frameworks zu testen, wurden vier Anwendungen von „Digital 
Model“ bis „Digital Predictive Twin“ in unterschiedlichen Prozessentwicklungsphasen erarbeitet: 

 „Digital Model“ einer Power-to-Liquid-Anlage für die Erzeugung von synthetischem Treibstoff 
 Kernstück ist ein stationäres Simulationsmodell mit Offline-Datenkommunikation für die 
Findung eines geeigneten Anlagenkonzeptes für eine zu errichtende Pilotanlage mit einer 
Nennleistung von 1 MWel 

 „Digital Shadow“ einer OxySER-Anlage zur Reduktionsgaserzeugung für die Stahlindustrie  
 Kernstück ist ein quasistatisches Simulationsmodell im Ad-hoc Modus mit unidirektionaler 
Datenkommunikation für die Überwachung der 100 kWth Pilotanlage an der TU Wien 

 „Digital Twin“ eines Biomass-to-Gas-Prozesses für die Erzeugung von synthetischem Erdgas  
 Kernstück ist neben dem quasistatischen Simulationsmodell ein modellprädiktiver Regler mit 
bidirektionaler Echtzeit-Datenkommunikation zur Realisierung der Automatisierung der  
100 kWth Pilotanlage an der TU Wien 

 „Digital Predictive Twin“ Konzept einer großtechnischen Sondermüllverbrennungsanlage 
 Kernstück ist ein prädiktives Simulationsmodell mit bidirektionaler Echtzeit-Daten-
kommunikation zur Bestimmung von nicht analysierten Abfallströmen durch die Analyse 
historischer Daten, um in weiterer Folge eine umfassende Prozessoptimierung zu ermöglichen 

Darüber hinaus können die entwickelten virtuellen Repräsentationen während der Prozessentwicklung 
genutzt werden, um Szenarien der Energiesystemintegration entweder aus der Perspektive der 
entwickelten Energietechnologie oder aus der Perspektive eines Sektors oder einer Region zu 
untersuchen. Aus diesem Grund wurden die virtuellen Repräsentationen eines Biomass-to-Liquid und 
Biomass-to-Gas Prozesses verwendet, um geeignete Szenarien für die Integration in das österreichische 
Energiesystem zu finden. Darüber hinaus wurde das neuartige Tool ENECO2Calc entwickelt, um 
mögliche Defossilisierungsszenarien für beliebige Gemeinden in Österreich zu untersuchen. 

Zusammenfassend lässt sich sagen, dass das neuartige Framework erfolgreich in verschiedenen Phasen 
der Prozessentwicklung eingesetzt wurde und die entstehenden virtuellen Repräsentationen zu einem 
intelligenten, vernetzten Energiesystem beitragen können.  
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1 Introduction and Motivation 
At least since the publication of the Kyoto Protocol in the year 1997, climate change was widely 
recognized and climate policies formulated [1]. The Paris Agreement 2015 adapted and specified the 
global framework for avoiding dangerous climate change by limiting the global warming to below 2°C 
compared to pre-industrial level [2]. The Renewable Energy Directive I and II (RED I and II) from the 
years 2009 and 2018 respectively are building the European guidelines to set climate actions in order to 
fulfil the overall climate change prevention target set out in the Paris Agreement [3, 4]. The European 
Green Deal builds up the latest European climate prevention concept to reach climate neutrality until 
2050 in Europe [5]. The European Climate Law is the core of the European Green Deal and sets out 
ambitious European climate policy goals [6]. In Tab. 1, the most important European and Austrian 
Climate Policy Goals by 2020 and 2030 are listed. The numbers in brackets and value ranges indicate 
proposed climate policy goals, which are not fixed yet. The climate policy goals can be grouped into 
mandatory shares of renewable-based energy carriers in different sectors, energy efficiency and 
greenhouse gas reduction targets. To achieve these climate policy goals and to reach climate neutrality 
in the year 2050, a transition of big parts of the energy system has to be realized. Consequently, the 
flexibility of the energy system has to increase to deal with the implementation of volatile renewable 
energy carriers [7]. 

Tab. 1: European and National Climate Policy Goals by 2020 and 2030 

European and National Climate Policy Goals 
by 2020 and 2030 

2020 2030 
Ref. 

EU AUT EU AUT 

Share of renewable energy carriers* 
(Percentage of gross final energy consumption) 20% 34% 32% 

(40%) 46-50% [8, 9] 

Share of electricity from renewable sources - national 
balanced (Percentage of final energy consumption)  - - - 100% [9] 

Share of renewable energy carriers in the mobility sector* 
(Percentage of final energy consumption) 10% 10% 14% 14% [9] 

Share of advanced biofuels in the mobility sector* 
(Percentage of final energy consumption) - - 3.5% 3.5% [9] 

Energy efficiency** 
(Cap/Percentage of end energy consumption)  20% 1 050PJ 

(cap) 
32.5% 

(36-37%) 25-30% [8, 9] 

Greenhouse gas emissions Non-EU ETS*** 
(Reduction since 2005 – areas not captured by EU ETS) - 10% - 16% -30% 

(- 40%) 
-36%  

(- 48%) [8, 9] 

Greenhouse gas emissions EU ETS**** 
(Reduction since 2005 – areas captured by EU ETS) - 21% - - 43% 

(- 61%) - [8] 

Legal foundation 
* Renewable Energy Directive from the European Parliament  
(RED I – RL 2009/28/EG [3] & RED II – RL 2018/2001 [4] & adaption of RED II – RL 2021/0218 [10]) 
** Energy Efficiency Directive from the European Parliament (RL 2012/27/EU [11]) and Energy Efficiency  
Act from the Austrian Parliament (EEff-G; BGBl. I Nr. 72/2014 [12]) 
*** Effort-Sharing Decision (Nr. 406/2009/EG [13]) and Climate Protection Law from the Austrian Parliament 
(KSG; BGBl. I Nr. 106/2011 [14]) 
**** European Union Emission Trading System from the European Parliament (EU-ETS, RL 2009/29/EG 
[15]) and Emission Certificate Act from the Austrian Parliament (EZG; BGBl. I Nr. 118/2011 [16]) 

Furthermore, the energy efficiency has to be improved to reduce the end energy consumption. Besides 
the expansion of storage capacities and the flexibilization of the energy system, energy efficiency 
improvements can be reached through the interconnection of energy market actors. Digitization can help 
to speed up the energy transition process by the formation of a smart interconnected energy system 
linkage of energy provider, distributor and consumer [17, 18]. Digitization in the manufacturing and 
energy sector can lead to productivity improvements that exceed traditional productivity improvement 
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ranges by far [19]. Furthermore, the energy plant lifetime can be increased by 30% through the 
implementation of advanced digitization methods [19]. The sustainable digitization in the energy sector 
can be realized by the implementation of digitization methods in all process development stages of 
energy technologies. To implement digitization in the process development of energy technologies, a 
digital reflection of the physical facility, called virtual representation [20] needs to be developed during 
the process development life-cycle besides the physical facility itself. Fully evolved virtual 
representations in the end of the process development of energy technologies enable the realization of 
smart interconnected energy systems. Additionally, a large optimization potential through the early 
integration of virtual representations in the process development framework, called Frontloading, arise 
[21]. In Fig. 1, the cost reduction potential through Frontloading and learning in the process development 
of energy technologies are visualized. The cost reduction potentials are based on a comparison with the 
virtual product development regarding Frontloading [21–26] and several literature studies regarding 
learning in the rollout phase [27, 28]. 

 
Fig. 1: Cost reduction potential through Frontloading and learning in the process development [29] 

In the concept phase of the process development, the plant layout with all utilities and process units is 
fixed. Subsequently, 60% of the life-cycle production costs are determined within the concept phase 
[29]. Furthermore, cumulative error costs refer to the costs for a necessary change in the respective 
process development phase, which increase exponentially in the course of the process development. 
Therefore, the early integration and continuous evolution of virtual representations to optimize the 
energy technology along the process development life-cycle is essential. 

1.1 Aim & Scope 
To implement virtual representations in each stage of the process development life-cycle, a unified 
modelling framework for developing digital reflections of energy technologies has to be defined. 
Therefore, this doctoral thesis follows the idea to provide a unified modelling framework for the process 
development of energy technologies. In order to realize a unified modelling framework, possible virtual 
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representation properties and applications as well as the discussion of a modelling readiness level have 
to be investigated. Additionally, the most important sustainability indicators, which can be used for the 
optimization of energy technologies, have to be identified. Afterwards, several use-cases of energy 
technologies are investigated to apply the proposed methodology in different process development 
stages. Finally, several virtual representations are used to investigate appropriate energy system 
integration scenarios. In order to address all these ideas and topics, the following research questions are 
considered: 

 How can be a framework for the development of high-fidelity virtual representations within the 
area of process development in the energy sector defined? 
 

 How should the modelling readiness level of a virtual representation be defined to realize the use 
of appropriate models and technologies in each stage of process development? 
 

 How can virtual representations be used to find appropriate energy system integration scenarios? 

1.2 Methodology of the thesis 
To answer the raised research questions, the doctoral thesis is based on six peer-reviewed journal 
publications (Papers I to VI in Fig. 2). After explaining the state of knowledge in the field of virtual 
representations, process development and the investigated energy technologies, a novel modelling 
framework especially for the process development environment (Paper I) is proposed. Furthermore, the 
investigated scientific publications comprise the development of virtual representation use-cases in 
different process development life-cycle phases and levels of integration (Paper I, II, III and IV) as 
well as feasibility studies for the integration of different energy technologies in decentralized and 
centralized energy systems (Paper V and VI). The results and methodologies of the peer-reviewed 
journal publications are supported and enlarged by several conference contributions and project reports. 

 
Fig. 2: Schematic methodology of the doctoral thesis (images visualized in chapter 5 and appendix) 
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The proposed methodology in Paper I is based on several years of domain experience and a 
comprehensive literature research about virtual representation frameworks in different industries. The 
introduced concept builds a novel modelling framework for virtual representations in the process 
development environment of energy technologies. Subsequently, four use-cases of virtual representation 
approaches in different development stages with different level of integrations have been investigated. 
The Digital Model of a Power-to-Liquid plant in Paper II supports the engineering of a pilot plant based 
on lab-scale experimental results and literature data. The Digital Shadow in Paper III helps to 
investigate the suitability and scale-up of the sorption enhanced reforming process in combination with 
oxyfuel combustion for the production of a below zero emission reducing gas for the iron and steel 
industry based on pilot-scale experiments. Additionally, two advanced use-cases of virtual 
representations have been investigated. In addition to explaining the methodology, Paper I also contain 
a use-case for a Digital Twin of a Biomass-to-Gas plant to automate the synthetic natural gas production 
process in order to find optimum operation points based on a dynamic simulation model. Paper IV 
shows a concept for a Digital Predictive Twin implemented in a hazardous waste rotary kiln incineration 
plant to optimize the waste management, plant operation and maintenance. Finally, Papers V and VI 
are based on feasibility studies for integrating energy technologies in the energy system supported by 
virtual representations. In Paper V, several feasibility studies for integrating dual fluidized bed plants 
in different energy sectors in Austria are conducted. Paper VI focuses on developing a novel energy 
modelling tool called ENECO2Calc. A large data base with economic and ecologic footprints of energy 
technologies allows the user to undertake feasibility studies to find appropriate energy transition 
scenarios for any municipality in Austria.
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2 Virtual representations in the energy sector 
In this chapter, a literature review regarding virtual representations is conducted to summarize the state 
of the art of virtual representations in different industries. Subsequently, different virtual representation 
definitions are gathered to compare different industry views on this topic. Additionally, a general 
framework at a superordinate level is presented. Furthermore, a virtual representation architecture is 
visualized to show different hierarchy levels, plant life-cycle phases and different stakeholders who 
could be the virtual representation' users. Virtual representation properties and applications are collected 
to classify different use-cases and digital support tools. Finally, virtual representation challenges are 
discussed to point out difficulties within the development progress of virtual representations. 

2.1 Definitions of virtual representations 
A literature review of virtual representation definitions in literature is crucial for developing an 
appropriate modelling framework. In literature, lots of terms are used synonymously. The terms “Digital 
Twin”, “Digital Shadow”, “Digital Model”, “virtual representation” and “cyber-physical equivalence” 
are often used for general descriptions of digital reflections of physical objects independent on the field 
of application [20, 30]. Further phrases like “cyber-physical production system”, “product avatar” or 
“virtual testbed” are used for digital reflections of physical objects in specific disciplines [30]. The term 
“cyber-physical production system” is applied for the digitization of a manufacturing process, while the 
“virtual testbed” aims to describe product development applications [30]. The phrase “product avatar” 
is mainly connected with digital reflections of products along the whole product life-cycle [29, 30]. 

In this doctoral thesis, the term “virtual representation” is defined as the overall expression of virtual 
objects mirroring a physical facility [29]. Additionally, there are a lot of different definitions for virtual 
representations in the literature, summarized in Tab. 2. The first mention of a Digital Twin was given in 
2002 by Grieves and Vickers [31]. Therein, the linkage between physical and virtual entity was 
highlighted. In many literature studies, the definition of NASA in 2012, is stated as the first actual 
definition of Digital Twins, wherein Digital Twins are realized through the integration of physical 
models to mirror the life of the physical facility [32]. Most definitions come from the manufacturing 
and product life-cycle management sector [33] and agree that virtual representations are based on a link 
between the virtual and physical object. There is also a broad consensus that sensor data from smart 
devices and online measurements serve as data input for simulation models. However, the definitions 
differ regarding the real-time capability, model fidelity and level of integration. Furthermore, the 
applications of virtual representations depend strongly on the considered industry sector. There are 
different applications ranging from the monitoring of the current and future states of the physical object 
to maintenance approaches. Additionally, no consensus exists about virtual representations' life-cycle 
perspective [34]. The level of integration by Kritzinger et al. [20] and the five mandatory virtual 
representation dimensions according to Tao et al. [33] will be explained in detail to enable further 
classification of virtual representations. [29] 

Subsequently, the level of integration according to Kritzinger et al. [20] is introduced. Therein, the terms 
“Digital Model”, “Digital Shadow” and “Digital Twin” are connected with specific levels of integration 
to enable a classification of virtual representations. In 2021, the levels of integration were extended by 
Aheleroff et al. [35] by the “Digital Predictive Twin”, which represents the most integrated stage of 
virtual representations. 
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Tab. 2: Selection of virtual representation definitions in literature [29] 

No. Year Definition of virtual representation Key points Field of  
application Ref. 

1 2002 
“The digital twin is a digital informational construct of a 
physical system, created as an entity on its own and linked with 
the physical system.” 

Digital and physical 
system linked 

Product  
life-cycle 

management 
[31, 36] 

2 2012 
“A Digital Twin is an integrated multi-physics, multi-scale, 
probabilistic simulation of a vehicle or system that uses the 
best available physical models, sensor updates, fleet history, 
etc., to mirror the life of its corresponding flying twin.” 

Best available physical 
models Aeronautics [32, 37] 

3 2012 

“The digital twin consists of a virtual representation of a 
production system that is able to run on different simulation 
disciplines characterized by the synchronization between the 
virtual and real system, thanks to sensed data and connected 
smart devices, mathematical models and real-time data 
elaboration.” 

Different simulation 
disciplines and real-time 

data elaboration, enabling 
optimization of the 

system behavior within 
each life-cycle phase 

Manufacturing [37, 38] 

4 2015 “Very realistic models of the process’ current state and its 
behavior in interaction with the environment in the real world.” 

Realistic models to 
monitor the current state Manufacturing [37, 39] 

5 2016 

“Virtual substitutes of real-world objects consisting of virtual 
representations and communication capabilities making up 
smart objects acting as intelligent nodes inside the internet of 
things and services.” 

Virtual substitutes with 
communication 

capabilities 
Robotics [40] 

6 2016 “The simulation of the physical object itself to predict future 
states of the system.” 

Prediction of future states 
of the system Manufacturing [41] 

7 2018 
“The digital twin is actually a living model of the physical asset 
or system, which continually adapts to operational changes 
based on the collected online data and information, and can 
forecast the future of the corresponding physical counterpart.” 

Living model with 
continual adaptation to 

operational changes 
Aircraft 

maintenance [42] 

8 2018 

“A digital twin is a digital representation of a physical item or 
assembly using integrated simulations and service data. The 
digital representation holds information from multiple sources 
across the product life cycle. This information is continuously 
updated and is visualized in a variety of ways to predict current 
and future conditions, in both design and operational 
environments, to enhance decision making.” 

Multiple sources across 
the life-cycle deliver 
information, enhance 
decision-making by 
predicting functions 

Product  
life-cycle 

management 
[43, 44] 

9 2018 
“A Digital Twin is a set of virtual information that fully 
describes a potential or actual physical production from the 
micro atomic level to the macro geometrical level.” 

Fully detailed description 
of a physical production 

process  
Manufacturing [44, 45] 

10 2019 
“A Digital Twin is a virtual instance of a physical system 
(twin) that is continually updated with the latter’s 
performance, maintenance, and health status data throughout 
the physical system’s life cycle.” 

Continually updated 
virtual instance along the 

whole life-cycle 

Product  
life-cycle 

management 
[44, 46] 

11 2019 
“DT is defined as a digital copy of a physical asset, collecting 
real-time data from the asset and deriving information not 
being measured directly in the hardware.” 

Collecting of  
real-time data 

Product  
life-cycle 

management 
[47, 48] 

12 2019 
“Digital twin can be regarded as a paradigm by means of which 
selected online measurements are dynamically assimilated into 
the simulation world, with the running simulation model 
guiding the real world adaptively in reverse.” 

Support instrument to 
guide physical facilities 

based on dynamic 
simulation models 

Maritime 
industry [48, 49] 

13 2019 

“A Digital Twin is a virtual representation that matches the 
physical attributes of a "real world" factory, production line, 
product, or component in real-time, through the use of sensors, 
cameras, and other data collection techniques. In other words, 
DT is a live model that is used to drive business outcomes, and 
can be implemented by manufacturing companies for multiple 
purposes like “DT of an entire facility”, “DT of a production 
line process within a facility” or as “DT of a specific asset 
within a production line.”” 

Matching physical 
attributes of a factory, 

production line or 
component in real-time  

by the use of live-models 

Manufacturing [17, 50] 

14 2019 

“Themes related to the Digital Twin are the decoupling 
between physical and cyber entity, the presence and frequency 
of sensorial data flows, the use of computer simulation, the 
control of cyber over physical entity, the co-evolution of 
physical and cyber entity as well as the co-existence of 
physical and cyber entity.” 

Presence of sensorial  
data flows and  

co-evolution of physical 
and cyber entities 

Manufacturing [51] 

15 2019 “A complete Digital Twin should include five dimensions: 
physical part, virtual part, connection, data, and service.” 

Five Digital Twin 
dimensions Industry [33] 

16 2022 

“A Digital Twin is a virtual representation that matches the 
physical attributes of a "real world" entity, through measured 
values and domain knowledge and features automated 
bidirectional communication with that entity.” 

Bidirectional data 
communication between 

physical and virtual 
facility 

Manufacturing [34] 
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In Fig. 3, the levels of integration are visualized. Therefore, the Digital Model defines a virtual 
representation with offline data-exchange between physical and virtual component [20, 29, 35]. The 
Digital Shadow stands for a virtual representation with one-directional real-time data communication 
either from the physical to the virtual component or vice versa. A Digital Twin represents virtual 
representations with a bi-directional real-time data communication between the physical and virtual 
component to realize automation applications. The Digital Predictive Twin defines virtual 
representations with predictive modelling and data communication capabilities to realize for example 
predictive maintenance applications. [20, 29, 35] 

 
Fig. 3: Virtual representation integration levels of concerning data communication [29]  

(Reprinted with permission from [35], Copyright 2021 Elsevier) 

In addition to the level of integration of virtual representations, the five-dimension (5D) model from  
Tao et al. [33] is critical for the proposed methodology and is therefore explained subsequently. In  
Fig. 4, the 5D model is visualized. The previously discussed dimensions of the physical and virtual 
component are extended by the data management and service dimension as well as the connection, which 
represents the linkage of all other dimensions [29, 33]. Therefore, the 5D model approach defines that 
each virtual representation consists of a physical and virtual component, data management, service and 
connection dimension. In the context of the energy sector, the physical component refers to an 
investigated experimental or industrial facility. The virtual component comprises all process simulation 
and 3D-CAD models, flowsheets and specifications belonging to the investigated facility. The data 
management is responsible for processing and storage of all gathered data. In the service dimension the 
foreseen applications or services are realized. For example, decision-making processes and user-
interfaces are placed in the service dimension. Several connections between the mentioned dimensions, 
enable the data communication and make up the fifth dimension. [29, 33] 

 
Fig. 4: 5D model for virtual representations concerning a holistic approach [29, 33] 

(Reprinted with permission from [52], Copyright 2021 Elsevier) 
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Summing up, the raised definitions concerning various industry sectors are used to find an appropriate 
novel definition for the development of virtual representations in the process development of energy 
technologies. Subsequently, the classification according to the level of integration and the 5D model is 
used for the development of a novel modelling framework for the process development in the energy 
sector in chapter 5. 

2.2 General superordinate framework of virtual representations 
Besides the definition of virtual representations, it is important to discuss a general superordinate 
framework approach as a basis for the considerations of the novel modelling framework in the energy 
sector. In Fig. 5, a general superordinate virtual representation framework including all necessary 
modules is presented. Therein, it can be seen that a virtual representation is always based on 
measurement data from different sensors of the physical component. The raw measurement data is sent 
to a pre-processing module. Afterwards, the pre-processed data is integrated in a simulation module to 
evaluate and interpret the sensor data within a plant model. [29, 53] 

 
Fig. 5: Proposed modules within a general superordinate virtual representation framework [53] 

The simulation results are used in the decision module to adapt and optimize several operation 
parameters in the physical facility. The decisions are sent to a validation module to validate the decision 
values according to business rules and plant constraints. After passing the validation module, the 
commands are sent to the actuators to set actions. [29, 53] 

Furthermore, the proposed virtual representation modules can be realized in different virtual 
representation layers. In Fig. 6, the available virtual representation layers are visualized. Therein, it can 
be seen that the physical twins and related data acquisition and control instances are located in the field 
layer. The edge layer consists of the local computing power in terms of local servers and all user devices, 
which are used to interact with the physical twin via the virtual representation. All cloud-based storage, 
services and servers for cloud computing are provided in the cloud layer. The field, edge and cloud layer 
are connected via the network layer [54], where the data communication is realized. [55] 

In the following chapters, possible applications in the energy sector are summarized. Furthermore, 
stakeholders and users of virtual representations are described within the reference architecture model 
to raise different energy plant hierarchy layers and life-cycle phases. Finally, the most important virtual 
representation properties are gathered and challenges in the development of virtual representations 
described. 
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Fig. 6: Available virtual representation layers within a framework [55] 

(own images or licensed from Adobe Stock) 

2.3 Applications of virtual representations 
For the development of virtual representations, it is essential to first define the foreseen applications. 
Therefore, it is important to gather applications of virtual representations in the energy sector. In  
Tab. 3, possible applications of virtual representations along the life-cycle of energy plants are listed. 
To cluster these applications, 9 subgroups were formed [29, 30]: 

 Collaboration stands for cooperation and coordination activities to cross-link plant operators 
with internal and external stakeholders. 

 Documentation applications gather all tasks with the goal to reach state-of-the-art process 
documentation along the whole plant life-cycle chain. 

 Simulation and Monitoring tasks support the plant design and commissioning and observe the 
process performance by the use of state-of-the-art simulation models. 

 Evaluation and Verification comprise all applications with the goal of information analysis, 
which helps to optimize the process from the design to the decommissioning phase by 
implementing sustainability indicators [29]. 

 The Visualization group summarizes all applications using a detailed 3D model as exemplary 
design or maintenance assistant. 

 Planning and Decision making put together all virtual representation applications with the goal 
of scheduling, economic and ecologic dispatching as well as proactive action selection services. 

 Emulation gathers all tasks which use nearly an exact duplication of the physical facility, by 
combining the simulation of the process behavior and the illustration of the plant geometry with 
the help of emulators like the flight training device for pilots. 

 Orchestration stands for all applications which fulfill automation tasks from the design to the 
decommissioning phase. 

 Prediction comprises all applications that help to align future tasks more accurately, ranging 
from market analysis to predicting the physical entities' plant lifetime and residual value. 
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Summing up, by the use of virtual representations a lot of application possibilities arise along the plant 
life-cycle. The raised application subgroups help to classify possible use-cases, whereby the 
requirements for the simulation model and thus the complexity of the virtual representation increase 
from collaboration to prediction. In any case, before developing virtual representations, foreseen 
applications must be defined in order to be able to align the properties of the virtual representations 
accordingly. 

For specific applications in various industries, a reference is made to [20, 30, 33, 35–37, 53, 56–58]. 
Subsequently, the virtual representation architecture is raised to discuss beside the foreseen applications 
also possible stakeholders and users of virtual representations. 

Tab. 3: Possible virtual representation applications in the energy sector along the plant life-cycle phases [29] 

Virtual 
representation 

applications 
Conceptual 

design Engineering 
Construction  

and  
Commissioning 

Operation Maintenance Optimization Decom- 
missioning 

Collaboration 
[17, 48, 59, 60] 

cooperation with suppliers, 
experts and inter-divisional 

coordination 
coordination  
of suppliers 

coordination  
of logistics 

coordination  
of supplier 

collaboration 
with external 

experts 

coordination  
of reuse and 

disposal 

Documentation 
[30, 48, 59, 61] process life-cycle management for up-to-date documentation 

Simulation and  
Monitoring 

[17, 37, 44, 59, 62] 
assistant for constructive and technical  

process design and construction 

real-time 
performance 
monitoring 

condition 
monitoring 

reconfiguration 
and 

reconditioning 
design of reuse 

Evaluation and  
Verification 

[17, 48, 57, 59] 
holistic evaluation of process design  

and construction quality control 
fault diagnosis/ 

anomaly 
detection 

holistic 
optimization 

evaluation of 
reuse and 
disposal 

Visualization 
[30, 59] 

collision check and 
merchandising 

construction 
assistant 

support process 
understanding 

visualization of 
3D model or 

servicing plan 
- merchandising 

for reuse 

Planning and 
Decision Making 

[17, 37, 57, 59] 
scheduling and support from design to 

commissioning 
scheduling of 
operation and  

utility handling 

proactive 
services 

economic and 
ecologic 

dispatching 

schedule for  
plant lifetime 

Emulation 
[59, 61–63] risk assessment virtual 

commissioning 
support and training of plant operators and 

maintenance engineers 
virtual decom-

missioning 

Orchestration 
[17, 36, 48, 59] 

automation of process design  
and construction 

process 
automation 

automated 
maintenance 

services 

advanced  
control  

strategies 
- 

Prediction 
[36, 48, 57, 59] 

demand analysis and  
market prediction 

stage of 
completion 
prediction 

prediction of 
future 

performance 
predictive 

maintenance 

fault prediction 
of physical 

entities 

prediction of  
the physical 

entities' plant 
lifetime 

2.4 Virtual representation architecture 
After the definition of foreseen applications, it is important to define possible users and stakeholders of 
the planned virtual representation. The reference architecture model in the scope of energy plants gives 
a holistic view on energy enterprises hierarchy layers and connected life-cycle perspectives of energy 
plants. Therefore, the development of virtual representations shall be based on a clear strategy, which 
energy plant hierarchy layers and life-cycle phases have to be addressed. [17, 29] 

In Fig. 7, the reference architecture model in the scope of energy plants is visualized. The development 
of the reference architecture model for the energy sector is based on the reference architecture model 
for industry 4.0 (RAMI 4.0) [17, 64] and adapted versions [35, 59]. Therein, a holistic view on 
manufacturing enterprises should help to support digitization initiatives in the industry 4.0 context to 
point out a holistic framework for the development of future products and business models [35]. The 
adapted reference architecture model for the energy sector comprises the view on different energy plant 
hierarchy layers and life-cycle phases as well as virtual representation dimensions to show the variety 
of players, which could be addressed within the development and application of virtual representations. 
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The energy plant hierarchy layers, which are adapted from IEC 62264 [65], range from the process to 
the energy system level. The process level stands for the physical process equipment, where energy 
conversion takes place. In the field level, the decentral data acquisition through sensors and signals are 
realized. In the control level, programmable logic controller (PLC) pool and control subsystems of the 
field level. The overarching process control level, is characterized by the supervisory control and data 
acquisition (SCADA) system and the connected human-machine interface (HMI), where the monitoring 
and control of energy plants take place. In the operating level, the coordination and supervision of 
various energy plants within a company takes place, supported by the manufacturing execution system 
(MES) originating from the manufacturing industry [29]. The enterprise level is characterized by the 
enterprise resource planning (ERP) system, where the coordination of the main business processes 
within a company like staff, resource and budget planning takes place. For the interconnection of 
different energy provider, distributor and consumer, the energy system level with the grid infrastructure 
has to be addressed. [29, 59] 

The life-cycle phases of energy plants range from the conceptual design to the decommissioning phase 
[59]. In the conceptual design phase, the general plant layout with the definition of all input and output 
streams is realized. The following basic and detail engineering phases are based on the conceptual 
design, wherein all documents and specifications for the procurement process are generated. The 
construction & commissioning phase ranges from the procurement of equipment to the installation and 
first operation of the energy plant to prove if the plant works and all contractually specified performance 
figures can be reached. In the operation phase, the plant operator runs the energy plant to produce the 
desired product. The maintenance phase stands for the service and replacement of sub-systems to ensure 
safe and stable operation. The optimization phase includes the holistic optimization of the energy plant 
to improve the plant operation regarding chosen performance indicators. In the last life-cycle phase, the 
decommissioning of the energy plant takes place after a certain lifetime. To summarize, the development 
of virtual representations should be based on a clear strategy, which energy plant life-cycle phases and 
hierarchy layers have to be addressed in which process development stage. Furthermore, these decisions 
influence the development framework of all virtual representation dimensions. [29, 59] 

 
Fig. 7: Reference architecture model in the scope of energy plants [17, 35, 59, 64] 
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2.5 Properties of virtual representations 
In addition to the definition of applications and stakeholders, it is essential to define appropriate virtual 
representation properties. Therefore, possible properties of virtual representations have to be discussed. 
For the development of a virtual representation modelling framework, it should be clearly defined which 
properties in the foreseen application have to be addressed. The Gemini principles give a first overall 
guideline, which properties a virtual representation have to fulfil [66]. In a nutshell, the Gemini 
principles are guiding that virtual representations have to be developed by considering the following 
three overarching objectives [66]: 

 Virtual representations must have a clear purpose, 
 virtual representations must be trustworthy, 
 and virtual representations must function effectively. 

For identifying the purpose, it is important to define which energy plant hierarchy layers and life-cycle 
phases have to be considered, as mentioned in the virtual representation architecture in chapter 2.4. 
Furthermore, the definition of foreseen applications of the virtual representation helps to clarify the 
purpose. Trustworthy and functional virtual representations can be developed by integrating high-
fidelity models verified and validated by several domain experts. Further verification and validation 
sections should be always integrated in the modelling framework for cross-checking of the virtual 
representation results and decisions to ensure the functionality. [29, 66] 

Besides the overarching guidelines given by the Gemini principles, further detailed virtual 
representation properties from literature are summarized in Tab. 4 [29]. The properties are classified in 
16 property classes which are grouped according to the virtual representation dimension focus. Each 
property class is defined through three to four property levels, which can be used for the detailed 
description of a virtual representation. 

First of all, there are four overall property classes defined, which describe superordinate properties of 
virtual representations. For example, the vertical integration indicates, the ability to deal with different 
energy plant hierarchy layers, as discussed in chapter 2.4. Therefore, it is quite important to define, 
whether the foreseen virtual representation should work on the equipment, plant, enterprise or the 
overarching energy system level [54]. The interoperability stands for the equivalence of different model 
representations, ranging from comparable over convertible to standardized models [67]. The 
comparability of different model approaches is a prerequisite for developing trustworthy virtual 
representations. The final expansion stage is the standardization of virtual representation building blocks 
to ensure an easy adaption of virtual representations due to different needs of various applications. The 
flexibility regarding integration or replacement of models is covered by the expansibility [67]. Finally, 
the reliability and resilience of the virtual representation can be determined by the functional safety 
level, which ranges from the systematic capability for detecting failures to the automated replacement 
of faulty building blocks [54]. Apart from the properties concerning the entire virtual representation, 
there are individual virtual representation properties for each dimension listed. [29] 

The physical component, which represents the experimental facility or industrial plant, can be classified 
by the technological scale-up possibility, degree of automation and physical safety. The technological 
scale-up possibility enables the classification of processes regarding scalability of all sub-units [68]. The 
degree of automation indicates the ratio between manual and automated tasks executed during the plant 
operation and maintenance phase. The physical safety can be divided into primary, secondary and 
tertiary safety measures [69]. The safety measures range from primary safety measures, summarizing 
all measures for preventing hazardous operation condition, to tertiary safety measures, which limit the 
impact of incidents. [29, 69]  
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Tab. 4: Possible virtual representation properties in the energy sector [29] 

Property classes Focus 
Property levels 

Ref. 
Level 0: Level 1: Level 2: Level 3: 

Vertical integration 

Overall 

Equipment  
level 

Plant  
level 

Enterprise  
level 

Energy system  
level [54, 67] 

Interoperability Comparable Convertible Standardized  [54, 67] 

Expansibility Fixed  
layout 

Adaptable  
layout 

Automated  
layout  [67] 

Functional safety Systematic  
capability 

Implemented 
redundancies 

Predictable  
failure analysis 

Automated 
replacement [54, 70] 

Technological 
scale-up possibility 

Physical 
component 

Modular Partly scalable Fully scalable  [68, 71] 

Degree of automation Manual Semi-automated Fully automated  [72] 

Physical safety Tertiary  
safety measures 

Secondary +  
Tertiary  

safety measures 

Primary + 
Secondary + 

Tertiary  
safety measures 

 [69] 

Virtual representation 
capability 

Virtual  
component 

Static Quasistatic/ 
Dynamic Ad-hoc Predictive [73, 74] 

Virtual representation 
fidelity 

Black box 
(macroscopic 

level) 

Gray box 
(intermediate 

level) 

White box 
(microscopic 

level) 
 [67, 74] 

Virtual representation 
intelligence Human triggered Automated Partial  

Autonomous 
Autonomous 

(self-evolving) [73, 74] 

Connectivity mode 

Data  
management  

and  
connection 

Manual Uni-directional Bi-directional Automatic [73, 74] 

Data integration level Manual Semi-automated Fully automated  [60] 

Update frequency Yearly/Monthly Weekly/Daily Hourly/ 
minute by minute 

Immediate  
real-time /  

event driven 
[54, 73, 74] 

Cybersecurity Role-based 
access control 

Discretionary 
access protection 

Mandatory 
access control 

Verified 
access control [54, 75–77] 

Human interaction 

Service 

Smart user devices Virtual and  
Augmented Reality Smart hybrid  [73, 74] 

User focus Single 

Multiple without 
interaction of  
energy plant 

hierarchy layers 

Multiple with  
fully interaction  
of energy plant 
hierarchy layers 

 [60] 

The virtual representation capability, fidelity and intelligence constitute the virtual component property 
classes. The time-dependency of the used simulation models is described with the virtual representation 
capability [74]. Static and quasistatic virtual representation capabilities stand for simulation approaches 
with time-independent simulation models and input parameters. Dynamic approaches are based on time-
dependent simulation models and input parameters. The difference between dynamic and quasistatic 
simulation models is that dynamic models consider changes in previous time steps by feeding time series 
of input data to calculate time series of output data while quasistatic models calculate each time step 
separately until a steady state is reached. The ad-hoc capability of virtual representations is defined by 
the use of current input parameters (live operational data) to enable real-time simulation. The ad-hoc 
model can either be based on quasistatic or dynamic behaviour models. The predictive modelling 
approach, enables look-ahead applications like predictive maintenance [74]. The virtual representation 
fidelity indicates the knowledge of the simulation model about the internal processes and structures such 
as geometry, thermodynamic, kinetic or control behaviour [67, 74]. As an example, a simulation model 
of a heat exchanger purely based on mass and energy balances can be defined as black box model. If 
fouling factors are added to simulate the poorer heat transfer due to deposits, this could be defined as 
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gray box model. The additional integration of geometric factors or flow properties to determine the exact 
heat transfer could be defined as white box model. Finally, the virtual representation intelligence covers 
the ability of automated decision making. [29, 74] 

The following four virtual representation properties classify virtual representations in terms of the data 
management and connection dimension. The connectivity mode describes the data exchange level 
ranging from manual over uni- and bi-directional to automatic data exchange [73, 74]. The automatic 
data transmission stands for flexible communication pathways based on predefined rules, which could 
be the application of addressing different simulation models depending on operating states. The degree 
of automation of the data transmission can be classified with the data integration level [60]. The update 
frequency depends on the foreseen application and ranges from a yearly data frequency to a real-time or 
event driven data exchange [74]. The term “real-time” is seen very differently in various applications of 
virtual representations. In the field of robotics, real-time approaches have to interact within several 
milliseconds. In contrast, in the energy sector, very sluggish processes are usually observed, which 
means that second-by-second data transmission often is more than adequate. In the context of the update 
frequency, topics like latency, jitter, throughput and bandwidth have to be considered. More details can 
be found in [54]. Finally, the cybersecurity property should be addressed within the data management 
and connection dimensions to implement protection features against unauthorized access [77]. In 
addition to authorization and verification, the cybersecurity should also focus on the topic of 
cryptographic protection. [29, 54] 

The virtual representation service dimension can be classified by two further properties. The human 
interaction describes the control possibilities for users exemplary via smart user devices or virtual and 
augmented reality glasses or a mix of both (smart hybrid) and the user focus implies the amount of users 
in different hierarchy layers. [29, 60, 74] 

In summary, the presented properties for virtual representations give the possibility to define 
requirements for future applications or to classify and compare existing virtual representations. 
However, it should be explicitly mentioned that the order of the levels does not provide any value 
judgement on the quality of virtual representations, since every application has different requirements. 
Therefore, often lower property levels in various dimensions are sufficient. 

2.6 Virtual representation challenges 
For the development of suitable virtual representation frameworks, it is important to adress beside the 
foreseen applications, stakeholders and properties, potential problems and challenges. Possible 
challenges have to already be discussed in the concept phase. The main challenges for the development 
of virtual representations in the energy sector can be summarized very well by referencing to  
Chen et al. [36], Singh et al. [61], Sharma et al. [78] and Juarez et al. [53]. Chen et al. summarized that 
most of the challenges can be classified as time-, safety- or mission-critical [36]: 

Time-critical challenges: 
 Checking of data resolution, quality and latency [36]  should be reconciled with the foreseen 

application 
 

 Use of a stable high-fidelity two-way data connection [36, 78]  a reliable data connection is 
the most important aspect within the development of virtual representations – for critical 
applications, backup solutions should step in during outages 

Safety-critical challenges: 
 Decoupling of control system and virtual representation [36]  control system of plant should 

be controllable at any time, independent of virtual representation, to ensure manual intervention 
in case of failures 
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 Cybersecurity safety measures [36, 61, 78]  data privacy, confidentiality, transparency and 
ownership of data must be guaranteed at all times - additionally, clearly defined access controls 
must be in place at various hierarchy levels 

Mission-critical challenges: 
 Use of standardized data interfaces and communication protocols [36, 53, 61, 78]  The 

consolidation of heterogeneous software tools and equipment requires the use of standardized 
interfaces – use of standardized data interfaces enables the development of exchangeable 
modelling blocks – standardized virtual representation framework with exchangeable modelling 
blocks enables quick adaptation with regard to in-house changes of standards or software tools 
or the use of the models for other applications 
 

 Use of simulation models which are robust and valid for a wide range of operation points and 
applications [36]  to cover a wider operating range, several models can also be used depending 
on the operating condition 
 

 Parametrization of simulation models should be fast and user-friendly [36, 78]  quick 
intervention in different types of drifts (model, concept and data drift) must be possible – if 
changes are predictable or can be estimated, adaptive modelling techniques can also assist 
 

 Periodic verification and recalibration of whole measurement equipment [29, 36]  virtual 
representations rely on trustworthy measurement data – therefore, continuous verification and 
recalibration of measurement equipment is indispensable to avoid sensor drifts 
 

 Consideration of inconsistencies between physical and virtual system [36]  emerging 
deviations between model predictions and reality must be taken into account – compensation 
calculations based on the knowledge of measurement inaccuracies or disturbance values can 
help – if necessary simplified back-up models (e.g. black box models) are also conceivable 
 

 Keep simulation models as simple as possible according to the desired application [36, 61]  
 model complexity must be in line with application to save computational costs – reduced 
order modelling can help 

In the course of the development of virtual representation frameworks, the summarized challenges must 
be addressed in order to avoid operation breakdowns and thus high costs. After defining future 
applications, stakeholders and properties for the virtual representation and identifying potential 
challenges in advance, the next chapter will focus on process development.
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3 Evaluation and Verification of process development 
Many energy technologies have already been developed to commercial maturity, such as thermal 
combustion of biomass or waste, as well as solar PV and wind turbines. Nevertheless, there is still 
potential for optimization, especially through the interaction with virtual representations. However, in 
order to achieve climate neutrality in 2050, new renewable technologies must also be researched in order 
to drastically reduce greenhouse gases as quickly as possible. 

For the assessment of the physical development progress of energy technologies, the Technology 
readiness level (TRL) has been introduced. In analogy, the Modelling readiness level (MRL) was 
proposed by Müller in the year 2022 [29, 79] for virtual representations. Additionally, sustainability 
indicators are summarized in this chapter to evaluate and compare different energy technologies along 
the process development. Furthermore, the sustainability indicators help to verify the optimization 
potentials by using virtual representations. 

3.1 Technology vs. Modelling readiness level 
The process development of energy technologies from concept to commercial scale is defined by the 
TRL, which was first introduced and used by NASA [80] for the development within the aerospace 
sector. The TRL scale comprises 9 levels which are shown on the top in Fig. 8. The first development 
steps of an energy technology are characterised by TRL 1, which means that the basic technological 
principles have been scientifically proven. Commercialization of energy technologies can be said to 
have succeeded when the system has been proven in the operational environment, which is characterized 
by TRL 9. Additionally, TRL 1-3 can be summarized as the concept and lab scale phase. Pilot plants 
are used within TRL 4-5. The following phase from TRL 6-7 is accompanied by a demonstration plant. 
Finally, TRL 8-9 are put together as the commercial scale phase. [29, 79] 

 
Fig. 8: Technology and modelling readiness level for the evaluation of the process development progress [29] 

(own images or licensed from Adobe Stock) 

The virtual representation is characterized by the MRL, which also is visualized at the bottom of Fig. 8. 
In analogy to the TRL, the MRL also ranges from 1-9. Thus, the MRL proposes that within the concept 
and lab scale phase of MRL 1-3, the operation & performance indicating equations should be raised and 
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integrated in a simulation model. As a consequence, an integrated model library for the investigated 
energy technology is available and helps by the validation of test series within the lab scale facility. 
Subsequently, from MRL 4-5 the virtual representation should be adapted according to the pilot plant 
phase. In contrast to the lab facility, the pilot plant already comprises all main process units. In the lab 
facility, only the core process unit is typically investigated. Therefore, within MRL 4-5, the simulation 
model has to be enlarged by all main process units and validated with experimental data from pilot plant 
test runs. In the demonstration plant phase, the virtual representation has to reach MRL 6-7. 
Demonstration plants are characterized as a first prototype in an operational environment, which means 
that all production steps beginning from utility logistics up to product logistics are in place. Thus, for 
the first time the virtual representation can analyse the complete process chain through sustainability 
indicators based on experimental campaigns. Consequently, all the plant documentation in form of the 
3D model and specification sheets as well as the accompanying simulation model are henceforth 
available as an integrated Digital Twin. In the final commercial plant phase from MRL 8-9, the existing 
plant documentation and simulation model are validated and evaluated with operational data from 
commercial plants over a longer period. As a result, the virtual representation is ready for the platform-
based implementation, monitoring & sharing to ensure a knowledge transfer to all subsequent 
commercial plants. [29, 79] 

For the best possible support within the development process of energy technologies, Müller proposed 
that the MRL should always be one level ahead to predict the future behaviour of energy technologies 
and therefore the virtual representation helps to design plants of the next development stage. [79] 

3.2 Sustainability indicators in the energy sector 
In addition to the TRL and MRL, the sustainability indicators help to evaluate the performance of energy 
technologies. Furthermore, a comparison of different energy technologies becomes possible and the 
optimization potential of energy technologies through the integration of virtual representations can be 
quantified. 

In Tab. 5, selected sustainability indicators are summarized [29]. The sustainability indicators are 
divided into four groups. In the first group, all the technical indicators are gathered to describe the 
performance of a plant regarding conversion rates, efficiencies, lifetime and availability. [29] 

The second group represents the environmental indicators, which are classified into the air, soil, ground 
and water conditions, natural resources, utility consumption and waste production. A detailed 
investigation of environmental indicators is only possible through life-cycle assessment (LCA). Further 
details regarding LCAs especially in terms of fundamentals, requirements, frameworks and guidelines 
can be found in DIN EN ISO 14040 [81], DIN EN ISO 14044 [82] and others e.g. [29].  

In addition to the technical and environmental indicator group, the economic indicators are gathered. 
Therein, the levelized production costs (LCOP) compares the amount of product produced to the cost of 
investment, operation and maintenance over a given plant lifetime. Therefore, the LCOP helps to 
compare and evaluate different renewable energy technologies regarding economic viability. 
Additionally, the operating cash flow, the net present value, the payback time, the return on investment 
and the gross domestic or regional product are further economic indicators to evaluate the performance 
of energy technologies. [29] 

The fourth group summarizes all social indicators. Therein, all parameters are collected that can quantify 
the direct impact on humans. Listed examples are the human toxicity or the job creation potential [29]. 
After explaining the basics of virtual representations and highlighting the specifics of process 
development, in the following chapter the investigated energy technologies are explained. 
  



Evaluation and Verification of process development 

 

 

18 

Tab. 5: Selected sustainability indicators for the evaluation of energy technologies [29] 

Sustainability indicators Unit Description Ref. 
Te

ch
ni

ca
l i

nd
ic

at
or

s 

Conversion rate** % 
Measuring the performance of a reactor or plant by 

observing the converted amount of a specific  
compound during a reaction. 

[71, 83] 

Energetic efficiency % 
Measuring the performance of a technology by 

comparing the energy content of  
input and output streams. 

[84] 

Exergetic efficiency % Measuring the performance of a technology by 
considering the irreversibility of a process. [85] 

Plant lifetime a Measuring the usable period of a plant. [84] 

Plant availability FLH/a Measuring the degree of utilization per year of a reactor 
or plant by referring to an operation at nominal power. [84, 86] 

En
vi

ro
nm

en
ta

l i
nd

ic
at

or
s 

Em
iss

io
ns

 to
 a

ir 

Global warming potential 
(e.g., CO2, CH4, N2O, etc.) kg CO2-eq/FU* 

Measuring the insulating effect of greenhouse gases in 
the atmosphere preventing the earth from losing heat  

gained from the sun. 
[87–93] 

Acidification potential 
(e.g., NOx, SOx, etc.) g SO2-eq/FU* 

Measuring emissions resulting in acid rain, which harms 
soil, water supplies, human and animal organisms,  

and the ecosystem. 
[87, 88, 
90–92] 

Ground air quality 
(particulates, photo-
chemical oxidants) 

kg PM10-eq/FU* 
kg NMVOC/FU* 

Measuring gaseous and solid emissions which affect the 
ground level atmosphere. 

[87, 88, 
90–92, 

94] 

Ozone-depleting potential kg R-11-eq/FU* 
Measuring the depletion of the ozone layer in the 

atmosphere caused by the emission of e.g., chemical 
foaming and cleaning agents. 

[87, 88, 
90–92] 

So
il,

 g
ro

un
d 

an
d 

w
at

er
 c

on
di

tio
ns

 

Eutrophication g PO4
2--eq/FU* 

Measuring concentrations of nitrates and phosphates, 
which can encourage excessive growth of algae and 

reduce oxygen levels within freshwater  
and marine water. 

[88–92] 

Ecotoxicity kg1,4-DB-eq/FU* 
Measuring the potential for biological, chemical or 

physical stressors within freshwater, marine  
or terrestrial ecosystems. 

[90, 92] 

Water consumption kg H2O/FU* Measuring the amount of consumed process water. [87–90] 

N
at

ur
al

 re
so

ur
ce

s, 
ut

ili
ty

 c
on

su
m

pt
io

n 
 

an
d 

w
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te
 p

ro
du

ct
io
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Primary energy 
consumption - fossil MJ/FU* Measuring the total fossil energy demand of a process. [93, 95] 

Primary energy 
consumption - renewable MJ/FU* Measuring the total renewable energy demand  

of a process. [93, 95] 

Electricity consumption kWhel/FU* Measuring the total electricity demand of a process. [87, 93] 

Carbon utilization factor** % Measuring the amount of carbon converted from the  
fuel to the product within a process. 

[83,  
96, 97] 

Abiotic depletion kg Sb-eq 
Measuring the over-extraction of minerals, fossil fuels 
and other non-living, non-renewable materials which  

can lead to the exhaustion of natural resources. 

[87,  
88, 90] 

Wastewater amount kg H2O/FU* Measuring the amount of produced wastewater. [87] 

Solid waste amount kg ash/FU* Measuring the amount of produced disposable waste. [87] 

Land use m2/FU* Measuring the amount of land needed for the  
construction of a plant. [87, 90] 

Ec
on

om
ic

 in
di

ca
to

rs
 

Levelized production costs EUR/FU* 
Measuring the price that would need to be charged per 
functional unit to achieve a net present value of zero  

for an investment. 
[28, 91, 
98–100] 

Operating cash flow EUR/a Measuring the profit/losses generated over a specific 
time period during regular operation. 

[28, 98, 
100, 101] 

Net present value EUR Evaluates the technology investment by considering  
the time value of money.  

[28, 98, 
100, 101] 

Payback time a Measuring the time required for return of the technology 
investment by revenues. 

[28,  
98, 102] 

Return on investment % Measuring the return of an investment by comparing  
profit and investment. [101] 

Gross domestic/regional product 
(GDP/GRP) EUR 

Measuring the added value created through energy 
provision in a country (GDP) or considered region 

(GRP) within a certain period. 
[87, 103] 

So
ci

al
 

in
di

ca
to

rs
 

Human toxicity kg1,4-DB-eq/FU* Measuring the quantity of substances emitted to the 
environment that harm humans. 

[87,  
89–92] 

Job creation - Measuring the number of jobs created by  
the erection of a new plant. [87, 103] 

* FU: functional unit  
(quantifiable description of the product function that serves as a comparable reference basis for all calculations) [81, 82] 
** specific parameter for carbon-based technologies 
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4 Fundamentals of investigated energy technologies 
Within this doctoral thesis, several use-cases of virtual representations as digital support tools for energy 
technologies are investigated. In this chapter, the underlying fundamentals of these energy technologies 
are presented. In Fig. 9, the technology portfolio of this doctoral thesis is visualized. Therein, the 
investigated process routes are sketched: 

 Hazardous waste incineration 

Residuals and waste from industry and municipality can be converted via thermal combustion process 
to hot flue gas. The hot flue gas is cleaned in several gas cleaning steps and the flue gas heat is used 
within a waste heat recovery boiler (heat exchanger system) to produce superheated steam. The 
superheated steam is converted within a steam turbine to district heat and electricity. [104] 

 Biomass-to-Gas 

The Biomass-to-Gas (BtG) process is based on a fuel flexible dual fluidized bed (DFB) gasification 
process for the thermo-chemical conversion of biomass to product gas. In the fluidized bed gasification 
system, a variety of residuals and waste from industry and municipalities as well as nearly all other types 
of residuals and energy crops from agriculture and woody biomass can be used [105, 106]. The generated 
product gas passes through several gas cleaning and cooling steps to reach syngas quality. The following 
methanation step converts the clean product gas, which is called syngas, to raw synthetic natural gas 
(raw-SNG). In further gas upgrading steps, undesired gas components are removed to produce the final 
product, which is called synthetic natural gas (SNG). The resulting SNG fulfills the required gas quality 
and can be fed to the Austrian gas grid. [83] 

 Biomass-based production of reducing gas via OxySER process 

The OxySER process also uses the same DFB gasification system for the production of the product gas. 
The difference lies in the bed material used and the operating conditions. If limestone is used instead of 
olivine and the gasification temperature is decreased, a H2-enriched product gas can be produced in the 
so-called sorption enhanced reforming (SER) process [98, 107]. The H2-enriched product gas, is 
favorable for several synthesis processes or the production of H2. The product gas is further cleaned, 
cooled and used in this setup as reducing gas for the iron and steel industry. The necessary heat for the 
gasification process is provided by a coupled combustion reactor, where pure oxygen is used instead of 
air as oxidation agent, which allows the production of nitrogen-free flue gas, which is called oxyfuel 
combustion. The produced flue gas mainly consists of CO2 and can be used for carbon capture and 
utilization (CCU) applications or stored in underground deposits (CCS). [98, 107, 108] 

 Biomass-to-Liquid 

The Biomass-to-Liquid (BtL) process is in analogy to the BtG process based on the DFB gasification 
process with subsequent gas cleaning and cooling steps. Instead of a methanation process, the clean 
syngas is converted within a Fischer-Tropsch (FT) reactor into FT syncrude. The FT syncrude consists 
of FT waxes, FT diesel, FT naphtha and further short-chain hydrocarbons. The short-chain hydrocarbons 
together with the unconverted gas (mainly H2, CO and CO2), which is together called tail gas, is reformed 
and recirculated before the FT reactor. In further product upgrading steps, the FT waxes are 
hydrocracked to increase the yields of FT naphtha and FT diesel. The FT diesel fraction is further 
upgraded in a hydrotreater to fulfill the legal requirements for synthetic diesel. The by-product  
FT naphtha is further upgraded within a refinery. [109–113] 

 Power-to-Liquid 

The Power-to-Liquid (PtL) process is based on the electro-chemical conversion of carbon dioxide (CO2) 
and water (H2O) to syngas (co-electrolysis), which is in chemical terms similar to the syngas from the 
biomass gasification process. The CO2 used in the PtL process can come from a variety of sources. 
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However, renewable CO2 sources like biogas or biomass power plants are preferable. For the electro-
chemical conversion, a co-electrolysis unit is used, which is able to simultaneously convert CO2 and 
H2O to hydrogen (H2) and carbon monoxide (CO). Thereby the required H2/CO ratio for the following 
FT synthesis process can be adjusted. The resulting FT syncrude is further upgraded within a refinery. 
[114, 115] 

In the following subchapters, the fundamentals of the underlying key technologies for the investigated 
process routes are explained in further detail. 

 
Fig. 9: Technology portfolio of doctoral thesis (own images or licensed from Adobe Stock) 

4.1 Thermal combustion of hazardous waste 
The overarching goal in thermal-combustion processes is to convert the chemical energy of the solid 
streams as efficiently as possible into heat. The combustion process passes through various stages, 
whereby the solid streams are first heated and the resulting conversion products are subsequently 
oxidized. In the first stage, the solid streams are endothermically dried and heated up to 200°C. Therein, 
the free and bound water in the cells is removed. In the following endothermic pyrolytic decomposition 
phase between 200-600°C, the organic macro molecules from the dry solid streams are broken up. As a 
consequence, molecule fragments in the form of volatile compounds are released. The emitted volatile 
compounds enclose the solid fuel and prevent contact with the surrounding gas atmosphere. Therefore, 
not the entire fuel is volatilized and char and ash are produced during the pyrolytic decomposition phase. 
If the thermo-chemical conversion process is interrupted at this point, it is referred to as pyrolysis [116]. 
After the pyrolytic decomposition phase, the endothermic gasification phase takes place between  
600-1000°C. Here, the char is partly oxidized by a limited supply of air or oxygen. In the gasification 
reactions, the char is converted into a flammable gas, called product gas, that consist of compounds such 
as carbon monoxide (CO) and hydrogen (H2). If the thermo-chemical conversion process is interrupted 
at this point, it is referred to as a gasification process. In the final oxidation phase, the intermediate 
products of the previous stages are completely oxidized. Therein, the energy content of the oxidized 
components is released in form of heat. Therefore, the oxidation phase is an exothermic process, which 
covers the heat demand for the previous thermo-chemical conversion stages. At the end of the oxidation 
phase, the occurring flue gas mainly consists of oxidation products carbon dioxide (CO2) and water 
(H2O). The discussed thermo-chemical conversion stages can take place under different operating 
conditions and gas atmospheres. Furthermore, the individual stages can also proceed spatially separated 
one after another. If all stages are passed through, the process is called thermal combustion. [98, 116] 



Fundamentals of investigated energy technologies 

 

 

21 

In terms of thermal treatment of hazardous waste fractions, the thermal combustion helps to decrease 
the amount of deposited waste [117]. In case of thermal waste treatment, the thermo-chemical 
conversion process is based on atmospheric oxygen (air) [118, 119]. Hazardous waste streams can either 
be solids or liquids. The thermal conversion process of solid waste streams is initiated through heating, 
while the conversion of liquid waste streams is started by vaporization and exceeding the ignition 
temperature within the presence of a spark [104]. To reach complete combustion conditions, enough 
temperature, turbulence and residence time is required [119]. Furthermore, the amount of atmospheric 
oxygen fed to the combustion chamber is important. Too large amounts of excess air cause a decrease 
of the combustion temperature, which negatively effects the efficiency. On the other hand, lack of air 
results in incomplete combustion [104, 119]. Further details to fundamentals of thermal combustion can 
be found in [118–120]. 

In addition to the criteria for achieving complete combustion, it is necessary to select the correct reactor 
type depending on the fuel. In the field of hazardous waste incineration, rotary kilns are often used 
because of their flexibility. In the following, the basics of the rotary kiln are briefly described, since it 
is investigated in the current work for hazardous waste incineration. In Fig. 10, a 3D visualization of a 
hazardous rotary kiln incinerator can be seen. There are several feeding options located in the front wall. 
With hospital waste and the so-called direct barrels, two different kinds of barrels can be fed to the rotary 
kiln. Furthermore, bunker waste can be transferred from the waste bunker via a crane into the feed 
hopper and then conveyed into the rotary kiln. Additionally, a front wall burner is installed for the 
thermal combustion of waste oil and lances for the thermal treatment of solvent mixtures. Primary air is 
blown into the rotary kiln through the front wall together with the various waste streams. Subsequently, 
the released flue gas is post-combusted in a post-combustion chamber under the supply of enough 
secondary and tertiary air to ensure complete combustion. The wet deslagger at the bottom of the post-
combustion chamber is responsible for the removal of ash and slag. Subsequently, the hot flue gas is 
used to produce superheated steam in the waste heat recovery boiler. Finally, the superheated steam is 
fed to a steam turbine for producing electricity and heat. The cooled flue gas is cleaned in several gas 
cleaning steps to fulfill all the legal emission guidelines. [104, 118] 

 
Fig. 10: 3D visualization of the hazardous waste incineration plant in Vienna at Simmeringer Haide [104] 
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4.2 Fluidized bed gasification of biomass and waste 
In the previous chapter, the fundamentals of thermo-chemical conversion of biomass and waste were 
explained. The thermo-chemical conversion of biomass and waste can either be done directly via a 
complete oxidation as it is the case in the thermal combustion process or indirectly via intermediate 
stages to produce a secondary energy carrier. Gasification is an example of indirect thermo-chemical 
conversion, in which the biomass or waste is first heated and then converted into a combustible gas, 
called product gas, through several solid-gas and gas-gas reactions with an oxidizing agent. [98, 116] 

Different concepts and technologies are available for gasification like the fixed-bed gasifier, fluidized 
bed gasifier and the entrained-flow gasifier. At TU Wien, the DFB gasification technology has been 
researched for several decades. Therefore, the gasification-based technologies in this thesis are all based 
on the DFB technology, which is discussed in more detail below [100, 105, 106]. In Fig. 11, the concept 
of DFB gasification is visualized. As can be seen, the technology is based on two fluidized bed reactors. 
In the gasification reactor, the drying and heating, pyrolytic decomposition and the gasification of 
biomass or waste take place in the presence of the gasification and fluidization agent steam at 
temperatures between 800-850°C. In the gasification reactor, product gas is released with the main 
components being hydrogen (H2), carbon monoxide (CO), methane (CH4) and carbon dioxide (CO2). 
Further components are longer chain hydrocarbons like ethane (C2H6) and propane (C3H8), water (H2O) 
as well as impurities like hydrogen sulfide (H2S), ammonia (NH3), hydrogen chloride (HCl), dust, char 
and tar. The product gas can be subsequently cooled and cleaned and further used for synthesis 
processes. The necessary heat for the endothermic gasification reactions is provided by the hot bed 
material, olivine, which is circulated between the two reactors. From the gasification reactor, the 
remaining char is transported together with the bed material to the combustion reactor. Therein, char is 
combusted under the presence of the oxidizing fluidization agent air at temperatures between 900-
950°C. If required, additional fuel, like recirculated product gas, can be added to obtain the desired 
temperatures in the gasification reactor. Most biomass and waste types contain sufficient amounts of 
fixed carbon to provide the necessary amount of heat in the combustion reactor. In the combustion 
reactor, the bed material temperature is increased through the exothermic combustion reactions. Thus, 
the hot bed material can be transferred back to the gasification reactor to provide the necessary heat for 
the gasification process. In the combustion reactor, flue gas similar to a thermal combustion process is 
produced, which is also further cooled and cleaned. [105, 106, 116] 

 
Fig. 11: Concept of dual fluidized bed gasification  

(Reprinted with permission from [107], Copyright 2019 Elsevier) 

The DFB gasification can be undertaken in different gasification modes. Different operation modes can 
be set by changing temperatures, bed material and fluidization agents in both reactors. In Fig. 12, the 
concept of sorption-enhanced reforming (SER) in combination with oxyfuel combustion (OxySER) is 
visualized as it is used in one of the use-cases in this thesis. In contrast to the classical DFB gasification, 
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limestone is used as bed material instead of olivine. Further, the gasification temperature is decreased 
to 600-700°C by cooling the bed material between both reactors. Additionally, the bed material 
limestone is not only used as a heat carrier but also as a CO2 carrier. At lower gasification temperatures 
between 600-700°C, carbonation reactions take place. The calcium oxide (CaO) reacts with carbon 
dioxide (CO2) in the gasification reactor to form calcium carbonate (CaCO3), which is transported to the 
combustion reactor. At high temperatures of about 880-980°C in the combustion reactor, the calcination 
of limestone takes place by producing again CaO and releasing CO2. The combustion reactor is 
additionally operated in oxyfuel mode, which means that instead of air as fluidization agent, pure oxygen 
is used to produce a nitrogen-free flue gas. For combustion temperature control, flue gas is recirculated 
and cooled to reduce the inlet oxygen concentration. In comparison with the conventional dual fluidized 
bed steam gasification process, in the SER mode a H2-enriched product gas can be produced. 
Furthermore, selective CO2 transport from the gasification to the combustion reactor and further to the 
flue gas is achieved. Additionally, the OxySER operation mode enables, the production of a nitrogen-
free flue gas with high CO2 concentrations above 90 vol.-%dry. [98, 107, 108] 

 
Fig. 12: Concept of sorption-enhanced reforming in combination with oxyfuel combustion 

(Reprinted with permission from [107], Copyright 2019 Elsevier) 

4.3 Solid-oxide electrolyzer operating in co-electrolysis mode 
Another option to produce syngas for synthesis processes is the electro-chemical conversion. Various 
electrolysis technologies are available, whereby a distinction is made between low-temperature and 
high-temperature electrolysis. Low-temperature electrolysis mostly works with temperatures below 
100°C. The most common technologies are the alkaline water electrolysis and the proton exchange 
membrane electrolysis. In contrast, high-temperature electrolysis works with temperatures up to 
1000°C. In Fig. 13, the differences between both electrolysis modes are visualized by the composition 
of the total energy demand as a function of the operating temperature. The total energy demand for 
electrolysis is nearly independent on the operating temperature and is composed of heat and electricity. 
While almost the entire energy requirement for low-temperature electrolysis must be provided by 
electricity, the energy requirement for high-temperature electrolyzers can be shifted to heat as the 
operating temperature increases. Shifting energy demand from electricity to heat can help if excess heat 
is available from surrounding processes. [115, 121] 

For high-temperature electrolysis, the solid-oxide electrolyzer (SOEC) is particularly noteworthy. 
Electrolyzers of this type are operated at temperatures of 800-900°C and are based on catalyst systems 
with dispersed nickel in an yttria-stabilized zirconia framework [122]. Another advantage is that at 
higher temperatures, beside H2O, CO2 can also be converted within the electrolyzer unit, which is called 
co-electrolysis. In Fig. 14, the concept of a SOEC unit is visualized. Therein, it can be seen that through 
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the provision of electrons H2O and CO2 can be converted to H2 and CO at the cathode. Additionally, the 
reverse water-gas-shift reaction is active to support the production of CO out of H2 and CO2. According 
to Wang et al. [123] nearly the whole produced CO amount is attributable to the reverse water gas shift 
reaction. The oxygen ions released at the cathode are transported to the anode by the solid electrolyte. 
The oxygen ions are oxidized at the anode to gaseous O2. [115, 121, 123] 

 
Fig. 13: Composition of total energy demand in electrolysis as a function of the operating temperature [115] 

(Reprinted with permission from [121], Copyright 2020 Elsevier) 

The solid-oxide electrolyzer in co-electrolysis mode is able to produce syngas with the desired H2/CO 
ratio for the subsequent synthesis process. The H2/CO ratio from the produced syngas is mainly 
influenced by the ratio of feed mass flow rates of H2O and CO2, whereas the affects according to the 
cell operating conditions are negligible. The total power demand of SOEC units is between  
3.2-3.7 kWhel/Nm3

H2 depending on the literature source. [115, 124, 125] 

 
Fig. 14: Concept of a solid electrolysis cell on co-electrolysis mode [123, 126] 

(Reprinted with permission from [123], Copyright 2017 Elsevier) 
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4.4 Gas cleaning and cooling 
The flue gas and product gas out of the different thermo-chemical conversion steps must be purified in 
several gas cleaning steps in order to be released to the environment in the case of flue gas or to be 
further processed in synthesis processes in case of product gas. Furthermore, purification and treatment 
of CO2 from various renewable and fossil sources is also required, to meet the requirements for electro-
chemical conversion. Additionally, heat exchangers are necessary to adapt temperature levels between 
different process units accurately. 

Particle separation units are necessary for the separation of solid particles from the product or flue gas 
depending on the particle size, size distribution and number of particles. According to the different 
functions of particle separation, a distinction is made between cyclones, filtering separators and electro-
static precipitators. Further details to particle separation can be found in [116, 127–130]. 

In gas scrubbers, a scrubbing liquid, the so-called absorbent, is used to remove contaminations, the so-
called absorptive, from gas streams. A wide variety of adsorbents are available to remove different kinds 
of absorptives. Further details to gas scrubbing can be found in [116, 127, 131]. 

In adsorption, gas molecules are physically bound to the surface of an adsorbent by means of van der 
Waals forces, dipole forces or chemical reactions. For the continuous operation of adsorption columns, 
an interplay between adsorption and desorption must take place in order to be able to separate the 
impurities from the adsorbent again and thus regenerate them. Further details to adsorption can be found 
in [116, 127, 132]. 

In nearly every energy plant, heat exchangers are necessary to adapt temperature levels between process 
units or for heat recovery. The selection of the most suitable heat exchanger type depends on the 
operating pressure and operating temperature, temperature difference between both mediums, corrosion, 
leakage and safety aspects, phase change, costs and space requirements. Further details regarding heat 
exchangers can be found in [127, 133]. 

4.5 Gas utilization 
From thermal combustion, hot flue gas is produced, which is used for the production of superheated 
steam in a waste heat recovery boiler. The superheated steam is fed to a steam turbine for the production 
of heat and electricity. The cleaned syngas from the fluidized bed gasification process and the syngas 
after the electro-chemical conversion is suitable for different kinds of synthesis processes. The most 
important key figure in case of synthesis processes is the ratio between H2 and CO. Different syngas 
compositions are advantageous depending on the synthesis application. The synthesis processes 
methanation and FT synthesis are described in more detail below. However, the syngas would also be 
suitable for other syntheses such as methanol synthesis. 

4.5.1 Steam turbine 
In the steam turbine, the superheated steam is expanded without heat exchange to the environment in 
order to produce heat and electricity. The incoming steam drives turbine blades, which drive the turbine 
shaft and generate electricity through a generator. The most simplified model for the description of 
steam power processes is the Clausius-Rankine process, where the following process steps are 
determined [116, 127, 134]: 

 Isentropic expansion of steam in steam turbine 
 Isobaric and isothermal liquefaction of steam in condenser 
 Isentropic compression of water in feed water pump 
 Isobaric heat exchange with the working fluid in the steam generator and superheater  

(waste heat recovery boiler) 
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The efficiency of steam turbines is determined by the temperature levels of the heat input and output. 
Thus, the efficiency can be influenced by an increase of the pressure and temperature level of the 
superheated steam, a decrease of the condenser pressure level, intermediate superheating of steam and 
regenerative feed water preheating. Steam turbines are built in radial and axial designs, whereby radial 
steam turbines are only used for smaller power ranges. [116, 127, 134] 

4.5.2 Methanation 
In the methanation process, the cleaned syngas is converted in a methanation reactor to mainly methane. 
For this process, a H2/CO ratio of 3:1 is favorable. If enough hydrogen is available, CO2 can also be 
converted to methane in addition to CO. The reactions that take place are strongly exothermic and occur 
in the presence of a catalyst. The most common type of catalyst is nickel-based. The reactions occur 
between 200-650°C and at pressure levels between 1-80 bar. Available reactor types are fixed-bed, 
fluidized bed or bubble column reactors. Due to the exothermic reactions, all reactor types are 
constructed to dissipate the reaction heat to protect the catalyst and to shift the reaction equilibrium to 
the product side. Fixed-bed reactors are usually designed with multiple stages in order to dissipate the 
reaction heat by intermediate cooling stages. In contrast, the fluidized bed methanation reactor design 
enables a simpler heat extraction and therefore a nearly isothermal operation. Furthermore, fewer 
methanation stages are necessary to achieve high methane contents. Experimental investigations by 
Bartik et al. [135, 136] showed that methane contents of > 70 vol.% can already be achieved with only 
one fluidized bed methanation stage for stoichiometric gas compositions. The resulting raw synthetic 
natural gas (SNG) needs to be upgraded after methanation to meet feed-in requirements [137]. In any 
case, the CO2, H2O and possibly H2 must be separated for this purpose. [83, 116, 127, 138] 

4.5.3 Fischer-Tropsch Synthesis 
The cleaned syngas can also be used for the production of FT products. For the FT synthesis, a H2/CO 
ratio of 2 is favourable, which is lower compared to methanation processes. In FT synthesis, paraffines, 
olefins and oxygen compounds are produced, whereby mostly straight-chain hydrocarbons (alkane) are 
formed in different chain lengths. A large number of reactions take place simultaneously and the 
resulting FT product distribution is determined by the operating conditions and the catalyst used. 
Typically, iron-, nickel-, cobalt- or ruthenium-based catalysts are used for the FT synthesis. The 
reactions take place at temperatures between 200-350°C and a pressure range of 10-40 bar. Higher 
temperatures are favourable for the production of short-chain hydrocarbons. Higher pressure levels 
increase the conversion rates. Depending on the temperature level, the synthesis processes are divided 
into low temperature Fischer-Tropsch (LTFT) and high temperature Fischer-Tropsch (HTFT) processes. 
The easiest model for describing the FT product distribution is the Anderson-Schulz-Flory (ASF) 
distribution. The ASF model describes the FT product distribution by defining a chain growth 
probability, which is dependent on the operation parameters, the reactor type, the syngas quality and the 
catalyst. Typical chain growth probability values are in the range between 0.8 and 0.9. Low values 
favour the production of short-chain hydrocarbons and high values the production of long-chain 
hydrocarbons. In case of an average chain growth probability of 0.85, mostly naphtha (C4-C9) and diesel 
(C10-C19) are produced. Waxes (C20+) and the light fraction (C1-C3) are produced only in smaller 
proportions. The produced light fraction is recirculated and reformed within a steam reformer to increase 
the conversion rates of the FT process. Naphtha is the raw product for the production of gasoline. Diesel 
can be used as Drop-in fuel [100, 139] in diesel engines after hydrotreating. Suitable reactor types for 
the FT synthesis are fixed-bed, fluidized bed, slurry and microchannel reactors, whereby microchannel 
reactors are a special form of fixed-bed reactors. [109, 110, 114, 116, 127] 
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4.6 Raw product upgrading 
The raw products from the synthesis processes need to be upgraded to satisfy various criteria. To meet 
the feed-in requirements, the water from the raw-SNG still has to be removed using a condenser and a 
glycol scrubber. The CO2 in the raw-SNG is removed using e.g. an amine scrubber. Gas scrubbers are 
already explained in chapter 4.4 and are not further discussed here. The FT products from the FT 
synthesis, are a mixture of the light fraction (C1-C3), naphtha (C4-C9), diesel (C10-C19) and waxes (C20+), 
which is called FT syncrude. First of all, the FT syncrude needs to be separated to obtain the individual 
fractions. This separation can be fulfilled by several types of distillation or separation units. Due to the 
different boiling points of the individual fractions, separation into the individual components can take 
place via heat supply [116, 140, 141]. The light fraction together with the unconverted gas, which is 
called tail gas, is recirculated and reformed to syngas within a steam reformer. Under high temperatures 
between 800-1100°C, the short-chain hydrocarbons are reformed with the addition of steam and heat 
[112, 116, 127, 141, 142]. The FT waxes are further processed within a hydrocracker, where the waxes 
are converted to shorter chain fractions like C1-C19. At pressures between 30-70 bar and temperatures 
between 300-400°C, and with the addition of hydrogen, the hydrocarbons are cracked [112, 116, 140, 
141, 143–146]. The unconverted waxes can be recirculated. With the help of the hydrocracker, the yields 
of naphtha and diesel can be increased. After a further distillation unit, both diesel fractions are 
processed in a hydrotreater to fulfill all requirements for synthetic fuels according to DIN EN 15940 
[139]. Therein, under the presence of a nickel-, cobalt- or molybdenum-based catalyst and hydrogen, 
alkene hydrogenation, hydrodeoxygenation and the reduction of aromatics takes place [112, 116, 141, 
145–148]. The naphtha fraction is not further processed but can be sold as a crude product to the refinery, 
where it is upgraded to gasoline [112, 115, 135]. 

After the upgrading section, the main products are ready for use. The FT diesel fulfills all requirements 
for synthetic fuels according to DIN EN 15940 [139]. The FT naphtha is sold to the refinery as  
by-product. After processing, the SNG is also ready to be fed into the gas grid, as it meets all the 
requirements for the Austrian gas grid integration according to G B210 [137]. 

After explaining the fundamentals of virtual representations, process development, and the process 
concepts studied, the following chapter builds on this by proposing a framework for co-developing of 
virtual representations during process development to create synergies between the physical facility and 
the virtual representation. Afterwards, four use-cases for virtual representations in different process 
development stages are discussed to present the developed framework by means of applications. Finally, 
the developed virtual representations of different energy technologies are used to discuss market 
integration scenarios. In one scenario, the appropriate market is investigated from the perspective of the 
renewable technology and in a second scenario from the perspective of a municipality, to find out which 
energy technologies are best suited for achieving climate neutrality in 2050 based on local 
circumstances. 



Framework for the development of virtual representations 

 

 

28 

5 Framework for the development of virtual representations 
Based on several years of domain experience and comprehensive literature research about the state of 
knowledge of virtual representations, this chapter proposes a novel framework for developing virtual 
representations in the energy sector. First of all, a Ten-point plan and an adapted definition for the 
development of virtual representations in the energy sector are mentioned. Furthermore, the physical 
and virtual process development are linked by combining the TRL and MRL presented in chapter 3. 
Finally, a novel modelling framework is visualized to enable a holistic model development along process 
development stages. All the content is based on the review paper [29] (Paper I). 

5.1 Ten-point plan for the development of virtual representations 
For the appropriate development of virtual representations in the energy sector, it is important to follow 
a sequence of design steps. Therefore, a Ten-point plan was developed to list the necessary design steps 
for the development of virtual representations: 

1. Definition of planned virtual representation applications 

First, the foreseen applications along the virtual representation life-cycle must be defined in order to 
align the development path. In chapter 2.3, possible applications in the energy sector are summarized. 

2. Definition of foreseen virtual representation stakeholders and users 

Based on the definition of the applications, the foreseen stakeholders and users, which are working with 
the digital support tool should be defined. In chapter 2.4, the virtual representation reference architecture 
model, gives a holistic view on possible actors and life-cycle stages of plants in the energy sector. 

3. Derivation of necessary virtual representation properties 

Based on the definition of planned applications and the connected stakeholders and users, appropriate 
virtual representation properties have to be defined to fulfill the foreseen applications. In chapter 2.5, 
several virtual representation properties for each dimension are summarized. 

4. Risk assessment to list possible hazards and challenges 

Afterwards, possible hazards and challenges have to be discussed within a risk assessment to take all 
risks into account in the subsequent framework development. In chapter 2.6, possible virtual 
representation challenges are collected. 

5. Definition of sustainability indicators to set up the development goals 

Before developing the overall virtual representation framework, it is essential to set up virtual 
representation development goals by defining sustainability indicators according to chapter 3.2. 

6. Development of an appropriate virtual representation framework based on the 5D model 

Next, the overall virtual representation framework can be defined based on the 5D model. Therein, all 
modelling blocks in each dimension must be selected according to the previously defined foreseen 
applications, stakeholders, properties, challenges and development goals. In chapter 5.4, a framework 
for the development of virtual representations in the energy sector is proposed. 

7. Development of the individual modelling blocks for the physical, virtual, data management, 
service and connection dimension 

As soon as the overall virtual representation framework is ready, the individual modelling blocks for the 
five virtual representation dimensions can be developed. 

8. Parameterization and testing of the individual modelling blocks in the overall framework 

Before integrating in the overall framework, each block has to be tested with historical offline plant data. 
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9. Linking, parametrization and testing of the overall virtual representation 

After the individual tests, all modelling blocks can be inserted into the overall framework. Subsequently, 
the overall virtual representation can be parametrized and tested in the real operational environment. 

10. Use, continuous improvement, as well as maintenance and servicing of virtual representation in 
the operational environment 

After completion of all test runs, the virtual representation can be used in the operation environment for 
the foreseen applications. It has to be mentioned, that a continuous improvement and servicing of the 
virtual representation is essential to avoid model drifts over time. 

5.2 Novel definition for virtual representations in process development 
After discussing the necessary development steps within in the Ten-point plan, it is important to find a 
suitable definition for virtual representations in the process development of the energy sector. Many 
definitions from various industries are collected in chapter 2.1. Based on this, the following definition 
for virtual representations in the process development of energy technologies has been established: 

Virtual representations in process development of energy technologies are digital reflections of 
physical facilities. The virtual component contains an abstracted model that is fitted as close as 

necessary to the physical component through the integration of measured values  
and domain knowledge [29]. 

Consequently, virtual representations in process development serve to secure the acquired knowledge 
along the process development chain. Furthermore, the virtual representation can be used to support a 
scale-up to the next larger physical unit during the individual process development stages and to preserve 
a digital reflection that is based on state-of-the-art knowledge. However, the virtual representation can 
not only be used to support engineering, but also in connection with the physical facility to help monitor 
and optimize plant operation and maintenance activities. In addition to the stated novel definition, the 
virtual representation should fulfil the following properties along the process development chain: 

 Parallel development of all five model dimensions (physical component, virtual component, 
data management, service and connection) along the process development chain 

 The same defined development goals in terms of sustainability indicators must be monitored 
along the entire process development chain 

 The virtual representation should be one development step ahead of the physical plant 
 The virtual representation should consist of exchangeable modelling blocks in order to be able 

to adapt the digital reflection as easily as possible depending on the application 

In order to compare the development progress of the virtual representation with the physical facility, the 
following chapter links the TRL and MRL. 

5.3 Interaction of physical and virtual process development environment 
In Fig. 15, the TRL and MRL are connected with specific contents and results which should be achieved 
along the four development stages from concept and lab-scale over pilot and demonstration scale to 
commercial-scale. On the top, the TRL levels with the expected results, investigated process behaviour 
and realized infrastructure is visualized. Below, the MRL connected with the underlying process 
description, virtual representation properties as well as expected results are presented. 

As mentioned before, the virtual representation should always be one step ahead of the physical plant. 
Therefore, in the first process development stage, a process flow diagram (PFD) is generated and an 
operating point typically for nominal power is simulated with a static simulation model using literature 
data. Based on these initial considerations, calculations of basic technical, economic and environmental 
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sustainability indicators are carried out to verify feasibility and reasonability. The virtual representation 
helps with the collaboration, documentation, simulation and evaluation at this stage, based on the first 
plant specification and steady state simulation of the core process unit. The dimensions of data 
management, service and connection are still performed manually at this stage. The first simulations 
with the virtual representation allow the engineering and construction of the physical lab-scale facility, 
which consists of the core process unit. Subsequently, the physical facility is tested to find stable 
operation points within short-term test runs with the result to enable a first proof of concept of the 
investigated energy technology. 

 

Fig. 15: Technology and Modelling readiness level along the process development life-cycle of  
energy technologies [29, 79] (own images or licensed from Adobe Stock)  
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The first tests allow the validation of the simulation model in order to carry out the first scale-up step to 
the pilot plant. In the pilot-scale stage, the virtual representation is based on a quasistatic or dynamic 
simulation model to investigate operation point changes and part-load performances. Further application 
possibilities arise and the sustainability indicators can become more detailed. The quasistatic state or 
dynamic simulation model from the main process units is coupled with manual or semi-automated data 
management, service and connection dimensions. As a result, the first detail engineering of the energy 
technology becomes possible, which comprise mainly a piping and instrumentation diagram (P&ID), a 
process visualization with all connected specification sheets, a control and operation strategy as well as 
a safety and utility supply concept. Based on the documentation, a physical pilot-scale facility can be 
built, which consists of the main process units without product and utility logistics. The facility allows 
to investigate operation point changes and part-load performance. By integrating the measured values 
in the simulation model, validated mass and energy balances are produced, including detailed design 
values for an optimized operation point. 

Should the pilot scale experiments prove successful, the virtual representation can be further developed 
to demo-scale, which is characterized by the investigation of the whole process chain including product 
and utility logistics. Therein, the simulation model should be based on ad-hoc model capabilities to 
analyse dynamic behaviours like fouling and aging as well as start-up and shutdown process in real-
time. At this stage, the simulation model is coupled with a process virtualization and semi- or fully 
automated data management, service and connection to enable further applications. This results in 
optimized design values for the establishment of a demonstration plant for the investigation of long-
term behaviour. In this physical demonstration facility, the long-term process behaviour can be analysed 
and lead after the validation with the simulation model to optimized design values for the continuous 
plant operation. 

Finally, the virtual representation can be further developed to reach commercial-scale. Based on all 
previous test runs, a predictive simulation model can be developed to compile the full process behaviour 
knowledge. At this stage, a virtual representation based on a predictive simulation model and a detailed 
virtualization coupled with automated data management, service and connection is available, which 
allows to apply the virtual representation for all kind of applications from collaboration to prediction. 
The detailed investigation of various sustainability indicators enables the development of not only the 
detail engineering documents, but also a suitable marketing concept. As a result, commercial-scale 
plants can be planned and operated with the goal of an optimized competitive energy provision. 

The virtual representation in each development stage can be named after the data integration level 
according to Kritzinger et al. [20] and Aheleroff et al. [35]. They can be referred to as Digital Model, 
Digital Shadow, Digital Twin and Digital Predictive Twin to symbolize the increasing model 
intelligence along the process development life-cycle. 

5.4 Modelling framework in the energy process development environment 
In order to know, which components make up a virtual representation and how to develop them in the 
course of process development, a novel framework is proposed in this chapter. In the development of 
virtual representations, the overarching goal is to develop frameworks that allow to link exchangeable 
modelling blocks. In Fig. 16, the novel virtual representation framework, which was first published in 
[29], is visualized. 

The framework follows the 5D model from Tao et al. [33] as discussed in chapter 2.1. This shows that 
different unit operations must be developed in all five dimensions, which ideally can be used in a 
modular way. The framework is structured in such a way that infrastructure must be available in each 
dimension as a basis for the development of the individual units, which are built on the infrastructure 
using a bottom-up approach.  
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Fig. 16: 5D virtual representation framework in the process development environment [29] 

(own images or licensed from Adobe Stock) 

The physical component represents the physical facility ranging from lab- to commercial-scale. As 
physical infrastructure, e.g. an appropriate laboratory or plot of land is required. This allows the 
establishment of the physical facility consisting of the process equipment and the utility and product 
logistics. For monitoring and controlling the plant, process analytical technology (PAT) sensors, 
actuators and safety devices are necessary. The measuring and control devices are monitored and 
controlled via a programmable logical controller (PLC). Depending on the size of the plant, it is 
controlled by one or more PLCs via the control system. 

The measurement data is subsequently transferred from the physical plant to the data management 
system. The data management is based on middleware infrastructure, which can be either on-premise or 
cloud-based. In large plants, data processing is usually performed in two stages. In the first stage, all 
raw data from the physical plant is stored locally and pre-processed to reduce the amount of transferred 
data. Subsequently, in a second stage, the pre-processed data is temporarily stored in a cloud-based 
storage and further processed to create appropriate data sets for various software tools. Additionally, 
data from internal or external data bases like laboratories can be integrated and processed together with 
the measurement data in the data management section. Finally, workflow management tools can be used 
to provide subsequent software tools and data bases with data sets in an automated way. 

In the virtual component, the processed data sets are used in several software tools. Similar to the 
middleware the virtual infrastructure can either be on-premise or cloud-based. The underlying process 
flow sheet and utility supply documentation enables the simulation of the process according to the 
process layout in a suitable software tool. In the process simulation, first of all simulation units of each 
individual process unit are developed and stored in model libraries. The single process units can be 
modelled by the use of physics-based or semantic-based relations or a mix of both [48, 149]. The 
individual process simulation units are either connected in flowsheet- or script-based simulation 
environments. In addition to the model library, substance data bases are required for the definition of 
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process media. By using an appropriate solver, the underlying mathematical system of equations can be 
solved. The process simulation is directly connected and can interact with the 3D plant model via the 
plant dimensioning unit and the associated design equations. In correlation with the 3D process 
visualization, the P&ID, specifications, the control and operation strategy as well as safety concepts can 
be either developed or optimized. Finally, the process simulation results and the plant specifications can 
be used to evaluate and validate the energy technology by the use of sustainability indicators. 

After the evaluation and verification of the simulation results in the virtual component, they are stored 
in the data management dimension and can be further used in the service dimension to execute the 
desired virtual representation applications, ranging from collaboration to process automation and 
prediction. Again, the service dimension requires a local or web-based service infrastructure. A multi-
tier architecture is built on top of the service infrastructure. In the framework visualized in Fig. 16, the 
three-tier architecture [150] is used. Three-tier architectures are based on three layers consisting of the 
data access tier, the application tier and the data visualization or presentation tier. In the data access tier, 
simulation results or measurement data from the data management are requested and forwarded to the 
application tier. In this tier decisions are made, which can be referred to as service logic. With the help 
of internal or external target sets, such as the optimization of the process efficiency, specific data is 
visualized in the data visualization tier or control commands are directly sent back to the physical 
component. In the data visualization tier, users such as plant operators can interact with the virtual 
representation via smart user devices. 

The connection dimension is responsible for the interaction of all the other previously described 
dimensions. Based on networking infrastructure, which can be made up of local networks like fieldbus 
systems, wireless and mobile networks or global networks like broadband internet [151], data 
transmission and data mapping protocols are used to enable data connection for the desired service. The 
distinction between data mapping and transmission can best be described by the seven-layer ISO OSI 
reference model [152], which can be seen as the universal standard for data communication. Therein, 
the data communication is divided into seven layers, whereby the first four layers are named as transport-
oriented layers and are responsible for the data transmission. The layers five to seven can be summarized 
as application-oriented layers which are responsible for structuring the data, called data mapping [152]. 
An example of a widely used data transmission protocol would be TCP/IP via ethernet. Examples for 
data mapping protocols are FTP, HTTP, MQTT and OPC UA [48, 54, 152, 153]. Finally, a data buffer 
is often required to temporarily store or queue data sets before sending them to the desired application. 

The underlying framework helps to develop virtual representations which are structured in exchangeable 
functional modelling blocks. At this point it should be mentioned that during the whole development 
process of virtual representations the data sovereignty, confidentiality and reliability must be guaranteed 
all the time independent on the used data interfaces and virtual representation layers. 

In chapter 2.5, possible virtual representation properties were explained. To couple the process 
development with the properties of virtual representations, target requirements for virtual representation 
properties along the process development life-cycle are given. Therein, it can be seen that the process 
development stages from lab-scale to commercial-scale are coupled with the following virtual 
representation types: 

 Concept and lab-scale stage  Digital Models 
 Pilot plant stage  Digital Shadows 
 Demonstration plant stage  Digital Twins 
 Commercial plant stage  Digital Predictive Twins 

Based on the virtual representation properties, presented in chapter 2.5, in Tab. 6 the defined target 
requirements for virtual representations along the process development of energy technologies are listed. 
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Tab. 6: Target requirements for virtual representation properties along the process development life-cycle [29] 

Property classes and components Focus Concept,  
lab facility Pilot plant Demonstration 

plant 
Commercial 

plant 

Vertical integration 

Overall  
properties 

Level 0: 
Equipment  

level 

Level 1: 
Plant  
level 

Level 2: 
Enterprise  

level 

Interoperability Level 0: 
Comparable 

Level 1: 
Convertible 

Level 2: 
Standardized 

Expansibility 
Level 0: 

Fixed 
layout 

Level 1: 
Adaptable 

layout 

Level 2: 
Automated 

layout 

Functional safety 
Level 0: 

Systematic 
capability 

Level 1: 
Implemented 
redundancies 

Level 2: 
Predictable 

failure analysis 

Level 3: 
Automated 
replacement 

Technological scale-up possibility 

Physical 
component 
properties 

Level 0: 
Modular 

Level 1: 
Partly scalable 

Level 2: 
Fully scalable 

Degree of automation Level 0: 
Manual 

Level 1: 
Semi-automated 

Level 2: 
Fully automated 

Physical safety 
Level 1: 

Secondary + 
Tertiary  

safety measures 

Level 2: 
Primary + Secondary + Tertiary 

safety measures 

Virtual representation capability 

Virtual 
component 
properties 

Level 0: 
Static 

Level 1: 
Quasistatic/ 

Dynamic 

Level 2: 
Ad-hoc 

Level 3: 
Predictive 

Virtual representation fidelity 
Level 0: 

Black box 
(macroscopic 

level) 

Level 1: 
Gray box 

(intermediate level) 

Level 2: 
White box 

(microscopic 
level) 

Virtual representation intelligence Level 0: 
Human triggered 

Level 1: 
Automated 

Level 2: 
Partial autonomous 

Connectivity mode 

Data 
management 

and 
connection 
properties 

Level 0: 
Manual 

Level 1: 
Uni-directional 

Level 2: 
Bi-directional 

Data integration level Level 0: 
Manual 

Level 1: 
Semi-automated 

Level 2: 
Fully automated 

Update frequency Level 0: 
Yearly/Monthly 

Level 1: 
Weekly/Daily 

Level 2: 
Hourly/every minute 

Cybersecurity 
Level 0: 

Role-based  
access control 

Level 1: 
Discretionary 

access protection 

Level 2: 
Mandatory  

access control 

Level 3: 
Verified  

access control 

Human interaction 

Service 
properties 

Level 0: 
Smart user devices 

User focus Level 0: 
Single 

Level 1: 
Multiple without  

interaction of energy  
plant hierarchy layers 

Level 2: 
Multiple with  

fully interaction  
of energy plant 
hierarchy layers 

Virtual representation type Digital Model 
(MRL 1-3) 

Digital Shadow 
(MRL 4-5) 

Digital Twin 
(MRL 6-7) 

Digital  
Predictive 

Twin 
(MRL 8-9) 

The overview shows that virtual representations are to be further developed along the process 
development phases in all dimensions with the goal to enable a wide range of possible applications. 
However, the virtual representations must be designed in such a way that simplified modelling blocks 
can be used in each development phase in order to serve the entire range of possible applications at any 
time. To demonstrate the application of the novel framework, four use-cases in the different process 
development stages are presented in the following chapter. 
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6 Virtual representation use-cases within the energy sector 
In the following chapter, the proposed framework explained in chapter 5 is applied in several use-cases. 
For each development stage from Digital Model to Digital Predictive Twin, an application was selected 
to demonstrate the usability of the novel framework. In Fig. 17, the four virtual representation use-cases 
presented in this thesis are visualized. 

First of all, the development of a Power-to-Liquid (PtL) process is accompanied by a Digital Model, 
which helps by validating lab-scale experiments and scaling up the process to pilot scale. The Digital 
Model of the PtL process uses offline data to deliver validated mass and energy balances as a basis for 
the conceptual design of a 1 MWel pilot plant in Graz (AUT) (Paper II) [114]. 

The second use-case deals with the further development of the sorption enhanced reforming (SER) 
process in combination with oxyfuel combustion (OxySER). The accompanying Digital Shadow is able 
to process measurement data from the 100 kWth pilot plant at TU Wien continuously to visualize the 
process performance (Paper III) [98]. 

More advanced applications get possible with the Digital Twin of the third use-case. The Digital Twin 
for the Biomass-to-Gas (BtG) process enables the process automation of the 100 kWth pilot plant at  
TU Wien. Therein, the measurement data is processed on a cloud platform and further transferred to a 
model predictive control (MPC) unit, where, based on the current process performance, changes of 
manipulated variables are sent to the control system directly to reach an optimized operation point. The 
simulation model of the MPC unit was also validated within a test run at the 1 MWth demonstration plant 
from BEST in Vienna (AUT) to test the scale-up possibility of the used framework (Paper I) [29]. 

 
Fig. 17: Virtual representation use-cases presented in this PhD thesis 

(Demo plant image Copyright BEST, Wolfgang Bledl) 

Finally, the Digital Predictive Twin for a hazardous waste rotary kiln incineration plant is presented, 
which enables several applications. The underlying dynamic simulation model helps to determine the 
composition of different not entirely analysed hazardous waste fractions, by using process measurement 
data. As soon as the same type of waste fractions from the same supplier return, the virtual representation 
can be used to visualize and optimize the process performance by manipulating the order of hazardous 
waste fractions. If the waste management data base is coupled with the virtual representation, predictions 
can be made for the plant´s performance presumed the waste fractions are incinerated in a specific order. 
As a result, not only the order of combustion but also the order of delivery can be influenced. Finally, 
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the Digital Predictive Twin can be used for the integration of predictive maintenance applications. For 
example, the condition monitoring of the furnace shell or waste heat recovery boiler become possible, 
allowing the operator to pre-emptively adjust the operation of the rotary kiln and estimate when the next 
maintenance is required (Paper IV) [104]. 

6.1 Digital Model of a Power-to-Liquid production plant 
Synthetic fuels from the Power-to-Liquid process, better known as e-fuels, can definitely contribute to 
the reduction of greenhouse gases in the transport sector. Local, preferably biogenic, CO2 sources can 
be used and converted together with water in a PtL process to e-fuels. The two main units are the solid 
oxide electrolyzer (SOEC) unit in co-electrolysis mode to produce syngas, and the Fischer-Tropsch 
slurry reactor to convert the syngas into FT syncrude. A detailed process flow diagram for the PtL 
process can be found in Fig. A1 in the appendix. Up to now, only lab facilities are available for the 
production of FT syncrude using this process route, which have been tested and validated over many 
experimental campaigns. To achieve pilot-scale stage, it is necessary to develop an overall plant design 
to maximize the plant efficiency and minimize the associated emissions and costs. 

For this objective, a Digital Model was developed to support the engineering of a PtL plant. The pilot 
plant with a rated power of 1 MWel is to be built in Graz on the site location of AVL List GmbH. More 
specifically, the Digital Model is intended to be used in the conceptual design phase of the pilot plant to 
test a wide variety of plant configurations with the goal to maximize the PtL efficiency. In Tab. 7, beside 
the desired applications, the stakeholders and users, challenges, and the investigated sustainability 
indicators of the virtual representation are also listed. Furthermore, the TRL and the MRL are discussed 
for the PtL process. The core systems SOEC and FT slurry reactor have been validated in a laboratory 
scale, but not coupled, which leads to a TRL of 3-4. The virtual representation within this use-case forms 
the basis for the planning and construction of a pilot plant with a nominal power of 1 MWel based on 
validated experimental data from lab facilities. Consequently, the MRL can be set to 4 [114, 115]. All 
the following content regarding the PtL production plant is based on [114] (Paper II). 

Tab. 7: General characteristics of the Digital Model 

Applications  
(see chapter 2.3) 

 Coordination with suppliers, experts and engineering partners 
(Collaboration in Conceptual design and Engineering phase) 

 

 Assistant for constructive and technical process design 
(Simulation in Conceptual design and Engineering phase) 

 

 Holistic evaluation of process design with the possibility to roll-out on a commercial scale 
(Evaluation and Verification in Conceptual design and Engineering phase) 

Stakeholders & Users  
(see chapter 2.4) 

 Process simulation experts, plant design engineering and manufacturing partners 
(Conceptual design, Engineering and Construction & Commissioning phase) 

 

 Plant operator 
(Engineering and Construction & Commissioning phase) 

Challenges 
(see chapter 2.6) 

 Use of standardized data interfaces and standardized experimental data 
(Mission-critical challenge) 

 

 Finding optimized operating points with PtL efficiencies >55% 
(Mission-critical challenge) 

Sustainability indicators  
(see chapter 3.2) 

 Power-to-Liquid efficiency (Technical indicator) 
 = ∑ ̇ ∗., , = [ ℎ ℎ ,  , ] 
 

 CO conversion rate at system level (Technical indicator) 
 = ̇ , − ̇ ,̇ ,  

Technology Readiness Level 
(TRL) (see chapter 3.1) 

TRL 3-4 (Technology core systems separately validated in laboratory)  
 The core units SOEC in co-electrolysis mode and FT reactor are validated in laboratory separately 
 The validation of the whole process chain in relevant environment is outstanding 

Modelling Readiness Level  
(MRL) (see chapter 3.1) 

MRL 4 (Virtual representation of pilot plant available)  The virtual representation helps to find an 
optimized configuration for a pilot plant 
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6.1.1 Framework of Digital Model 
The framework of the Digital Model is discussed here to investigate different process configurations to 
support the conceptual design and engineering of a 1 MWel (nominal power SOEC) pilot plant. In  
Fig. 18, the 5D modelling framework for the Digital Model of the PtL production plant is visualized. 
The PtL pilot plant is to be built in Graz at AVL List GmbH site. The following design data is handed 
over manually to the data management: 

 Development of a modular scalable PtL pilot plant with a nominal power (SOEC) of 1 MWel 
 PtL efficiency of to be built pilot plant must exceed 55% (CO2 from gas bottle) 
 The pilot plant must be able to produce 500.000 litres of FT syncrude per year 

Besides the design data, internal and external experimental data from different SOEC and FT lab units 
are gathered in the data management, which is based on an on-premise data server. Therein, especially 
the experimental data are processed and analysed to define appropriate process parameters for the PtL 
pilot plant. The processed data is stored and further handed over to the simulation model. The process 
simulation is based on the software IPSEpro 8.0 and is executed on a local user device. Therein, different 
process configurations and parameters are selected and simulated. In a process validation step, the 
simulation results are checked for plausibility and compared with each other. Subsequently, the model 
results are transferred to the service dimension also executed on the same local user device. The 
simulation results are stored in a model results data base to enable design decisions. By comparing the 
model results from the data base, experts from different fields and companies can discuss the advantages 
and disadvantages of the selected process configurations and parameters. Finally, the design decision 
leads to a frozen design which can be handed over to the basic engineering. All data communication in 
this framework is based on manual offline data transmission. 

 
Fig. 18: 5D modelling framework of the virtual representation related to the PtL plant 

(own images or licensed from Adobe Stock) 
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6.1.2 Properties of Digital Model 
The framework, presented in chapter 6.1.1 lead to the following virtual representation properties listed 
in Tab. 8. Most of the properties of the Digital Model can be defined at level 0 according to the minimum 
requirements for a Digital Model in the raised methodology (see chapter 5). The most important 
characteristic properties are vertical integration, the virtual representation capability and fidelity and the 
connectivity mode. The Digital Model covers the core process units, which leads to the equipment-based 
vertical integration level. Furthermore, the Digital Model is based on a steady-state simulation model in 
IPSEpro, based on a black box SOEC and gray box FT unit. Therefore, the overall system can be defined 
by the lowest capability and fidelity levels. The connectivity mode of the Digital Model can be defined 
as manual. All data transmission activities are carried out offline. In the following chapter the underlying 
process simulation model of the virtual component is explained. 

Tab. 8: Digital Model properties for the PtL route 

Property classes Focus Property level Description 

Vertical integration 

Overall 

Level 0: 
Equipment level Only core process equipment units simulated. 

Interoperability Level 0: 
Comparable 

Process simulation is executed in IPSEpro.  
The underlying model libraries are based on the  
equation-oriented language MDL, which is quite  

different to traditional program languages like C or C++.  
Resulting validated physical-based mass and energy 

balances are comparable with simulation results from  
other software tools but not convertible. 

Expansibility Level 1: 
Adaptable layout 

The process simulation model is based on a model library. 
Therefore, the process layout can be adapted according to 

the desired configuration. 

Functional safety Level 0: 
Systematic capability 

The mass and energy balances are validated after each 
simulation run to avoid systematic failure. 

Technological  
scale-up possibility 

Physical 
component 

Level 0: 
Modular 

The SOEC unit is only modularly scalable up to now. The 
FT unit is fully scalable. The selected overall system level  

is based on the lowest unit level. 

Degree of automation Level 1: 
Semi-automated 

The PtL pilot plant should run continuously over several 
weeks. Therefore, a semi-automated operation mode  

is necessary. 

Physical safety 
Level 2: 

Primary + Secondary +  
Tertiary safety measures 

The PtL pilot plant must be approved by the relevant 
authorities and the highest safety standards must be met. 

Virtual representation 
capability 

Virtual  
component 

Level 0: 
Static 

The virtual representation is based on a steady-state 
simulation model in IPSEpro.  

Virtual representation 
fidelity 

Level 0: 
Black box 

(macroscopic level) 

The SOEC simulation model is only based on mass  
and energy balances (black box). The FT slurry reactor 

model is based on the extended ASF model to simulate the 
FT product distribution based on process parameters  
(gray box). The selected overall system level is based  

on the lowest unit level.  

Virtual representation 
intelligence 

Level 0: 
Human triggered 

The simulation model is operated manually by defining 
suitable process configurations and parameters. 

Connectivity mode 

Data  
management  

and  
connection 

Level 0: 
Manual The virtual representation is based on offline experimental 

data from laboratory, design data and literature. 
Data integration level Level 0: 

Manual 

Update frequency Level 0: 
Yearly/Monthly 

The virtual representation aims to provide an average 
steady-state design point in the conceptual design phase. 

Cybersecurity Level 0: 
Role-based access control The virtual representation is executed on an authorized  

local user devices. 
Human interaction 

Service 

Level 0: 
Smart user devices 

User focus Level 0: 
Single 

The process simulation model is operated locally by  
only one developer. 
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6.1.3 Process simulation of Digital Model 
The virtual component of the Digital Model is based on a steady-state process simulation model 
executed in the software IPSEpro 8.0, based on an equation-oriented modelling language called MDL. 
User-defined simulation models for each process unit were developed in the so-called model 
development kit based on mass and energy balances, which are subsequently interconnected in a 
flowsheet-based simulation environment. Furthermore, the SOEC model is based on the applicable 
stoichiometry of the chemical reactions for the conversion of H2O to H2 and CO2 to CO. The FT slurry 
reactor model assumes that FT products are solely paraffins and the CO-conversion was assumed with 
55%. Additionally, the extended ASF model, developed by Förtsch et al. [154] is used to estimate the 
FT product spectrum. The tail gas reformer is modelled as a Gibbs reactor. Furthermore, the 
stoichiometry of the chemical reactions for the conversion of CH4, C2H6 and C3H8 to CO and H2 with 
defined conversion rates between 90-99% are used. Further details regarding the underlying simulation 
models can be found in [114, 115]. 

6.1.4 Results of Digital Model use-case 
With the help of the virtual representation, optimum design parameters for the engineering of the PtL 
pilot plant can be determined. In the study, fixed operating conditions for SOEC and FT synthesis are 
assumed and the plant configuration options with respect to tail gas recirculation are investigated. In 
Fig. 19, the tail gas composition of the plant configurations with (left) and without (right) tail gas 
reforming are compared. It can be clearly seen that in the configuration without reforming, an 
exponential increase in CO2 at higher recirculation rates occurs, which must be passed through the FT 
reactor and product separation. In Fig. 20 (left) the dependency of the tail gas volume flow on the 
recirculation ratio is visualized, where the exponential increase is also visible. Consequently, due to the 
more efficient use of tail gas in the case of the configuration with reforming together with high 
recirculation rates, the highest PtL efficiencies can be achieved, which is visualized in Fig. 20 (right). 

 
Fig. 19: Tail gas composition of plant configuration with (left) and without tail gas reforming (right) [114] 

In Tab. 9, the resulting sustainability indicators for the investigated process configurations are listed. 
Therein, it can be seen that the plant configuration with tail gas recirculation and reforming delivers the 
best results. The desired performance parameters, as discussed in chapter 6.1.1, can only be achieved 
with the plant configuration with tail gas reforming by avoiding the accumulation of CO2 in the tail gas. 
The PtL efficiency level > 62% and CO conversion rate level > 96% can be obtained and thus more than 
550.000 litre of FT syncrude per year can be produced under consideration of high plant availability. 
However, the plant configuration with reforming requires a syngas from the SOEC with higher H2/CO 
ratios. Furthermore, no additional purge gas in reforming mode is available for the steam production of 
the SOEC or external processes due to the internal consumption for the heat provision of the reforming 
process itself. The additional tail gas reforming process step also causes higher investment costs. 
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Fig. 20: Volume flow rate of tail gas (left) and Power-to-Liquid efficiency (right) both depending on the 

recirculation ratio and the plant configuration with and without tail gas reforming [114] 

This results in design parameters for the investigated 1 MWel pilot plant, which are visualized in  
Fig. 21. Based on a SOEC in co-electrolysis mode with a nominal power of 1 MWel with an operating 
temperature of 850°C and ambient pressure level, about 343 Nm3/h of syngas with a H2/CO ratio of 3.3 
is produced. The reformed and recycled tail gas with a volume flow of 285 Nm3/h and a H2/CO ratio of 
1.2 is added to the syngas to reach the required H2/CO ratio of 2. After a water removal step, a three-
stage compression of the gas mixture to reach the required pressure level of 21 bar is conducted. 
Subsequently, the gas mixture is converted within the FT slurry reactor at a temperature level of 210 °C. 
The reaction heat is cooled by a hot water cooling cycle, which is not detailed further in the conception 
phase. The liquid FT product which is removed from the slurry continuously amounts to 18 kg/h and 
consists mostly of FT waxes. The gaseous FT product is separated in a multi-stage flash distillation. 
From the separation stage, 20.5 kg/h FT middle distillate, 13.7 kg/h FT naphtha and 5.6 kg/h FT waxes 
are gained. The tail gas is mostly recirculated (90%) to the tail gas reformer, where the short-chain 
hydrocarbons (C1-C3) are converted mostly to CO and H2 while consuming H2O. Furthermore, the rWGS 
reaction takes place to convert CO2 to CO while consuming H2. The necessary heat for the endothermic 
steam reforming reactions is provided by the combustion of a minor part (10%) of the tail gas. 

Tab. 9: Resulting sustainability indicators for the investigated PtL process configurations [114] 

Parameter 
(Sustainability indicator) Unit 

Once-Through 
without recirculation 

(RR = 0%) 

Plant configuration 
without reformer 

(RR = 90%) 

Plant configuration 
with reformer 
(RR = 90%) 

Fischer-Tropsch products1 lFT/a ~ 257 000 ~ 426 000 ~ 556 000 

Power-to-Liquid efficiency % 30.8 50.8 62.7 

CO conversion rate at system level % 55.0 92.4 96.5 

Required H2:CO ratio (SOEC) - 2.0 2.1 3.3 

Purge gas chemical energy kW 365 102 -2 
1 7500 operating hours per year assumed 
2 purge gas needed for providing heat for tail gas reformer through combustion 

For optimization of the provided design data, further studies regarding the CO2 conversion within the 
SOEC and the FT reactor due to the use of rWGS active catalysts should be conducted. Furthermore, 
the tail gas reforming must be validated in experimental test series. In addition, a holistic optimization 
of the whole process route can only be undertaken by conducting experiments with different operating 
conditions in the SOEC and FT reactor. In that way, synergies, especially due to process heat integration, 
can be achieved, which can be implemented after the validation of pilot scale experiments. Finally, a 
techno-economic and ecological assessment is needed for commercial-scale plants. Further details to 
the PtL simulation results and first commercial-scale investigations can be found in [114, 115, 155, 156]. 
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Fig. 21: Design parameters for the plant configuration with tail gas reforming within the 1 MWel PtL pilot plant [114]
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6.2 Digital Shadow of a zero-emission reducing gas production plant 
The production of a biomass-based reducing gas for use in the raw iron production can be achieved with 
the sorption enhanced reforming (SER) process. By combining the SER process with oxyfuel 
combustion a zero-emission reducing gas can be produced utilizing the so-called OxySER process. In 
this process with subsequent gas cleaning steps, a suitable product gas for the use within the direct 
reduction process can be produced. In the OxySER process, pure oxygen is used instead of air, as a 
fluidization agent in the combustion reactor of the DFB gasification. Therefore, a nitrogen-free flue gas 
can be produced, which consists mainly of CO2. If the CO2 is further used in various industrial 
applications (carbon capture and utilization, CCU) or stored (carbon capture and storage, CCS), a below 
zero emission reducing gas can be produced. A detailed process flow diagram for the OxySER process 
can be found in Fig. A2 in the appendix. For the production of reducing gas with SER in a DFB 
gasification process, two pilot plants exist. In the 100 kWth pilot plant at TU Wien several SER test runs 
were successfully carried out [98, 107]. In the 200 kWth pilot plant at University of Stuttgart the SER 
and OxySER operation modes were successfully demonstrated [108].  

In order to create a further scale up step towards a demonstration plant, large scale simulation studies 
are needed based on pilot plant experimental data to determine the environmental and economic 
footprint of biomass-based reducing gas production. In addition to the simulation studies, the Digital 
Shadow will also enable the coupling of the TU Wien pilot plant with the integrated simulation model 
to validate test runs continuously and to visualize sustainability indicators to find optimum operation 
points. In Tab. 10, general characteristics and goals of the Digital Shadow are listed. The applications 
range from process design investigations in the conceptual design and engineering phase to monitoring, 
visualization and validation of process parameters in the operation and optimization phase. Furthermore, 
stakeholders and users are defined, in this case process simulation experts and engineering partners for 
the investigation of the process design. Additionally, iron and steel industry experts are consulted to 
incorporate domain knowledge in the process design phase. Furthermore, plant operators from the pilot 
plant at TU Wien are consulted to adapt the intended visualizations to the necessities of the plant 
operation. The identified challenges are only mission-critical. The sustainability indicators show that 
within the Digital Shadow use-case, besides technical also economic and ecological parameters are 
considered. The technical indicators aim to achieve a product gas with the specified gas quality suitable 
for the iron and steel industry's direct reduction process. The economic and ecological indicators are 
selected to realize a comparison with other comparable technologies. The SER and OxySER process is 
already validated in pilot-scale, which leads to TRL of 4-5. The Digital Shadow includes validated 
experimental data from pilot plant experiments and helps to predict mass & energy balances, and 
economic and ecological footprints for large scale application. Therefore, the MRL can be set to 5-6. 
All the following content regarding the SER and OxySER production plant is based on [98] (Paper III). 
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Tab. 10: General characteristics of the Digital Shadow 

Applications  
(see chapter 2.3) 

 Assistant for constructive and technical process design 
(Simulation in Conceptual design and Engineering phase) 

 

 Automatic monitoring of process performance by visualization of sustainability indicators 
(Monitoring in Operation phase) 

 

 Holistic evaluation and optimization of process design with the possibility to roll-out on a 
commercial scale (process parameters) 
(Evaluation and Verification in Engineering and Optimization phase) 

Stakeholders & Users  
(see chapter 2.4) 

 Process simulation experts 
(Conceptual design and Engineering & Operation and Optimization phase) 

 

 Plant design engineering partners 
(Conceptual design and Engineering phase) 

 

 Iron and steel industry experts 
(Conceptual design and Engineering & Operation and Optimization phase) 

 

 Plant operators of pilot plant TU Wien 
(Operation and Optimization phase) 

Challenges 
(see chapter 2.6) 

 Use of standardized data interfaces 
(Mission-critical challenge) 

 

 Standardization and harmonization of all available experimental data from various pilot plants 
(Mission-critical challenge) 

 

 Finding optimized operating points with suitable reducing gas quality 
(Mission-critical challenge) 

 

 Development of plant configurations with minimal production costs and CO2 footprint 
(Mission-critical challenge) 

Sustainability indicators  
(see chapter 3.2) 

 Gas quality (Technical indicator) 
 = % + % % + %  
 

 CO2 recovery rate (Technical indicator) 
 =          ( + ) 
 
 Hydrogen / carbon monoxide ratio (Technical indicator) 

 / = % %  
 
 Relative net present value (Economic indicator) 
 compared with steam reforming of natural gas (reference option) 

 =  ( .  . − ) − ( .  . − ) ∙ − − .     , =  (1 + ) − 1∙ (1 + )  
 
 Levelized production costs (Economic indicator) 

 =  + ( − .  .) ∙,  . ∙    , =  (1 + ) − 1∙ (1 + )  
 

 Payback time analysis (Economic indicator) 
 = ∗  ∗  (1 + )(1 + ) − 1 ,    

 Global warming potential factor (Environmental indicator) 
 =    ℎ          

Technology Readiness Level 
(TRL) (see chapter 3.1) 

TRL 4-5 (Main process units validated in pilot-scale)  
 The whole process chain from biomass feeding to product gas cleaning is tested in pilot-scale  
The validation of the whole process chain in relevant environment is outstanding. 

Modelling Readiness Level  
(MRL) (see chapter 3.1) 

MRL 5-6 (Virtual representation of pilot plant available)  The virtual representation helps to find 
an optimized operation point in pilot scale and enable simulation studies for the investigation of the 
economic and ecological performance of the process. 
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6.2.1 Framework of Digital Shadow 
In Fig. 22, the 5D modelling framework for monitoring the biomass-based reducing gas production plant 
is visualized. Therein, it can be seen that the 100 kWth DFB gasification pilot plant at TU Wien is the 
basis for the physical component. Raw sensor data from the control system or more precisely from the 
PLC is transmitted every minute via Modbus/TCP to a local edge device, where it is forwarded via 
MQTT to the IoT gateway of an Azure Cloud environment. The cloud-based data management processes 
and stores data to create suitable data sets for the following virtual component. The processed sensor 
data sets are transferred every minute via TCP/IP to a local edge device, where the simulation tool 
IPSEpro 8.0 is running. The model results are validated and handed over to the service dimension via 
TCP/IP. The service dimension application is based on local infrastructure and on-premise software and 
can be monitored on a local user device. The model results from the process simulation are continuously 
visualized on a MATLAB-based dashboard. New simulation results are added to the dashboard each 
minute, where the plant operators can monitor the process performance. 

 
Fig. 22: 5D modelling framework of the virtual representation related to the SER and OxySER pilot plant 

(own images or licensed from Adobe Stock) 

6.2.2 Properties of Digital Shadow 
In Tab. 11, the properties of the investigated Digital Shadow use-case are listed. Therein it can be seen 
that through automated continuous validation of process performance, most properties can be defined 
as level 1. All the raised properties fulfil the required Digital Shadow property level according to the 
novel methodology. The Digital Shadow covers all main units of the process chain, which leads to the 
plant-based vertical integration level. Furthermore, a gray box quasistatic simulation model in ad-hoc 
mode is used to ensure the continuous process validation. The process performance is monitored 
continuously by running the process simulation every minute. Therefore, a uni-directional and semi-
automated data transmission has been accomplished.  
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Tab. 11: Digital Shadow properties for the biomass-based reducing gas production plant 

Property classes Focus Property level Description 

Vertical integration 

Overall 

Level 1: 
Plant level Main units of process chain simulated. 

Interoperability Level 0: 
Comparable 

Process simulation is executed in IPSEpro.  
The underlying model libraries are based on the equation-

oriented language MDL, which is quite different to 
traditional program languages like C or C++.  

Resulting validated physical-based mass and energy 
balances are comparable with simulation results from 

other software tools but not convertible. 

Expansibility Level 1: 
Adaptable layout 

The process simulation model is based on a model  
library. Therefore, the process layout can be adapted 

according to the desired configuration. 

Functional safety Level 1: 
Implemented redundancies 

The mass and energy balances are validated after each 
simulation run to avoid systematic failure. In addition,  
to validating the simulation results, the measured value 
adjustments are displayed in the dashboard to provide  

the user with a further plausibility check. 

Technological  
scale-up possibility 

Physical 
component 

Level 2: 
Fully scalable 

The scalability of the DFB gasification unit was already 
demonstrated in several commercial-scale plants in  

different operation modes. 

Degree of automation Level 1: 
Semi-automated 

The pilot plant is already operated for a few days at a time. 
Therefore, a semi-automated operation mode is 

implemented to support the plant operators. 

Physical safety 
Level 2: 

Primary + Secondary +  
Tertiary safety measures 

The pilot plant has been approved by the relevant  
authorities and the highest safety standards must be met. 

Virtual representation 
capability 

Virtual  
component 

Level 2: 
Ad-hoc 

(based on quasistatic model) 

The virtual representation is based on the PSServer  
process module of IPSEpro. A quasistatic simulation  

model is executed every minute. 

Virtual representation 
fidelity 

Level 1: 
Gray box 

(intermediate level) 

The DFB gasification (main process unit) is based on  
mass and energy balances. Furthermore, the equilibrium 

state of the rWGS reaction is calculated and the tar  
content in the product gas is determined via a correlation 

with the continuously measured methane content. 

Virtual representation 
intelligence 

Level 1: 
Automated 

The simulation model calculates an operation point  
automatically every minute. 

Connectivity mode 

Data  
management  

and  
connection 

Level 1: 
Uni-directional 

The virtual representation is based on an automatic data 
flow (every minute) from the pilot plant to the data 

management. There, it is automatically processed and  
sent to the simulation model to validate the process 

performance continuously. Data integration level Level 2: 
Fully automated 

Update frequency Level 2: 
Hourly/every minute 

The virtual representation calculates the process 
performance every minute with a quasistatic  

simulation model in ad-hoc mode. 

Cybersecurity 
Level 1: 

Discretionary 
access protection 

The data collection (control system), the data  
management (cloud) and the simulation environment  
(local edge device) are separated from each other in  

terms of system technology and separate access rights. 

Human interaction 

Service 

Level 0: 
Smart user devices 

The dashboard from the service dimension is visualized  
via a local MATLAB application on the local user  

device, where the operator can monitor the performance.  

User focus 
Level 1: 

Multiple without  
interaction of energy  
plant hierarchy layers 

The dashboard from the service dimension can be  
viewed simultaneously by multiple operators and  

other stakeholders. 
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6.2.3 Process simulation of Digital Shadow 
The virtual component of the Digital Shadow is based on a quasistatic process simulation model in  
ad-hoc mode executed in the software IPSEpro 8.0. Similar to the Digital Model use-case, user-defined 
MDL-based simulation models are interconnected in a flowsheet-based simulation environment. The 
validation mode is used to solve an overdetermined system of equations. This allows the measurement 
errors to be compensated by specifying the inaccuracies of different measurements. To enable the 
automated simulation, the PSServer module of IPSEpro is used, which provides a code-based interface 
to link the processed measurement data from the data management with the model parameters in 
IPSEpro. Furthermore, the simulation frequency can be defined. The process chain consists of the DFB 
gasification and further gas cooling and cleaning steps. All units are based on mass and energy balances. 
Furthermore, within the DFB gasification model [157] the equilibrium state of the rWGS reaction is 
calculated and the tar content in the product gas is determined via a correlation with the continuously 
measured methane content [158]. For further details about the model please refer to [98]. 

6.2.4 Results of Digital Shadow use-case 
The Digital Shadow helps to investigate commercial-scale concepts and to monitor the process 
performance of the pilot plant at TU Wien to find optimized operation points. In Tab. 12, the input and 
output parameters for a 100 MW biomass-based reducing gas production plant in OxySER mode are 
listed. It can be seen that for the production of 100 MW reducing gas, 133 MW of wood chips are 
required. For the OxySER mode, about 11000 Nm3/h of oxygen are additionally required to capture 
about 36000 kg/h of CO2 within the flue gas stream. 

Tab. 12: Input and Output data of an OxySER plant with 100 MW reducing gas power [98] 

Input Output 

Parameter Unit Value Parameter Unit Value 

Fuel (wood chips wet) 
MW 133 

Reducing gas 
MW 100 

kg/h 50400 Nm3/h 28800 

Bed material inventory kg 25000 
Flue gas 

Nm3/h 22800 

Fresh bed material kg/h 1770 kg/h 40200 
Cooling capacity in % of 
fuel power 

% 
(kW/kWth) 

5 - 20 Carbon dioxide  
(for CCU) kg/h 36100 

Electricity consumption kW 2800 Bed material kg/h 1000 

Oxygen Nm3/h 11020 Ash and dust kg/h 1050 

Fresh water kg/h 378  
Scrubber solvent (RME) kg/h 200 

In Tab. 13, the sustainability indicators and main process parameters of the three investigated options 
are gathered. The required gas quality for the direct reduction process can be reached and a high H2/CO 
ratio can be achieved. The required reduction gas can be produced at production costs between  
10-15 €/GJ. The payback time shows the profitability compared to the natural gas-based direct reduction 
route. Thus, the resulted payback time of all three options are higher than the expected plant lifetime of 
20 years. If the natural gas costs are doubled, which has already happened compared to the base year 
2019, the calculated payback times of the biomass-based options are between 2-5 years. 

In Fig. 23, the sensitivity analysis of the techno-economic analysis is visualized. Therein, the sensitivity 
of the relative net present value to changes of the underlying cost and revenue rates is investigated. The 
relative net present value describes the profitability of the biomass-based reducing gas production 
process compared to the state-of-the-art reducing gas production via steam reforming of fossil natural 
gas. The figure shows that the profitability of the biomass-based OxySER process compared to the steam 
reforming of natural gas is highly dependent on the wood price, natural gas price, CO2 emission 
allowance price and the investment costs.  
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Tab. 13: Resulting sustainability indicators for the investigated SER and OxySER process configurations [98] 

Parameter 
(Sustainability indicator) Unit 

Reducing gas 
production with  
wood-based SER 

(Option 1) 

Reducing gas 
production with  

wood-based OxySER 
(existing ASU used  
and CCU applied) 

(Option 2) 

Reducing gas 
production with  

wood-based OxySER 
(additional ASU used 
and no CCU applied) 

(Option 3) 
Produced reducing gas Nm3/h 28800 28800 28800 

Captured and utilized CO2 kg/h - 36100 - 
Gas quality (reducing gas) 
(requirement: > 9) - 9.8 9.8 9.8 

CO2 recovery rate % - > 95 - 
Hydrogen / carbon monoxide ratio 
(requirement: > 0.5) - 7.6 7.6 7.6 

Levelized production costs €/GJreducing agent 11.5 10.9 15.3 
Payback time base year 2019 
(natural gas costs 25 €/MWh) a ∞ 24 ∞ 

Payback time base year 2021 
(natural gas costs 50 €/MWh) a 2 2 5 

Global warming potential t CO2e/tCS 0.28 < 0 0.28 

 
Fig. 23: Sensitivity analysis of the techno-economic analysis of different iron and steelmaking routes [98] 

In Fig. 24 , the economic and ecological footprint of different iron and steelmaking routes are compared. 
It can be seen that the state-of-the-art coal-based blast furnace process is the cheapest and most climate-
damaging technology with about 5 €/GJreducing agent and 1.7 tCO2e/tcrude steel. Approximately 50% of CO2 
emissions can be saved if steelmaking is replaced by natural gas- or hydrogen-based direct reduction 
instead of coal-based blast furnaces. The use of biomass-based reducing gas in direct reduction without 
CCU (Option 1 and 3) can save more than 80% of CO2 emissions. If the captured CO2 in OxySER mode 
is further utilized or stored (Option 2), a below zero emission reducing gas can be produced. The 
production costs of the biomass-based reducing gas are two to three times higher compared to the coal-
based blast furnace process but in the same range as the natural gas-based direct reduction process. 
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Fig. 24: Comparison of economic and ecological footprint of different iron and steelmaking routes [98] 

Besides the simulation studies of commercial-scale plant concepts, the Digital Shadow is able to monitor 
the process performance of the 100 kWth pilot plant at TU Wien. In Fig. 25, an exemplary dashboard 
from a conventional DFB steam gasification test run is shown. On the left side, the adjusted values, 
calculated by the process simulation, for the product and flue gas composition as well as the volume and 
mass flows of product and flue gas are visualized. On the right side, the proportional adjustments of 
various simulation results are shwon in order to be able to check the reliability of the results. The process 
monitoring application of the 100 kWth pilot plant at TU Wien can also be used for other operating 
modes like SER, but it can not be operated in OxySER mode due to the missing brickwork at the CR. 

 
Fig. 25: MATLAB-based dashboard for monitoring the adjusted values for gas compositions & flow rates [158] 
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In Fig. 26, another dashboard for monitoring the process performance is visualized. Therein, several 
technical performance figures like efficiencies, the product gas yield and heat streams can be observed. 

 
Fig. 26: MATLAB-based dashboard for monitoring the process performance [158] 

The dashboards help plant operators to continuously assess the plant performance and to find optimized 
operating points. Further details about the simulation studies regarding the OxySER process can be 
found in [98]. 

6.3 Digital Twin of a Biomass-to-Gas production plant 
The Digital Twin use-case is based on the Biomass-to-Gas process. Therein, biomass is converted to 
product gas within the DFB steam gasification process. The product gas is cleaned and cooled in several 
process steps before the clean product gas is converted further within a fluidized bed methanation 
process to raw-SNG. The raw-SNG consists mainly of methane, carbon dioxide, hydrogen and water. 
After a number of upgrading steps, SNG can be fed to the gas grid. A detailed process flow diagram for 
the Biomass-to-Gas process can be found in Fig. A3 in the appendix. The DFB gasification process has 
already been built at commercial-scale several times worldwide. The fluidized bed methanation process 
was first demonstrated at 1 MWSNG scale in Güssing in 2009 [138]. At TU Wien a 100 kWth DFB 
gasification pilot plant combined with a 10 kWth fluidized bed methanation plant exists [135, 136].  

In order to optimize the Biomass-to-Gas process before the final commercialization step, a Digital Twin 
was developed for the pilot plant at TU Wien. Apart from the possibilities listed in the Digital Shadow 
use-case, the Digital Twin enables a full process automation by coupling the physical facility with a 
flow-sheet based simulation model and a model predictive control (MPC) unit. Thus, the pilot plant can 
be operated automatically. Furthermore, optimized operation points can be reached with the digital 
assistant. In Tab. 14, general characteristics of the developed Digital Twin are listed. The applications 
are focused on the operation and optimization phase by monitoring and automation of the Biomass-to-
Gas process. Due to the strong focus on operation, no engineering experts are needed. Therefore, the 
stakeholders are the plant operators and domain experts in several disciplines. Automation means that 
safety- and time-critical challenges have to be considered in addition to mission-critical ones. The 
sustainability indicators are focused on technical parameters. As the Biomass-to-Gas process was 
already demonstrated in Güssing, TRL 7 has been reached. Due to the automation of the pilot plant and 
the validation of the control concept with the 1 MWth demonstration plant in Simmering, the MRL can 
also be declared as 7. All the following content regarding the BtG plant is based on [29] (Paper I). 
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Tab. 14: General characteristics of the Digital Twin 

Applications  
(see chapter 2.3) 

 Automatic monitoring of process performance by visualization of sustainability indicators 
(Monitoring in Operation phase) 

 

 Monitoring and optimization of product quality 
(Evaluation and Verification in Operation and Optimization phase) 

 

 Condition monitoring and anomaly detection of process units 
(Monitoring and Evaluation in Maintenance phase) 

 

 Process automation and optimization using advanced control strategies, which also allows to 
predict the future performance 
(Orchestration and Prediction in Operation and Optimization phase) 

Stakeholders & Users  
(see chapter 2.4) 

 Process simulation experts 
(Operation and Optimization phase)  

 Process control experts 
(Operation and Optimization phase) 

 

 Data management and connection experts 
(Operation and Optimization phase) 

 

 Plant operator of pilot plant at TU Wien 
(Operation and Optimization phase) 

Challenges 
(see chapter 2.6) 

 Use of standardized data interfaces 
(Mission-critical challenge) 

 

 Use of simulation models which are robust and valid for a wide range of operation points 
(Mission-critical challenge) 

 

 Periodic verification and recalibration of measurement equipment 
(Mission-critical challenge) 

 

 Decoupling of virtual representation´s IT architecture from control system 
(Safety-critical challenge) 

 

 Development of a stable high-fidelity two-way data connection by reaching sufficient data 
resolution, quality and latency 
(Time-critical challenge) 

Sustainability indicators  
(see chapter 3.2) 

 Cold gas efficiency (Technical indicator) 
 =  − ( , − ̇ , − − ), ∗ , + ,  
 
 Carbon utilization factor (Technical indicator) 

 =  ̇ ,̇ , , ∗ ̇ ,̇ , ,  
 
 Raw-SNG yield (Technical indicator) 

 =  ̇ ,̇ , + ̇ ,  

Technology Readiness Level 
(TRL) (see chapter 3.1) 

TRL 7 (Whole process chain demonstrated in operational environment)  
 The whole process chain from biomass feeding to gas feed-in was already demonstrated at Güssing 
(AUT) in demo-scale  The long-term validation and roll-out of the process at commercial-scale is 
outstanding 

Modelling Readiness Level  
(MRL) (see chapter 3.1) 

MRL 7 (Integrated virtual representation of pilot and demo plant available)  
 The virtual representation helps to find an optimized operation point in pilot scale by process 
automation through advanced control strategies. The underlying model units of the virtual 
representation were also tested at demo-scale.  

6.3.1 Framework of Digital Twin 
In Fig. 27, the modelling framework of the Digital Twin use-case is visualized. Similar to the Digital 
Shadow use-case, the raw sensor data from the PLCs of the physical component are transmitted via 
Modbus TCP and MQTT to the Azure Cloud. The data processing steps are executed in the cloud. 
Afterwards, the processed sensor data is sent to the virtual component in two different intervals. The 
virtual component consists of an ad-hoc quasistatic simulation model in IPSEpro and a MATLAB-based 
model predictive control (MPC) unit. The simulation model in IPSEpro helps to validate the process 
operation by solving an overdetermined equation system just as in the Digital Shadow use-case and to 
determine not continuously analysed parameters like the water content of the product gas. This process 
validation step is executed once every minute. Therefore, the processed data sets from the data 
management are retrieved in the same time interval. The MPC is based on a holistic model and analyses 
the process in order to automatically perform manipulated variable changes to achieve predefined 
process goals. For that the MPC queries the processed data from the data management every 5 seconds, 



Virtual representation use-cases within the energy sector 
 

 

51 

together with additional results from the IPSEpro simulation to predict the future process performance 
nearly in real-time. The validated model results from IPSEpro are sent to a web application to visualize 
the most important process parameters and sustainability indicators. The validated model results are sent 
back to the PLCs of the pilot plant, in the form of requested changes in manipulated variables, to realize 
process automation. Additionally, the MPC´s predictions and manipulated variable changes are 
visualized in MATLAB on a local user device. In the service dimension, the web application with a 
dashboard enables human interaction with the Digital Twin by allowing the operator to enter the target 
values and weightings for the manipulated variables. 

 
Fig. 27: 5D modelling framework of the virtual representation related to the Biomass-to-Gas pilot plant [29] 

(own images or licensed from Adobe Stock) 

6.3.2 Properties of Digital Twin 
The properties of the Digital Twin are listed in Tab. 15. Through the integration of the model predictive 
control unit and the bi-directional data communication many properties can be defined as level 2. Only 
the expansibility does not correspond to the required Digital Twin property level according to the novel 
methodology. The Digital Twin is integrated in the pilot plant at TU Wien. The underlying process 
models have been tested with experimental data from the 1 MWth demonstration plant at Simmering 
(AUT). Therefore, the Digital Twin vertical integration level can be assigned to the plant level but the 
modular data management can be linked with other data bases to cover the enterprise level. The 
expansibility level is still at the adaptable layout level. To reach the required level of automated layout, 
the Digital Twin would additionally need to be able to respond to different plant configurations such as 
product gas recycling or different gas cleaning units. The gray box based predictive MPC and the  
ad-hoc IPSEpro simulation model enable a full automation of the pilot plant by a bi-directional data 
communication between the PLCs and the virtual component.  
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Tab. 15: Digital Twin properties for the Biomass-to-Gas production plant 

Property classes Focus Property level Description 

Vertical integration 

Overall 

Level 1: 
Plant level 

The virtual representation in this stage is based on the  
plant level. However, due to the modular design of the  
data management system, it is also possible to expand  
it to include other data bases e.g. from administration. 

Interoperability Level 1: 
Convertible 

The process automation is mainly based on the MPC  
unit, which is developed and executed in MATLAB.  
The matrix-based MATLAB language is compatible  

and convertible to other traditional programming  
languages like C++, Java or Python. 

Expansibility Level 1: 
Adaptable layout 

The process simulation models are based on model  
libraries. Therefore, the process layout can be adapted 

according to several plant configurations. 

Functional safety Level 2: 
Predictable failure analysis 

The mass and energy balances are validated after each 
simulation run and compared to predefined constraints  
to avoid systematic failure. In addition, to validating  

the simulation results, the measured value adjustments  
are displayed in the dashboard to provide the user with  

a further plausibility check. 

Technological  
scale-up possibility 

Physical 
component 

Level 2: 
Fully scalable 

The scalability of the DFB gasification unit was already 
demonstrated in several commercial-scale plants in  

different operation modes. The methanation unit was 
already built in Güssing (AUT) in 1 MWSNG scale. 

Degree of automation Level 2: 
Fully automated 

The pilot plant was outfitted with automatic control  
valves. Therefore, a fully automated operation mode is 

available to support the plant operators. 

Physical safety 
Level 2: 

Primary + Secondary +  
Tertiary safety measures 

The pilot plant has been approved by the relevant  
authorities and the highest safety standards must be met. 

Virtual representation 
capability 

Virtual  
component 

Level 3: 
Predictive 

The virtual representation is based on the PSServer  
process module of IPSEpro and the MPC unit  

based on MATLAB. Therefore, with the quasistatic  
IPSEpro model together with the predictive MPC unit,  

both in ad-hoc mode, a nearly real-time prediction  
of the future process performance can be realized. 

Virtual representation 
fidelity 

Level 1: 
Gray box 

(intermediate level) 

The main process units DFB gasification and  
methanation are simulated based on mass and energy 
balances. In the MPC model, additional data-based 

correction terms are implemented and the methanation  
unit is based on a kinetic model approach. In the IPSEpro 

model, additionally the equilibrium state of the rWGS 
reaction is calculated and the tar content in the product  

gas is determined via a correlation with the continuously 
measured methane content. 

Virtual representation 
intelligence 

Level 2: 
Partial Autonomous 

The simulation model calculates changes of  
manipulated variables every 5 seconds to reach desired 

predefined operation points as fast as possible. 

Connectivity mode 

Data  
management  

and  
connection 

Level 2: 
Bi-directional 

The virtual representation enables a real-time closed- 
loop control of the pilot plant by calculating automatic 
changes of the manipulated variables every 5 seconds. 

Data integration level Level 2: 
Fully automated 

Update frequency 
Level 3: 

Immediate  
real-time / event driven 

Cybersecurity Level 2: 
Mandatory access control 

The data collection (control system), the data  
management (cloud) and the simulation environment  
(local edge device) are separated from each other in  
terms of system technology. Additionally, the web 
application is secured by an authentication system,  

which is coupled with the account system of TU Wien. 

Human interaction 

Service 

Level 0: 
Smart user devices 

The dashboard from the service dimension is visualized  
via a web-based application on the local visualization 

device, where the operator can monitor the performance  
and interact with the Digital Twin.  

User focus 
Level 1: 

Multiple without  
interaction of energy  
plant hierarchy layers 

The web-based dashboard from the service dimension  
can be viewed and controlled simultaneously by  

multiple authorized operators and other stakeholders. 
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6.3.3 Process simulation of Digital Twin 
The virtual component of the Digital Twin is based on two different model units. First, similar to the 
Digital Shadow use-case a quasistatic ad-hoc simulation model in IPSEpro 8.0 is used to validate the 
mass and energy balances by solving the overdetermined equation system. The MPC unit is based on 
dynamic simulation models which are able to request changes in manipulated variables to optimize the 
future process performance. The DFB MPC is based on two separated controllers. In the high-level MPC 
unit, the overall control inputs are processed to request the bed material circulation rate and the total 
needed air volume flow in the combustion reactor. The circulation MPC uses the estimation for the total 
air flow and the circulation rate to distribute the total amount of air to available air staging [159, 160]. 
The fluidized bed methanation unit is simulated via a dynamic kinetic-based model fitted with 
experimental data to describe the non-linear behaviour of the reactor. The reactor temperature is 
controlled by a PID controller [161]. In addition, it is planned to add a supervisory MPC to optimize the 
complete process chain in a holistic view [162]. Further details to the underlying simulation models can 
be found in [29, 159, 160, 162]. 

6.3.4 Results of Digital Twin use-case 
The Digital Twin helps to automate the Biomass-to-Gas process of the 100 kWth pilot plant at TU Wien. 
In Fig. 28, the validation of the underlying dynamic simulation model for the MPC of the DFB process 
can be seen. The operation points with blue background are used for the model training and the white 
background for model validation. It can be seen that the model can simulate the process behaviour very 
accurately for a wide range of fuel, oil, steam and air flow rates (manipulated variables). 

 
Fig. 28: Validation of the dynamic DFB model [159] 

In Fig. 29, the web-based dashboards for the visualization of the simulation results from IPSEpro are 
shown. The web-based dashboard is a further development of the MATLAB-based dashboard from the 
Digital Shadow use-case and thus enables user access regardless of the user's location. The dashboard 
at the top shows the human interface for the specification of setpoints for important internal state 
variables. Furthermore, the technical sustainability indicators are visualized. The second dashboard at 
the bottom includes the visualization of further process parameters to monitor the gasification process. 
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Fig. 29: Dashboard of the IPSEpro simulation results with the MPC human interface and the sustainability 

indicators (top) and results for important process parameters (bottom) 

Additionally, the MPC predictions are visualized in a local MATLAB-based dashboard which can be 
seen in Fig. 30. Therein, the controlled (left) and manipulated (right) variables are visualized. Each 
diagram is divided into the historical period with the comparison of estimation and measurement value 
(left of vertical line) and prediction period (right of vertical line). With the help of this dashboard, it is 
possible to observe which modifications of the manipulated variables (right) the MPC will perform and 
which expected changes this will cause in the controlled variables (left). 

In summary, it can be concluded that automation was successfully demonstrated with the help of the 
Digital Twin. The 100 kWth pilot plant at TU Wien could be operated in automatic mode and different 
operating point changes could be performed automatically over a whole day. Furthermore, a 
consolidation of all measured values could be performed with the result that the IPSEpro simulation 
model converges over a wide operating range and the model fits of the overdetermined solver are in a 
valid range. In addition, quantities that cannot be measured online, such as water and tar content, could 
be determined in real time with sufficient accuracy. A test run with the aim of optimizing the entire 
chain holistically with regard to technical, economic and ecological aspects is still pending. For further 
details on the underlying models and controllers please refer to [29, 158–162]. 
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Fig. 30: Dashboard MPC predictions input and output parameters 

6.4 Digital Predictive Twin of a hazardous waste incineration plant 
The Digital Predictive Twin use-case is related to the hazardous waste incineration process. In a rotary 
kiln 8 different solid and liquid waste fractions are converted to a hot flue gas. The heat from the flue 
gas is used within a waste heat recovery boiler to produce superheated steam. Afterwards, the steam is 
used in a steam turbine to produce heat and power. A detailed flow diagram for the hazardous waste 
incineration process can be found in Fig. A4 in the appendix. In Vienna (AUT), a hazardous waste 
incineration plant exists with a capacity of about 100 000 tons of waste per year in two combustion lines, 
operated by Wien Energie GmbH. Since the partly toxic waste streams, cannot be fully analysed, plant 
operation is challenging. The batch-wise feeding of the different fuel feed lines together with the lack 
of knowledge about the combustion behaviour require a reactive process control of the plant to be able 
to react to the peak loads in the form of emissions and temperatures. 

For the optimization of the hazardous waste incineration process, knowledge about the waste input 
streams has to be generated. The Digital Predictive Twin is able to determine the composition of not 
entirely analysed waste streams by using a dynamic simulation model. By creating a fuel analysis data 
base based on determined fuel compositions of these waste streams, the knowledge can be used for 
recurring fractions to optimize the waste management and process performance. In Tab. 16, the general 
characteristics of the Digital Predictive Twin are listed. As can be seen, the applications are focused on 
the monitoring and optimization of the waste management and process performance. Besides data 
management, simulation and control experts, plant operators and supervisors have to be considered in 
the development process. The challenges are similar to the Digital Twin use-case. The sustainability 
indicator in a hazardous waste incineration process are strongly focused on technical indicators with the 
overarching goal to maximize the plant availability. Hazardous waste incineration plants are 
commercially available, which leads to TRL 9. The accompanying virtual representation is evaluated 
and validated with commercial-scale operation data. Therefore, MRL 8 can be defined. In order to 
achieve MRL 9, the Digital Predictive Twin must be tested and validated in a long-term test under 
commercial conditions. All the following content regarding the hazardous waste incineration plant is 
based on [104] (Paper IV). 
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Tab. 16: General characteristics of the Digital Predictive Twin 

Applications  
(see chapter 2.3) 

 Determination of waste compositions for fractions which have not been entirely analysed to 
create a fuel analysis data base to monitor the suppliers  basis for other service applications 
(Evaluation and Verification in Operation and Optimization phase) 

 

 Monitoring and optimization of real-time process performance by adapting fuel feed sequence 
(exemplary barrel order) or operation conditions  
(Monitoring in Operation and Optimization phase) 

 

 Condition monitoring and anomaly detection of process units – brickwork damage or fouling of 
waste heat recovery boiler 
(Monitoring and Evaluation in Maintenance phase) 

 

 Process automation and optimization by manipulation of waste combustion order  
and waste delivery order 
(Orchestration and Prediction in Operation and Optimization phase) 

Stakeholders & Users  
(see chapter 2.4) 

 Process simulation and control experts 
(Operation, Maintenance and Optimization phase) 

 

 Data management experts 
(Operation, Maintenance and Optimization phase) 

 

 Plant operator/supervisor and waste management supervisor - Wien Energie 
(Operation, Maintenance and Optimization phase) 

Challenges 
(see chapter 2.6) 

 Use of standardized data interfaces 
(Mission-critical challenge) 

 

 Use of simulation models which are valid for a wide range of operation points 
(Mission-critical challenge) 

 

 Periodic verification and recalibration of measurement equipment 
(Mission-critical challenge) 

 

 Decoupling of virtual representation´s IT architecture from control system 
(Safety-critical challenge) 

 

 Development of a stable high-fidelity two-way data connection by reaching sufficient  
data resolution, quality and latency 
(Time-critical challenge) 

Sustainability indicators  
(see chapter 3.2) 

 Thermal fuel power (Technical indicator) 
 , =  + +  +  +  +  +  +  +   
 

 Total energetic efficiency (Technical indicator) 
 = + .+   
 

 Condition monitoring: thickness of brickwork (Technical indicator) 

Technology Readiness Level 
(TRL) (see chapter 3.1) TRL 9 (Hazardous waste incineration plants have been commercially available for decades)  

Modelling Readiness Level  
(MRL) (see chapter 3.1) 

MRL 8 (Commercial plant validation completed and evaluated)  
 The virtual representation helps to optimize the operation and maintenance at commercial scale  
if a fuel analysis data base of recurring waste fractions is established first.  

6.4.1 Framework of Digital Predictive Twin 
The development of the Digital Predictive Twin is based on the 5D modelling framework visualized in 
Fig. 31. Sensor data from the hazardous waste incineration plant control system is transmitted to the 
data management. In the data management, which is located on a local edge device, the sensor data, 
together with data from the laboratory, delivery and fuel classification data base, are processed using a 
Python script and stored. Appropriate data sets are sent to the simulation model located in the virtual 
component, which is also installed on the local edge device. The dynamic simulation model is developed 
in Python and is able to calculate time-dependent simulation results based on time-dependent inputs. In 
the process validation step, the time-dependent simulation results of the flue gas composition, flow rates, 
temperature and pressure profiles are compared with the respective measurement values. If the 
deviations between simulation results and measured values are below a certain tolerance, the results are 
considered valid and the estimated waste composition is accepted. In case of larger deviations, changes 
in the estimated waste composition are made on the basis of the results and a new simulation run is 
carried out. If a larger number of determined waste compositions were available, an additional machine 
learning (ML) algorithm could be trained and used in the virtual component to assist in estimating the 
waste composition based on the measured flue gas composition (dashed lines). The valid determined 
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waste compositions are stored in a fuel analysis data base located in the service dimension executed on 
a local edge device. The data base can be used to assess recurring waste streams better in terms of 
combustion behaviour. In the service application internal target sets are defined. These can be the 
maximization of the plant availability, the protection of the rotary kiln brickwork by operating the plant 
as smoothly as possible, or the minimization of peak loads by keeping the thermal fuel input 
homogenous. To achieve plant automation, it is necessary to report optimization targets for waste 
management back to the delivery data base and for plant operation back to the control system. The plant 
performance and stock levels are visualized on a local dashboard, to enable a holistic monitoring by 
plant operators and supervisors. The data transmission is currently based on manual operation but all 
the connections can be executed in real-time via Profibus. 

 
Fig. 31: 5D modelling framework of the virtual representation related to the hazardous waste incinerator [104] 

(own images or licensed from Adobe Stock) 

6.4.2 Properties of Digital Predictive Twin 
Similar to the other use-cases the properties of the Digital Predictive Twin are listed in Tab. 17. The 
virtual representation concept enables the prediction of the process performance by changing the order 
that the waste streams are incinerated. The integration and testing of the Digital Predictive Twin was 
undertaken in the operational commercial environment at Wien Energie site with a bi-directional data 
communication. Therefore, most of the properties can be defined as level 2 or 3, which is in line with 
the Digital Predictive Twin target requirements according to the novel methodology. The involvement 
of different company hierarchies leads to a vertical integration on enterprise level. The functional safety 
is at level 2, the predictable failure analysis. The automated replacement level could be achieved, for 
instance, by providing another independent black box model as a backup. The precautions against 
cybersecurity are rated at level 2. The Profibus connection already meets very high safety standards. 
The highest cybersecurity level 3 could be achieved by implementing another independent 
authentication or encryption system. The detailed dynamic simulation model based on Python results 
can be defined as a standardized white box modelling approach. Therefore, the underlying Digital 
Predictive Twin concept enables the prediction of the future process performance by changing the 
planned order of waste fraction incineration.  
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Tab. 17: Digital Predictive Twin properties for the hazardous waste incineration plant 

Property classes Focus Property level Description 

Vertical integration 

Overall 

Level 2: 
Enterprise level 

The virtual representation gathers data from the control  
system of the incineration plant, laboratory data and  
delivery data. The virtual representation enables the 

optimization of the complete waste supply chain. 

Interoperability Level 2: 
Standardized 

The process automation is based on the dynamic  
simulation model based on Python, which is a widely  

used programming language. 

Expansibility Level 2: 
Automated layout 

The process simulation models are based on model  
libraries. The simulation models are parametrized with 

experimental data sets from both incineration lines. 
Therefore, the model can be used for both process lines. 

Functional safety Level 2: 
Predictable failure analysis 

The mass and energy balances are validated after each 
simulation run and compared to predefined constraints  

to avoid systematic failure. 

Technological  
scale-up possibility 

Physical 
component 

Level 2: 
Fully scalable 

The scalability of the hazardous waste incineration plant  
was already demonstrated in several commercial-scale  

plants worldwide. 

Degree of automation Level 2: 
Fully automated 

In the commercial incinerator, a complete automation of  
the manipulated variables is implemented. 

Physical safety 
Level 2: 

Primary + Secondary +  
Tertiary safety measures 

The commercial plant has been approved by the relevant 
authorities and the highest safety standards must be met. 

Virtual representation 
capability 

Virtual  
component 

Level 3: 
Predictive 

The virtual representation concept is based on a dynamic 
simulation model based on Python, which enables the 
prediction of the plant performance by changing the  

order of incinerated waste streams. 

Virtual representation 
fidelity 

Level 2: 
White box 

(microscopic 
level) 

The simulation of the rotary kiln is based on a dynamic 
simulation model. The rotary kiln is vertically and  

horizontal discretized into several cells to simulate the 
transition from solid/liquid to gas phase along the  
incinerator and to consider the heat transfer to the 

environment. The waste heat recovery boiler is divided  
into two superheaters, an economizer and an evaporator. 

Furthermore, the steam drum and the fin walls are 
 simulated via steady-state models. 

Virtual representation 
intelligence 

Level 2: 
Partial autonomous 

The model concept includes the data connection with 
Profibus, which enables a real-time data transmission. 

Connectivity mode 

Data  
management  

and  
connection 

Level 2: 
Bi-directional 

The virtual representation concept enables a real-time  
closed-loop control of the commercial plant by the 

implemented Profibus data connection. 
Data integration level Level 2: 

Fully automated 

Update frequency 
Level 3: 

Immediate  
real-time / event driven 

Cybersecurity Level 2: 
Mandatory access control 

The data collection (control system), the data  
management (local edge device) and the simulation 

environment (local edge device) are separated from each 
other in terms of system technology. Additionally, the 

service application is based on a local application, which 
can only be accessed by authorized employees. 

Human interaction 

Service 

Level 0: 
Smart user devices 

The dashboard from the service dimension is visualized  
via a local application executed via smart phones, tablets  

or other local user devices, where the operator can  
monitor the performance and interact with the  

Digital Predictive Twin.  

User focus 
Level 2: 

Multiple with  
interaction of energy  
plant hierarchy layers 

The local dashboard from the service dimension can be 
viewed and controlled simultaneously by multiple  

authorized operators. Furthermore, plant supervisors and 
employees from the waste management can use the 

application to schedule waste deliveries. 
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6.4.3 Process simulation of Digital Predictive Twin 
The process simulation model of the Digital Predictive Twin is based on an overarching plant model, 
which coordinates the sequential-based simulation approach. The plant simulation is based on a transient 
rotary kiln model and steady-state models for the post-combustion chamber and waste heat recovery 
boiler. First of all, in the transient rotary kiln model, the process sensor data for the waste and air inputs 
are introduced. The rotary kiln is axial discretized in a cylindrical grid with 13 sections. Besides the 
front wall as the first section, each meter of the rotary kiln makes up a further model section. 
Furthermore, the wall of each cylindrical section is further discretized in radial direction to consider heat 
transfer to the environment. In the first section, all lumpy waste fractions, barrels and pasty waste 
fractions are introduced as solid waste mix with a solid bed height decreasing along the rotary kiln in 
axial direction. In this way, material transfer in the rotary kiln can be simulated. The residence time is 
assumed to be constant due to a constant rotary kiln rotation speed. Additionally, heat transfer due to 
conduction, convection and radiation is considered. Moreover, mass transfer is integrated by calculating 
the drying, devolatilization, gasification and oxidation phase. Liquids are integrated in the front wall 
burner and directly converted to the gas phase. To integrate the reaction kinetics, global reactions are 
defined for each compound. After solving the mass and energy balances of each rotary kiln cell, the 
time-dependent results of the last cell are handed over to the steady-state post-combustion chamber, 
together with further measurement data regarding the waste water and secondary and tertiary air input. 
Therein, further gas-gas reactions take place. The inorganic ash components in the post-combustion 
chamber are assumed to be completely separated within the wet deslagger at the bottom of the chamber. 
The results of the hot flue gas after the post-combustion chamber are handed over to the steady-state 
model of the waste heat recovery boiler, together with further measurement data exemplary about the 
feed water. The waste heat recovery boiler model consists of several sub units. Therein, two evaporators, 
two superheaters, one injection cooler, one economiser and one steam drum are simulated in separate 
cells. In the waste heat recovery boiler, water is first heated up in the economiser, before it is pumped 
to the steam drum. The steam drum is connected with the two tube bundle evaporators as well as the fin 
wall, which is surrounding the waste heat recovery boiler, in natural circulation mode. The saturated 
steam from the steam drum is superheated in two stages before it is sent to the steam turbine. The time-
dependent results of the waste heat recovery boiler model can be compared and validated afterwards 
with the processed measurement data of the flue gas composition, the gas and steam flow rates as well 
as temperature and pressure profiles. The difference of the simulated and measured values is calculated 
by the mean absolute percentage error (MAPE). The calculation of the MAPE is based on weighting of 
sensor values. The major gas components are weighted the highest, while the flue gas temperatures 
within the waste heat recovery boiler are weighted the lowest. 

6.4.4 Results of Digital Predictive Twin use-case 
The concept for the Digital Predictive Twin helps to optimize the process performance of the 
commercial hazardous waste incineration plant in Vienna. Several development steps are required to 
achieve the Digital Predictive Twin. First, a fuel analysis data base must be developed by analysing 
historical data sets to determine the waste composition of waste streams, which have not been analysed 
entirely. The determined waste composition and the related waste code and supplier are stored in the 
fuel analysis data base. Thus, verifying the delivered qualities of the waste streams is possible. In case 
of recurring fractions, the fuel analysis data base is used to optimize the hazardous waste incinerator. 

Before the virtual representation can be used, the simulation model must be parameterized. For this 
purpose, three operating periods were selected in which only heating oil extra light was fired in the 
course of a holding mode. Due to the defined fuel composition, the set parameters in the simulation 
model could be adjusted until the MAPE was minimized for all three periods. Parameterization was 
completed after MAPE was below 12% for all three test runs. In Fig. 32, the comparison of the 
simulation results and the sensor values of one exemplary parametrization test run is visualized. 
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Fig. 32: Simulation and validation results for the model parametrization with a HEL test run [104] 

After the parametrization of the simulation model, the possibility for the determination of the 
composition of waste streams, which were not entirely analysed, was demonstrated. To prove the 
feasibility of the concept, a period of operation with only hospital waste as fuel input was selected, 
which can be traced back to only one supplier and waste code (97101). For the mentioned waste code, 
three subcategories with diapers, wound dressings and cannulas are defined in the fuel classification 
data base. Subsequently, simulation runs were performed and compared with the three waste 
compositions of all three subcategories. In Fig. 33, the comparison of the simulation results and the 
sensor values for the test run with wound dressings is visualized. This subcategory delivered the best 
result with a MAPE of less than 16%. 

Consequently, it can be concluded that the simulation model has been parameterized adequately and the 
functionality of the concept has been demonstrated. Furthermore, the virtual representation was installed 
on the Wien Energie site and connected with all required data bases and the control system via Profibus. 
As a result, the assistance system is ready for use from an infrastructural point of view for predictive 
real-time applications. However, in order to use the virtual representation in a sustainable manner, it is 
necessary to examine a large amount of historical measurement data and analyse additional waste 
compositions that are unknown. Additionally, the determined waste compositions should be verified by 
manual fuel analysis through a laboratory. In that way, the virtual representation helps to monitor 
compliance with the contracted waste qualities and composition.  
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Fig. 33: Simulation and validation results for the exemplary determination of the waste composition  

for a not analysed hospital waste fraction [163] 

As soon as a comprehensive fuel data base is available, a wide range of further applications through the 
use of the virtual representation can be adressed, which can be categorized in operation, waste 
management and maintenance applications. 

In order to show the broad operation application possibilities of the virtual representation, several 
dashboards were developed, which can be seen in Fig. 34 and Fig. 35. The dashboard in Fig. 34 (top) 
shows a possibility for the visualization of the historical and predicted thermal fuel power. The 
dashboard is designed to assist in meeting the overall goal of homogeneous operation of the hazardous 
waste incinerator. The dashboard in Fig. 34 (bottom) shows the stock levels of each waste input line to 
assist the scheduling of the future waste input under consideration of the available waste types. In the 
dashboards in Fig. 35, all waste input lines are visualized with their current thermal fuel power and 
indication if the mass flow and heating values are within given constraints. Moreover, the historical and 
predicted mass flow and lower heating value of each specific waste input line can be analysed. In 
summary, the virtual representations can help as support tool to monitor and automate the hazardous 
waste incinerator operation regarding stable and optimum operation conditions. 

Furthermore, the virtual representation can be used for maintenance applications like the monitoring of 
the brickwork condition or the fouling of the waste heat recovery boiler. Due to the observation of the 
shell temperature of the rotary kiln or heat transfer within the waste heat recovery boiler, precise 
planning of downtimes and maintenance activities get possible.  
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Fig. 34: Dashboards for the monitoring of the total historic and predicted thermal fuel power (top)  

and stock levels of each waste input line (bottom) [163] 

In addition to virtual representation applications with focus on the operation and maintenance sector, it 
is also possible to intervene a step earlier, in waste management or at scheduling of waste deliveries. 
For example, the virtual representation can be used to optimize the barrel sequence regarding 
homogenous waste input to decrease temperature and emission peaks within the rotary kiln operation. 
Furthermore, the waste delivery plan could be coordinated to ensure that the waste qualities and 
quantities of the individual input streams are as well coordinated as possible at any time. 

To demonstrate the optimization potential, it must be mentioned that the hazardous waste incinerator is 
currently operated at only 80% of nominal load to buffer peak loads. Due to the lack of knowledge about 
the waste composition, very high residual oxygen contents of 10-15 vol.-%dry are often achieved in the 
flue gas for emission reasons. First investigations showed that, in addition to higher throughputs, the use 
of the virtual representation can contribute to an overall efficiency increase of more than 5% [104]. 
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Fig. 35: Dashboards for the monitoring of the thermal fuel power of each waste input line (top) and the detailed 

historic and predicted mass flow and lower heating value of a specific waste input line (bottom) [163] 

After presenting the four different use-cases, it can be concluded that the proposed modelling framework 
is broadly applicable to a wide range of energy technologies along all four process development stages. 
The next chapter will finally discuss how the developed virtual representations can be used to investigate 
energy system integration scenarios with respect to different industries or regions. 
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7 Energy system integration based on virtual representations 
The virtual representations developed using the presented methodology can be used at any development 
stage to explore scenarios for energy system integration. As development and thus the MRL progresses, 
more detailed and thus more accurate mass and energy balances can be defined. As a consequence, the 
techno-economic, ecological and sociological analyses based on the mass and energy balances become 
more and more accurate. There are two basic options for developing energy system integration scenarios. 
As visualized in Fig. 36, either suitable sectors or regions can be investigated from the perspective of 
the developed energy technology, or suitable technologies can be explored from the perspective of a 
sector or region to meet a specific energy demand. 

 
Fig. 36: Energy system integration possibilities for technologies based on virtual representations from the 
perspective of the developed energy technology (left), or from the perspective of a sector or region (right) 

(own images or licensed from Adobe Stock) 

To demonstrate the two principal possibilities for examining energy system integration scenarios, two 
relevant studies are presented below in this chapter. 

First of all, from the perspective of the Biomass-to-Gas and Biomass-to-Liquid technology, which are 
both based on DFB gasification, energy system integration studies in different sectors were conducted. 
Thus, techno-economic and environmental impacts through the integration of the considered technology 
in the respective sectors could be determined (Paper V) [112]. 

Furthermore, a tool called ENECO2Calc was developed, which allows to calculate the final energy 
demand in form of electricity, heat and fuel for any municipality in Austria. Based on a large data base 
of established and promising energy technologies, defossilization strategies until 2050 can be studied to 
calculate their techno-economic and environmental impacts for the considered region (Paper VI) [164]. 

7.1 Defossilization of the energy system through integration of DFB plants 
To demonstrate the potential for considering energy system integration scenarios from a technology 
perspective, the following chapter discusses integration scenarios for biomass-based SNG and FT diesel 
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production. First, the methodology of evaluating energy system integration scenarios is presented, 
followed by the results. All the following content regarding the techno-economic and ecologic 
assessment of Biomass-to-Gas and Biomass-to-Liquid process routes with the investigation of energy 
system integration scenarios is based on [112] (Paper V). 

7.1.1 Methodology for the investigation of energy system integration scenarios 
In this chapter, the techno-economic and ecological impact of the renewable products from the Biomass-
to-Gas and Biomass-to-Liquid route are investigated. The Biomass-to-Gas route was already discussed 
within the Digital Twin use-case in chapter 6.3. In the Biomass-to-Liquid route the methanation step is 
substituted by the FT synthesis which was already discussed in the Digital Model use-case in chapter 
6.1. A detailed process flow diagram can be found in Fig. A5 in the appendix. Both routes have reached 
demonstration scale. The process development for both technologies was accompanied by TU Wien and 
the findings of the experimental test runs were captured in a virtual representation. This knowledge can 
be used to investigate commercial-scale concepts and to develop energy system integration scenarios to 
find suitable roll-out strategies for both technologies. In Fig. 37, the methodology for the techno-
economic and ecological assessment for the investigated scenarios is visualized. 

 
Fig. 37: Methodology for the investigation of energy system integration scenarios [112] 

(own images or licensed from Adobe Stock) 

Based on the mass and energy balances of the virtual representation, the CO2 footprint and the levelized 
production costs of both products were determined. Furthermore, several studies for biomass potentials 
in Austria were conducted to define additional biomass potentials in 2050. By comparing the CO2 
footprint of the renewable product with its fossil counterpart a CO2 reduction potential can be defined. 
If the CO2 reduction potential is compared with the sectoral energy demand and the total sectoral CO2 
emission, a total sectoral CO2 reduction potential can be determined for each scenario. Similarly, the 
economic impact of the substitution scenarios can be calculated by comparing the sectoral surplus costs 
or savings with the sectoral gross value added (GVA). In the following, the techno-economic and 
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ecological impact for the integration of SNG in the energy sector, private and public sector and industry 
sector was investigated. Furthermore, a study regarding the integration of FT diesel in the private and 
public transport sector, heavy-duty traffic sector and heat and power sector was conducted. 

7.1.2 Results of the techno-economic and ecological impact of integration scenarios 
The virtual representation was used to perform process simulations for commercial plants on a 100 MWth 
scale. This allowed all necessary input and output flows to be determined. From 100 MWth woody 
biomass, either 65 MW SNG and 14.2 MW district heat or 36.6 MW FT products and 17.6 MW district 
heat can be produced. 

Based on the mass and energy balances, the levelized production costs are determined. The production 
costs for biomass-based SNG are 70-91 €/MWh depending on whether pre-crisis (2019) or crisis times 
(2022) were considered. As can be seen in Fig. 38 (left), the determined production costs of SNG are in 
the range of household market prices for fossil natural gas in 2019 and in the range of industrial prices 
in 2022. Furthermore, a sensitivity analysis was conducted which can be seen in Fig. 38 (right). The 
results show that the biggest influence on the production costs are caused by the annual operating hours, 
the plant lifetime, the fuel costs, and the investment costs. 

 
Fig. 38: Comparison of production costs of wood-based SNG with the market price of fossil counterparts (left) 

and sensitivity analysis of SNG production costs (right) [112] 

The results for the levelized production costs of the biomass-based FT diesel are visualized in Fig. 39 
(left), which are between 1.31-1.89 €/l depending on the considered reference year. The FT diesel 
production costs are in the range of the petrol station market prices for fossil diesel in both reference 
years. The results for the sensitivity analysis shown in Fig. 39 (right) are similar to the SNG route. If 
both production costs are compared on an energy basis, it can be seen that FT diesel with production 
costs of 137-198 €/MWh, costs about twice as much as SNG, costing 70-91 €/MWh. The higher price 
for FT diesel can be explained by the significantly higher investment costs for product upgrading, as 
well as the costs for hydrogen and higher electricity costs due to higher synthesis pressure. 

The results for the CO2 footprint of both routes are visualized in Fig. 40. The CO2 footprints for biomass-
based SNG (0.027 kgCO2e/kWhSNG) and for biomass-based FT diesel (0.269 kgCO2e/lFT diesel) are about 
90% lower than their fossil counterparts. The most important factors influencing the calculation of the 
CO2 footprint are biomass and RME as scrubber solvent. Hydrogen and electricity have no major impact 
on the CO2 footprint, since the use of electricity from renewable sources was assumed. 

Furthermore, a potential analysis was carried out to determine the annual additional biomass potential 
in 2050 compared to 2020. The potential analysis showed an additional biomass potential of 185 PJ/a in 
Austria in 2050, from which either 120 PJ/a of SNG or 67.5 PJ/a of FT diesel could be produced. 
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Fig. 39: Comparison of production costs of wood-based FT diesel with the market price of fossil counterparts 

(left) and sensitivity analysis of FT diesel production costs (right) [112] 

 
Fig. 40: Breakdown of the CO2 footprint of wood-based SNG (left) and wood-based FT diesel (right) [112] 

Based on the production costs, the CO2 footprint and the determined biomass potential, energy system 
integration scenarios where developed which are listed in Tab. 18. For each scenario, the CO2 reduction 
potential and impact on GVA are investigated, as well as possible alternatives to SNG and FT diesel in 
each sector discussed. Here, the color coding is intended to indicate, based on the traffic light colors, 
whether the introduction of biomass-based FT diesel or SNG has a noticeable positive impact (green), 
negligible impact (yellow), or negative impact (red) compared to the currently used fossil fuel. In the 
case of alternative technologies, the coloring targets whether there are many (red), few (yellow), or 
hardly (green) commercially available alternatives. Three suitable scenarios can be derived from this 
investigation. The use of SNG in gas power plants only for peak-load power coverage could be a good 
compromise between economic and ecological impact. In the industry sector, the use of SNG for the 
provision of high-temperature heat is a viable option, where no waste heat or heat pumps are available. 
Additionally, the use of FT diesel in the heavy-duty traffic sector represents an economically feasible 
option for the defossilization of inland navigation, railway, freight transport and agriculture and forestry. 
Further details about the underlying assumptions and simulation studies can be found in [112]. 
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Tab. 18: Comparison of energy system integration scenarios of biomass-based SNG and FT diesel [112] 

Implementation 
scenarios 

Substituted 
natural gas 

or diesel 
demand in 

2050 

Additionally 
produced  

by-products 

Sectoral 
CO2 

reduction 
potential 

Economic 
competitiveness 

(change of  
sectoral GVA) 

Possible 
renewable alternatives 

2019 2022 

SNG use in  
energy sector 110 PJ/a 24 PJ/a 

district heat 89.1% -12.4% -0.5% 

Peak-load power coverage 
(no comparable alternatives) 
 increased interconnection to the 

European power grid 
 additional storage facilities 
 sector coupling 
Provision of district heat 
(possible limited alternatives available) 
 heat pumps 
 biomass heating plants 
 solar thermal systems 
 waste heat utilization 
 hydrogen 

SNG use in private 
and public sector  
(without mobility) 

85 PJ/a 18.5 PJ/a 
district heat 70.6% 0% 8.6% 

Provision of decentral heat 
(good alternatives available – 
especially heat pumps and district heat) 
 heat pumps 
 solar thermal systems 
 wood-fired boilers 
 district heat 

SNG use in  
industry 120 PJ/a 26.2 PJ/a 

district heat 30.3% -2.0% -0.1% 

Provision of high-temperature heat 
(possible limited alternatives available) 
 waste heat recovery 
 hydrogen 
 high-temperature heat pumps 

FT diesel in  
private and public 

transport 
61.5 PJ/a 

38.4 PJ/a 
district heat 

and 
29.6 PJ/a  

FT naphtha 

40.2% -0.2% 0.2% 

Alternative mobility options 
(especially E-Mobility is a good 
commercially available alternative) 
 battery electric vehicles 
 fuel cell electric vehicles 
 hydrogenated vegetable oil 
 e-fuels 

FT diesel in  
heavy-duty traffic 67.5 PJ/a 

42.2 PJ/a 
district heat 

and 
32.5 PJ/a  

FT naphtha 

58.5% -1,8% -0.8% 

Alternative mobility options 
(no commercially available alternatives) 
 battery electric vehicles (limited) 
 fuel cell electric vehicles 
 hydrogenated vegetable oil 
 e-fuels 
 compressed natural gas vehicles 

FT diesel in  
heat and power 9 PJ/a 

5.5 PJ/a 
district heat 

and 
4.2 PJ/a  

FT naphtha 

2.6% -0.1% -0.1% 

Provision of high-temperature heat 
(possible limited alternatives available) 
 wood-fired boilers 
 waste heat recovery 
 hydrogen 
 high-temperature heat pumps  

(limited usability) 

7.2 Defossilization of municipalities through integration of RES technologies 
In addition to the consideration from a technology perspective, an energy system integration 
consideration can also be carried out from the perspective of a sector or region. Therefore, the novel 
ENECO2Calc tool is introduced which allows the determination of the final energy demand of a selected 
municipality in Austria. Furthermore, the CO2 footprint and energy costs for the municipality can be 
determined and defossilization scenarios investigated. All the following content about the tool and the 
conducted investigations for the defossilization of a given municipality is based on [164] (Paper VI). 

7.2.1 Methodology for investigation of defossilization scenarios of a selected municipality 
In the context of this thesis, the tool ENECO2Calc was developed, which is based on a variety of MS 
Excel spreadsheets. The tool consists of about 6500 relative and absolute predefined values based on 
studies and about 1000 user set values based on data from Statistik Austria to define the investigated 
municipality. The tool includes a data base of a variety of technologies with their sustainability 
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indicators determined by the use of virtual representations. In Fig. 41, the general methodology of 
ENECO2Calc is visualized. First of all, the annual final energy demand in form of space heat, hot water, 
electricity and fuels can be determined, based on user-defined inputs about statistical data for a given 
municipality in Austria. Furthermore, the final energy demand and energy capacities are distributed 
according to given regional energy portfolios and are subsequently discretized month by month. The 
distributed and discretized final annual energy demand is multiplied by emissions and cost factors for 
the determination of an ecological and economic footprint in the sectors energy provision, energy 
distribution and infrastructure. After the determination of the current economic and ecological footprint, 
defossilization scenarios until 2050 can be investigated by adapting the future energy distributions. 
Finally, recommendations for the transformation of the regional energy system of the considered 
municipality can be given. 

 
Fig. 41: Methodology of ENECO2Calc [164] 

To demonstrate the possibilities of the tool, the energy demand of the municipality St. Margareten im 
Rosental in Carinthia in Austria is calculated. Based on this, the current economic and ecological 
footprint is calculated and defossilization scenarios are developed. Therein, the Business-as-Usual 
(BAU), the Biomass-to-Mobility (BtM), the Biomass-to-Combined Heat and Power plants (BtCHP) and 
the Biomass-to-Gas (BtG) scenario are investigated. In the BAU scenario, the municipality's energy 
portfolio is not changed compared to the status quo. The BtM scenario is focused on synthetic fuels, 
through the central use of biomass for the production of FT diesel. In the BtCHP scenario, the regional 
biomass is used for the decentral production of electricity and heat in cogeneration units. In the BtG 
scenario, the biomass is used in commercial-scale Biomass-to-Gas plants for the production of SNG to 
defossilize the Austrian electricity mix. For detailed scenario assumptions a reference is made to [164]. 

7.2.2 Results of the techno-economic and ecological impact of defossilization scenarios 
Subsequently the most important results for the investigation of defossilization scenarios for the 
municipality St. Margareten im Rosental are summarized. In Fig. 42, the final annual energy demand 
distribution for the year 2020 is visualized. It can be seen, that the total energy demand of  
St. Margareten im Rosental is mostly influenced by the space heat and electricity demand in the 
residential buildings sector as well as the diesel and gasoline demand in the mobility sector. For a more 
detailed energy demand analysis of the considered municipality, a reference is made to the detailed 
energy flow diagram in Fig. A6 in the appendix.  
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Based on the current annual final energy demand, defossilization scenarios for the year 2050 can be 
investigated. In Fig. 43, a comparison of the CO2 footprints and the energy costs in the investigated 
scenarios is shown. Therein, it can be seen that through the realization of the BtG, BtCHP and BtM 
scenario between 80-90% of the CO2 emission can be saved compared to the BAU scenario. The 
combination of heat pumps in the heat sector, biomass-based SNG in the electricity sector together with 
a strong focus on hydrogen-driven vehicles in the transport sector in the BtG scenario, leads to the lowest 
total emissions. At the same time, the energy costs are the highest compared to the other scenarios due 
to the higher heat production costs of heat pumps and the use of hydrogen in mobility. The lowest energy 
costs can be reached with the BtM scenario. Therein, a moderate use of heat pumps together with wood-
fired boilers in the heat sector, solar PV in the electricity sector and a strong focus on synthetic fuels in 
the mobility sector is assumed. Above all, the comparatively lower investment costs for established 
diesel and gasoline vehicles contribute to the more favorable energy costs. 

 
Fig. 42: Final energy demand distribution of St. Margareten im Rosental for the reference year 2020 [164] 

 
Fig. 43: Comparison of total annual CO2e emissions and energy costs of the reference case (2020)  

with assumed scenarios (2050) [164] 

The research showed that each scenario had strengths and weaknesses in each sector. The 
recommendation for the restructuring of the energy portfolio in St. Margareten im Rosental would 
therefore be a mixture of all three scenarios. Due to the large forest areas around St. Margareten, it is 
recommended for the heating sector to replace the existing coal and oil boilers with a mix of heat pumps 
and biomass boilers, either centralized or decentralized. In the electricity sector, biomass-based 
cogeneration units in a mix with solar PV would be favorable. Finally, in the mobility sector a mix of 
electrification in the private and public transport as well as synthetic fuels in the heavy-duty traffic sector 
could be the most promising approach. Further details on the investigations of the defossilization 
possibilities of the municipality of St. Margareten im Rosental can be found in [164]. 
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8 Discussion of Results 
In this chapter, the main findings of this thesis are summarized and discussed. Based on an extensive 
research on the fundamentals of virtual representations and the covered energy technologies as well as 
technology assessment possibilities, the following results were obtained: 

Development of a novel modelling framework for the process development of energy technologies 
The literature review on virtual representations showed that due to different requirements in various 
industries, no uniform methodology for the development of virtual representations is available to date 
[17, 33, 36, 48]. However, several frameworks for different field of applications exist in literature, which 
are listed in Tab. 19. Therein, the main contents of the frameworks are compared. All the exemplary 
listed frameworks are focused on manufacturing, product life-cycle management, pharmaceutical 
industry and robotics. No framework with focus on the energy sector exists. Most frameworks are based 
on the 5D model approach. Furthermore, the virtual component within the most frameworks comprises 
of a 3D-CAD and a process simulation model, whereby the latter is usually seen as a simulation of the 
production process steps wich is often called model based systems engineering (MBSE) [39]. In 
chemical engineering like within the pharmaceutical or energy sector, process simulation models are 
adressed to investigate the process behaviour under different operating conditions. The definition of 
modelling blocks according to the 5D model approach was often conducted in the listed frameworks. In 
contrast, the definition of virtual representation properties and the categorization of various virtual 
representations according to the integration level was not executed in the majority of the frameworks. 
Furthermore, none of the frameworks contain an evolution strategy in the sense of process development. 

Tab. 19: Overview of virtual representation frameworks in literature compared with the novel framework 
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1 2015 Manufacturing    
(MBSE)     [39] 

2 2018 Manufacturing    
(MBSE)     [57] 

3 2020 Manufacturing    
(MBSE)     [165] 

4 2020 Manufacturing    
(MBSE)     [166] 

5 2021 Manufacturing    
(MBSE)     [53] 

6 2017 Product life-cycle 
management    

(MBSE)     [67] 

7 2018 Product life-cycle 
management    

(MBSE)     [45] 

8 2019 Product life-cycle 
management    

(MBSE)     [46] 

9 2020 Pharmaceutical 
industry        [36] 

10 2016 Robotics    
(MBSE)     [40] 

novel 
framework Energy sector        - 



Discussion of Results 
 

 

72 

In order to provide a suitable framework for the energy sector, in this work a novel framework for the 
development of virtual representations with focus on the process development environment of energy 
technologies has been proposed. The novel modelling framework combines all the features described 
above. Therefore, the framework is based on the 5D model approach and the virtual component 
comprises of a 3D-CAD and a process simulation model in the sense of chemical engineering. Moreover, 
all dimensions are defined through exchangeable modelling blocks and can be further described by 
appropriate virtual representation properties. Additionally, the framework uses the categorization of 
virtual representation integration levels to define an evolution strategy in the sense of process 
development. Finally, a novel definition for virtual representations in the energy sector was established. 
In Fig. 44, the overall evolution strategy of the framework is visualized. The main idea is based on the 
interaction of the physical and virtual process development environment by connecting the Technology 
with the Modelling Readiness Level. Thus, in addition to the physical process development from concept 
phase to commercial-scale phase, it is also necessary to co-develop the virtual representation according 
to the prescribed development goals. 

 
Fig. 44: Evolution strategy of the novel framework for developing of virtual representations in the energy sector 

A set of quantifiable technical, environmental, economic and social indicators, referred to as 
sustainability indicators, were defined to identify development goals. Furthermore, the novel  
5D modelling framework determines which exchangeable modelling blocks should be addressed and 
developed along the process development life-cycle. The overarching development goals of the five 
virtual representation dimensions physical component, virtual component, data management, 
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connection and service along the process development life-cycle are established. Moreover, required 
property levels for virtual representations in each process development phase have been defined to 
enable the widest possible application. Finally, the process development stages from concept to 
commercial-scale phase are accompanied by the virtual representation integration levels Digital Model 
to Digital Predictive Twin. 

Application of the novel framework in different energy technology development stages 
To test the applicability of the proposed novel framework, four applications have been elaborated at 
different process development stages. For that the 5D modelling framework was used to develop virtual 
representations with the required modelling blocks and properties according to the development stage. 
The following virtual representation use-cases from Digital Model to Digital Predictive Twin have been 
investigated: 

 Digital Model of a Power-to-Liquid production plant 
The Digital Model of a PtL plant is used to find a suitable conceptual plant design for a yet to be 
constructed pilot plant with a nominal power of 1 MWel. Several publications on the simulation of 
different PtL process routes exist [113, 167–170]. However, the influence of different plant 
configurations for the optimization of a pilot plant layout and the interaction between SOEC in  
co-electrolysis mode and FT slurry reactor has not been investigated up to now. For that, a variety of 
plant configurations with different process parameters have been tested with the goal to maximize the 
PtL efficiency and the product yield. Based on a mixture of a black box and gray box-based steady-state 
process simulation model with offline data communication, a suitable plant configuration with 
appropriate process parameters could be determined through various simulation studies. For the 
construction of the pilot plant, the coupling of a SOEC in co-electrolysis mode with a FT slurry reactor 
is recommended. In addition, 90% of the tail gas is reformed in a steam reformer. The remaining 10% 
of the tail gas are burned in a combustor to provide the necessary heat for the steam reformer. With this 
plant configuration, the highest PtL efficiencies of >60% with simultaneous maximization of the product 
yield can be achieved. 

 Digital Shadow of a zero-emission reducing gas production plant 
The Digital Shadow of a biomass-based OxySER plant for the production of reducing gas for the Iron 
and Steel industry is developed to investigate the potential for large-scale production of biomass-based 
reducing gas. Furthermore, the real-time process monitoring through the visualization of sustainability 
indicators becomes possible. In literature, experimental investigations of SER [106, 107] and OxySER 
[108] as well as simplified commercial-scale concepts for the use of the H2-enriched product gas in the 
Iron and Steel industry [171, 172] exist. However, none of the previously described works studies the 
suitability of the product gas to replace the reformed fossil natural gas for the direct reduction process 
in detail. Therefore, a gray box-based quasistatic process simulation model in ad-hoc mode with uni-
directional data communication was developed, to enable the real-time monitoring of the SER process 
at the 100 kWth pilot plant at TU Wien. Furthermore, a simulation study for the production of reducing 
gas with 100 MW power for the utilization in the direct reduction process was undertaken. As a result, 
biomass-based reducing gas with levelized production costs between 10-15 €/GJ, depending on the plant 
configuration, can be produced. More than 80% of CO2 emissions can be saved if the biomass-based 
reducing gas direct reduction process is used instead of the coal-based blast furnace process. However, 
the production costs of the biomass-based reducing gas are two to three times higher compared to the 
coal-based blast furnace process. 

 Digital Twin of a Biomass-to-Gas production plant 
The Digital Twin of a BtG process is used to realize the full process automation of the 100 kWth pilot 
plant at TU Wien. Experimental studies [135, 136, 138, 173] and techno-economic assessments [174] 
of BtG plants for the production of biomass-based SNG exist in literature. Furthermore, an advanced 
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control strategy for DFB plants was developed [175]. However, no holistic virtual representation for the 
optimization of the whole BtG process route exists. Therefore, a gray box-based quasistatic process 
simulation model in IPSEpro and a gray box-based model predictive controller in MATLAB with  
bi-directional real-time data communication were developed. With the help of the Digital Twin, full 
automation of the pilot plant at TU Wien was achieved. Over a full test day, the automation operation 
could be demonstrated and different operating points could be approached in an automated way. A 
further test run to optimize the process chain by maximizing sustainability indicators is still pending. 

 Digital Predictive Twin of a hazardous waste incineration plant 
Finally, a Digital Predictive Twin concept for the process optimization of the commercial-scale 
hazardous waste incineration plant in Vienna was developed. Model approaches for the web-based 
monitoring of incineration plants [176], the creation of batch-wise waste mixtures [177], the 
development of a soft sensor for prediction of temperature distribution in a rotary kiln [178], 
minimization of CO peak loads [179] and the development of tools for predictive maintenance [180] 
and design optimization [181] exist. All model approaches in literature rely on knowledge about the 
introduced waste streams. Therefore, a white box-based predictive process simulation model with  
bi-directional real-time data communication was developed. In addition to the control system 
measurement data, data from the delivery data base can also be processed in real-time. In that way, the 
Digital Predictive Twin allows the determination of not entirely analysed waste streams by analysing 
historical data. Once enough historical data has been analysed, the created fuel data base with the 
calculated waste compositions can be used to optimize the plant operation of the rotary kiln and 
subsequently the waste management, in case of recurring waste fractions. Better fuel knowledge can 
reduce peak loads in the form of temperature and emission peaks and in this way increase plant load. 
According to initial estimations, efficiency increases of more than 5% can be achieved. The virtual 
infrastructure at the Wien Energie site in Vienna was set up and the feasibility of determining unknown 
waste compositions was demonstrated. For the broad application of the Digital Predictive Twin a large 
amount of historical measurement data should be analysed to build up an extensive fuel data base. The 
resulting extensive fuel data base can then be used to actively improve the process performance. 

Use of virtual representations for the investigation of energy system integration scenarios 
The developed virtual representations can also be used during process development to explore energy 
system integration scenarios either from the perspective of the developed energy technology or from the 
perspective of a municipality. The following energy system integrations scenarios have been 
investigated: 

 Defossilization of the Austrian energy system by the integration of DFB plants 
The virtual representations of a Biomass-to-Liquid and Biomass-to-Gas process, both based on the DFB 
gasification technology, were used to investigate energy system integration scenarios from the 
perspective of the developed energy technology. In literature, techno-economic [174] and ecological 
[182, 183] assessments for both process routes exist. Nevertheless, none of them focuses on the use of 
both products in the Austrian energy system. Studies showed that a plant size of 100 MW thermal fuel 
power is an ideal trade-off between economy of scale and biomass procurement. Based on the  
techno-economic and ecological assessment of both product routes, specific energy system integration 
scenarios were developed. Consequently, the use of SNG in gas power plants for peak-load power 
coverage, the use of SNG for the provision of high-temperature heat in industry and the use of FT diesel 
in the heavy-duty traffic sector were selected as the most suitable applications for Austria. 

 Defossilization of Austrian municipalities by the integration of RES technologies 
Finally, the novel tool ENECO2Calc was developed, which allows the investigation of defossilization 
scenarios from the perspective of an Austrian municipality. Numerous energy models with a wide range 
of different applications exist [184–188]. However, no municipality-based energy model for the 
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development of energy transition scenarios is available. ENECO2Calc allows the determination of the 
current CO2 footprint and energy costs of any Austrian municipality using consistent statistical data sets. 
Furthermore, the municipality´s energy portfolio can be adapted to investigate defossilization scenarios 
until 2050. The novel energy modelling tool was tested by examining the Carinthian municipality  
St. Margareten im Rosental (AUT). Three energy transition scenarios were investigated and as a result 
a recommendation for the restructuring of the energy portfolio can be given. 

In summary, this doctoral thesis focuses on the proposal of a novel framework for the development of 
virtual representations along the process development life-cycle of energy technologies. Furthermore, 
different virtual representation use-cases in different process development stages were investigated to 
test the applicability of the novel framework. Finally, energy system integration scenarios based on 
developed virtual representations were conducted. 
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9 Conclusion and Outlook 
The climate crisis has shown the need for the development and optimization of climate-friendly and 
efficient energy technologies. The rapid and effective development of these technologies requires the 
use of virtual representations. The achieved research goals within this thesis and open research questions 
can be summarized as follows: 

Achieved research goals 
In literature, no uniform modelling framework for the development of virtual representations in the 
process development of energy technologies exist. Therefore, the achieved research goals within this 
thesis can be summarized by answering the research questions posed at the beginning. 

How can be a framework for the development of high-fidelity virtual representations  
within the area of process development in the energy sector defined? 

A novel framework for developing virtual representations of energy technologies with focus on the 
development environment was established and demonstrated in four different use-cases along the 
process development life-cycle. First of all, a Ten-point plan was developed to list the necessary design 
steps for the development of virtual representations. Based on the novel definition of virtual 
representations in the energy sector, a 5D modelling framework was raised to determine how the virtual 
representation should evolve along the process development life-cycle. Furthermore, the novel 
framework determines which exchangeable modelling blocks make up a virtual representation. In 
summary, the novel framework enables users to co-develop virtual representations of energy 
technologies according to the technology readiness level in order to realize a wide range of applications. 

How should the modelling readiness level of a virtual representation be defined to realize  
the use of appropriate models and technologies in each stage of process development? 

In addition to the 5D modelling framework, the Technology and Modelling Readiness Level are 
connected to couple the physical and virtual infrastructure development. Furthermore, 16 virtual 
representation property levels are defined to classify virtual representations. Moreover, required 
property levels for virtual representations in each process development phase have been specified to 
enable the widest possible application. In summary, the advancement from Digital Models in the concept 
and lab-scale phase to Digital Predictive Twins in the commercial-scale phase is the ultimate goal. 

The usage of the novel 5D modelling framework along the whole process development life-cycle of an 
energy technology helps to evolve virtual representations according to the following overarching goals: 

 Standardization of virtual representation development of energy technologies 
 The early integration of virtual representations in the process development framework leads to a 

large development cost reduction potential 
 Improvement of process performance and plant availability 
 State-of-the-Art virtual representations enable technology learning in the roll-out phase 
 State-of-the-Art virtual representations provide access to the documentation and simulation of 

new technologies for a wide range of plant engineers and manufacturers  The resulting market 
competition ensures a reduction in plant investment costs 

 Realization of a smart interconnected energy system 

How can virtual representations be used to find appropriate energy system integration scenarios? 
Finally, the use of virtual representations for the investigation of energy system integration and 
defossilization scenarios was demonstrated. For that, energy system integration scenarios from the 
energy technology perspective based on the example of the Biomass-to-Gas and Biomass-to-Liquid 
processes were investigated to find the most suitable usage of SNG and FT diesel in the Austrian energy 
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system. Furthermore, a novel tool called ENECO2Calc was developed to investigate energy transition 
scenarios from the perspective of any municipality in Austria. In summary, virtual representations 
developed according to this methodology can be used at any time to investigate energy system 
integration and defossilization scenarios for selected sectors or regions. 

Future research goals 
In order to further improve the proposed and tested methodology and to establish it in the process 
development of energy technologies, the following topics must be addressed in future research works: 

 Coupling of patent rights with the handover of virtual representations 
In order to take advantage of the full range of the listed benefits, the patent system needs to be revised. 
As a consequence, patent rights could be coupled with the complete handover of state-of-the-art virtual 
representations. This could, for example, enable the transfer of simulation and 3D models to various 
stakeholders to accelerate the design and construction of novel energy technologies. Furthermore, in the 
course of process development, the generated models can be used by external experts such as control or 
energy system engineers to develop advanced control strategies or energy system integration scenarios 
based on the state-of-the-art process models. Moreover, the plant owner can use the virtual 
representation to monitor and optimize the real-time process performance. 

 Establishment of an open-source strategy 
In contrast to changing the patent system, an open-source strategy could also help to accelerate the 
development of energy technologies. The Gaia-X project can be mentioned as a role model by trying to 
establish a trustworthy and cross-sectoral data exchange open for consumers and providers on a pan-
European level. [189] 

 Applying the methodology along the entire development life-cycle of a single technology 
In this doctoral thesis, a standardized methodology for the development of energy technologies in the 
process development environment was defined. In order to be able to test the effectiveness and 
applicability of the established methodology in a holistic manner, the development of a virtual 
representation along the entire process development cycle of an energy technology should be 
accompanied by this methodology. 

 Further specification of virtual representation properties to modelling block level 
Furthermore, the established virtual representation properties can be further detailed and the individual 
evolution targets of the five virtual representation dimensions can be broken down to each individual 
exchangeable modelling block in each virtual representation dimension. 

 Standardization of data types and interfaces along the entire development life-cycle 
Moreover, approved standardized data types and interfaces could be defined along the process 
development cycle. In order to realize modelling blocks which can interact without restriction, it is 
necessary to develop standards for simulation models like the CAPE-OPEN interface standard. [190] 

 Testing of the methodology with 3D model applications 
Finally, it is important to note that the applications studied were all based on process simulation models. 
The integration of 3D models was not performed in this work. Therefore, in future research works, the 
methodology should be reviewed using applications that require the integration of a 3D model by 
realizing Building Information Modelling (BIM) to interlink the process simulation and 3D model. [191] 

 Integration of LCA software tools in 5D modelling framework 
Besides production costs and CO2 footprints, various other sustainability indicators should be 
investigated in the context of life-cycle assessment in order to enable a holistic evaluation of energy 
technologies. Therefore, LCA software tools and databases should be integrated into the 5D modelling 
framework in order to realize comprehensive analyses. 
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List of Abbreviations 
3D three-dimensional 
5D five-dimensional 
AI artificial intelligence 
ASF Anderson-Schulz-Flory 
ASU air separation unit 
AUT Austria 
BAU Business-as-Usual scenario 
BF blast furnace 
BG biomass-based reduction gas 
BIM Building Information Modelling 
BOF basic oxygen steelmaking 
BtCHP Biomass-to-Combined Heat and Power plants scenario 
BtG Biomass-to-Gas (scenario) 
BtL Biomass-to-Liquid 
BtM Biomass-to-Mobility scenario 
C & C++ traditional program languages 
C1-C3 Fischer-Tropsch product light fraction 
C1-C19 Fischer-Tropsch product mixture of light, naphtha and middle distillate fraction 
C4-C9 Fischer-Tropsch product naphtha fraction 
C10-C19 Fischer-Tropsch product middle distillate (diesel) fraction 
C20+ Fischer-Tropsch product wax fraction 
CAD computer aided design 
CaO calcium oxide 
CCS carbon capture and storage 
CCU carbon capture and utilization 
CH4 methane 
C2H6 ethane 
C3H8 propane 
CxHy non condensable hydrocarbons 
CO carbon monoxide 
CO2 carbon dioxide 
CO2e carbon dioxide equivalent 
CO2-eq carbon dioxide equivalent 
CR combustion reactor 
CS crude steel 
DFB dual fluidized bed 
DT Digital Twin 
e- electrons 
e-fuel synthetic fuels based on renewable electricity and CO2 sources 
EAF electric arc furnace 
ENECO2Calc energy modelling tool investigated in this doctoral thesis 
ERP enterprise resource planning 
EU European Union 
EU ETS European Union Emissions Trading System 
FFG Austrian Research Promotion Agency 
FG flue gas 
Fig. figure 
FOAK first of a kind 
Fortran traditional programming language 
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FT Fischer-Tropsch 
FTP file transfer protocol 
FU functional unit 
Gaia-X initiative to develop a federated secure data infrastructure for Europe 
GDP gross domestic product 
GEMIS software for life-cycle assessment 
GR gasification reactor 
GRP gross regional product 
GVA gross value added 
H2 hydrogen 
H2O water 
H2S hydrogen sulfide 
HCl hydrogen chloride 
HEL heating oil extra light 
HMI human-machine interface 
HTFT high temperature Fischer-Tropsch 
HTTP hypertext transfer protocol 
HYBRIT Hydrogen Breakthrough Ironmaking Technology 
ICEBE Institute of Chemical, Environmental and Bioscience Engineering 
IEA International Energy Agency 
IEC International Electrotechnical Commission 
IETS industrial energy technologies and systems 
IoT Internet of Things 
IPSEpro 8.0 software tool for process simulation (version 8.0) 
ISO International Organization for Standardization 
Java traditional programming language 
LCA life-cycle assessment 
LCOP levelized costs of products or levelized production costs 
LTFT low temperature Fischer-Tropsch 
MAPE mean absolute percentage error 
MATLAB matrix-based programming language 
MBSE model based systems engineering 
MDL model description language 
MES manufacturing execution system 
MIDREX direct reduction technology Iron and Steel Industry 
ML machine learning 
Modbus Client/Server communication protocol 
MPC model predictive controller 
MRL Modelling Readiness Level 
MQTT message queuing telemetry transport 
N2 nitrogen 
N2O nitrous oxide 
NASA National Aeronautics and Space Administration 
NG natural gas 
NH3 ammonia 
NOAK nth of a kind 
n.m. not measured 
NOx nitrous oxide (general form) 
O2 oxygen 
OPC UA open platform communications unified architecture 
org. organic 
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OSI open systems interconnection 
OxySER sorption enhanced reforming in combination with oxyfuel combustion 
P&ID piping and instrumentation diagram 
PAT process analytical technology 
PFD process flow diagram 
PG product gas 
PID proportional-integral-derivative 
PLC programmable logic controller 
Profibus standard for fieldbus communication 
PSServer Program module of IPSEpro for executing simulation flowsheets automatically 
PtL Power-to-Liquid 
PV photovoltaics 
Python traditional programming language 
RAMI 4.0 reference architecture model for industry 4.0 
raw-SNG raw synthetic natural gas 
RED Renewable Energy Directive 
Ref. reference 
RES renewable energy sources 
RF Reference scenario 
RME rapeseed methyl ester 
rWGS reverse water-gas shift reaction 
SCADA supervisory control and data acquisition 
SER sorption enhanced reforming 
SNG synthetic natural gas 
SOEC solid oxide electrolyzer 
SO2 sulfur dioxide 
SO2-eq sulfur dioxide equivalent 
SOx sulfur oxide (general form) 
Tab. table 
TG Fischer-Tropsch tail gas 
TCP/IP transmission control protocol/internet protocol 
TRL Technology Readiness Level 
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List of Symbols %CO volumetric percent of carbon monoxide within reducing gas [vol.-%] %CO2 volumetric percent of carbon dioxide within reducing gas [vol.-%] %H2 volumetric percent of hydrogen within reducing gas [vol.-%] %H2O volumetric percent of water within reducing gas [vol.-%] A revenues minus the operation and maintenance costs [€] CDF cumulative discount factor [-]   purchased equipment costs [€] CO2e global warming potential factor (carbon dioxide equivalent) [t CO2e/tCS] E expenses [€/a] FLH/a  full load hours per year [h/a] FU functional unit [not fixed] GQ  gas quality [-] /   hydrogen to carbon monoxide ratio [-] i interest rate [%]   investment costs of considered process route [€] .  investment costs of reference option [€] LCOP levelized production costs [€/FU] LHV   lower heating value of fraction j [MJ/kg] ̇ , ,   mass flow of carbon within biomass-based fuel fed to  
gasification reactor [kg/h] ̇ ,   mass flow of carbon within product gas without char and tar [kg/h] ̇ , ,   mass flow of carbon within syngas [kg/h] ̇ ,   mass flow of carbon within raw synthetic natural gas [kg/h] ̇   mass flow of flue gas [kg/h] ̇ ,   mass flow of biomass-based fuel fed to gasification reactor [kg/h] ̇ ,   mass flow of additional external hydrogen fed to methanation reactor [kg/h] ̇   mass flow of fraction j [kg/h] ̇   mass flow of product gas [kg/h] ,  .  annual produced amount of main product [MWh/a] n plant lifetime [a]   payback time [a] ̇ ,   molar flow of input fractions [mol/h] ̇ ,   molar flow of output fractions [mol/h]   relative net present value [€] P present worth capital costs [€]   thermal fuel power of direct barrels fed to the rotary kiln [MWth]    thermal fuel power of bunker waste fed to the rotary kiln [MWth]   chemical power of char within product gas [MW] ,   thermal fuel power of additional fuel fed to combustion reactor [MWth] .,   total electrical power consumption [MWel] .  electrical power fed to electricity grid [MWel] ,   thermal fuel power of biomass fed to gasification reactor [MWth] ,   additional external hydrogen power fed to the methanation reactor [MW] ,   recirculated hydrogen power fed to the methanation reactor [MW]   thermal power fed to district heating system [MWth]    thermal fuel power of hospital waste fed to the rotary kiln [MWth]   thermal fuel power of masterbatch (solvent mixture) fed to the  
rotary kiln [MWth]    thermal fuel power of pasty waste fed to the rotary kiln [MWth] 
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  product gas power [MW] ,   recycled product gas power [MW]   raw synthetic natural gas power [MW] ,   syngas power [MW]    thermal fuel power of shredded waste fed to the rotary kiln [MWth]    thermal fuel power of support fuel fed to the rotary kiln [MWth]   chemical power of tars within product gas [MW] ,   total amount of thermal fuel power fed to the rotary kiln [MWth]   total thermal fuel power of all waste fractions fed to the rotary kiln [MWth]    thermal fuel power of waste oil fed to the rotary kiln [MWth]    thermal fuel power of waste water fed to the rotary kiln [MWth] ̇ ,   heating loss within the whole DFB system [MWth] .  .  revenues through secondary products [€/a]   coefficient of determination [-]   recirculation ratio of Fischer-Tropsch tail gas [%]   carbon dioxide recovery rate [%]   raw synthetic natural gas yield [Nm3/kg]   temperature [°C]   temperature in combustion reactor [°C]   temperature in gasification reactor [°C] ̇ ,   standard volume flow of raw synthetic natural gas [Nm3/h]   carbon monoxide conversion rate at system level [%] Δ   free Gibbs energy [kJ/mol] Δ   reaction enthalpy [kJ/mol] Δ   reaction entropy [kJ/K/mol]   carbon utilization factor [%]   cold gas efficiency [%]   total energetic efficiency of hazardous waste incineration plant [%]   fuel conversion rate [%]   Power-to-Liquid efficiency [%]   air-fuel ratio [-] 
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Process and energy flow diagrams 
 

 Process flow diagram of Power-to-Liquid process (Digital Model use-case) 
 

 Process flow diagram of OxySER process (Digital Shadow use-case) 
 

 Process flow diagram of Biomass-to-Gas process (Digital Twin use-case) 
 

 Process flow diagram of hazardous waste incineration plant (Digital Predictive Twin use-case) 
 

 Process flow diagram of the 100 MWth biomass-based FT and SNG routes 
(Investigation of energy system integration scenarios from energy technology perspective) 

 

 Energy flow diagram of present annual energy demand of St. Margareten im Rosental 
(Investigation of defossilization scenarios from municipality perspective) 
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Fig. A1: Process flow diagram of Power-to-Liquid process [114] 
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Fig. A2: Process flow diagram of OxySER process for the integration in the direct iron ore reduction plant [98] 
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Fig. A3: Process flow diagram of Biomass-to-Gas process with visualization of realized process equipment in pilot plant (filled) and only  

simulated equipment (shaded) 
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Fig. A4: Process flow diagram of the hazardous waste incineration plant in Vienna at Simmeringer Haide [104] 
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Fig. A5: Process flow diagram of the 100 MWth FT and SNG routes (note: FT and SNG production are standalone routes but are displayed  

together in this picture) [112]  
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Fig. A6: Energy flow diagram of present annual energy demand of St. Margareten im Rosental based on the reference year 2020 [164]
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Abstract: Digital reflections of physical energy plants can help support and optimize energy tech-
nologies within their lifecycle. So far, no framework for the evolution of virtual representations
throughout the process development lifecycle exists. Based on various concepts of virtual representa-
tions in different industries, this review paper focuses on developing a novel virtual representation
framework for the process development environment within the energy sector. The proposed method-
ology enables the continuous evolution of virtual representations along the process development
lifecycle. A novel definition for virtual representations in the process development environment
is developed. Additionally, the most important virtual representation challenges, properties, and
applications for developing a widely applicable framework are summarized. The essential sustain-
ability indicators for the energy sector are listed to standardize the process evaluation throughout the
process development lifecycle. The virtual representation and physical facility development can be
synchronized by introducing a novel model readiness level. All these thoughts are covered through
the novel virtual representation framework. Finally, the digital twin of a Bio-SNG production route
is presented, to show the benefits of the methodology through a use case. This methodology helps
to accelerate and monitor energy technology developments through the early implementation of
virtual representations.

Keywords: virtual representation; digital twin; process simulation; sustainability; process development

1. Introduction

Digitization plays an essential role in everyday life. A continuous digital transfor-
mation can be observed since the early 1990s, especially in the economy and research
sectors [1]. Thus, novel business models have emerged, and the vast potential for efficiency
has increased as savings on energy, emissions, and cost in the manufacturing and energy
sector have arisen [2]. Regarding the energy transition in the European Union, the climate
goals should be reached by following the climate and energy framework 2030 [3], which
will be executed by the Renewable Energy Directive (RED II) [4]. Therein, it is formulated
that climate neutrality should be reached by rapidly reducing greenhouse gas emissions by
integrating renewable energy carriers into the energy sector. Furthermore, the main targets
are improving energy efficiency and reducing final energy consumption. Digitization can
help support the energy transition process by speeding up the development of innovative
renewable processes and optimizing energy efficiency. To enable a smart interconnected
energy system [2,5], a horizontal and vertical cross-linking of energy producers, distributors
and consumers has to be realized [6]. Borowski et al. [7] mentioned that digitization in
the manufacturing and energy sector can lead to cost improvements of more than 25%
compared to conventional productivity improvements [7]. Furthermore, digitization can
increase the lifetime of energy plants by up to 30% [7]. Additionally, due to the increasing
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number of volatile energy technologies in the energy system, the supply security could be
improved by advanced digital methods [2].

To achieve the proposed goals of climate neutrality by 2050 in the European Union, the
development of novel environmentally friendly and innovative technologies must proceed
quickly. The limited time leads to market competition within the renewable energy sector.
On the one hand, the competition increases the efforts to develop novel technologies. On the
other hand, the scale-up of novel, innovative energy technologies is often executed too early.
Consequently, energy technologies that are not fully developed are scaled to the commercial
and industrial scales without describing the full behavior of energy technologies with
simulation models [8]. Since the physical plant is often better developed than the virtual
representation, the same issues occur repeatedly. The solution to this problem can be
the early evolution and implementation of virtual representations [9] within the process
development, called frontloading [10]. Similar to virtual product development [10], early
integration of virtual representations can help to save considerable time and money in the
development process [10]. Furthermore, the virtual representations help to define ideal
scale-up dates by determining and tracking milestones in the process development path.
Figure 1 represents the cost reduction potential through frontloading and learning during
process development. Therein, the theory of the increasing fixed production costs along the
process development and the theory of learning and innovation in the technology rollout
phase is combined [11]. By analogy with product development, it can be seen that about
65% of the production costs are defined in the conception phase [10,12]. Therefore, most of
the energy production costs are determined within the conception phase by determining
the input streams and process units. The early integration of virtual representations helps
to compare different cost-effective process configurations [10]. Furthermore, development
progress can be evaluated and validated by implementing virtual representations.

Figure 1. Cost reduction potential through frontloading and learning during process development [10–17].

In contrast to product development, developed processes are erected in lower quan-
tities. Because the same process units are often used in different applications, advanced
modeling techniques can help to lead the way towards a novel, cost-effective, renewable
technology. Besides the acceleration of the development progress, virtual representations
can also help to optimize the whole lifecycle of an energy plant from the early concep-
tion until the disposal phase [18]. Finally, the learning and innovation within the rollout
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phase of novel energy technologies can be supported by virtual representations through
state-of-the-art knowledge transfer.

To exploit this cost reduction potential in the energy sector, methodologies, frame-
works, and standards must be introduced to harmonize the heterogenous technology
landscape [2]. Integrating standardized frameworks and methodologies within the pro-
cess development sector can help to accelerate the development of novel environmentally
friendly technologies.

So far, no framework for the evolution of virtual representations throughout the pro-
cess development lifecycle exists. Therefore, this paper first reviews the existing literature
in the area of frameworks, methodologies, properties, applications, and definitions for the
development of digital twins in different industries. In Table 1, the review methodology is
summarized. To improve the reliability and variety of the review process, three different
databases were searched. Consequently, more than 130 papers were selected for the evalua-
tion process. Within the evaluation process, the relevance of every paper was assessed by
screening the title, abstract, introduction and conclusion. From the selected papers, more
than half were excluded due to applications from non-comparable industries or misleading
use of the terms “virtual representation” or “digital twin”. Finally, a total of 53 papers were
included in this review paper.

Table 1. Methodology of screening papers.

Databases ScienceDirect, Scopus, and Google Scholar

Article Type Scientific articles published in peer-reviewed journals or conferences,
white papers, and books

Search Strings
“digital twin”, “digital shadow”, “digital model“, “virtual
representation”, “product avatar”, “cyber-physical equivalence”,
“cyber-physical production system”, “virtual testbed”

Search Period From January 2015 to June 2022

Screening Procedure The relevance of the articles examined was determined by reviewing
the title, abstract, introduction, and conclusion.

Exclusion Criteria

Several publications were excluded for the following reasons:

➢ Investigated industry is very different from the energy sector;
➢ Investigated application was misleadingly named as a digital

twin or virtual representation.

Classification Scheme

The selected publications were divided into five groups:

➢ Frameworks and methodologies of virtual representations;
➢ Review articles about virtual representations;
➢ Definitions of virtual representations;
➢ Simulation models, emulation and Artificial Intelligence;
➢ Data communication.

Summing up the literature review, there are many ongoing investigations in the field
of virtual representations around the world. Most of the screened methods and concepts
focused on the manufacturing sector. As mentioned in several studies, no unified modeling
framework for virtual representations exists [2,19–21]. One of the reasons for this lack of
concepts and frameworks is the heterogenous landscape in terms of data communication
and software tools [2,20]. In this context, there are many different requirements in several
industries. Further, the digitization in the industry is strongly influenced by the considered
sector [20]. In the energy industry, few digital twins have been developed. However,
there is a high demand for digital twins, especially in dispatch optimization problems and
operational control [19]. There is also significant potential in the virtual verification and
monitoring of plants. In the energy sector, virtual representations are mainly used as a
support instrument for the engineering process [20]. However, none of the mentioned
studies deal with designing a new technology from scratch [20].
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To enable the wide use of virtual representations in all phases of the energy plant
lifecycle, a unified modeling framework for developing energy technologies has to be
introduced. The interaction between the physical facility and the virtual model should
be defined within every stage of process development. Furthermore, the scale-up of en-
ergy technologies could be supported by accompanying virtual representations to monitor
development goals within each process development stage. The development of virtual
representations is often costly and challenging due to the mismatch between the physical
process and the models. A unified framework helps to determine the required granularity,
accuracy, and complexity in every process development phase [22,23], which leads to
appropriate models. These models could preserve the process knowledge of experts and
scientists during the development cycle of novel energy technologies. In addition to the
virtual representation of the physical process in the simulation model, data availability and
quality [2] have to evolve during the process development path. Therefore, the need for
smart sensors and advanced data communication tools [2] arises. Furthermore, the topic
of data security [19] has become more and more important within the development cycle.
Finally, a unified modeling framework helps to support the multidisciplinary approach
of process development to generate state-of-the-art virtual representations of energy tech-
nologies with particular regard to multicriteria optimization to support the way towards
climate neutrality.

The present review paper discusses the idea of providing a unified modeling frame-
work in process development within the energy sector. Process development should be
accompanied by high-fidelity virtual representations to optimize and accelerate the devel-
opment progress. Therefore, the monitoring of the process development progress should
be reached by introducing a model readiness level, which implies that the development
progress of the physical energy plant and the virtual model are in line. Finally, the focus
should be on the multicriteria optimization of energy technologies concerning sustainability
in each process development stage. For the elaboration of this novel framework, the present
review paper contains the following parts:

• The summary of existing concepts of virtual representations;
• The comparison of different definitions of virtual representations;
• The collection of possible applications, challenges and properties of virtual representa-

tions in the energy sector;
• The ascertainment of sustainable development goals and sustainability indicators

concerning process development;
• The definition of process development stages with the introduction of the modeling

readiness level;
• The development of a unified modeling framework for the optimized development

of novel energy technologies with a particular focus on the interaction between the
physical facility and the virtual model.

2. Concept and Methodology

For the conception of a process development framework based on the integration of
virtual representations, some fundamental topics must be discussed. First of all, a summary
of existing concepts and definitions of virtual representations in different fields of applica-
tions are investigated. Furthermore, energy plant lifecycle phases and hierarchy layers are
discussed to obtain an overall picture of possible stakeholders of virtual representations in
the energy sector. The properties, challenges and applications of virtual representations
build the basis for possible usage settings. To obtain an overall picture of the technology’s
impact on the environment, sustainability indicators for the process development are sum-
marized. Additionally, the technology scale-up levels and levels of process engineering
are explained. Finally, the novel modeling readiness level is introduced as the basis for the
following development framework.
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2.1. Existing Concepts and Methodologies of Virtual Representations

In the last decade, numerous researchers and international institutions created reviews
regarding the development and application of virtual representations of physical objects.
First, Kritzinger et al. [9] mentioned that there is no common understanding of the term
“digital twin” in manufacturing. Therefore, Kritzinger et al. [9] and Aheleroff et al. [24]
introduced a definition according to the level of integration. This means that a virtual
representation of a physical object can be classified as a digital model, digital shadow, digital
twin, or digital predictive twin. Furthermore, Qi et al. [25] and Tao et al. [19] reviewed
big data and digital twin approaches, focusing on manufacturing, product design, health
management, and some energy-related sectors. Additionally, five digital twin dimensions
were introduced [19]. The review papers from Liu et al. [20,26] are also strongly connected
to the manufacturing industry. The literature review from Chen et al. [21] is focused on
pharmaceutical and biopharmaceutical manufacturing. Further review works about the
concepts and potential of digital twins in the industry can be found in [22,23,27–31].

In addition to literature reviews, several frameworks, methodologies, and concepts
for digital twins have been published in the last decade. Most of the architecture models
and frameworks in the literature are focused on the manufacturing sector. For example,
Moreno et al. [32] proposed a concept for the manufacturing sector based on the example
of a punching machine. Qi and Tao [25] and Lu et al. [33] introduced concepts for smart
manufacturing which are focused on a big data approach. Experimental digital twins are
created by combining virtual testbeds and digital twins, according to Schluse et al. [34,35]
and Dahmen et al. [36]. The main idea is to establish digital twins as the core part of the
development process and build all other parts around them [34]. Uhlemann et al. [37]
and Trabesinger et al. [38] introduced concepts for generating cyber-physical production
systems based on the optimization of the data acquisition approach. A novel architecture
for large-scale digital twin platforms with a focus on flexible data-centered communication
for the use in reliable advanced driver assistance systems was developed by Yun et al. [39].
Further information about the concepts and methodologies of digital twins can be found
in [40–47].

The conducted research regarding concepts and methodologies for virtual representa-
tions in different industries represents the basis for the elaboration of a novel methodology
for the development of virtual representations in process development.

2.2. Definitions of Virtual Representations

The first step towards a process development framework for the integration of virtual
representations is the definition of the term “virtual representation” itself. In this paper, the
term “virtual representation” refers to the overall expression of virtual objects mirroring
a physical process using advanced digital methods. In the literature, the terms “digital
twin”, “digital shadow”, and “digital model”, as well as “virtual representations”, are often
used synonymously [9]. Furthermore, phrases such as “product avatar”, “cyber–physical
equivalence”, “cyber–physical production system” and “virtual testbeds” are used in the
literature for defining virtual representations in specific applications [28].

The first introduction of the term “digital twin” as a virtual representation was given
by Grieves in 2003 [48] in the context of product lifecycle management (PLM). In the last two
centuries, many definitions have evolved in different applications. Consequently, no unique
definition for virtual representations has been reached yet [9,22,27]. One main reason could
be the broad spectrum of virtual representation applications, making it difficult to find a
unified definition. In Table 2, selected definitions from the literature are summarized to
obtain an overview of the broad range of descriptions.



Energies 2023, 16, 2641 6 of 30

Table 2. Selection of virtual representation definitions in the literature.

No. Year Definition of Virtual Representation Key Points Field of
Application Ref.

1 2003 “The digital twin is a digital informational construct of a physical system, created as an entity on its
own and linked with the physical system.”

Digital and physical system
linked Product lifecycle management [21,48]

2 2012
“A Digital Twin is an integrated multi-physics, multi-scale, probabilistic simulation of a vehicle or
system that uses the best available physical models, sensor updates, fleet history, etc., to mirror the life
of its corresponding flying twin.”

Best available physical models Aeronautics [27,49]

3 2012

“The digital twin consists of a virtual representation of a production system that is able to run on
different simulation disciplines that is characterized by the synchronization between the virtual and
real system, thanks to sensed data and connected smart devices, mathematical models and real time
data elaboration. The topical role within Industry 4.0 manufacturing systems is to exploit these
features to forecast and optimize the behavior of the production system at each life cycle phase in real
time.”

Different simulation disciplines,
connected smart devices and

real-time data elaboration,
enabling forecasting and

optimization of the system
behavior within each lifecycle

phase

Manufacturing [27,50]

4 2015 “Very realistic models of the process current state and its behavior in interaction with the environment
in the real world”

Realistic models to monitor the
current state Manufacturing [27,51]

5 2016
“Virtual substitutes of real-world objects consisting of virtual representations and communication
capabilities making up smart objects acting as intelligent nodes inside the internet of things and
services”

Virtual substitutes with
communication capabilities Robotics [34]

6 2016 “The simulation of the physical object itself to predict future states of the system.” Prediction of future states of the
system Manufacturing [52]

7 2018
“The digital twin is actually a living model of the physical asset or system, which continually adapts to
operational changes based on the collected online data and information, and can forecast the future of
the corresponding physical counterpart.”

Living model with continual
adaptation to operational

changes
Aircraft maintenance [53]

8 2018

“A digital twin is a digital representation of a physical item or assembly using integrated simulations
and service data. The digital representation holds information from multiple sources across the
product life cycle. This information is continuously updated and is visualized in a variety of ways to
predict current and future conditions, in both design and operational environments, to enhance
decision making.”

Multiple sources across the
lifecycle deliver information,

enhancing decision-making by
predicting functions

Product lifecycle management [54]

9 2019

“Themes related to the Digital Twin are the decoupling between physical and cyber entity, the
presence and frequency of sensorial data flows, the use of computer simulation, the control of cyber
over physical entity, the co-evolution of physical and cyber entity as well as the co-existence of
physical and cyber entity.”

Presence of sensorial data flows
and co-evolution of physical and

cyber entities
Manufacturing [55]

10 2019 “A complete Digital Twin should include five dimensions: physical part, virtual part, connection, data,
and service.” Five digital twin dimensions Industry [19]
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Based on the summary of the selected definitions, it could be concluded that there is
a broad consensus that a virtual representation is a digital reflection of a physical object.
Additionally, the virtual representation is coupled with its physical counterpart and is an
abstracted model description of the physical object. However, there are several inconsisten-
cies in virtual representation characteristics in the literature. For example, there are different
opinions about the data exchange, the real-time capability, the lifecycle perspective, and
the fidelity level of the virtual representations.

For classifying virtual representations according to the data exchange between virtual
and physical facility, the level of integration is discussed. Kritzinger et al., introduced
the level of integration to differentiate virtual representations according to their data
communication [9]. Figure 2 shows the integration levels of virtual representations. Therein,
it can be seen that the digital model is characterized by two-way offline data communication
between the physical and virtual components. The digital shadow is defined by one-
way offline and one-way real-time communication between the two components. In
the literature [9,24], the digital shadow is exclusively characterized by real-time data
communication from the physical to the virtual component. Since there are also applications
with a one-way real-time communication in the other direction, the term “digital shadow”
is also valid for this approach. Digital twins are characterized by two-way real-time data
communication between the physical and the virtual components [9]. Aheleroff et al. [24]
extended the definition from Kritzinger et al. [9] using a predictive model approach, which
is motivated by the work of Tuegel et al. [56]. The term “digital predictive twin” is
introduced, which defines virtual representations with integrated predictive models.

Figure 2. Virtual representation of integration levels concerning data communication. (Reprinted
with permission from [24]. Copyright 2021 Elsevier).

In addition to the summarized definitions and levels of integration of virtual represen-
tations, the five-dimensional model, according to Tao et al. [19], is essential. As shown in
Figure 3, the 5D model defines five mandatory parts for a complete virtual representation.
The 5D model approach consists of physical and virtual components, data management,
service, and connections. The physical component is the experimental or industrial facility
to be investigated. The virtual component refers to all virtual models, flowsheets, and
specifications, which serve as a basis for all virtual representation applications. The data
management is responsible for the processing and storage of data. Within the service part,
the investigated application is realized. The four mentioned parts are linked by connections
responsible for the data transmission.
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Figure 3. 5D model for virtual representations concerning a holistic approach. (Reprinted with
permission from [57]. Copyright 2021 Elsevier).

Based on the summarized definitions in the literature, the level of integration ap-
proach, and the 5D model approach, a novel definition of virtual representations of energy
technologies in the process development environment can be given:

Virtual representations in process development of energy technologies are digital reflections
of physical facilities. The virtual component contains an abstracted model that is fitted as close
as necessary to the physical component through the integration of measured values and domain
knowledge.

Based on this definition, which emphasizes that the level of integration and model
abstraction can differ in each process development and lifecycle phase, it is essential to
develop a virtual representation by analogy with the physical facility with a clear overall
development and engineering strategy [34]. This holistic approach requires the considera-
tion of energy plant hierarchy levels [2] and energy plant lifecycle phases [54,58–60]. In the
case of process development, the lifecycle perspective can be seen from two perspectives.
On the one hand, the lifecycle perspective concerning the physical facility ranges from the
design over the operation phase to the decommissioning phase [60]. On the other hand,
the process development lifecycle perspective ranges from the lab-scale to the industrial-
scale facility [61]. Each energy plant lifecycle phase is passed through in every process
development phase, from lab to commercial scale. Therefore, the virtual representation
architecture has to become more and more elaborate within process development. As
well as the lifecycle perspective, the energy plant hierarchy layers have to be addressed to
align the virtual representation framework with the foreseen user group. The energy plant
hierarchy levels, according to IEC 62264 [62], range from the process level over the process
control level to the enterprise level, and can be extended by the overarching energy system
level. To conclude, the consideration of the lifecycle perspectives of energy plants and
the energy plant hierarchy layers help to visualize the variety of players, which could be
addressed within the development of a virtual representation. In addition to the discussion
of the variety of virtual representation users, the planned applications and the associated
properties, are discussed in the next section.
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2.3. Applications, Challenges and Properties of Virtual Representations in the Energy Sector

There are many different applications in the process development framework in
the energy sector [63] for the use of virtual representations. These applications are all
confronted with different implementation types regarding energy plant hierarchy levels and
lifecycle perspectives, as mentioned in Section 2.2. Furthermore, it is important to define
virtual representation properties for developing a virtual representation framework. First,
the Gemini principles [64] build a superordinate framework, which provides high-level
guidelines for developing virtual representations regarding purpose, trust, and function.
More detailed virtual representation properties can be defined based on these guidelines
and principles.

Subsequently, the vast number of application possibilities within the energy sector
must be discussed. Many literature reviews have summarized the possible applications
of virtual representations in the industry in different fields [2,19–22,25–28,42,58,65,66].
Table 3 gives an overview of the possible virtual representation applications along the plant
lifecycle phases, which are already discussed in Section 2.2.

Table 3. Possible virtual representation applications along the plant lifecycle phases.

Virtual
Representation

Applications

Conceptual
Design

and Engineering

Construction
and

Commissioning
Operation Maintenance Optimization Decommissioning Ref.

Collaboration

cooperation with
suppliers,

experts and
inter-divisional

coordination

coordination
supplier

coordination
logistics

coordination of
spare parts
supply and

supplier

collaboration
with external

experts

coordination reuse
and disposal [2,20,58,65]

Documentation process lifecycle management for the state-of-the-art documentation [20,28,30,58]

Simulation and
Monitoring

assistant for constructive and technical
process design and construction

real-time
performance

condition
monitoring

reconfiguration
and

reconditioning
design of reuse [2,22,27,58,66]

Evaluation and
Verification

holistic evaluation of process design
and construction quality control

fault diagno-
sis/anomaly

detection

holistic
optimization

evaluation of reuse
and disposal [2,20,25,58]

Visualization
collision check

and
merchandising

construction
assistant

support process
understanding

visualization of
3D model or

servicing plan

visualization of
sustainability

indicators

merchandising for
reuse [28,58]

Planning and
Decision
making

scheduling and support from design
to commissioning

scheduling of
operation and

utility handling

proactive
services

economic and
ecologic

dispatching

schedule for plant
lifetime [2,25,27,58]

Emulation risk
assessment

virtual
commissioning

support and training of plant operators
and maintenance engineers

virtual
decommissioning [22,30,42,58]

Orchestration automation of process design and
construction

process
automation

automated
maintenance

services

advanced control
strategies - [2,20,21,58]

Prediction
demand analysis

and market
prediction

stage of
completion
prediction

future
performance

predictive
maintenance

fault prediction
of physical

entities

prediction of a
lifetime and

residual value of
physical entities

[20,21,25,58]

The given list of applications is incomplete and gives only an overview of the vast
possibilities that arise with the development of virtual representations. The application
possibilities can be categorized into nine groups, ranging from collaboration to prediction.
Collaboration means the possibility of co-operation with different internal and external
partners as well as the co-ordination possibilities arising from the virtual representation.
The documentation aims to deliver state-of-the-art documentation of the energy plant
throughout the whole lifecycle, often named “process lifecycle management”. The simula-
tion and monitoring applications observe the process performance and support the design
and commissioning. Several examples for simulation and monitoring applications can be
found in [67–72]. The evaluation and verification stand for the information analysis, which
helps to optimize the process from the design to the decommissioning phase by imple-
menting sustainability indicators. The sustainability indicators are explained in detail in
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Section 2.4. The visualization group stands for the use of a detailed 3D model, for example,
as a design or maintenance assistant. Visualizing the sustainability indicators within the
virtual representation can assist the plant operator in optimizing the process performance.
The applications within the planning and decision-making group offer the possibilities that
arise due to the implementation of virtual representations in terms of scheduling, economic
and ecologic dispatching, and proactive action selection services. Emulation means nearly
an exact duplication of the physical facility, consisting of the process behavior covered in
the simulation and a detailed 3D model. Orchestration refers to the virtual control and
automation tasks, which the implementation of a virtual representation could fulfill. Finally,
the prediction services can range from market analysis to predicting the physical entities’
plant lifetime and residual value.

In summary, there are many possibilities for the use of virtual representations in
energy plants. Before developing a virtual representation framework, it is essential to
define which applications in which energy plant lifecycle stage should be addressed.
In addition to defining the applications, it is important to define which properties the
virtual representation should fulfill to realize the foreseen applications. Beforehand, it is
important to outline the challenges and problems which should be addressed during the
evolution of virtual representation frameworks. As mentioned by Chen et al. [21], most
challenges can be classified as time-, safety- or mission-critical. To enable stable real-time
data communication between the physical and virtual components, it is important to
decouple the control system from the virtual representation, which means that at any time
the plant can be controlled manually via the control system. Additionally, cybersecurity
safety measures against malicious attacks should be addressed. The data resolution, quality,
and latency should be carefully checked and synchronized with the foreseen application.
Furthermore, the heterogeneity of equipment for measuring components and control
systems complicates the evolution of a standardized framework. Therefore, the use of
standardized interfaces should be forced to realize exchangeable modeling blocks. The
simulation models used should be robust and valid for a wide range of operations and
applications to enable standardization. For advanced applications, hybrid or purely data-
based models which have been parameterized for a specific application are often required.
Consequently, a fast and user-friendly parametrization to other use cases should be enabled.
Furthermore, a periodic recalibration of the simulation model must be considered to avoid
model drifts. Finally, it should be pointed out that the results of virtual representations are
all based on measurement values. Therefore, the continuous verification and recalibration
of measurement equipment is indispensable. All these summarized challenges should be
carefully addressed during the development of a virtual representation framework. The
following discussion of virtual representation properties can assist with the development
of an appropriate framework depending on the application [21].

In Table 4, an overview of possible virtual representation properties is listed. Therein,
several property classes are defined to classify virtual representation approaches. The first
property group has an overall focus. For example, the scalability indicates the implementa-
tion possibility of virtual representations within different energy plant hierarchy layers [73].
The interoperability specifies the equivalence between different model representations,
which means the modeling tools are comparable, convertible or standardized [74]. The
expansibility points out the flexibility of the used modeling techniques regarding the inte-
gration or replacement of models [74]. Finally, the functional safety represents the reliability
and resilience of the virtual representation framework [73].
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Table 4. Virtual representation properties in the energy sector.

Property Classes Focus
Property Levels

Ref.
Level 0: Level 1: Level 2: Level 3:

Scalability

Overall

Equipment
level

Plant
level

Enterprise
level Energy system level [73,74]

Interoperability Comparable Convertible Standardized [73,74]

Expansibility Fixed
layout

Adaptable
layout

Automated
layout [74]

Functional safety Systematic
capability

Implemented
redundancies

Predictable failure
analysis

Automated
replacement [73,75]

Technological scale-up
possibility

Physical
component

Modular Partly scalable Fully scalable [76,77]

Degree of automation Manual Semi-automated Fully automated [78]

Physical safety Primary safety
measures

Secondary safety
measures

Tertiary safety
measures [79]

Virtual representation
capability

Virtual
component

Static/Quasistatic Dynamic Ad hoc Predictive [45,63]

Virtual representation fidelity Black box Gray box White box [45,74]

Virtual representation
intelligence Human triggered Automated Partial Autonomous Autonomous

(self-evolving) [45,63]

Connectivity mode

Data
management

and connection

Manual Unidirectional Bidirectional Automatic [45,63]

Data integration level Manual Semi-automated Fully automated [65]

Update frequency Yearly/Monthly Weekly/Daily Hourly/every
minute

Immediate
real-time/event

driven
[45,63,73]

Cybersecurity Role-based access
control

Discretionary access
protection

Mandatory access
control

Verified
access control [73,80–82]

Human interaction

Service

Smart devices Virtual and
Augmented Reality Smart hybrid [45,63]

User focus Single

Multiple without
interaction of
energy plant

hierarchy layers

Multiple with fully
interaction of
energy plant

hierarchy layers

[65]

Furthermore, there are some individual properties listed for each virtual representation
dimension. The physical component is classified by the technological scale-up possibility,
the degree of automation, and the physical safety. For example, the technological scale-up
possibility describes if all parts of the energy plant can be fully or partly scaled-up or if
only a modular construction can manipulate the capacity. For example, the electrolysis of
water is often not fully scalable due to technical limitations. The physical safety describes
measures for preventing mechanical, electrical, chemical, biological, or explosion hazards
and can be divided into primary, secondary, and tertiary safety measures [79]. Primary
safety measures help to prevent hazard operation zones. Secondary safety measures
include further precautions, e.g., the prevention of ignition sources, if hazard zones cannot
be prevented. Tertiary safety measures describe structural hazard protection measures to
limit the impact of incidents.

Additionally, there are several property classes for specifying the virtual component.
The virtual representation capability implies the time dependency of the used models [45].
The fidelity stands for the degree of accuracy of the virtual component compared to the
physical component [74]. Finally, the virtual representation intelligence indicates the
ability of automatic decision-making, which ranges from human-triggered abilities over
automated, rule-based approaches to autonomous full cognitive-acting approaches [45].

Moreover, data management and connection-focused property classes are mentioned.
Therein, the connectivity mode refers to the integrated data exchange paths between the
physical and the virtual component [45,65]. The data integration level represents the degree
of automation of the data communication between the physical and virtual components [65].
The necessary update frequency of the virtual model depends on the application and ranges
from weekly to real-time approaches [45]. Within the update frequency, the topics of latency,
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jitter, throughput, and bandwidth are important to note [73]. The cybersecurity property
class represents the integrated protection features within the virtual representation against
unauthorized access [80]. Besides the authorization and verification topic, cryptographic
protection should also be considered [73].

The virtual representations deliver services which can be classified by human inter-
action and user focus. The human interaction implies the communication possibilities
of the user with virtual representation [45]. The user focus indicates the extent to which
users deal with the virtual representation service [65].The applications depend on different
property levels of virtual representations, as discussed in Table 4, and deal with different
plant hierarchy levels, as discussed in Section 2.2. Therefore, by developing virtual repre-
sentations, it is essential to focus on the applications that must be addressed. Depending
on the foreseen application, different property levels of virtual representations have to be
implemented and different plant hierarchy levels considered. In developing novel energy
technologies, it is crucial to develop the accompanying virtual representation so that as
many applications along the energy plant lifecycle can be addressed. For the validation and
evaluation of the virtual representation performance and the considered energy plant, it is
essential to define key performance indicators (KPIs). These KPIs are even more important
within the process development as a means of forming a holistic, optimized, sustainable
energy process. Therefore, the KPIs are also named “sustainability indicators”.

2.4. Sustainability Indicators in the Energy Sector

Defining performance indicators is crucial for the development and optimization of
energy processes. It is essential to link the performance indicators with sustainability to
establish novel energy technologies and enable the energy transition towards climate neu-
trality. Therefore, the following performance indicators are called sustainability indicators.
Successful development of novel energy technologies also implies compliance with legal,
environmental, economic, and social requirements. Therefore, a multicriteria optimization
of energy technologies regarding different aspects has to be fulfilled. The definition of
sustainability can first be linked with the sustainable development goals (SDGs) [83]. They
all highlight the global need for the sustainable development of the ecological, economic,
and social environment. In terms of energy production, nearly all SDGs are relevant.
Furthermore, the EU taxonomy [84] should be mentioned. This regulation provides a clas-
sification system, establishing a list of environmentally sustainable economic activities [84]
exemplary in climate change mitigation. However, the EU taxonomy is controversial,
because there is no common understanding of sustainability, especially in the energy sector.

Table 5 introduces the most important sustainability indicators for the energy sector
to enable a method of quantifying sustainability. The sustainability indicators are clas-
sified into technical, environmental, economic, and social indicators according to [85].
Technical indicators are energetic and exergetic efficiency, which differ in considering the
irreversibility of a process or lack thereof, when monitoring the performance of a process or
plant. For carbon-based technologies, different conversion rates are also relevant to enable
more detailed investigations. The plant lifetime and availability are essential indicators
of supply reliability and economic aspects. The environmental indicators are classified
into air, soil, ground, and water conditions, natural resources, utility consumption, and
waste production. In terms of environmental indicators, it is essential to mention the
lifecycle assessment methodology (LCA) to analyze environmental impacts. For detailed
information regarding the fundamentals, requirements, frameworks, and guidelines of
LCAs, refer to DIN EN ISO 14040 [86] and 14044 [87]. The assessment of environmental
impacts is complex. However, developing and optimizing energy technologies regarding
environmental requirements is important to enabling the energy transition towards climate
neutrality. Besides technical and environmental indicators, economic indicators should
be observed to enable affordable energy. The levelized production costs, which cover
investment, fuel, operation, and maintenance costs over a lifetime, help to compare energy
technologies with each other or the market value. The operating cash flow stands for
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the liquidity of a plant operator. To compare different investment scenarios or analyze
specific investments in the energy sector, the net present value, payback time, and return on
investment are all suitable indicators. The gross domestic and regional value is the value
added created through energy production in a country or region within a certain period.
For quantifying social impacts caused by energy production, the human toxicity potential
and the job creation indicator can be named, for example.

Table 5. Selected sustainability indicators for the evaluation of energy technologies.

Sustainability Indicators Unit Description Ref.

Te
ch

ni
ca

li
nd

ic
at

or
s

Conversion rate ** %
Measuring the performance of a reactor or plant by

observing the converted amount of a specific chemical
compound during a reaction.

[76,88]

Energetic efficiency %
Measuring the performance of a technology by

comparing the energy content of input and output
streams.

[89]

Exergetic efficiency % Measuring the performance of a technology by
considering the irreversibility of a process. [90]

Plant lifetime a Measuring the usability period of a plant. [89]

Plant availability FLH/a
Measuring the degree of utilization per year of a

reactor or plant by referring to an operation at nominal
power.

[89,91]

En
vi

ro
nm

en
ta

li
nd

ic
at

or
s

Em
is

si
on

s
to

ai
r

Global warming potential
(e.g., CO2, CH4, N2O, etc.) kg CO2-eq/FU *

Measuring the insulating effect of greenhouse gases in
the atmosphere preventing the earth from losing heat

gained from the sun.
[85,92–97]

Acidification potential
(e.g., NOx, SOx, etc.) g SO2-eq/FU *

Measuring emissions resulting in acid rain, which
harms soil, water supplies, human and animal

organisms,
and the ecosystem.

[85,92,94–96]

Ground air quality
(particulates, photochemical
oxidants)

kg PM10-eq/FU *
kg NMVOC/FU

*

Measuring gaseous and solid emissions which affect
the ground level atmosphere. [85,92,94–96,98]

Ozone-depleting potential kg R-11-eq/FU *
Measuring the depletion of the ozone layer in the

atmosphere caused by the emission of, e.g., chemical
foaming and cleaning agents.

[85,92,94–96]

So
il,

gr
ou

nd
an

d
w

at
er

co
nd

it
io

ns

Eutrophication g PO4
2−-eq/FU *

Measuring concentrations of nitrates and phosphates,
which can encourage excessive growth of algae and
reduce oxygen levels within freshwater and marine

water.

[92–96]

Ecotoxicity kg1,4-DB-eq/FU
*

Measuring the potential for biological, chemical or
physical stressors within freshwater, marine, or

terrestrial ecosystems.
[94,96]

Water consumption kg H2O/FU * Measuring the amount of water consumed within a
process. [85,93,94]

N
at

ur
al

re
so

ur
ce

s,
ut

ili
ty

co
ns

um
pt

io
n

an
d

w
as

te
pr

od
uc

ti
on

Primary energy
consumption—fossil MJ/FU * Measuring the total fossil energy demand of a process. [97,99]

Primary energy
consumption—renewable MJ/FU * Measuring the total renewable energy demand of a

process. [97,99]

Electricity consumption kWhel/FU * Measuring the total electricity demand of a process. [85,97]

Carbon utilization factor ** % Measuring the amount of carbon converted from the
fuel to the product within a process. [88,100,101]

Abiotic depletion kg Sb-eq
Measuring the over-extraction of minerals, fossil fuels
and other non-living, non-renewable materials which

can lead to the exhaustion of natural resources.
[85,92,94]

Wastewater amount kg H2O/FU * Measuring the amount of wastewater produced
within a process. [85]

Solid waste amount
(disposal) ** kg ash/FU * Measuring the amount of disposable waste produced

within a process. [85]

Land use m2/FU * Measuring the amount of land needed for the
construction of a plant. [85,94]
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Table 5. Cont.

Sustainability Indicators Unit Description Ref.

Ec
on

om
ic

in
di

ca
to

rs

Levelized production costs EUR/FU *
Measuring the price that would be charged per

functional unit to achieve a net present value of zero
for an investment.

[17,71,95,102,103]

Operating cash flow EUR/a Measuring the profit/losses generated over a specific
time period during regular operation. [17,71,102,104]

Net present value EUR Evaluates the technology investment by considering
the time value of money. [17,71,102,104]

Payback time a Measuring the time required for return of the
technology investment by revenues. [17,71,105]

Return on investment % Measuring the return of an investment by comparing
profit and investment. [104]

Gross domestic/regional product (GDP/GRP) EUR
Measuring the added value created through energy
production in a country (GDP) or considered region

(GRP) within a certain period.
[85,106]

So
ci

al
in

di
ca

to
rs Human toxicity kg1,4-DB-eq/FU

*
Measuring the quantity of substances emitted to the

environment that harm humans. [85,93–96]

Job creation - Measuring the number of jobs created by the erection
of a new plant. [85,106]

* FU: functional unit (quantifiable description of the product function that serves as a comparable reference basis
for all calculations) [86,87,107]. ** specific parameter for carbon-based technologies.

It should be noted that the overview of sustainability indicators in Table 5 introduces
only selected quantifiable parameters. Of course, there are many more existing sustainabil-
ity indicators. It is self-explanatory that not all of the presented sustainability indicators
are applicable to all energy technologies. Depending on technology and location, these
parameters also differ in importance and weighting. However, it should be clear that
sustainable energy technologies can only be developed by considering a broad range of
sustainability dimensions. Finally, the sustainable development and optimization of energy
technologies shall always consider legal regulations, for example, emission and immission
limits, or grid feed-in requirements. The definition of sustainability indicators forms the
basis for quantifying development and optimization.

In summary, to develop a virtual representation framework in the process develop-
ment environment, it is essential to define virtual representation applications and properties
throughout the process development lifecycle. Furthermore, sustainability indicators have
to be selected to ensure the evaluation and validation of the development’s progress to-
wards development goals. The following section introduces the novel model readiness level
to link the sustainability indicators and virtual representation applications and properties
with the process development lifecycle stages.

2.5. Introduction of the Modeling Readiness Level

Besides the technology performance evaluation via sustainability indicators, the defi-
nition of process development stages is essential for developing novel energy technologies.
Therefore, the technology readiness level (TRL), which was first introduced by NASA [108],
represents an important indicator for defining and monitoring the development progress.
The TRL is also widely used within several national and international funding programs,
such as EU Horizon 2020 [108], to classify research projects. In Figure 4, TRLs with the
appropriate realized infrastructure, investigated process behavior, and the expected results
within each process development lifecycle are visualized. Refer to [77,109] for further
information on the TRL and related topics. To achieve the expected results in each process
development stage, it is important to monitor and accompany the process development life-
cycle with virtual representations. The virtual representation should combine all findings
from the experimental test runs in each process development stage. To enable a success-
ful framework for virtual representations, the definition of a modeling readiness level is
important.
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Figure 4. Modeling readiness level along the process development lifecycle of energy technolo-
gies [109–111].

After 10 years of investigation, Müller S. proposed the modeling readiness level
(MRL) [109], by analogy with the TRL for the physical facility, to evaluate the development
progress of virtual representations. Therefore, the virtual representation should evolve
together with the physical experimental or commercial facility. Subsequently, the virtual
representation capability, intelligence, and fidelity must increase throughout the process
development lifecycle based on observations carried out within experimental test rigs. The
mentioned key observations within each process development stage in terms of process
behavior, operation mode, considered infrastructure, and expected results are listed in
Figure 4. The MRL serves as a support instrument for tracking the development of vir-
tual representations and should always be one step ahead of the TRL to enable forward
planning.

In Figure 4, the MRL throughout the process development lifecycle of energy tech-
nologies is discussed. By analogy with the TRL, the same process development lifecycle
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stages are followed. In the concept and lab facility stage, TRLs 1–3 describe the way to-
wards an experimentally proven core system. By analogy with the virtual representation
in this process development stage, MRLs 1–3 are defined and range from the definition
of operation and performance indication equations to the development of an integrated
model library. During this first development stage, the temporal resolution is oriented
towards the validation of the batch lab facility once per test run. The outcome shall be a
virtual representation of the core process unit based on a steady-state simulation model
with manual data management, service, and connection. For monitoring the sustainability
and performance of the process in this development stage, first estimations of technical,
environmental, and economic indicators based on the steady-state model are mandatory.
Possible applications in this first stage for the virtual representation can be collaboration,
documentation, simulation, or evaluation tasks as introduced in Table 3. Furthermore, the
virtual representation types from digital model to digital predictive twin are linked with
the process development lifecycle stages. In the concept and lab facility stage, all properties
are connected to the virtual representation type of a digital model. The following pilot plant
stage is covered by TRLs 4–5, validating the technology from laboratory to the real environ-
ment. Corresponding to the TRLs 4–5, the MRLs 4–5 define the creation and validation of
a pilot plant model based on the main process units. Expected results in this stage are a
virtual representation of the main process units based on a quasi-steady-state and dynamic
simulation model with manual or semi-automated data management, service, and connec-
tion. The quasi-steady-state simulation model can observe and compare different operation
points to find an optimum. Additionally, the dynamic model can display operation point
changes and part-load observations to first consider monthly time-dependent operation
behaviors caused by deviations of the input streams. The process performance analysis in
this stage is based on the quasi-steady-state simulation model executed by reliable technical,
environmental, and economic investigations. The virtual representation type in this stage
is called “digital shadow”, and it enables applications in collaboration, documentation,
simulation, evaluation, and verification and visualization. The demonstration plant stage is
covered by TRLs 6–7: the technology and system prototype demonstration in a relevant and
operational environment. Simultaneously, the demonstration plant phase is accompanied
by MRLs 6–7. Demonstration plants are characterized by the realization of the complete
process chain, including utility and product logistics for the first time. Therefore, the
complete evaluation of all utility streams and sustainability indicators becomes possible at
MRL 6. Besides the technical, environmental, and economic indicators, social indicators
can be analyzed due to the definition of a location. MRL 7 describes the completion of the
3D and simulation model consisting of all subunits of the whole process chain, including
utility and product logistics. Therefore, the expected result in the demonstration plant stage
is a virtual representation of the complete process chain based on a dynamic and ad hoc
simulation model and virtualization with semi-automated or automated data management,
service, and connection. The dynamic simulation model can analyze long-term process
behaviors such as fouling and aging as well as start-up and shutdown scenarios. The
ad hoc simulation model enables the real-time observation of the physical process. The
virtual representation in this stage is named the “digital twin”, and it enables most of
the mentioned application fields according to Table 3, from collaboration to orchestration.
The final commercial plant stage is characterized by TRLs 8–9, ranging from the complete
and certified system to an approved market-ready competitive energy production plant
in an operational environment. The corresponding MRL 8 describes the validation and
evaluation of the virtual representation models by commercial energy plant facilities. Fi-
nally, MRL 9 is defined by the platform-based implementation, monitoring, and sharing
of the virtual representation to enable a fast market penetration. The expected virtual
representation in the final development stage includes the complete process chain based
on a predictive simulation model and virtualization with automated data management,
service, and connection. The expected results imply that the virtual representation, called
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the digital predictive twin, can deal with all kinds of short-term and long-term behaviors
to enable applications from collaboration to prediction (see Table 3).

The definition of the MRL paves the way to introducing a virtual representation
framework, which should help to develop appropriate models in each process development
stage.

3. Virtual Representation Framework in the Process Development Environment

Subsequently, a virtual representation framework in the context of the process de-
velopment environment is defined to provide a guideline for creating and developing
appropriate virtual representations throughout the process development lifecycle. First of
all, it should be mentioned that each virtual representation concept focuses on sovereignty,
confidentiality, and reliability [109]. Furthermore, the virtual representation framework
shall be based on standardized replaceable modules, called block modeling, to develop
widely applicable virtual representations [66]. In Section 1, different framework approaches
related to different fields of applications are summarized. These frameworks differ ac-
cording to entities and properties as well as the architecture regarding information and
network level. Different network architectures imply, for example, different data processing
approaches. Therefore, defining an appropriate, generally accepted virtual representation
framework is complex. For the development of a widely applicable virtual representation
framework in the energy sector, the subsequently introduced framework addresses the
development of virtual representations throughout the process development lifecycle.

The following 5D virtual representation framework is based on the 5D model as
mentioned in Section 2.2. In Figure 5, the proposed 5D framework for developing virtual
representations in the process development environment is visualized. Therein, it can be
seen that every virtual representation consists of five dimensions. Every dimension is based
on several subunits. The arrows in the background symbolize the order of the subunits.

Figure 5. 5D virtual representation framework in the process development environment.
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The physical component consists of the energy plant and the required physical infras-
tructure. This infrastructure includes the construction site and necessary utility supplies
such as electricity, heat, or other process media. The most important part of the physical
component is the process equipment, which is made up of the core energy production or
conversion process units. Process analytical technology (PAT) sensors monitor the energy
plant. PAT sensors comprise a wide range of analytical tasks, including thermocouples,
pressure sensors, gas composition analytics, and orifice flowmeters for volume flow or other
measurement applications. Actuators control the energy plant, for example, by manipulat-
ing valves. Safety elements are essential to prevent accidents and raise employee physical
safety. To gather all the measuring and control signals from PAT sensors, actuators, and
safety elements, one or more programmable logic controllers (PLCs) are used. The PLCs
also form the interface between sensors, actuators, safety elements and the supervisory
control and data acquisition system (SCADA). The data communication with other virtual
representation dimensions can be realized by an interface to the SCADA system or directly
from the PLCs.

The data management dimension is responsible for data handling. On the one hand,
the data management is responsible for storing and processing the sensor data from the
physical component out of the PLCs or SCADA system to feed the virtual component with
appropriate datasets. On the other hand, data management also serves as an interface
between the virtual component and service dimension to store and process modeling
results. The data management dimension requires middleware infrastructure, which can
be provided on premises via an edge device or cloud applications. The requirements of the
middleware infrastructure are more or less driven by the desired services, the associated
processing time, and the number of datasets. Data processing and data storage are often
realized in two stages. Therefore, if the raw datasets from the physical component are
large, the data preprocessing step is often set up on premises to realize a local filter to
reduce the data size by condensing the datasets. The filtered datasets are stored in raw
data storage, also often on premises, before the filtered data are transmitted to the cloud
for a second processing step and to store the clean data properly. However, all these steps
can also be realized exclusively on premises or within a cloud architecture. Additionally
to the raw data from the physical component, further data from external databases such
as analysis results from the laboratory can be merged with the filtered sensor values in
the first storage stage. The last step within the data management dimension is workflow
management. Workflow management systems are applied to arrange and streamline
business processes [112]. Workflow management systems are mandatory in the case of
complex workflow architecture.

Subsequently, the processed data from the data management are used in the virtual
component to carry out the calculation, simulation, visualization, and specification tasks.
All these subtasks are based on the virtual infrastructure, which can be analogous with the
middleware infrastructure either on premises or based on cloud architecture or a mixture
of both. In the first step, the process flowsheet and the utility supply build up the process
layout, including all subunits and process media. The following process modeling is
the core unit of the virtual component. Therein, physical-based or semantic data-based
models describe the process behavior based on the defined process layout and media. In
terms of physical modeling approaches, for example, mass and energy balances, kinetic
approaches or computational fluid dynamics help to define input and output process flows
as well as more detailed reaction and fluid dynamic behaviors [113]. Semantic modeling
comprises all data-based approaches concerning machine learning, deep learning, ontology
modeling approaches, and many more [20]. In terms of an engineering approach, the
process simulation results serve as the input for plant dimensioning to define and optimize
the geometry of all subprocess units. The following process visualization enables the
illustration of the whole system. It should be mentioned that the engineering process is
iterative. In terms of virtual representation applications, the process visualization (3D
model) together with the process model can be seen as the core units to realize high-
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fidelity results and an immersive experience. On the basis of the 3D model, the piping and
instrumentation diagram (P&ID), specifications, the control and operation strategy and
safety concepts can be prepared. Refer to [76] for further details of engineering workflows
and documents. Finally, the designed and optimized process should be validated based on
sensitivity analysis, plausibility checks and domain knowledge. The process evaluation on
the basis of the sustainability indicators helps assess the considered process and compare it
with the best available competing technologies.

The service dimension is required to execute desired applications, ranging from
data visualization for monitoring to process automation. By analogy with all the other
dimensions, the service infrastructure delivers the architecture for developing the desired
service. These can be local or web-based services hosted on premises or on cloud-based
infrastructure. Provided services are physically separated within a multitier architecture.
The most well-known framework for services is the three-tier architecture [114]. The three-
tier architecture consists of a data access tier, the application tier and the data visualization
or presentation tier. Within the data access layer, data from the data management and
virtual component dimension are retrieved and processed to the service application layer.
The service application layer builds up the logic of the service, where decisions and control
take place. This can either be caused by internal or external target sets, which can be
triggered through users or predefined functional units. The data visualization is the
presentation layer, where services can be accessed through an appropriate user interface.

Finally, the connection layer represents the interface between the other dimensions.
The data connection is based on networking infrastructure. The required networking
infrastructure is driven by the desired service and can be, on the one hand, local networks
such as fieldbus systems, wireless networks, or mobile networks [115]. On the other hand,
global infrastructure such as the broadband internet via ethernet can be used [115]. The
data connection is divided into data mapping and data transmission. The seven-layer
ISO OSI reference model [116] describes the universal standard for data communication.
Therein, each layer is required for particular tasks. The data transmission summarizes all
transport-oriented layers from the physical to the transport layer [116]. The application-
oriented layers are summarized as data mapping subunits, where the data structure is
determined. For example, TCP IP data transport via ethernet protocol can be assigned to
the data transmission [6]. Well-known data mapping protocols include FTP, HTTP, MQTT,
and OPC UA [6,73]. The data buffer is responsible for intermediate storage or queuing data
packets to supply the application with appropriate datasets.

The five dimensions of physical and virtual components, data management, service,
and connection together form the 5D virtual representation framework in the process
development environment. It should be mentioned that data sovereignty, confidentiality,
and reliability are the overarching goals. The framework is be formed by interchangeable
functional blocks based on standardized models, protocols, and guidelines. Additionally,
the overall MRL level classified into the process development phases concept and lab
facility, pilot plant, demonstration plant and the commercial plant can be linked with the
five dimensions of virtual representations and the overall virtual representation proper-
ties. Table 6 gives an overview of mandatory dimension properties and overall virtual
representation properties along the process development lifecycle. Therefore, each virtual
representation dimension and subunit must evolve within each process development stage.
Regarding the physical component, the physical infrastructure has to be extended from
the core process unit in the concept and lab facility stage to the complete process chain in
the commercial plant development stage. The decentral utility supply at the beginning
of the development lifecycle must be replaced by fully integrated utility supply logistics
at the end of the process development. The SCADA system shall be evolved from an
automation system in the lab facility to a fully integrated process control system in the com-
mercial plant. The virtual component steady-state simulation models have to be replaced
stage-wise towards a fully predictive simulation model supplemented by virtualization of
the complete process chain. The data management, service, and connection dimensions
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start with manual processes in the concept and lab facility stage towards fully automated
processes in the commercial plant.

Table 6. Overall virtual representation properties within the 5D model approach.

Property Classes
and Components Focus Concept, Lab

Facility Pilot Plant Demonstration
Plant Commercial Plant

Scalability

Overall
properties

Level 0:
Equipment

level

Level 1:
Plant
level

Level 2:
Enterprise

level

Level 3:
Energy system

level

Interoperability Level 0:
Comparable

Level 1:
Convertible

Level 2:
Standardized

Expansibility Level 0:
Fixed layout

Level 1:
Adaptable layout

Level 2:
Automated layout

Functional safety
Level 0:

Systematic
capability

Level 1:
Implemented
redundancies

Level 2:
Predictable failure

analysis

Level 3:
Automated
replacement

Physical
component

Virtual
representation

dimensions (5D)

Core process unit
with decentral

utility supply and
automation system

Main process units
with decentral

utility supply and
process control

system

Complete process
chain with central

utility supply,
product use and
process control

system

Complete process
chain with fully
integrated utility
supply, product

logistics and
process control

system

Virtual
component

Steady-state
simulation model

of core process unit
available

Quasi-steady-state
simulation model
of main process
units available

Dynamic
simulation model
and virtualization

of complete
process chain

available

Predictive
simulation model
and virtualization

of complete
process chain

available

Data management
Manual data

processing and
storage approaches

Manual or
semi-automated
data processing

and storage
approaches

Semi- or
automated data
processing and

storage approaches

Automated data
processing and

storage approaches
with integrated

workflow
management

Service Manual service
application

Manual or
semi-automated

service application

Semi- or
automated service

application

Automated service
application

Connection Manual data
communication

Manual or
semi-automated

data
communication

Semi- or fully
automated data
communication

Automated data
communication

Virtual representation type Digital Model
(MRL 1–3)

Digital Shadow
(MRL 4–5)

Digital Twin
(MRL 6–7)

Digital
Predictive Twin

(MRL 8–9)

Table 6 shows that the overall properties, as discussed in Section 2.3, namely scalabil-
ity, interoperability, expansibility, and functional safety, are also linked with the MRL and
development stages. The scalability indicates the possibility of evolution of virtual repre-
sentations regarding the use within different energy plant hierarchy layers [73]. The virtual
representation scalability in the concept and lab facility is on the equipment level because
only the core process unit is available. The scalability reaches the energy system level in
the commercial plant stage to connect the virtual representation with external stakeholders
such as grid operators or suppliers. The virtual representation interoperability evolves
towards standardized units, which means that all functional blocks are based on standard-
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ized models to enable cross-linking with other virtual representation environments. The
expansibility refers to the flexibility of the used functional blocks to realize flexible layouts
regarding replacing subunits or changes in the process streamline. Finally, functional
safety should be evolved from systematic fault detection to the automated replacement of
defective subunits.

The linkage of virtual representation properties with the MRL can also be enlarged
to the dimension level, as outlined in Table 4. Not all proposed properties are mandatory
for the desired services in the considered development stage. However, the virtual rep-
resentation framework has to evolve to cover the proposed properties and requirements
in each process development stage to ensure maximum freedom regarding possible ser-
vices. In summary, each dimension has to evolve throughout the process development
lifecycle. The physical component has to evolve from a core process unit in the concept
and lab scale phase to a fully developed complete process chain in the commercial plant
phase. Besides the development of the process equipment and utility supply, the physical
safety and degree of automation has to evolve, and the possibility for scaling up must be
approved along the process development lifecycle. The virtual component has to evolve
from a steady-state simulation model to a predictive simulation model and virtualization
of the energy technology to preserve the full knowledge of behavior. Consequently, the
virtual representation capability, fidelity, and intelligence has to evolve. For realizing virtual
representations for commercial plants, the manual data processing, storage, and communi-
cation approaches in the data management and connection dimension has to be replaced
continuously by automated approaches throughout the lifecycle. The evolution of the data
management and connection dimension can be evaluated by the virtual representation
properties’ connectivity mode, data integration level, update frequency, and cybersecurity.
The foreseen services along the process development lifecycle will change. Therefore, the
service dimension has to evolve as well.

Ultimately, a biomass-to-gas production route is utilized to explain the benefits of the
virtual representation framework. The described technology is based on a dual fluidized
bed gasification unit to convert biomass into product gas. Afterward, this product gas is
cleaned in several steps to reach syngas quality. Within the methanation unit, the syngas
is converted into raw Bio-SNG. After some upgrading steps, the Bio-SNG fulfills all re-
quirements and can be fed into the gas grid system. The 1 MW Bio-SNG plant in Güssing,
commissioned in 2008, represents the world’s first synthetic natural gas production unit
based on woody biomass at a demo scale [117]. In 2009, the Bio-SNG process was demon-
strated successfully at a scale of 1 MW in Güssing [117]. The gasification unit in Güssing
was operated for more than 10 years and had reached over 7500 operation hours by 2012.
Based on this achievement, a 20 MW Bio-SNG plant in Gothenburg was planned, erected
and operated. However, the 20 MW Bio-SNG demonstration plant could not reproduce the
high number of operating hours in the gasification unit [102,118,119]. Several shutdowns
occurred due to problems with the biomass feeding system, cooler clogging, and oscillating
syngas quality [119]. Subsequently, this leads to the question of why the learned lessons
from Güssing could not be transferred to Gothenburg. There could be several reasons,
such as different utilities or other technical aspects. Furthermore, changing engineering
companies might lead to a loss of domain knowledge.

All these problems can be improved by applying the raised 5D virtual representation
framework. The quasi-steady-state simulation model from Güssing [117] was not suitable
for condensing all lessons learned in a virtual model. Therefore, it is essential that the
MRL is always one step ahead of the TRL to enable forward planning and anticipate future
behavior. Furthermore, the virtual representation should always be able to process and
reproduce gained knowledge from test runs. This would help to avoid recurring technology
issues. To tackle the described issues, the research project ADORe-SNG [120] has been
initiated to develop a virtual representation of the Bio-SNG route at a pilot scale. A digital
predictive twin was developed to optimize the pilot-scale Bio-SNG production route. In
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Figure 6, the virtual representation framework for the digital twin use case of the Bio-SNG
production route is visualized.

Figure 6. 5D virtual representation framework Bio-SNG route adapted from [121–123].

Within this project, a digital twin was implemented for the operation optimization of
the 100 kW Bio-SNG pilot plant from TU Wien. The pilot plant is monitored and controlled
via the APROL control system, which represents the top layer of the physical component.
The raw sensor data are sent in real-time from the control system to the cloud-based data
management. Afterwards, the real-time processed sensor data are sent every minute to the
process simulation model in IPSEpro 8.0 and every five seconds to the model predictive
control unit in MATLAB R2021b. The process simulation model helps to determine the
present state of the process by the use of an overdetermined quasi-steady-state model.
Furthermore, the consolidation of all measurement values as well as the determination of
non-measurable variables is possible. The model predictive control unit helps to predict the
plant’s behavior as a function of the manipulated variables by the use of a gray-box-based
dynamic model. With the help of the model predictive control unit, a full automation of
the plant can be reached. The results from the process simulation model are used in the
model predictive control unit to parametrize the dynamic model every minute. The results
from the process simulation model and the model predictive control unit are validated in
the final step from the virtual component dimension. Then, the model results are handed
over to the service dimension, where finally a web application is used for the real-time
data visualization. The results from the process simulation model are mostly sustainability
indicators such as process efficiencies and yields. The results from the model predictive
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control unit are predictions for several manipulated variables to reach user-defined target
values, which can be also defined within the web-application by the operator. Finally,
the validated results from the model predictive control unit in the form of modifications
of manipulated variables are returned to the control system to realize a fully automated
closed-loop system [121–123].

The digital twin for the pilot plant of the Bio-SNG production route is already im-
plemented and operational with real-time data. Moreover, an optimized operation point
could be reached and held by the controller. Long-term operation of the digital twin is
planned soon. The results from comparable control concepts showed that the fuel con-
sumption could be reduced by 5%, while the product gas amount remained constant [124].
Furthermore, the number of operators can be reduced due the process automation.

Finally, the developed virtual representation framework can accompany further en-
gineering and demonstration processes at a larger scale to gain better knowledge about
process behavior and to gather this domain knowledge within the virtual representation.
Based on these investigations, the concept should be validated at a 1 MW demonstration
scale dual fluidized bed gasification plant in Vienna in Simmering. Further, a Bio-SNG
plant in Güssing [125] and a 5 MW demonstration plant in Austria [102] are in the planning
stage.

4. Conclusion and Outlook

The scope of this publication was the development of a virtual representation frame-
work in the process development environment. The progress of process development can
be monitored by introducing the novel modeling readiness level. Therefore, the modeling
readiness level serves as a support for tracking the development of virtual representations
and should always be one step ahead of the technology readiness level to enable forward
planning.

Each virtual representation consists of five dimensions and should be based on the
state-of-the-art models, which evolve along the process development lifecycle. The virtual
representation framework is based on a novel definition, which implies that every virtual
representation, independent of the process development and lifecycle phase, should fulfill
the following statements:

• The virtual representation is a digital reflection of the physical facility;
• The virtual component contains an abstracted model that is fitted as close as necessary

to the physical component through the integration of measured values and domain
knowledge;

• The level of integration and model abstraction can differ in each stage, depending on
the application.

The energy plant lifecycle perspectives and energy plant hierarchy layers are raised to
obtain an overall picture of the different players and phases during a process development
cycle. Virtual representation applications are summarized to show the variety of services
that can be enabled due to the evolution of a virtual representation. Subsequently, possible
virtual representation applications should always be defined to ensure a suitable frame-
work. Challenges for the implementation of virtual representations are discussed to guide
the development of frameworks. Additionally, properties of virtual representations are
defined to address the evolutionary possibilities in each virtual representation dimension.
Furthermore, the most common sustainability indicators are collected to enable a harmo-
nized process evaluation through the integration of development goals in each lifecycle
phase. The novel model readiness level is introduced to couple the virtual representation’s
evolution with the physical facility’s process development. Therefore, the knowledge
gained due to experimental test runs is preserved in the virtual component. Following the
raised virtual representation framework, the final technology readiness level, which implies
the proof of concept in a commercial environment, can only be reached if full knowledge
of the behavior can be predicted with the accompanying virtual representation. Finally,
the virtual representation framework determines the possible subunits for each dimension
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in the scope of the process development framework. The five virtual representation di-
mensions are also linked throughout the process development lifecycle phases with the
modeling readiness level and accompanying overall properties.

Summing up, the presented virtual representation framework in the scope of the
process development environment enables the standardization of the virtual representation
development along the process development lifecycle. Therefore, the knowledge gained
from the experimental test runs is preserved, the process development is always based on
state-of-the-art models and the scale-up is not executed too early.

However, future research should focus on the validation of the novel virtual repre-
sentation framework. Therefore, several process development cases of different energy
technologies should be accompanied by the proposed methodology. Furthermore, it
is essential to note that, independent of the virtual representation evolution stage, the
sovereignty, confidentiality, and reliability of the monitored energy technology are pri-
oritized. Finally, the virtual representation framework should be built on standardized,
exchangeable block models in each dimension to enable fast adaptations depending on
the addressed application. To conclude, the introduced virtual representation framework
helps to enable smart interconnected energy systems. This is reached by accompanying
the whole process development lifecycle with a suitable virtual representation from the
beginning.
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Abbreviations

3D three-dimensional
5D five-dimensional
Bio-SNG biomass-based synthetic natural gas produced via gasification and methanation
CH4 methane
CO2 carbon dioxide
CO2-eq carbon dioxide equivalent
DT digital twin
EU European Union
FTP file transfer protocol
GDP gross domestic product
GRP gross regional product
ISO International Organization for Standardization
H2O water
Horizon 2020 framework program funding research, technological development and innovation
HTTP hypertext transfer protocol
KPI key performance indicators
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LCA lifecycle assessment
MRL modeling readiness level
MQTT message queuing telemetry transport
N2O nitrous oxide
NASA National Aeronautics and Space Administration
NOx nitrous oxide (general form)
OPC UA open platform communications unified architecture
OSI open systems interconnection
P&ID piping and instrumentation diagram
PAT process analytical technology
PLC programmable logic controller
PLM product lifecycle management
RED II Renewable Energy Directive
Ref. reference
SCADA supervisory control and data acquisition
SDG sustainable development goals
SO2 sulfur dioxide
SO2-eq sulfur dioxide equivalent
SOx sulfur oxide (general form)
TCP IP transmission control protocol/internet protocol
TRL technology readiness level
Symbols
% percent
a number of years
FLH/a full load hours per year
FU functional unit
g PO4

2−-eq grams of phosphate equivalent
g SO2-eq grams of sulfur dioxide equivalent
kg 1, 4-DB-eq kilograms of dichlorobenzene equivalent
kg CO2-eq kilograms of carbon dioxide equivalent
kg H2O kilograms of water
kg NMVOC kilograms of non-methane volatile organic compounds
kg PM10-eq kilograms of particulate matter equivalent with a particle size smaller than 10 µm
kg R-11-eq kilograms of trichlorofluoromethane equivalent
kg Sb-eq kilograms of antimony equivalents
kWhel kilowatt hours of electrical energy
m2 square meter
MJ megajoule
MW megawatt
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Abstract: Power-to-Liquid (PtL) plants can viably implement carbon capture and utilization tech-
nologies in Europe. In addition, local CO2 sources can be valorized to substitute oil and gas imports.
This work’s aim was to determine the PtL efficiency obtained by combining a solid oxide electrolyzer
(SOEC) and Fischer–Tropsch synthesis. In addition, a recommended plant configuration to produce
synthetic fuel and wax at pilot scale is established. The presented process configurations with and
without a tail gas reformer were modeled and analyzed using IPSEpro as simulation software. A
maximum mass flow rate of naphtha, middle distillate and wax of 57.8 kg/h can be realized by using
a SOEC unit operated in co-electrolysis mode, with a rated power of 1 MWel.. A maximum PtL
efficiency of 50.8% was found for the process configuration without a tail gas reformer. Implementing
a tail gas reformer resulted in a maximum PtL efficiency of 62.7%. Hence, the reforming of tail gas is
highly beneficial for the PtL plant’s productivity and efficiency. Nevertheless, a process configuration
based on the recirculation of tail gas without a reformer is recommended as a feasible solution to
manage the transition from laboratory scale to industrial applications.

Keywords: Power-to-Liquid; carbon capture and utilization; synthetic fuel and wax; Fischer–Tropsch;
SOEC; co-electrolysis of CO2 and H2O; tail gas reforming; pilot scale

1. Introduction

Despite increased media interest in the consequences of the climate crisis, the global
mean CO2 level in the atmosphere is still rising by about 2.5 ppm per year and reached a
value of 414 ppm in October 2021, an increase of 2.4 ppm compared to October 2020 [1,2].
In 2020, about 83% of the global primary energy demand was still derived from fossil
sources [3]. An increase in the EU27 transportation sector’s greenhouse gas (GHG) emis-
sions of 33% compared to 1990 highlights the urgency of a sustainable reformation to reach
the goal of being climate-neutral in 2050, whereas other sectors managed to reduce their
GHG emissions by 32%. Transportation is responsible for about 29% of the EU27’s total
GHG emissions: 15% of the total GHG emissions are produced by passenger cars and
vans, 5% by trucks and buses and 4% respectively by aviation and marine navigation [4,5].
A comprehensive overview of several technologies and scenarios to tackle the mobility
sector’s weak performance concerning GHG emissions can be found in [6].

Besides battery electric vehicles, plug-in hybrid technologies and biofuels, synthetic
fuels pose an attractive transitional solution for individual mobility and have the potential
to replace conventional fossil fuels in applications requiring high energy density—i.e.,
aviation, marine navigation and off-road vehicles, e.g., construction, agricultural or forestry
vehicles—on a long-term basis [7]. In summary, the implementation of synthetic fuels
includes the following advantages:

• High energy density;
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• Applicability for existing technologies;
• Suitability for heavy-duty applications;
• Quick deployment, since no infrastructural adaptions are required.

An overview of current Power-to-X (PtX) projects throughout Europe was given by
Wulf et al. in [8]. In June 2020, 220 PtX research and demonstration projects were realized,
finished or planned in Europe. Some of the mentioned plants were not commissioned at
release and have not been constructed as of April 2022. Germany, Spain and the UK have the
highest shares of PtX plants in Europe. Power-to-Gas (PtG) plants obtained the highest share
of 94%. Power-to-H2 applications had a share of 67%, whereas Power-to-Methane plants
had a share of 27%. The production of methanol and other technologies, i.e., the production
of DME or Fischer–Tropsch products, accounted for 3%. Low-temperature electrolysis
technologies, i.e., alkaline electrolyzers and proton exchange membrane electrolyzers
(PEMEC), were by far the preferred technology for H2 production, as shown by their share
being larger than 90%, whereas high-temperature solid oxide electrolyzers (SOEC) were
applied in less than 10% of the analyzed projects.

An overview concerning completed and ongoing Power-to-Liquid projects based on
the synthesis of methanol or Fischer–Tropsch products is given in Table 1.

Finding a way to commercialize liquid fuels produced by lignocellulosic feedstocks
or CO2 streams in combination with renewable H2 is one goal of [9] within the “Ad-
vancefuel” project, which is analyzing several conversion technologies to produce fuels
such as methanol, DME, gasoline and diesel. An alternative route for the production of
Fischer–Tropsch products based on syngas generated via biomass gasification, i.e., Biomass-
to-Liquid, is presented in [10]. The upcycling of waste, e.g., municipal waste, sewage
sludge or residues from the pulp and paper industry to renewable fuel and wax via dual-
fluidized bed gasification and Fischer–Tropsch synthesis is planned to be realized within
the ”Waste2Value” project conducted in Vienna, Austria [11]. A concept for a PtL plant
based on the synthesis of methanol in combination with a biomass heating plant and a
conventional alkaline electrolyzer was analyzed in [12]. Besides the produced methanol,
heat was transferred to a district heating network provided by a fluidized bed combustor
operating in air or oxyfuel mode.

Table 1. Overview of completed and ongoing Power-to-Liquid projects.

Name Location CO2 Source Power Source Electrolyzer Synthesis mProducts
1 Source

Haru Oni Magellanes, CHL DAC Wind power PEM Methanol - 2 [13]
George Olah

Plant Svartsengi, IS Geothermal Geothermal Alkaline Methanol 4000 t/a [14]

MefCO2 Niederaussem, GER Coal plant Surplus el. PEM Methanol 365 t/a [15]
Norsk e-fuel Mosjøen, NOR DAC Wind power SOEC Fischer–Tropsch 12.5 t/a [16]

- 2 Werlte, GER Biogas + DAC Renewable - 2 Fischer–Tropsch 350 t/a [17]
- 2 Frankfurt, GER Biogas plant - 2 - 2 Fischer–Tropsch 3500 t/a [18]

1 According to the stated source. 2 Information not available.

Fischer–Tropsch synthesis has been researched and optimized for several decades, and
hence is well established at an industrial scale. De Klerk provided an extensive overview
of the process itself and industrial plants in [19]. Martinelli et al. gave a comprehensive
examination of the Fischer–Tropsch process in combination with SOEC or biomass gasifi-
cation as syngas production technologies [20]. Detailed information about the impacts of
process conditions—temperature, pressure, space velocity, H2:CO ratio, etc.—can be found
in [21–26]. Refining Fischer–Tropsch syncrude to on-specification diesel fuel is far from
trivial, since several technological aspects need to be synchronized with national diesel fuel
standards to comply with required intervals for parameters, i.e., the cetane number, density
and viscosity [27]. Lately, Fischer–Tropsch waxes have received increasing attention due to
their low amounts of aromatic and sulfurous compounds, hence having high potential as
feedstock for the cosmetic industry [28].

Choosing the appropriate reactor design for PtL plants at a pilot scale is crucial. Flu-
idized bed reactor systems, either stationary or circulating, are applied for high-temperature
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Fischer–Tropsch (HTFT) synthesis processes [29] but are not considered in this work, since
the system aims at maximizing the middle distillate and wax fractions. In general, three
reactor types can be considered for low-temperature Fischer–Tropsch (LTFT) applications,
i.e., slurry bubble column reactors (SBCR), fixed bed multitubular reactors (FBMR) and mi-
crostructured reactors. The advantages and disadvantages of SBCR and FBMR reactors can
be found in [29–31]. Detailed information regarding existing reactors at an industrial scale
is stated in [19]. The current status of microstructured reactors and an analysis concerning
the effect of process parameters can be found in [32,33].

Previous work concerning the simulation of Power-to-Liquid plants via Fischer–
Tropsch synthesis is summarized in Table 2. The syngas was either provided by a solid-
oxide electrolyzer operating in co-electrolysis mode, a low-temperature electrolyzer in
combination with a reverse water-gas shift (rWGS) reactor, or biomass gasification. The
simulation of the Fischer–Tropsch synthesis was based on a Co-based catalyst with different
approaches concerning the chemistry inside the reactor, i.e., the standard Anderson–Schulz–
Flory (ASF) distribution, kinetic modeling and basic reaction stoichiometry. In general,
the chosen values concerning the chain growth probability were around 0.9 to maximize
the yield of long-chain hydrocarbons. Most of the authors assumed rather optimistic CO
conversions of higher than 70%. The recirculation of tail gas (TG) to the inlet of the SOEC
unit or rWGS reactor was considered in the majority of the listed works. Another option is
to realize a short recycle configuration to the Fischer–Tropsch reactor’s inlet.

Table 2. Overview of previous works on the simulation of Power-to-Liquid plants based on Fischer–
Tropsch synthesis.

Syngas
Production

Fischer–Tropsch
Model Catalyst Chain Growth

Probability α
CO

Conversion
Tail Gas

Recirculation Source

SOEC/rWGS Standard ASF +
kinetic model Co-based - 1 70%

(per pass)
Inlet SOEC/
inlet rWGS [34]

SOEC Standard ASF Co-based 0.94 87%
(per pass) Inlet SOEC [35]

rWGS Standard ASF Co-based - 1 100%
(plant)

Inlet rWGS/
inlet FT reactor [36]

SOEC Standard ASF +
kinetic model Co-based 0.90 80%

(per pass) No recirculation [37]

SOEC - 1 Co-based 0.90 80%
(per pass)

Inlet SOEC/
inlet FT reactor [38]

rWGS Reaction
stoichiometry Co-based - 1 - 1 Inlet rWGS [39]

Biomass
gasification 2 Standard ASF Co-based 0.89–0.93 40%

(per pass) No recirculation [40]

1 Not specified. 2 Combining process simulation and experimental validation.

The main aim of this work was to answer the question of which Power-to-Liquid
efficiencies can be realized by pilot scale plants combining an SOEC unit with Fischer–
Tropsch synthesis. In addition, an ideal plant configuration for the production of synthetic
liquid fuels and wax at a pilot scale is provided as a result of the presented work. In
comparison to the comparable research stated in Table 2, the underlying work shifts the
focus toward the Fischer–Tropsch process itself by applying the extended ASF distribution
model and analyzing the recirculation of tail gas prior to the Fischer–Tropsch reactor
instead of the SOEC. Furthermore, a process route including a tail gas reformer to convert
short-chain hydrocarbons and CO2 to syngas is analyzed.

2. Materials and Methods

The presented work is based on the results obtained by the process simulation of
two design configurations for a PtL plant producing Fischer–Tropsch products. IPSEpro
(version 8), stationary equation-orientated simulation software based on the numerical
solving of equation systems via the Newton–Raphson method, was applied to develop the
underlying model consisting of the following subprocesses:

• Co-electrolysis of CO2 and H2O with a subsequent syngas condenser;
• Using a blower to overcome the pressure drop caused by the syngas condenser;
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• Three-staged syngas compression with intermediate cooling by ambient air;
• Fischer–Tropsch reaction;
• Product separation;
• Tail gas recirculation and tail gas reforming;
• Tail gas combustion.

An overview of a process configuration of a PtL plant at the pilot scale without a tail
gas reformer is given in Figure 1. Syngas provided by the SOEC unit is transferred to the
condenser by a blower to overcome its pressure drop. After water separation, the syngas is
compressed to the Fischer–Tropsch reactor’s pressure level via a three-stage compression
step with intermediate cooling by ambient air. The SOEC’s syngas and the recirculated tail
gas are mixed before being transferred into the reactor. A hot water cooling cycle ensures
the removal of the reaction heat. A share of the produced middle distillate and wax leave
the reactor as a liquid. The rest of the Fischer–Tropsch products, water and unconverted
gases are drained as gases and transferred to the subsequent product separation unit.
Within this process configuration, the separation of wax, middle distillate, naphtha and
water is realized by three heat exchangers based on water as a cooling agent. Subsequently,
a share of the tail gas stream is recirculated in front of the Fischer–Tropsch reactor, whereas
the remaining tail gas leaves the system as purge gas.

Figure 1. Scheme of the Power-to-Liquid plant without tail gas reforming.

The proposed process route that includes a tail gas reformer is displayed in Figure 2,
showing the following differences from Figure 1:

• The recirculated tail gas is inserted in front of the syngas condenser;
• The product separation is realized by a multi-stage flash distillation;
• Purge gas is combusted to heat the recirculated tail gas;
• A tail gas reformer ensures the conversion of CO2 and hydrocarbons inside the recir-

culated tail gas stream.
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Figure 2. Scheme of the Power-to-Liquid plant with tail gas reforming.

The implementations of the presented flowcharts in IPSEpro are shown in Figure 3 for
the process configuration without a tail gas reformer and in Figure 4 for the one including
a tail gas reformer.

Figure 3. Implementation in IPSEpro—process configuration without tail gas reforming.
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Figure 4. Implementation in IPSEpro—process configuration including tail gas reforming.

Table 3 provides a list of the parameters chosen for the process simulation. Detailed
explanations of the subprocesses are given within the following subsections.

Table 3. Important parameters of the process simulation.

Parameter Symbol Value Unit Source

SOEC and syngas
SOEC power input PSOEC 1 MWel. Chosen design

Syngas mass flow rate mSyngas 190 kg/h Calculation [41]
Temperature syngas TSyngas 120 ◦C Assumption
Volume share of CO yCO 27.9 1 vol% [34]
Volume share of H2 yH2 55.8 1 vol% [34]

Volume share of H2O yH2O 5.5 2 vol% [34]
Volume share of CO2 yCO2 10.5 2 vol% [34]
Volume share of CH4 yCH4 0.3 2 vol% [34]

Temperature condenser OUT TCon. 10 ◦C Assumption

Syngas compression and intermediate cooling
Pressure condenser OUT pCon. 1 bar Assumption

Pressure C1 pC1 3 bar [42]
Pressure C2 pC2 8 bar [42]
Pressure C3 pC3 21 bar [42]

Temperature W2 and W3 TW2,W3 50 ◦C Assumption

Fischer–Tropsch synthesis
Temperature FT reactor TFT 210 ◦C [19]

Pressure FT reactor pFT 21 bar [19]
CO conversion FT reactor XCO,Reactor 55 % [43,44]
rWGS activity FT reactor XrWGS,Reactor 0 % [19]
Chain growth probability α1 0.78 - Based on [43]
Chain growth probability α2 0.90 - Based on [43]

Factor to merge α1 and α2 µ 0.95 - Based on [43]
Readsorption factor γ 0.48 - Based on [43]
Termination factor β 0.75 - Based on [43]

Tail gas recirculation and reforming
Recirculation ratio RR 0–90 % Chosen design

Temperature reformer TReformer 850 ◦C Chosen design
Pressure reformer pReformer 1.2 bar Chosen design

Tail gas combustion
Air ratio λ 1.1 - Assumption

Temperature flue gas TFlue gas 1100 ◦C Assumption

Product fractions
Methane C1 Number of carbon atoms

Ethane and propane C2–C3 Number of carbon atoms
Naphtha C4–C9 Number of carbon atoms

Middle distillate C10–C19 Number of carbon atoms
Wax C20+ Number of carbon atoms

1 Varied to maintain H2:COFT = 2. 2 constant.
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2.1. SOEC (Co-Electrolysis) and Condenser

Thermodynamically, the required enthalpy for water splitting is provided by electrical
and thermal energy, as can be seen in Equation (1). An increase in the thermal energy
provided to the cell decreases the required input of electricity [45].

ΔrH = ΔrG + T·ΔrS, (1)

Due to this behavior, the application of high-temperature electrolysis technologies, i.e.,
SOEC, has the potential to significantly improve the efficiency of PtL plants when combined
with strongly exothermal chemical synthesis processes [46]. Since conventional syngas
consisting of CO and H2 is required for Fischer–Tropsch processes applying a Co-based
catalyst, we chose to have the electrolysis unit operate under co-electrolysis conditions,
converting CO2 and H2O to CO and H2, at atmospheric pressure and a temperature of
850 ◦C. Detailed information about state-of-the-art materials used for electrodes and the
electrolyte in high-temperature electrolysis cells can be found in [47]. Equations (2)–(4)
show the underlying chemical reactions of a high-temperature electrolyzer in co-electrolysis
mode [34].

Cathode: H2O + 2 e− → H2 + O2−, (2)

Cathode: CO2 + 2 e− → CO + O2−, (3)

Anode: O2− → 0.5 O2 + 2 e−, (4)

According to literature, an assumed mass flow rate of 190 kg/h of syngas is provided
by the SOEC unit, operating at TSOEC = 850 ◦C and pSOEC = 1 bar, consuming 1 MWel.
of electric power. The amount of H2 inside the syngas stream and the required amount
of H2 for the formation of CO via the rWGS reaction correspond to an energy demand
of 3.37 kWh/Nm3 H2 according to [41], for the syngas’ base case composition listed in
Table 3 [34], and an efficiency of 80%. The volume fractions of CO and H2 can be varied by
adapting the share of H2O at the SOEC unit’s inlet to adjust the required H2:CO ratio for
process routes that include the recirculation of tail gas [34]. The data listed in Table 3 imply
a reactant utilization rate of around 80% [38].

A blower after the SOEC unit ensures overcoming the pressure difference of 0.2 bar
caused by the condenser, applying C3H8, i.e., R-290, as a cooling medium.

2.2. Syngas Compression with Intermediate Cooling

Syngas leaves the SOEC unit at atmospheric pressure, and hence needs to be com-
pressed to the synthesis pressure of pFT = 21 bar. In addition, the recirculated syngas
needs to be re-pressurized after being separated via multi-stage flash distillation [48] for
the process route that includes tail gas reforming. The compressors’ efficiencies were
assumed as ηCompr.,s = ηCompr.,m. = 0.9, whereas the electric motors’ efficiencies were chosen
as ηMotor,m. = 0.99 and ηMotor,el. = 0.96.

2.3. Fischer–Tropsch Synthesis

The applied Fischer–Tropsch model is based on an LTFT process in an SBCR using a
Co-based catalyst, operating at a temperature of TFT = 210 ◦C and a pressure of pFT = 21 bar.
At industrial scale, Fischer–Tropsch catalysts are either based on cobalt, obtaining higher
activity, fewer by-products and longer lifetimes; or iron, which is cheaper and shows activity
in the rWGS reaction. Important properties are the possible hydrogenating nature of the
applied material, which will result in a higher share of non-saturated hydrocarbons, and
the selectivity for by-products, which can be manipulated by the addition of alkali metals
as promoters [20,30]. Additional information regarding the production of Fischer–Tropsch
catalysts can be found in [49].
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It is assumed that the formed Fischer–Tropsch products are solely paraffins, as shown
in Equation (5).

n CO + (2n + 1) H2 → H(CH2)nH + n H2O, ΔrH = −166.4 kJ/mol (5)

2.3.1. Extended ASF Distribution

The extended ASF (eASF) model, as proposed by Förtsch et al., was used to find the
product spectrum of the synthesized hydrocarbons [50], since the standard ASF distribution
does not consider three primary deviations from real applications:

• Underestimation of the formation of CH4;
• Overestimation of the formation of C2H6;
• Deviation of the chain growth probability α for long-chain hydrocarbons, C13+.

The following parameters and equations were introduced by Förtsch et al. to minimize
the deviation from real applications:

• α1: Chain growth probability for hydrocarbons ranging from C1 to C7;
• α2: Chain growth probability for hydrocarbons with C13+;
• µ: Factor for merging α1 and α2;
• γ: Termination factor to depict the higher selectivity for CH4;
• β: Readsorption factor to depict the lower selectivity for C2H6.

The molar fractions of CH4, C2H6 and Cn>2 can be determined by Equations (6)–(8),
respectively [50].

xCH4 = (1 − µ)·[1 − α1·(1 − γ)] + µ·(1 − α2), (6)

xC2H6 = (1 − µ)·(1 − α1)·α1· 1 − β

1 − β·(1 − α1)
·(1 − γ) + µ·(1 − α2)·α2, (7)

xCnH2n+2 = (1 − µ)·(1 − α1)·α(n−1)
1 · 1 − γ

1 − β·(1 − α1)
·µ·(1 − α2)·α(n−1)

2 , (8)

The Co-based catalyst’s assumed eASF parameters, as listed in Table 3, were based on
the findings of Guilera et al. [43].

2.3.2. Reactor Cooling

Since Fischer–Tropsch synthesis is a highly exothermic process (see Equation (5)), the
reaction heat needs to be transferred out of the reactor to avoid hot spots which might
result in alternating the product selectivity and catalyst deactivation due to sintering
processes. Industrial reactors are preferably cooled by the evaporation of boiling water at
a certain pressure level, i.e., boiling water reactors. However, this reactor type requires a
rather sophisticated design which might not be feasible for pilot scale applications; thus,
a cooling design circulating pressurized hot water was chosen for the modeled Fischer–
Tropsch reactor.

2.3.3. Chemical Conversion

A CO conversion of XCO,Reactor = 55% was assumed for the Fischer–Tropsch reactor
according to [43,44]. As stated previously, Co-based Fischer–Tropsch catalysts are not active
for the rWGS reaction, and hence XrWGS,Reactor was set to 0%.

2.4. Products and Product Separation
2.4.1. Fischer–Tropsch Products

As stated in Section 2.3, besides water only alkanes are considered as Fischer–Tropsch
products. Table 3 shows the chosen division of product fractions based on the molecule’s
number of carbon atoms.
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2.4.2. Product Separation without Tail Gas Reforming

The separation of products without tail gas reforming is realized by a series of sep-
arators being cooled with pressurized water, as can be seen in Figure 1. To minimize
the required power to repressurize the tail gas to pFT = 21 bar, the pressure level after
the product separation step should be as high as possible while separating H2O and con-
densable hydrocarbons. Light waxes and the middle distillate fraction can be drained as
liquids within a first separation step, whereas H2O, naphtha, methane, ethane and propane
remain gaseous.

2.4.3. Product Separation with Tail Gas Reforming

Since the reforming of tail gas is favored at low-pressure levels, as explained in
Section 2.6, the separation of products can be realized by serial flash distillation, as depicted
in Figure 2. Light waxes, the middle distillate, the naphtha fraction and H2O, are gradually
separated by depressurizing the gas mixture to a pressure level of pReformer = 1.2 bar,
including an excess of 0.2 bar to overcome downstream heat exchanger units.

2.5. Tail Gas Recirculation

The recirculation of tail gas is a profound method with which to increase the overall
conversion of CO for chemical plants based on syngas as a precursor, going hand in hand
with an increase in the synthesized products and hence the plant’s PtL efficiency. The
recirculation ratio RR is defined as the mass flow rate of recirculated tail gas divided by the
total mass flow rate of tail gas (Equation (9)). To avoid the accumulation of CO2 and CH4 in
the recirculated tail gas, a share of the stream needs to be drained from the system as purge
gas. For the process configuration including tail gas reforming, the purge gas is combusted
to heat the recirculated tail gas to the reformer’s operating temperature of 850 ◦C.

RR =
mTail gas,Rec.

mTail gas,Total
, (9)

2.5.1. Process Configuration without Tail Gas Reforming

Since the separation of products is realized under synthesis pressure, only one ad-
ditional compressor is required to compensate for the separator’s pressure drops, and
the recirculated tail gas can be inserted before the Fischer–Tropsch reactor, as shown in
Figure 1.

2.5.2. Process Configuration with Tail Gas Reforming

As illustrated in Figure 2, the purge gas is combusted to heat the recirculated tail gas to
the reformer’s temperature of TReformer = 850 ◦C. Before the reformer, a water injector can be
installed to add an extra degree of freedom to manipulate the chemical reactions inside the
tail gas reformer. An additional heat exchanger after the reformer is required to cool the gas
stream before it is inserted prior to the syngas condenser, removing non-converted water
of the co-electrolysis process and excess water leaving the reformer. It is recommended
to utilize the transferred heat for preheating and evaporating the SOEC’s water input. A
maximum value of RRmax. = 0.9 was defined to ensure the heating of recirculated tail gas
to the reformer’s temperature level. In addition, the limitation of RR to 0.9 secures the
comparability of process configurations with and without a tail gas reformer.

2.6. Tail Gas Reforming

The tail gas reformer was modeled as a Gibbs reactor with the “Equilib” model of
FactSage version 8.1, reforming the tail gas in accordance with the chemical equilibrium
at a temperature of TReformer = 850 ◦C and a pressure of pReformer = 1.2 bar. A sufficient
residence time inside the reactor was assumed to ensure the realization of chemical equilib-
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rium. The following chemical reactions were assumed to have the highest impact on the
reformer’s performance.

CO2 + H2 ↔ CO + H2O, ΔHr = +41.2 kJ/mol (10)

The rWGS reaction (Equation (10)) has its chemical equilibrium at a temperature of
around 800–850 ◦C, as sufficient conversion rates exist at temperatures surpassing 800 ◦C
and are not affected by a change in pressure. The addition of H2 favors the conversion of
CO2, whereas H2O inside the feed stream mitigates the CO2 conversion [51].

CH4 + H2O ↔ CO + 3 H2, ΔHr = +206.2 kJ/mol (11)

CH4 + CO2 ↔ 2 CO + 2 H2, ΔHr = +247.0 kJ/mol (12)

C2H6 + 2 H2O ↔ 2 CO + 5 H2, ΔHr = +356.8 kJ/mol (13)

C3H8 + 3 H2O ↔ 3 CO + 7 H2, ΔHr = +512.2 kJ/mol (14)

Equations (11)–(14) show the underlying chemical reactions of the steam reforming
of methane, ethane and propane. To boost the conversion of short-chain hydrocarbons,
the addition of H2O into the tail gas stream was considered but was not realized in the
process simulation, since the H2O demand of Equations (11)–(14) can be fully covered
by the formed H2O due to the rWGS reaction (Equation (10)). After the principle of Le
Chatelier, the reforming of short-chain hydrocarbons by steam is enhanced with a high
temperatures, low pressure and high share of water inside the stream [19].

CO + 3 H2 ↔ CH4 + H2O, ΔHr = −206.2 kJ/mol (15)

CO2 + 4 H2 ↔ CH4 + 2 H2O, ΔHr = −165.0 kJ/mol (16)

The methanation via CO (15) and CO2 (16) hydrogenation should be avoided, since
CH4 is a product of the Fischer–Tropsch synthesis, and hence reduces the Fischer–Tropsch
reactor’s productivity. After Le Chatelier, the formation of CH4 can be reduced by a low
pressure level inside the reformer and the addition of steam at the reactor’s inlet [52].

In summary, to maximize the conversion of CO2 and short-chain hydrocarbons, the
tail gas reformer should be operated at a high temperature and low pressure. The addition
of H2 would favor the conversion of CO2 according to the rWGS reaction (Equation (10)).
However, this would conclude in high shares of short-chain hydrocarbons after the reformer
(Equations (15) and (16)), and was hence not included. A high share of steam inside the tail
gas stream lowers the conversion of CO2 but is essential to reform hydrocarbons according
to Equations (11), (13) and (14).

2.7. Power-to-Liquid Efficiency and Plant Efficiency

The Power-to-Liquid efficiency ηPtL is defined as the chemical energy stored in prod-
ucts divided by the system’s total electric power input. Two different efficiency rates were
defined to be able to directly compare process routes with and without tail gas reforming:
Firstly, the PtL efficiency excluding methane, ethane and propane (17); and secondly, the
plant efficiency including methane, ethane and propane (18).

ηPtL =
∑j mj·LHVj

Pel.,Total
, j = [naphtha, middle distillate, wax] (17)

ηPlant =
∑k mk·LHVk

Pel.,Total
, k = [CH4, C2H6, C3H8, naphtha, middle distillate, wax] (18)

2.8. Utilization of Purge Gas

To avoid the accumulation of CO2 and short-chain hydrocarbons, i.e., methane, ethane
and propane, a share of the tail gas needs to be drained from the system as purge gas.
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Either this gas stream can be used for downstream synthesis processes, or the stream’s
chemical energy can be utilized to evaporate H2O or heat the recirculated tail gas when
using a tail gas reformer.

3. Results
3.1. Recommended Design Parameters for a Pilot Scale Power-to-Liquid Plant

The recommended design parameters for the provided configurations of a Power-to-
Liquid plant with and without a tail gas reformer, as illustrated in Figures 1 and 2, are
presented within this section. The shown mass flow rates, volume flow rates, temperature
levels, pressure levels and stream compositions are based on the parameters listed in
Table 3 and a recirculation ratio of tail gas of RR = 90%. Figure 5 shows the obtained design
parameters for the process configuration without a tail gas reformer.

Figure 5. Design parameters of the plant configuration without tail gas reforming.

Figure 6 shows the recommended design parameters of a pilot scale Power-to-Liquid
plant for the process configuration including a tail gas reformer based on the parameters
listed in Table 3 and a recirculation ratio of RR = 90%.

The plant’s parameters, e.g., Power-to-Liquid efficiency, Fischer–Tropsch products and
CO conversion, are analyzed within the following sections.
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Figure 6. Design parameters of the plant configuration including tail gas reforming.

3.2. Fischer–Tropsch Synthesis—Products and Reaction Heat

The mass flow rates and distributions of the produced hydrocarbons, the produced
Fischer–Tropsch water and the reaction heat are analyzed in this section. According to
Table 3, the product fractions are divided into methane, ethane, propane, naphtha, middle
distillate and wax. Table 4 summarizes the findings concerning the mass flow rates of
Fischer–Tropsch products and the released reaction heat for process configurations with or
without a tail gas reformer. The once-through configuration can be seen as a basic scenario
with no recirculation of tail gas. As expected, high values of the recirculation ratio led to a
significant rise in the obtained product streams. Without a tail gas reformer, a maximum
mass flow rate of 47.8 kg/h could be realized. The integration of a tail gas reformer resulted
in a maximum achievable product stream of 57.8 kg/h. However, this came at the price of
combusting the purge gas, making it unavailable for potential downstream applications.

Table 4. Fischer–Tropsch products and reaction heat for various process configurations.

Process Configuration
(Recirculation Ratio of Tail Gas)

Fischer–Tropsch Products
[kg/h]

Once-Through
(RR = 0%)

No Reformer
(RR = 90%)

With Reformer
(RR = 90%)

CH4 1.1 1 1.3 1 - 2

Ethane and propane 1.3 1 2.2 1 - 2

Naphtha 6.3 10.5 13.7
Middle distillate 10.0 16.5 21.5

Wax 10.4 17.3 22.6
Σ Fischer–Tropsch products 29.1 47.8 57.8

Fischer–Tropsch H2O 36.5 62.3 80.0

Reaction heat [kWth.] 90.3 149.6 195.4
1 Entrained inside the purge gas stream. 2 Purge gas is combusted to heat the tail gas before the reformer.
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Figure 7 depicts the rise in hydrocarbons obtained with an increase in the recirculation
ratio. In general, the mass flow rates of products rise exponentially with an increase in RR
but show a significantly higher slope when including a tail gas reformer. As mentioned
before, the purge gas needs to be combusted to heat the recirculated tail gas before the
reformer. Hence, no methane, ethane or propane can be obtained when applying a tail
gas reformer.

  
(a) without a tail gas reformer (b) with a tail gas reformer 

Figure 7. Fischer-Tropsch products as a function of the recirculation ratio RR—(a) process configu-
ration without a tail gas reformer, (b) process configuration with a tail gas reformer. 

3.3. H2:CO Ratio of the SOEC (Co-Electrolysis) Unit 
As explained in Section 2.1, the SOEC unit controls the reactor’s H2:CO ratio at 

H2:COFT = 2 by adjusting its H2:CO ratio. For process routes excluding tail gas reforming, 
H2:COSOEC does only change from 2.00 (RR = 0.0) to 2.09 (RR = 0.9), whereas H2:COSOEC 
increases to a value of 3.30 (RR = 0.9) when implementing the reforming of tail gas. A 
graphical display for H2:COSOEC as a function of RR is plotted in Figure 8. 
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Figure 7. Fischer-Tropsch products as a function of the recirculation ratio RR—(a) process configura-
tion without a tail gas reformer, (b) process configuration with a tail gas reformer.

3.3. H2:CO Ratio of the SOEC (Co-Electrolysis) Unit

As explained in Section 2.1, the SOEC unit controls the reactor’s H2:CO ratio at
H2:COFT = 2 by adjusting its H2:CO ratio. For process routes excluding tail gas reforming,
H2:COSOEC does only change from 2.00 (RR = 0.0) to 2.09 (RR = 0.9), whereas H2:COSOEC
increases to a value of 3.30 (RR = 0.9) when implementing the reforming of tail gas. A
graphical display for H2:COSOEC as a function of RR is plotted in Figure 8.
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Figure 8. H2:CO ratio of the SOEC (co-electrolysis) unit with and without a tail gas reformer.

3.4. Tail Gas

Analyzing the mass flow and volume flow rates, along with the composition of
the recirculated tail gas stream, is critical to answering the posed questions and will be
elaborated in detail in this section.
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3.4.1. Mass Flow and Volume Flow Rates of recirculated Tail Gas

Figure 9 highlights the significant difference in the recirculated tail gas streams when
comparing process configurations with and without tail gas reforming. The difference
between the mass flow rates is negligible for RR < 0.5. However, the amounts of recirculated
tail gas diverge rapidly as the recirculation ratio surpasses a value of 0.5. A maximum
difference of 452.5 kg/h can be seen for a recirculation ratio of 0.9. This rapid growth for
configuration B can be explained by the accumulation of CO2 inside the tail gas stream, as
elaborated in Section 3.4.2. The differences appear to be less critical when analyzing the
volume flow rates of recirculated tail gas with diverging values for recirculation ratios of
0.7 and higher.

  
(a) (b) 

Figure 9. Recirculated tail gas as a function of the recirculation ratio RR and the process configura-
tion—(a) mass flow rate, (b) volume flow rate. 
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Figure 9. Recirculated tail gas as a function of the recirculation ratio RR and the process configuration—
(a) mass flow rate, (b) volume flow rate.

3.4.2. Composition of Tail Gas and Tail Gas Reforming

The tail gas leaving the product separation step consists of the following compounds:

• Non-reacted reactants, i.e., CO and H2;
• Inert gases, i.e., CO2;
• Non-condensed products, i.e., CH4, ethane, propane and Fischer–Tropsch H2O.

The tail gas compositions for the respective process configuration and recirculation
ratio are stated in Table 5. Implementing a tail gas reformer reduces the shares of CO2, CH4,
ethane and propane inside the tail gas stream significantly. A disadvantage is the increased
percentage of water due to the reverse water–gas shift reaction.

Table 5. Tail gas composition for process configurations with and without a tail gas reformer.

Process Configuration
(Recirculation Ratio of Tail Gas)

Parameter Symbol Unit Once-Through
(RR = 0%)

No Reformer
(RR = 90%)

Reformer IN
(RR = 90%)

Reformer OUT
(RR = 90%)

CO yCO vol% 26.0 11.7 27.2 38.4
H2 yH2 vol% 48.7 21.9 50.8 45.2

CO2 yCO2 vol% 21.7 60.1 18.9 7.2
H2O yH2O vol% 2.0 0.2 1.6 9.1
CH4 yCH4 vol% 1.0 3.6 0.9 0.1

Ethane yC2H6 vol% 0.3 1.3 0.3 0.0
Propane yC3H8 vol% 0.3 1.2 0.3 0.0

The tail gas composition of the process route without a reformer as a function of the
recirculation ratio is plotted in Figure 10. A significant rise in the share of CO2 can be seen
after surpassing a recirculation ratio of 0.6. Non-condensable products, i.e., CH4, ethane
and propane, also accumulate in the tail gas stream but are less crucial than CO2. The
maximum share of yCO2 = 60.1 vol% inside the system can be seen at RR = 0.9.
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Figure 10. Tail gas composition as a function of the recirculation ratio RR for the process configuration
without a tail gas reformer.

The tail gas composition at the reformer’s inlet and outlet is plotted in Figure 11. A
relative constant regime before and after the reactor can be noted. The share of CO at the
reformer’s inlet remains almost constant, whereas the share of H2 increases slightly with
a rise in the recirculation ratio. Small shares of gaseous hydrocarbons can be seen at the
reactor’s inlet, which are almost entirely converted to H2 and CO inside the reformer. A
significant increase concerning the share of H2O after the reformer occurs. Hence, the
insertion of additional steam before the tail gas reformer is not beneficial. A sufficient
amount of H2O is formed by the rWGS reaction inside the reformer (Equation (10)) to cover
the H2O demand for the reforming of gaseous hydrocarbons.

  
(a) (b) 

Figure 11. Tail gas reforming—(a) tail gas composition at the reformer’s inlet, (b) tail gas composi-
tion at the reformer’s outlet as a function of the recirculation ratio. 
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Figure 11. Tail gas reforming—(a) tail gas composition at the reformer’s inlet, (b) tail gas composition
at the reformer’s outlet as a function of the recirculation ratio.

3.5. Purge Gas

The combustion of purge gas is not necessary for process configurations without a tail
gas reformer. Hence, the mass flow rate of purge gas and the stream’s chemical energy are
important factors for designing potential downstream processes.

Figure 12 shows the mass flow rate of purge gas being drained from the system
(Figure 12a) and the purge gas stream’s chemical energy (Figure 12b) as a function of the
recirculation ratio RR. The mass flow rate of purge gas ranges from 116.6 to 73.2 kg/h. The
stream’s chemical energy decreases disproportionately from 365.3 to 102.1 kW due to the
stream’s increasing share of CO2 for an increase in the amount of recirculated tail gas.
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Figure 12. Purge gas stream for the configuration without a tail gas reformer—(a) mass flow rate as a
function of the recirculation ratio, (b) chemical energy as a function of the recirculation ratio. 1 No
purge gas stream occurs for the process route that includes a tail gas reformer.

3.6. Power Demand of Auxiliary Equipment

The PtL plant’s auxiliary power demand includes all devices except the SOEC unit, i.e.,
compressors, blowers, the syngas condenser and pumps. Since the SOEC’s power input
was set as constant, 1 MWel., the electricity demand of auxiliary devices defines the plant’s
PtL efficiency, in combination with the product’s chemical energy. The following process
steps require electricity:

• Syngas compression;
• Syngas condensing;
• Syngas intermediate cooling;
• Tail gas recirculation;
• Pumping for the reactor cooling cycle and the separation of products.

Figure 13 shows a comparison of the auxiliary equipment’s power demand between
plant configurations without (Figure 13a) and with (Figure 13b) a tail gas reformer. The
syngas compression accounts for the highest share, whereas the power demand of pumps
is negligible. If no tail gas reformer is integrated, the recirculation ratio has almost no effect
on the power demand. An exponential increase can be seen when analyzing the process
configuration including a tail gas reformer. Reasons for this behavior are the recirculation of
tail gas to the condenser’s inlet and the depressurization via a multi-stage flash distillation
to increase the conversion of CO2 and hydrocarbons inside the reformer.
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Figure 13. Power demand of auxiliary equipment excluding the SOEC unit as a function of the re-
circulation ratio—(a) without a tail gas reformer, (b) with a tail gas reformer. 
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Table 6 sums up the Power-to-Liquid efficiency and plant efficiency of the analyzed 
process configurations. A significant increase in ηPtL can be realized by raising the recircu-
lation ratio RR with a maximum value of 62.7% when implementing a tail gas reformer. 
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Figure 13. Power demand of auxiliary equipment excluding the SOEC unit as a function of the
recirculation ratio—(a) without a tail gas reformer, (b) with a tail gas reformer.

3.7. Power-to-Liquid Efficiency and Plant Efficiency

As described in Section 2.7, the PtL efficiency ηPtL is defined as the rate of the products’
chemical energy generation, excluding CH4 and LPG and the total electricity input into
the system (Equation (17)). To enhance comparability between process configurations with
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and without a tail gas reformer, an additional indicator, the plant efficiency ηPlant, has been
introduced (Equation (18)).

Table 6 sums up the Power-to-Liquid efficiency and plant efficiency of the analyzed
process configurations. A significant increase in ηPtL can be realized by raising the recircu-
lation ratio RR with a maximum value of 62.7% when implementing a tail gas reformer.

Table 6. Power-to-Liquid efficiency and plant efficiency for the chosen process configurations.

Process Configuration
(Recirculation Ratio of Tail Gas)

Parameter Symbol Unit Once-Through
(RR = 0%)

No Reformer
(RR = 90%)

With Reformer
(RR = 90%)

Power-to-Liquid efficiency 1 ηPtL % 30.8 50.8 62.7
Plant efficiency 2 ηPlant % 33.8 55.2 62.7

Total power demand PTotal kWel. 1061.3 1066.3 1128.1

1 Excluding CH4, ethane and propane inside the purge gas stream. 2 Including CH4, ethane and propane inside
the purge gas stream.

The exponential development of ηPtL and ηPlant as a function of the recirculation ratio
is plotted in Figure 14.
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Figure 14. Power-to-Liquid efficiency and plant efficiency as a function of the recirculation ratio—
(a) without tail gas reforming, (b) with tail gas reforming. 1 ηPtL and ηPlant are equal due to the com-
bustion of the purge gas stream. 
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Figure 14. Power-to-Liquid efficiency and plant efficiency as a function of the recirculation ratio—
(a) without tail gas reforming, (b) with tail gas reforming. 1 ηPtL and ηPlant are equal due to the
combustion of the purge gas stream.

3.8. CO Conversion of the Power-to-Liquid Plant

The growth of XCO,Plant is exponential for the process configuration without a reformer
and linear when implementing a tail gas reformer, as depicted in Figure 15. This behavior
can be explained by the significant change of the tail gas composition without a reformer,
whereas the composition of tail gas is almost constant at the reformer’s outlet, as stated
in Section 3.4.2. The maximum values obtained were 92.4% with no tail gas reformer and
96.5% when implementing a reformer.
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4. Discussion

The underlying work highlights the importance of tail gas recirculation to achieve
feasible Power-to-Liquid efficiencies. A maximum value of 62.7% could be realized by
adding a tail gas reformer to the recirculation line compared to only 30.8% via a once-
through configuration. A significant accumulation of CO2 inside the system of up to
60.1vol% was observed without a tail gas reforming step, limiting the performance of
process configurations without a tail gas reformer to a maximum Power-to-Liquid efficiency
of 50.8%. A possible option to solve this problem is to increase the SOEC’s CO2 conversion.
In addition, the application of a Fe-based Fischer–Tropsch catalyst might be a viable option
due to its activity in the rWGS reaction.

Becker et al. determined a system efficiency of 51% for a plant including the subsequent
processing of the Fischer–Tropsch syncrude to gasoline and diesel [37]. Cinti et al. included
the recirculation of tail gas to the SOEC (operating in co-electrolysis mode) unit’s inlet
in combination with a Fischer–Tropsch reactor, and obtained a PtL efficiency of 57% [35].
Maximum PtL efficiencies of 54.2% (air mode) and 51.9% (oxyfuel mode) were obtained
for a PtL plant valorizing biogenic CO2 derived from the combustion of woodchips to
methanol by [12]. PtL efficiencies of up to 63% are possible for systems including a high-
temperature electrolyzer valorizing CO2 originating from a highly concentrated source, e.g.,
a biogas upgrading plant, according to [46]. Hence, this work’s maximum Power-to-Liquid
efficiency of 62.7% seems reasonable, since the CO2 capture unit’s power demand was
not considered.

Table 7 sums up the advantages and disadvantages of process configurations with
and without a tail gas reformer. The plant’s key performance indicators, i.e., the Power-to-
Liquid efficiency and the mass flow rates of produced hydrocarbons, benefit significantly
from implementing a tail gas reformer. However, to keep the system’s complexity at a
feasible level for the swift deployment of pilot scale PtL plants, a configuration without an
additional tail gas reformer is a viable option.

Table 7. Performances and feasibility of pilot scale plants producing synthetic fuels and wax with
and without implementing a tail gas reformer.

Process Configuration

Parameter Without Tail Gas Reformer With Tail Gas Reformer

PtL efficiency ηPtL − +
Fischer–Tropsch products − +

Technical expenditure + − 1

Costs + − 1

Deployment speed + −
Utilization of purge gas + − 2

1 Additional reactor and catalyst are required for tail gas reforming. 2 Purge gas is combusted to heat the tail gas
before the reformer.

PtL plants at pilot scale can potentially be combined with decentralized wind turbines
or solar power plants to avoid rising electricity prices, making renewable fuels and wax
economically competitive to products derived from increasingly expensive fossil resources.

This work aimed to shift the focus towards the Fischer–Tropsch synthesis by applying
the extended ASF distribution and internal tail gas recirculation to the Fischer–Tropsch
reactor’s inlet. Hence, we added value to previous studies, which mainly used the stan-
dard ASF distribution and rather idealized assumptions concerning the Fischer–Tropsch
synthesis. In addition, two process configurations, i.e., with and without a tail gas reformer,
were analyzed to provide a recommendation concerning the ideal plant configuration for
the quick deployment of Power-to-Liquid plants at a pilot scale.

5. Conclusions

The presented work was conducted to answer the question of which Power-to-Liquid
efficiencies can be realized by pilot scale plants combining a SOEC unit with Fischer–



Energies 2022, 15, 4134 19 of 22

Tropsch synthesis. In addition, a recommended plant configuration for the production of
synthetic fuels and wax at a pilot scale was provided.

Table 8 sums up this work’s central findings by comparing the key performance
indicators obtained by the respective process configuration.

Table 8. Obtained key performance indicators of the Power-to-Liquid plant for the respective process
configurations with and without a tail gas reformer.

Process Configuration
(Recirculation Ratio of Tail Gas)

Parameter Symbol Unit Once-Through
(RR = 0%)

No Reformer
(RR = 90%)

With Reformer
(RR = 90%)

Power-to-Liquid
efficiency ηPtL % 30.8 50.8 62.7

Fischer–Tropsch
products 1 mFT kg/h 26.7 44.3 57.8

CO conversion
of the plant XCO,Plant % 55.0 92.4 96.5

Required H2:CO
ratio (SOEC) H2:COSOEC - 2.00 2.09 3.30

Total power
demand 2 Pel. kWel. 1061.3 1066.3 1128.1

Purge gas
chemical energy UPurge gas kW 365.3 102.1 - 3

1 Excluding CH4, ethane and propane inside the purge gas stream. 2 Power demand of the SOEC is 1000 kWel..
3 Purge gas is combusted to heat the tail gas before the reformer.

A more sophisticated model concerning the SOEC should be developed and applied
for future research to evaluate the presented results. Furthermore, the synergy between
the SOEC unit and the Fischer–Tropsch reactor needs to be analyzed from an engineering
perspective for various modes of operation. Designing the tail gas reforming process in
detail has significant potential to improve the concept’s feasibility at an industrial scale.
Another possibility for improvement is the validation and extension of the presented
Fischer–Tropsch model by conducting laboratory-scale experiments including several
catalysts based on cobalt or iron. Process heat integration is a crucial way to secure the
presented concept’s feasibility but was not within this work’s scope. Hence, future research
should focus on implementing state-of-the-art heat integration methods, e.g., pinch analysis
and multi-criteria analysis. In addition, a cost estimate of the respective process routes needs
to be conducted to persuade possible investors to fund Power-to-Liquid plants producing
synthetic fuel and wax. Conducting a techno-economic assessment is essential to transfer
PtL plants to the next level, and thus should be prioritized in future research projects.
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Abbreviations

ASF Anderson–Schulz–Flory distribution
C Compressor
CCU Carbon capture and utilization
DAC Direct air capture
DME Dimethyl ether
eASF Extended Anderson-Schulz-Flory distribution
FBMR Fixed bed multitubular reactor
FT Fischer–Tropsch
GHG Greenhouse gas
HTFT High-temperature Fischer–Tropsch synthesis
LTFT Low-temperature Fischer–Tropsch synthesis
PEMEC Proton exchange membrane electrolysis cell
rWGS Reverse water-gas shift
SBCR Slurry bubble column reactor
SOEC Solid oxide electrolysis cell
Syngas Synthesis gas provided by the SOEC unit
TG Tail gas
PtX Power-to-X
PtG Power-to-Gas
PtL Power-to-Liquid
V Blower
W Heat exchanger
Nomenclature
LHV Lower heating value [MJ/kg]
m Mass flow rate [kg/h]
P Power [kWel.]
p Pressure [bar]
RR Recirculation ratio [-,%]
T Temperature [K,◦C]
U Chemical energy [kW]
XCO CO conversion [%]
x Molar fraction [-]
y Volume fraction [vol%]
α1 Dominant chain growth probability for C1 to C7 (eASF) [-]
α2 Dominant chain growth probability for C13+ (eASF) [-]
β Readsorption factor—selectivity for C2H6 (eASF) [-]
γ Termination factor—selectivity for CH4 (eASF) [-]
η Efficiency [%]
λ Air ratio [-]
µ Factor to merge α1 and α2 (eASF) [-]
ΔrG Gibbs free energy of a chemical reaction [kJ/mol]
ΔrH Reaction enthalpy [kJ/mol]
ΔrS Reaction entropy [kJ/(mol·K)]
m. Mechanical
el. Electric
th. Thermal
max. Maximum
s Isentropic
Compr. Compressor/compression
Con. Condenser
Rec. Recirculation/recirculated
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Abstract
The present paper focuses on the production of a below zero emission reducing gas for use in raw iron production. The biomass-
based concept of sorption-enhanced reforming combined with oxyfuel combustion constitutes an additional opportunity for
selective separation of CO2. First experimental results from the test plant at TU Wien (100 kW) have been implemented. Based
on these results, it could be demonstrated that the biomass-based product gas fulfills all requirements for the use in direct
reduction plants and a concept for the commercial-scale use was developed. Additionally, the profitability of the below zero
emission reducing gas concept within a techno-economic assessment is investigated. The results of the techno-economic assess-
ment show that the production of biomass-based reducing gas can compete with the conventional natural gas route, if the required
oxygen is delivered by an existing air separation unit and the utilization of the separated CO2 is possible. The production costs of
the biomass-based reducing gas are in the range of natural gas-based reducing gas and twice as high as the production of fossil
coke in a coke oven plant. The CO2 footprint of a direct reduction plant fed with biomass-based reducing gas is more than 80%
lower compared with the conventional blast furnace route and could be even more if carbon capture and utilization is applied.
Therefore, the biomass-based production of reducing gas could definitely make a reasonable contribution to a reduction of fossil
CO2 emissions within the iron and steel sector in Austria.

Keywords Iron and steel . Low-carbon steelmaking . Direct reduction . Biomass . Sorption-enhanced reforming . Oxyfuel
combustion

1 Introduction

Today the iron and steel industry in EU-28 is responsible for
200 million tons of carbon dioxide [1] which amounts to a
share of 5% of the total carbon dioxide equivalent (CO2e) [2]
emissions [3]. These numbers show that especially the trans-
formation of heavy load industries like the iron and steel in-
dustry towards low-carbon technologies will be challenging.
In Austria the iron and steel industry also contributes to a
significant share concerning greenhouse gas emissions. In
2017, 8.1 million tons of crude steel were produced in
Austria [4], which are responsible for around 16% of the total
greenhouse gas emissions [5]. Technological development

has enabled to improve the energy efficiency and to reduce
CO2 emissions in this sector. However, the principles of steel-
making have not changed fundamentally over the years. In
2017, over 91% of the Austrian crude steel was produced
within oxygen-blown converters, which were fed with hot
metal from blast furnaces. The remaining share was produced
within electric arc furnaces [4]. According to the EU
Roadmap 2050 [6], the CO2 emissions within the iron and
steel industry must be reduced by around 85%. To accomplish
this major goal, a complete conversion towards low-carbon
steelmaking technologies has to be done.
Numerous researchers and international institutions inves-

tigate alternative low-carbon steelmaking routes. Especially,
the ULCOS program [7, 8] has evaluated the CO2 reduction
potential of over 80 existing and potential technologies.
Several investigations are working on further optimization of
fossil fuel-based state-of-the-art processes like the coke and
pulverized coal-based-integrated blast furnace route [9–11].
All this optimization steps to reduce the consumption of fossil
fuels are limited [12]. For reaching the previous described
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climate goals within the iron and steel sector, a fundamental
change of steelmaking is necessary. The ULCOS program [7,
8] identified four technologies with CO2 emission reduction
potentials of more than 50%. The technologies within this
program, which are based on carbon capture and storage
(CCS) or utilization (CCU), are the top-gas recycling within
the blast furnace (BF-TGR-CCS/U), a novel bath-smelting
technology (HISARNA-CCS/U) [13, 14], and a novel direct
reduction process (ULCORED-CCS/U). Only the novel
ULCOLYSIS [15] process, which is characterized by melting
iron ore through electric direct reduction, is not based on CCS
or CCU. In addition to the research activities in Europe, the
COURSE50 program in Japan, POSCO in Korea, AISI in the
USA, and the Australian program are some international ex-
amples for investigations regarding CO2 reduction in the iron
and steel industry [16]. The COURSE50 program [8, 16, 17]
is focused on H2-based reducing agents in blast furnace (BF)
for decreasing the fossil coke consumption and technologies
for capturing, separating, and recovering CO2 from the BF
gas. POSCO [8, 16, 18] in Korea is working on the adaptation
of CCS and CCU to smelting reduction processes, like the
FINEX and COREX process. Furthermore, POSCO is
researching in bio-slag utilization, pre-reduction and heat re-
covery of hot sinter, CO2 absorption using ammonia scrubber,
hydrogen production out of coke-oven gas (COG), and iron
ore reduction using hydrogen-enriched syngas. AISI [8, 16] is
working on the molten oxide electrolysis, which is similar to
the ULCOLYSIS concept and iron making by hydrogen flash
smelting. The research programs regarding breakthrough iron
and steelmaking technologies in Brazil, Canada, and Australia
[19] are all strongly focused on biomass-based iron and steel
production routes for replacing fossil coal and coke by use of
biomass-derived chars as substitutes [8, 16, 20].
Summing up, there are a lot of investigations going on

around the world to reduce the CO2 footprint of the iron and
steel industry.
The most of the previous described concepts apply CCS or

CCU to reach a CO2 reduction potential over 50% in compar-
ison to the conventional integrated BF route. Nevertheless, the
implementation of CCS requires a fundamental investigation
due to storage sites and long-term response of the environ-
ment. Beside the CCS or CCU-based approaches, the replace-
ment of fossil fuel-based reducing agents by biomass-based
substitutes or the use of hydrogen as reducing agent are prom-
ising approaches for reaching the climate targets within the
iron and steel sector. Furthermore, some electric direct reduc-
tion processes like ULCOWIN, MOE, and ULCOLYSIS are
under investigation. One possible CO2 reduction path could
also be the rise of the share of steel production through electric
arc furnaces. Therefore, enough high-quality scrap must be
available.
With respect to the estimates regarding biomass potential

in the next decades [20, 21], in Austria beside the rise of the

share of steel production through scrap-based electric arc
furnaces, another possible synergetic transition option seems
to be the replacement of the integrated blast furnace route
with the direct reduction of iron ore based on biomass-based
reducing gas. The Austrian steel manufacturing and process-
ing group, voestalpine AG, is already operating one of the
biggest direct reduction plants, based on the MIDREX con-
cept and reformed natural gas as reducing agent in Texas
[22]. This approach would combine the gained expertise
within the field of direct reduction with the Austria-
developed concept of dual fluidized bed steam gasification
[23]. Within the present work, a biomass-based production
of biogenic reducing gas through dual fluidized bed steam
gasification, which allows the replacement of steam re-
formed natural gas, is investigated. At this stage, it remains
unclear if the investigated process is competitive with respect
to other production routes for the supply of reducing gas for
iron ore reduction.
So far, following question has not been answered

sufficiently:
How can the production of biomass-based reducing gas via

dual fluidized bed steam gasification enable a reasonable con-
tribution to a reduction of fossil CO2 emissions within the iron
and steel sector?
The following paper describes the results of the investigat-

ed process enabling the production of a below zero emission
reducing gas by applying the biomass-based dual fluidized
bed steam gasification technology in combination with carbon
capture and utilization. The investigations are based on exper-
imental results combined with simulation work. The present
paper discusses:

& The comparison of different iron- and steelmaking routes
regarding their CO2 footprint

& The proposed process concept for the production of
biomass-based reducing gas

& Experimental and simulation results achieved
& The results of a techno-economic assessment

2 Concept and methodology

With regard to the techno-economic assessment of the selec-
tive separation of CO2 technology OxySER, a plant concept
for the integration in a direct reduction process has been de-
veloped. Beforehand, a short overview and comparison of
primary and secondary iron and steelmaking routes regarding
their CO2 footprints will be given. Furthermore, the applica-
tion of dual fluidized bed steam gasificationwith respect to the
combination of sorption-enhanced reforming and oxyfuel
combustion will be explained.
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2.1 Comparison of iron and steelmaking routes
regarding their CO2 footprint

Two main steelmaking processes can be distinguished. The
primary steelmaking route converts virgin iron ores into crude
steel (CS). Secondary steelmaking is characterized by the
recycling of iron and steel scrap in an electric arc furnace [8,
24]. Table 1 gives an overview of chosen iron and steelmaking
routes and the comparison regarding CO2 footprint. First of
all, the primary steelmaking integrated blast furnace (BF)
route, which is predominant in Austria. Thereby, steel produc-
tion takes place at an integrated steel plant, where iron ores are
reduced into hot metal through the use of reduction agents
such as coke or coal. Afterwards, the hot metal is converted
into steel by oxygen injection in a basic oxygen furnace
(BOF). As result of the high energy demand of 11.4 GJ/tCS
on fossil reducing agents, the CO2 footprint of the BF-BOF
route is with 1.694 t CO2e/tCS very high [25]. Furthermore, the
secondary steelmaking electric arc furnace (EAF) route is used
in Austria. Therein, the major feedstock is ferrous scrap,
which is melted mainly through the use of electricity.
However, increasing the share of EAF steel is constrained
by the availability of scrap, and the quality requirements for
steel grades have to meet [8]. The smelting reduction route
belongs also to the state-of-the-art iron and steelmaking
routes. Within this route, iron ores are heated and pre-
reduced by the off-gas coming from the smelter-gasifier. The
pre-reduction step could be realized in a shaft kiln (COREX)
or a fluidized bed reactor (FINEX). Pre-reduced iron ores are
then melted in the smelter-gasifier. The smelter-gasifier uses
oxygen and coal as a reducing agent. Afterwards, the hot
metal is also fed to the BOF for steelmaking. Another possi-
bility of steelmaking is the primary direct reduction (DR)
route. MIDREX is one of the used direct reduction technolo-
gies. It is characterized by the reduction of iron ores into solid
direct reduced iron (DRI) within a shaft kiln. The direct reduc-
tion technologies could also work within a fluidized bed reac-
tor. Examples include the FINMET and CIRORED process
[38]. The direct reduction is driven by the fed of a reducing
gas. Currently, the commercial used reducing gas is based on
the reforming of natural gas. For extended information regard-
ing the fundamentals of iron and steelmaking routes, a refer-
ence is made to [8, 24, 39].
Beside the previous described state-of-the-art iron and

steelmaking routes, some innovative developments and inves-
tigations are compared with the conventional routes regarding
their energy demand, CO2 footprint, merit, and demerit in
Table 1. Therein, the integrated blast furnace route (BF and
BOF) which is predominant in Austria is set as reference re-
garding CO2 emissions. Recycling of the blast furnace top-gas
in combination with CCS or CCU (BF-TGR-CCS/U and
BOF) or the replacement of fossil coal by biogenic substitutes
reduces the fossil reducing agent demand and decrease the

CO2 footprint of integrated blast furnace routes up to 50%
[7, 16, 26, 30, 31].
The replacement of the BF by smelting reduction process-

es like the COREX or FINEX process would raise slightly
the CO2 footprint due to the high consumption of fossil coal.
An ecologically favorable operation of smelting reduction
processes only could be realized by the use of CCS or
CCU [8, 16, 18]. The use of a smelting reduction technology
based on bath-smelting (HISARNA-CCS/U and EAF) in
combination with CCS would reduce the CO2 emissions up
to 80% [7, 16].
Direct reduction plants enable a big CO2 emission saving

potential in comparison with the integrated BF route due to
the present used reformed natural gas as reducing agent.
Reformed natural gas consists to a large extent of hydrogen,
which results in lower CO2 emissions due to the oxidation of
hydrogen to steam within the reduction process [12]. The
replacement of the integrated BF route by the state-of-the-
art MIDREX plant, which is based on the reduction of iron
ore within a shaft kiln by the use of reformed natural gas,
would decrease the CO2 emissions by 50% in comparison
with the reference route [12, 32, 33]. The economic viability
of direct reduction-based routes, which are based on re-
formed natural gas, strongly depend on the natural gas price
which is in Europe much higher than in North America [33].
Within the ULCOS project, a novel direct reduction process
(ULCORED-CCS/U) based on partial oxidized natural gas is
investigated [7, 8]. By the reduction of the required amount
of natural gas and the application of CCS or CCU, the CO2
emissions could be decreased up to 65% compared with the
reference route. The dual fluidized bed steam gasification
process, based on the bed material limestone, which is called
sorption-enhanced reforming (SER), produces a biomass-
based hydrogen-rich gas, which allows the replacement of
the steam reforming unit for reforming of natural gas. The
application of SER to produce a biomass-based reducing gas
for the MIDREX process (MIDREX-BG-SER) reduces the
CO2 footprint compared with the integrated BF route up to
80%. The combination of SER with oxyfuel combustion
(OxySER) enables an in situ CO2 sorption within the reduc-
ing gas production process. Beside the production of
biomass-based reducing gas, a CCU or CCS ready CO2
stream is released. Therefore, a below zero emission reduc-
ing gas due to the application of CCU or CCS is generated.
Another direct reduction breakthrough technology could be
the HYBRIT process, which is based on the reducing agent
hydrogen, produced by electrolysis [16, 26, 34, 35].
Therefore, the emissions within the HYBRIT process are
mostly caused by the CO2 footprint of the electricity mix.
With regard to the Austrian electricity mix, with a CO2 foot-
print of 0.218 kg CO2e/kWhel [36], a CO2 emission saving
potential up to 50% could be reached with the HYBRIT
process.
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Further possibilities are the rise of the share of steel pro-
duction through scrap-based electric arc furnaces. This steel-
making route enables CO2 reduction potentials up to 90%,
because of the replacement from ironmaking processes with
scrap. The EAF-based routes are strongly depended on the
availability of high-quality scrap [12, 26]. Furthermore, some
novel electric direct reduction processes, like the
ULCOLYSIS project, are under investigation [7, 16].
Similar to the HYBRIT process, the electric direct reduction
processes are strongly depended on the CO2 footprint of the
national electricity mix, because of the high-net power
demands.
Several technologies provide the possibility of additional

carbon-emission reduction by sequestration of CO2. The use
of post-combustion capture technologies, like pressure swing
adsorption or amine scrubber, is the possibility for the seques-
tration of CO2within iron and steelmaking routes [40].Within
the OxySER process, through the in situ CO2 sorption, a CCU
or CCS ready CO2 stream is produced. Further explanations
regarding CO2 sequestration can be found in [41–43]. The
selective separated and purified CO2 could be used in further
process steps as raw material, carbon capture and utilization,
or stored in underground deposits, carbon capture and
storage [43, 44].
Today around 230 million tons of carbon dioxide per year

are globally utilized materially. One hundred thirty million
tons are used in urea manufacturing and 80 million tons for
enhanced oil recovery [45]. With the assumption that hydro-
gen for the ammoniac production is produced by water elec-
trolysis, which is beside CO2 the primary energy source for
urea production, external CO2 is necessary for the urea syn-
thesis. In Linz, near to one of the main sites for iron and steel
production, a urea synthesis plant with a production rate of
around 400,000 t per year of urea is located [46]. Therein,
around 300,000 t CO2 per year are required for the production
of the given amount of urea [46]. Further utilization possibil-
ities could be CO2-derived fuels, like methanol or FT-
synthesis and power to gas. Furthermore, the utilization within
CO2-derived chemicals beside urea, like formic acid synthe-
sis, or CO2-derived building materials, like the production of
concrete, could be promising alternatives [45].
Beside the CCU technologies, CO2 can also be stored in

underground deposits. CCS is banned in Austria except re-
search projects up to a storage volume of 100,000 t of CO2
[44]. For further information regarding CCU and CCS, a ref-
erence is made to [40, 45, 47–49].
Since biomass releases the same amount of CO2 as it ag-

gregates during its growth, the utilization of biogenic fuels can
contribute significantly to a reduction of CO2 emissions.
Therefore, the main focus of the paper lies on the production
of a below zero emission reducing gas by the use of oxyfuel
combustion in combination with sorption-enhanced
reforming. This technology for the selective separation of

CO2 uses as fluidization agent a mix of pure oxygen and
recirculated flue gas. Therefore, the nitrogen from the air is
excluded from the combustion system [42].

2.2 Combination of oxyfuel combustion and sorption-
enhanced reforming

A promising option for the selective separation of CO2 from
biomass and the generation of a hydrogen-rich product gas at
the same time is the sorption-enhanced reforming process in
combination with oxyfuel combustion (OxySER). The
sorption-enhanced reforming (SER) is based on the dual flu-
idized bed steam gasification process. The main carbon-
related (gas-solid) and gas-gas reactions are shown in
Table 2. Test runs at the 100 kW pilot plant at TU Wien
showed calculated overall cold gas efficiencies of around
70% [51, 52]. Detailed information regarding the dual fluid-
ized bed steam gasification process can be found in literature
[37, 51–54].
The combination of oxyfuel combustion and sorption-

enhanced reforming combines the advantages of both technol-
ogies. Figure 1 represents the concept of the combined tech-
nology [44]. First of all, biomass, residues, or waste materials
are introduced in the gasification reactor. Limestone is used as
bed material which serves as transport medium for heat but
also as carrier for CO2 from the gasification reactor (GR) to
the combustion reactor (CR) by adjusting the temperature
levels in the reactors correctly. Within the OxySER process,
steam serves as fluidization and gasification agent in the GR.
Therein, several endothermic gasification reactions take place
in a temperature range between 600 and 700 °C [37]. Residual
char is transferred with the bed material from the GR to the
CR. Due to the combination of SERwith oxyfuel combustion,
pure oxygen instead of air is used as fluidization agent in the
CR, which is operated within a temperature range between
900 and 950 °C. By combustion of residual char in the CR,
heat is released. This suitable temperature profiles in the GR
and CR ensure that the bed material (limestone) is first cal-
cined to calcium oxide (CaO) at high temperatures in the CR
(13). Then the CaO is carbonized in the GR with the carbon
dioxide from the product gas (12). Thus, in this cyclic process,
a transport of CO2 from the product gas to the flue gas appears
[52]. The use of steam in the gasification reactor and the water
gas shift reaction (8) in combination with in situ CO2 sorption
via the bed material system CaO/CaCO3 enables the produc-
tion of a nitrogen-free and hydrogen-enriched product gas [37,
56]. Due to the combination of SERwith oxyfuel combustion,
in addition to the nitrogen-free and hydrogen-enriched prod-
uct gas, a CO2-enriched flue gas is generated caused by the
use of pure oxygen as fluidization agent in the CR instead of
air [57].
The CO2 equilibrium partial pressure in the CaO/CaCO3

system and the associated operation conditions for the
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gasification and combustion can be found in [52]. By the use
of renewable fuels and a continuous selective separation and
storage or utilization of CO2, an improved CO2 balance can be
achieved [44, 57].
Table 3 represents a comparison between the product and

flue gas compositions of conventional gasification, SER, and
OxySER. The results are based on test runs with the 100 kW
pilot plant at TU Wien and the 200 kW pilot plant at
University of Stuttgart [37, 57]. As mentioned above, the car-
bon dioxide content of the product gas could be reduced
through the SER method. Furthermore, the hydrogen content
is higher in comparison with conventional gasification. The
possibility of adjusting the H2/CO ratio over a wide range
makes the SER process very flexible according to product
gas applications [52]. The catalytic activity of limestone en-
ables a reduction of tar at the same time [37, 44, 58]. The
comparison between the SER and OxySER process illustrates
that a CO2-enriched flue gas in the OxySER test rig in
Stuttgart was obtained [57]. In Table 4 the proximate and
ultimate analyses of used wood pellets for gasification test
runs with the 100 kW pilot plant at TU Wien are listed.
However, OxySER implies the following advantages in

comparison to the conventional gasification:

& Selective CO2 transport to flue gas
& Decrease of tar content in product gas
& High CO2 content in flue gas > 90 vol.-%dry [57]
& Smaller flue gas stream because of flue gas recirculation
& Nitrogen free flue gas

These assumptions according to experimental results serve
as a basis for the conception of an industrial application.

2.3 Integrated OxySER concept for the production of
below zero emission reducing gas

The OxySER plant concept for integration in a direct reduc-
tion plant is illustrated in Fig. 2. The plant concept is designed
for a product gas power of 100 MW. For the production of
100MW product gas, 50,400 kg/h of wood chips with a water
content of 40 wt.-% are required [37]. The wood chips are
treated in a biomass dryer. Afterwards the biomass is fed in
the gasification reactor. The bed material inventory
(limestone) of the system contains 25,000 kg. In the gasifica-
tion reactor, a H2-enriched product gas with a temperature of
680 °C is produced. Subsequently, the dust particles are re-
moved from the product gas by a cyclone. Besides ash, these
dust particles contain still carbon. This is the reason why the
particles are recirculated to the combustion reactor.
Afterwards, the product gas is cooled down to 180 °C. The
released heat can be used for preheating of the biomass dryer
air [44]. Furthermore, the product gas filter separates further
fine dust particles from the product gas stream and conveys

them back to the combustion reactor. After that, tar is separat-
ed in a scrubber, and water is condensed. Biodiesel (RME) is
used as solvent. The product gas exits the scrubber with a
temperature of 40 °C. Afterwards, it is compressed in a blow-
er, before it is dried to a water content of 1.5% and fed to the
compression and preheating of the direct reduction plant. The
CO2-enriched flue gas leaves the combustion reactor with a
temperature of 900 °C. The flue gas is cooled down to 180 °C
by the steam superheater and a flue gas cooler. Steam is heated
up to 450 °C in a countercurrent heat exchanger. Fly ash is
removed out of the system by a flue gas filter. A partial flow
from the flue gas is recirculated and mixed with pure oxygen.
Pure oxygen is produced by an air separation unit. The re-
maining flue gas stream is compressed in the flue gas blower,
and water is condensed in a flue gas dryer. The cleaned CO2-
rich gas can be used in different CCU processes, like urea or
methanol synthesis [44].
The integration approach offers the advantage to use

existing equipment, like the air separation unit from the steel-
making facility. Furthermore, the generated product gas can
be used directly in the direct reduction plant, as reducing gas
[44]. For this application, a compression up to approx. 2.5 bar
and preheating of the product gas up to 900 °C are necessary.

2.4 Simulation of mass and energy balances with
IPSEpro

The calculation of mass and energy balances for different
operation points with the stationary equation-orientated flow
sheet simulation software IPSEpro enables the validation of
process data. All data which cannot be measured during ex-
perimental test runs can be determined by the calculation of
closed mass and energy balances. These equations are solved
by the numerical Newton-Raphson Algorithm [59, 60].
Therefore, no models regarding kinetic or fluid dynamic ap-
proaches are considered. The used simulation models within
the software IPSEpro are based on model libraries, which
were developed at TUWien over many years [61]. All exper-
imental results from the pilot plant at TU Wien, presented
within this publication, were validated with IPSEpro.
Uncertainties are given by the accuracy of measurement data
which relies on used analysis methods. The measurement ac-
curacy of the ultimate and proximate analysis is listed in
Table 4. The validation percentage error of the gasification
model is covered by the range of values which are listed in
Table 3. For further information regarding IPSEpro, a refer-
ence is made to [61, 62]. Due to the validation of the results
from the pilot plant at University of Stuttgart, a reference is
made to [57].
The simulation results for the OxySER concept for the

production of below zero emission reducing gas presented in
Section 2.3 are based on scale up of the experimental results of
the pilot plants. The simulation model of the dual fluidized
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bed steam gasification system is based on an exergy study of
T. Pröll [63].

2.5 Techno-economic assessment with net present
value calculation

The techno-economic assessment regarding the net present
value (NPV) calculation serves as decision-making tool for
the valuation of upcoming investments. The NPV is a function
of the investment and operating costs. The operating costs are
multiplied by the cumulative present value factor, which in-
cludes the interest rate and the plant lifetime. Therefore, the
NPV calculation helps to compare expected payments in the
future with current payments. Further information can be
found in [54, 64]. Cost rates have been updated to the year
2019 by using data from a chemical engineering plant cost
index (CEPCI) database [65]. For the calculation of the invest-
ment costs, the cost-scaling method was used [66].

The techno-economic analysis is based on the following
business case that an operator of a direct reduced iron plant
would like to build a new reducing gas supply unit driven
by a biogenic feedstock. The goal to produce 100 MW re-
ducing gas should be achieved with regard to CO2 emis-
sions. The reference option (option 0) is the production of
reducing gas by steam reforming of natural gas.
Furthermore, three biogenic alternative options (options
1–3) are compared with the reference option:

& Option 0 (reference case): Production of 100 MW reduc-
ing gas through steam reforming of natural gas

& Option 1: Production of 100 MW reducing gas through
gasification of wood chips by SER

& Option 2: Production of 100 MW reducing gas through
gasification of wood chips by an integrated OxySER
plant

& Option 3: Production of 100 MW reducing gas through
gasification of wood chips by a greenfield OxySER plant

The SER process in option 1 requires no pure oxygen,
consequently no ASU for operation. However, the flue gas
of the SER process cannot be exploited in further utilization
steps because of the high nitrogen content in the flue gas.
The alternative option 2 is based on the SER process in
combination with oxyfuel combustion implemented in an
existing iron and steel plant facility. The process heat is
used for preheating of the reducing gas. The required oxy-
gen is delivered from an existing ASU within the iron and
steel plant facility. Furthermore, the OxySER process is
based on the assumption that the CO2 is sold as product
for utilization to a urea synthesis plant. Option 3 is based
on the OxySER process without the benefits from option 2.

Table 2 Important gas-solid and gas-gas reactions during thermochemical fuel conversion [50]

Important heterogeneous reactions (gas-solid)

Oxidation of carbon C +O2→CO2 Highly exothermic (1)

Partial oxidation of carbon C þ 1
2 O2→CO Exothermic (2)

Heterogeneous water-gas shift reaction C +H2O→CO +H2 Endothermic (3)

Boudouard reaction C +CO2→ 2 CO Endothermic (4)

Hydrogenation of carbon C + 2 H2→CH4 Slightly exothermic (5)

Generalized steam gasification of solid fuel (bulk reaction) Cx H y Oz þ x−zð ÞH2O→x COþ x−zþ y
2 H2 Endothermic (6)

Important homogeneous reactions (gas-gas)

Oxidation of hydrogen 2 H2 +O2→ 2 H2O Highly exothermic (7)

Homogeneous water-gas shift reaction CO +H2O→CO2 +H2 Slightly exothermic (8)

Methanation CO + 3 H2→CH4 +H2O Exothermic (9)

Generalized steam reforming of hydrocarbons Cx H y þ x H2O→x COþ xþ y
2 H2 Endothermic (10)

Generalized dry reforming of hydrocarbons Cx H y þ x CO2→2x COþ y
2 H2 Endothermic (11)

Important reactions of active bed material (limestone) for SER

Carbonation CaO +CO2→CaCO3 Exothermic (12)

Calcination CaCO3→CaO +CO2 Endothermic (13)

Fig. 1 Concept of OxySER [55]
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This means that, in option 3, the costs for pure oxygen are
higher in consideration to the use of a greenfield ASU.
Furthermore, no earnings through CO2 utilization are
considered.
Furthermore, a payback analysis has been done by solving

the following equation, where A are the savings minus the
operation andmaintenance costs,P is the present worth capital
costs, and IR is the interest rate. The variable n represents the
number of years to return the investment in comparison with
the reference case [67].

A ¼ P*
IR* 1þ IRð Þn
1þ IRð Þn−1

3 Results and discussion

Based on experiences of the pilot plant from the TUWien and
the University of Stuttgart, combined with the previously

Table 3 Comparison product and flue gas composition of conventional gasification, SER, and OxySER [37, 57]

Parameter Unit Conventional gasification
(100 kW)

Gasification by SER
(100 kW)

Gasification by SER
(200 kW)

Gasification by OxySER
(200 kW)

Plant location TU Wien TU Wien University Stuttgart University Stuttgart

Reference [37] [37] [57] [57]

Fuel Wood pellets Wood pellets Wood pellets Wood pellets

Bed material Olivine Limestone Limestone Limestone

Particle size mm 0.4–0.6 0.5–1.3 0.3–0.7 0.3–0.7

Product gas composition

Water (H2O) vol.-% 30–45 50–65 50 50

Hydrogen (H2) vol.-%dry 36–42 55–75 69–72 70

Carbon monoxide (CO) vol.-%dry 19–24 4–11 8–11 8

Carbon dioxide (CO2) vol.-%dry 20–25 6–20 5–7 8

Methane (CH4) vol.-%dry 9–12 8–14 11–12 11

Non cond. hydrocarbons
(CxHy)

vol.-%dry 2.3–3.2 1.5–3.8 2–3 3

Dust particles g/Nm3 10–20 20–50 n.m. n.m.

Tar g/Nm3 4–8 0.3–0.9 14 6

Flue gas composition

Water (H2O) vol.-% n.m. n.m. 14 30

Oxygen (O2) vol.-%dry n.m. n.m. 7 9

Nitrogen (N2) vol.-%dry n.m. n.m. 46 -

Carbon dioxide (CO2) vol.-%dry n.m. n.m. 47 91

n.m., not measured

Table 4 Proximate and ultimate analyses of used wood pellets for gasification test runs [51]

Parameter Unit Meas. accuracy (%) Wood pellets (100 kW)

Water content (H2O) wt.-% ± 4.3 7.2

Ash content (550 °C) wt.-%dry ± 9.2 0.2

Carbon (C) wt.-%daf ± 1.0 50.8

Hydrogen (H) wt.-%daf ± 5.0 5.9

Nitrogen (N) wt.-%daf ± 5.0 0.2

Sulfur (S) wt.-%daf ± 7.5 0.005

Chlorine (Cl) wt.-%daf ± 7.5 0.005

Oxygen (O)* wt.-%daf - 43.1

Volatile matter wt.-%daf ± 0.45 85.6

Lower heating value, moist MJ/kg ± 1.0 17.4

*Calculated by difference to 100 wt.-%daf
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described concept, mass and energy balances for the OxySER
plant concept for integration in a direct reduction plant were
calculated. Furthermore, mass and energy balances are the
basis for a techno-economic assessment. In Table 5 the most
important streamline data of chosen flow streams, marked in
Fig. 2, are shown. Table 6 and Table 7 represent the input and
output data and operating parameters of an OxySER plant.
Table 6 shows the input and output flows of an OxySER

plant with 100 MW product gas energy. It can be seen that
50,400 kg/h of wood chips and 11,020 Nm3/h of pure oxygen
are required for the generation of 28,800 Nm3/h product gas.
The product gas is used as reducing gas in the direct reduction
route. Furthermore, 36,100 kg/h of CO2 can be recovered for
further utilization. The costs for final disposal of 1050 kg/h of
ash and dust have been taken into account.
In Table 8, the main requirements on the product gas for the

utilization in the direct reduction plant are listed. The compar-
ison illustrates that the generated below zero emission product
gas out of the OxySER plant meets, except from the temper-
ature and pressure, all the requirements. The concept is based
on the assumption that the reducing gas is compressed and
preheated before it is fed to the direct reduction plant.
Therefore, the required temperature and pressure are reached
after compression and preheating of the product gas.
The techno-economic assessment relies on the results of

the IPSEpro simulation. Table 9 represents the fuel prices
for chosen fuel types and cost rates for utilities. It is thus

evident that the European natural gas price with 25 €/MWh
is more expensive than in other continents. Exemplary, the
costs for one employee per year are assumed to 70,000 €/a,
and the expected plant lifetime of an OxySER plant is
20 years.
Table 10 represents the investment cost rates for the NPV

calculation. The presented investment costs are based on total
capital investment costs of realized fluidized bed steam gasi-
fication plants driven as combined heat and power plants re-
duced by the costs through the gas engine. Furthermore, this
investment costs are updated by CEPCI and scaled with the
cost-scaling method. For the integrated OxySER plant, the
assumption was made that the oxygen from the air separation
unit (ASU) of the iron and steel plant is used. For the green-
field OxySER plant, the whole investment costs for an ASU
were added.
The techno-economic analysis is based on the Section 2.5

that described business case, wherein an operator of a direct
reduced iron plant would like to build a new reducing gas
supply unit driven by a biogenic feedstock. The NPV calcu-
lation, which is shown in Table 11, serves as decision-making
tool. The goal to produce 100 MW reducing gas should be
achieved with regard to CO2 emissions. The reference option
(option 0) is the production of reducing gas by steam
reforming of natural gas. Furthermore, three biogenic alterna-
tive options (options 1–3), which are described in Section 2.5,
are compared with the reference option.

Fig. 2 OxySER plant concept with 100-MW product gas power for the production of reducing gas as feedstock for a direct reduction plant

179Biomass Conv. Bioref. (2021) 11:169–187



Table 11 represents the net present value calculation for
the production of 100 MW reducing gas. Therein, the fuel
energy per year, the investment costs including interest and
fuel costs per year are listed. Beside the fuel costs,
Table 11 shows also all other consumption-related costs.
Costs for CO2 emission certificates are paid only for the
use of fossil fuels (reference case). The relative NPV rep-
resents the profitability of alternative production routes in
comparison with the reference case and the payback period
for return of investment. The NPV of all alternative options

(1–3) shows negative values. This means that the operation
of SER and OxySER with wood chips based on the expect-
ed plant lifetime of 20 years is less profitable than the
reference option. The techno-economic comparison be-
tween SER and OxySER shows that in option 2, the earn-
ings through carbon dioxide are higher than the oxygen
costs. In option 3, no earnings through CO2 utilization
and no benefits regarding oxygen costs have been consid-
ered. Therefore, an extremely negative NPV in option 3 is
the result. The payback analysis shows that only option 2

Table 5 Streamline data of the OxySER concept according to Fig. 2

Parameter Unit Product gas streams Flue gas streams

Product gas
after GR

Product gas
after filter

Product gas after
scrubber

Reducing gas
for DR

Flue gas
after CR

Flue gas after
filter

Flue gas to
CCU

Streamline in Fig. 2 – (1) (2) (3) (4) (5) (6) (7)

Pressure Bara Ambient Ambient Ambient Ambient Ambient Ambient Ambient

Temperature °C 675 150 40 60 950 160 160

Mass flow rate kg/h 26,000 25,500 16,000 15,800 93,200 92,600 36,100

Volume flow rate Nm3/h 40,500 40,000 28,800 28,400 53,000 52,500 20,500

Water content wt.-% 35.0 35.0 8.0 1.5 15.0 15.0 5.0

Hydrogen (H2) vol.-%dry 69.2 69.2 69.2 69.2 0 0 0

Carbon monoxide
(CO)

vol.-%dry 9.1 9.1 9.1 9.1 2.8 2.8 2.8

Carbon dioxide (CO2) vol.-%dry 6.5 6.5 6.5 6.5 91.2 91.2 91.2

Methane (CH4) vol.-%dry 11.0 11.0 11.0 11.0 0 0 0

Non cond.
Hydrocarbons
(CxHy)

vol.-%dry 2.4 2.4 2.4 2.4 0 0 0

Oxygen (O2) vol.-%dry 0.1 0.1 0.1 0.1 6.0 6.0 6.0

Nitrogen (N2) vol.-%dry 1.7 1.7 1.7 1.7 0 0 0

Dust particle g/Nm3 10 0.025 0 0 20 0 0

Tar content* g/Nm3 4 0.5 0.025 0.025 0 0 0

*Tar is considered in the simulation model as naphthalene (main component in the DFB product gas) [51]

Table 6 Input and Output data of an OxySER plant with 100 MW product gas energy

Input Output

Parameter Streamline in
Fig. 2

Unit Value Ref. Parameter Streamline in
Fig. 2

Unit Value Ref.

Bed material inventory - kg 25,000 [37] Product gas (3) Nm3/h 28,800 IPSE

Fuel (wood chips) (8) kg/h 50,400 [37] Flue gas (8) Nm3/h 53,000 IPSE

Fresh bed material (9) kg/h 1770 [37, 64] Ash and dust (11) kg/h 1050 [37]

Cooling capacity in % of fuel power – %
(kW/kWth)

5–20 [68] Bed material (10) kg/h 1000 [44]

Electricity consumption – kW 2800 [37] Carbon dioxide
(for CCU)

(7) kg/h 36,100 [37]

Oxygen (12) Nm3/h 11,020 [37]
Fresh water (13) kg/h 378 [37]

Scrubber solvent (RME) - kg/h 200 [37]

Flushing gas - Nm3/h 500 [37]

180 Biomass Conv. Bioref. (2021) 11:169–187



could return the investment regarding the expected interest
rate in comparison with the reference case. However, the
payback time of 24 years is very long and would not be
profitable. Option 1 and option 3 could not return the in-
vestment in comparison to the reference case.
Furthermore, the reducing gas production costs of the four

different routes were calculated. As can be seen from
Table 11, the production costs (LCOP) of the reference case
are with 39.0 €/MWh as the lowest followed by the integrated
OxySER process with 39.4 €/MWh. Figure 3 represents the
discounted expenses and revenues, divided in the main cost
categories. It can be seen that the fuel costs are the main cost
driver in the process. The techno-economic comparison points
out that the production costs of a below zero emission reduc-
ing gas could only be in the range of steam-reformed natural
gas, if generated CO2 can be utilized and the pure oxygen is
delivered by an integrated ASU. Otherwise, the production of
biomass-based reducing gas via the SER process is preferable.
A further reduction of the production costs of the biomass-
based reducing gas could be reached by the use of cheaper
fuels.

Additionally, a sensitivity analysis of the NPV calculation
has been created. The results for the sensitivity analysis based
on the NPV of option 2 are shown in Fig. 4. The sensitivity
analysis shows that the fuel prices of natural gas and wood
chips are the most sensitive cost rates. The fuel cost rates
depend very much on the plant location. Furthermore, the
NPV in this techno-economic comparison is also sensitive to
the investment costs of the reducing agent production route,
the revenues through CCU, the price of CO2 emission certif-
icates, the plant lifetime, the operating hours, and the interest
rate. The revenues through CCU depend on the availability of
consumers. The sensitivity to operating hours and plant life
time reaffirms high importance to a high plant availability
during the whole plant life cycle. Cost rates for operating
utilities, maintenance, and employees are less sensible to the
results.
Finally, a comparison of the production costs of the

biomass-based reducing gas with other reducing agents like
reformed natural gas, hydrogen, or coke has been done. The
comparison in Fig. 5 shows that the production of biomass-
based reducing gas via OxySER (option 2) and SER is more
than twice as expensive as the production of coke in a coking
plant, but it is in the same range than the production of reduc-
ing gas via steam reforming of natural gas. All fuel costs are
based on European price levels. Especially, the natural gas
price strongly depends on the plant site. For example, the
natural gas price in Europe is four to five times higher than
in North America [33]. This is the reason why most of the
existing direct reduction plants are built in oil-rich countries
[33]. The production of hydrogen using water electrolysis is
currently economically not competitive. On the ecologic point
of view, the use of biomass-based reducing gas without CCU
decrease the CO2 emissions of the whole process chain for the
production of crude steel down to 0.28 t CO2e/tCS. This
amounts to a reduction of CO2 emissions in comparison with
the integrated BF-BOF route by more than 80%. Further on,
the use of CCU within an OxySER plant could create a CO2
sink, since biomass releases the same amount of CO2 as it
aggregates during its growth.
With regard to 8.1 million tons of crude steel production

in Austria, in the year 2017 [4], and an estimated woody
biomass potential of around 50 PJ in the year 2030 [21], 13
biomass-based reducing gas plants (OxySER or SER) with
a reducing gas power of 100 MW could be implemented.
This would result in the production of around 35 Mio. GJ
of biomass-based reducing gas for the direct reduction pro-
cess, which is sufficient for the production of 3.5 Mio. tons
of crude steel. One of the biomass-based reducing gas
plants could be operated via the OxySER process with
regard to the CCU potential from the nearby urea synthesis
plant of 300,000 t CO2 per year [46]. Further CCU poten-
tial could be arise through the production of CO2-derived
fuels or chemicals [41].

Table 7 Operating parameters of an OxySER plant with 100 MW
product gas energy

Parameter Unit Value Ref.

Lower heating value, moist (wood chips) MJ/kg 9.53 [37]

Water content (wood chips) wt.-% 40 [37]

Combustion temperature °C 900–950 [69]

Gasification temperature °C 625–680 [69]

Particle size (bed material) μm 375–550 Asm.

Coarse ash μm 375–550 Asm.

Fine ash μm < 100 Asm.

Very fine ash μm < 20 Asm.

Water content (PG to DR) vol.-% 1.50 IPSE

CO2 recovery rate
* % >95 IPSE

*CO2 =
CO2 volume flow flue gas

CO2 volume flow total FGþPGð Þ

Table 8 Requirements on product gas for the utilization in the direct
reduction plant [22, 70]

Parameter Unit Requirement reducing gas Value product gas

Temperature °C > 900 60

Pressure bara 2–4 1.05

H2/CO ratio - 0.5 - ∞ 7.6

Gas quality* - > 9 9.8

Methane vol.-% > 3.5 11.0

Sulfur (H2S) ppm < 100 < 20

Soot mg/Nm3 < 100 -

*Gas quality = (%CO+ %H2)/(%CO2 + %H2O) [70]

181Biomass Conv. Bioref. (2021) 11:169–187



4 Conclusion and outlook

The scope of this publication was the investigation of a con-
cept for the production of a below zero emission reducing gas
for the use in a direct reduction plant and whether it has a
reasonable contribution to a reduction of fossil CO2 emissions
within the iron and steel sector in Austria. The gasification via
SER allows the in situ CO2 sorption via the bed material
systemCaO/CaCO3. Therefore, a selective transport of carbon
dioxide from the product gas to the flue gas stream is reached.
The use of a mix of pure oxygen and recirculated flue gas as
fluidization agent in the CR results in a nearly pure CO2 flue
gas stream. Through the in situ CO2 sorption, CO2 recovery
rates up to 95% can be reached. The CO2 could be used for
further synthesis processes like, e.g., the urea synthesis.
Therefore, a below zero emission reducing gas could be
produced.

The experimental and simulation results show that the pro-
duced below zero emission OxySER product gas meets all
requirements for the use in a direct reduction plant. The use
of the biomass-based reducing gas out of the SER process
within a MIDREX plant would decrease the emitted CO2
emission by 83% in comparison to the blast furnace route.
The use of a below zero emission reducing gas out of the
OxySER process by the use of CCU would create a CO2 sink.
The results of the techno-economic assessment show that the
production of reducing gas via sorption-enhanced reforming
in combination with oxyfuel combustion can compete with
the natural gas route, if the required pure oxygen is delivered
by an available ASU and if CCU is possible. Otherwise, the
SER process is more profitable. Furthermore, the sensitivity
analysis of the cost rates exhibited that the fuel and investment
costs are strongly dependent on the profitability of the
OxySER plant and in consequence the direct reduction plant.

Table 9 Cost rates for utilities and NPV calculation

Utility cost rate Unit Value Ref. NPV cost rate Unit Value Ref.

Wood chips (Austria) €/MWh 15.7 [71] Maintenance costs per year %/a 2.00 [54]

Natural gas (Austria) €/MWh 25.0 [72] Insurance, administration,
and tax per year

%/a 1.50 [73]

Electricity €/kWhel 0.04 [64] Number of employees (integration) - 3 [64]

Limestone €/t 35 [64] Number of employees (greenfield) - 7 [44, 64]

Nitrogen €/Nm3 0.003 [64] Expected plant life time a 20 [73]

Fresh water €/t 0.02 [64] Annual operating hours h/a 7500 [64]

Solvent (RME) €/t 960 [64] Interest rate (IR) % 6 [74]

Oxygen (air separator available) €/Nm3 0.022* [44] Costs of one employee per year €/a 70,000* [64]

Oxygen (greenfield) €/Nm3 0.075* [37]
Emission allowances certificate €/tCO2 23 [75]

Costs for ash disposal €/t 90 CHP Güssing

CO2 expenses €/Nm3 0.03 [76]

Table 10 Investment costs for NPV calculation

Parameter Unit Value Ref.

Investment costs SER plant (total capital investment costs)* Mio. € 85 [37] adapted by CEPCI

Investment costs integrated OxySER plant (SER plus maintenance ASU)** Mio. € 91 [37, 66] adapted by CEPCI

Investment costs greenfield OxySER plant (SER plus total investment costs ASU)*** Mio. € 115 [37, 66] adapted by CEPCI

Investment costs Steam Reformer natural gas Mio. € 54 [77] adapted by CEPCI

*Investment costs are based on scaled total capital investment costs of realized dual fluidized bed steam gasification plants driven as combined heat and
power plants reduced by the costs of the gas engine/investment costs updated with CEPCI [37]

**Investment costs are based on costs SER plant raised by a third of the ASU maintenance costs (2% of the investment costs per year with an expected
lifetime of 20 years)/assumption: 50% of ASU is used for OxySER plant and 50% for iron and steel plant

***ASU investment costs: approx. 30 Mio. € [66] adapted by CEPCI
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Table 11 Net present value calculation for the production of 100 MW reducing gas

Fig. 3 Relative net present value
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The production costs of the biomass-based reducing gas are
more than twice as high as the fossil coke, which is used
mainly in the blast furnace route.
Summing up, the presented integrated concept and the cal-

culated results enable valuable data for further design of the
proposed concept. Beforehand a demonstration at a significant
scale is recommended. Further on, the implementation of the
energy flows from an iron and steel plant within the simulation
model could improve the current model regarding to efficien-
cy. The profitability of the direct reduction with a biomass-

based reducing gas or natural gas is strongly dependent on the
availability of sufficient fuel. With regard to the woody bio-
mass potentials in Austria in the year 2030, the production of
3.5 Mio. tons of crude steel by the use of biomass-based re-
ducing gas could be reached. Due to the substitution of the
integrated BF and BOF route by the MIDREX-BG-SER and
EAF route, the reduction of 6.8 Mio. tons of CO2e could be
reached. This amount would decrease the CO2 emissions
within the iron and steel sector in Austria by 50%.
Concluding, the production of biomass-based reducing gas

Fig. 5 Economic and ecologic
comparison of different Iron and
Steelmaking routes [12, 20, 25,
34, 80]

Fig. 4 Sensitivity analysis of the
NPV calculation
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could definitely help to contribute on the way to
defossilization of the iron and steelmaking industry in Austria.
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Korea; Ref., reference; RME, rapeseed methyl ester; SER, sorption-en-
hanced reforming; tCS, tons of crude steel; TGR, top-gas recycling;
ULCOLYSIS, novel electric direct reduction technology; ULCORED,
novel direct reduction technology; ULCOS, ultra-low CO2 steelmaking;
ULCOWIN, novel electric direct reduction technology; vol.-%, volumet-
ric percent wet; vol.-%dry, volumetric percent dry; wt.-%, weight percent
wet; wt.-%daf, weight percent dry and ash free; wt.-%dry, weight percent
dry

Symbols %CO, volume percent of carbon monoxide within reducing
gas; %CO2, volume percent of carbon dioxide within reducing gas; %H2,
volume percent of hydrogen within reducing gas; %H2O, volume percent
of water within reducing gas; A, savings minus the operation and

maintenance costs; IR, interest rate; n, payback period; P, present worth
capital costs
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Abstract
The present paper focuses on developing a novel virtual representation framework for optimizing standalone hazardous waste 
rotary kiln incineration plants. A digital support tool can be provided to optimize the plant's waste management, operation, 
and maintenance by combining thermochemical-based simulation models with a fuel classification system. First of all, the 
virtual representation can be used to determine the waste composition of not entirely analyzed waste streams. Furthermore, 
the determined waste compositions of historically fed waste streams can be used to enable further advanced applications. The 
determined waste compositions are linked with the appropriate waste code and supplier, which first enables the monitoring 
of the delivered waste streams. In the case of recurring fractions, the virtual representation can be used to optimize the barrel 
sequence to reach homogenous waste inputs. Additionally, the plant operation can be optimized regarding stable operation 
conditions due to the knowledge about waste compositions of recurring fractions. The parametrization results fit very well 
with the comparable sensor values. Therefore, the novel virtual representation of the hazardous waste incineration plant 
could definitely make a reasonable contribution to optimize the efficiency of thermal waste treatment within the hazardous 
waste sector in Austria and Europe.
Graphical Abstract

Keywords Rotary kiln · Digital twin · Hazardous waste incineration · Virtual representation · Waste classification · 
Simulation
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3D  Three-dimensional
5D  Five dimensions
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H2  Hydrogen
H2O  Water/steam
HCl  Hydrogen chloride
HEL  Heating oil extra light
HEX  Heat exchanger system
HHV  Higher heating value
HS  Heavy heating oil
JSON  Data exchange format
m.-%  Mass percent wet
m.-%daf  Mass percent dry and ash free
MAPE  Mean absolute percentage error
MB  Masterbatch (solvent mixture)
N  Nitrogen
NumPy  Python library
O2  Oxygen
Pandas  Python library
PCC  Post combustion chamber
PROFIBUS  Field bus communication standard
PW  Pasty waste
Python  Programming language
RK  Rotary kiln
S  Sulfur
SO2  Sulfur dioxide
SD  Steam drum
SH  Superheater
vol.-%  Volume percent wet
vol.-%dry  Volume percent dry
WHRB  Waste heat recovery boiler
WO  Waste oil
WW  Waste water
∆RH0  Enthalpy of reaction at standard conditions

Statement of Novelty

All digital support tools published in the field of waste incin-
eration plants rely on knowledge about the composition of 
the introduced waste streams. Therefore, a novel virtual rep-
resentation framework is presented, enabling the determina-
tion of not entirely analyzed solid waste streams. Further-
more, in terms of recurring waste fractions, this knowledge 
can be used to optimize the operation, waste management, 
and maintenance of hazardous waste rotary kiln incinera-
tion plants. The central part of the virtual representation is 
the plant model, consisting of a transient rotary kiln model 
and steady-state models of the post-combustion chamber 
and waste heat recovery boiler. The plant model validation 
was achieved due to the integration of test datasets from the 
hazardous waste incineration plant in Vienna.

Introduction

At least since the Paris climate agreement [1] the energy 
transition path towards climate neutrality has been 
accepted worldwide and has to be considered in each sec-
tor. Thermal waste treatment deals with well-established 
technologies for sanitizing waste streams and reducing the 
final waste load for disposal in landfills [2]. Therefore, 
thermal waste treatment will be essential in converting 
non-recyclable waste streams into valuable products in 
a climate-neutral world. In Austria, the waste sector is 
responsible for 2.9% of the national greenhouse gas emis-
sions, whereby about half of these emissions are caused by 
thermal waste treatment plants [3]. The energy transition 
process shall be reached mainly with high shares of renew-
able energy carriers and energy efficiency improvements 
[4]. In terms of energy efficiency, digitization enables sig-
nificant productivity improvement rates by implementing 
advanced digital methods [5]. A significant optimization 
potential regarding efficiency increase and emission reduc-
tion arises in the thermal waste treatment sector. Due to 
inhomogeneous waste streams, the operation of waste 
incineration plants is challenging. Significantly, batch-
wise barrel combustion leads to peak loads in terms of 
temperature and emissions [6]. Therefore, the operation of 
waste incineration plants is always a balance between low-
emission and efficient operation. Digital modeling tools 
can help to optimize waste incinerators.

Numerous researchers and international institutions 
investigate thermal waste incineration plants' different 
modeling and optimization approaches. Exemplary, Lei 
et al. developed a web-based digital twin of a thermal 
power plant to monitor and control the facility [7]. Kabugo 
et al. [8] proposed a methodology to monitor and predict 
the heating value and temperature of the flue gas stream 
of a waste treatment plant. The waste treatment plant in 
Mannheim was optimized by implementing a combustion 
performance control through fuzzy logic [9, 10]. Addition-
ally, several technology-related modeling and optimization 
approaches to this more general thermal waste treatment 
optimization concepts exist. Several types of incinerators 
exist for thermal waste treatment, which can be classified 
by their application fields [11]. Waste incinerators with 
mechanical grates are mainly used to treat household waste 
[11]. In terms of household waste incinerators, Zhuang 
et al. [12] investigated a numerical simulation method of 
municipal solid waste incinerators to realize a digital twin 
system. Due to the uniform temperature distribution, flu-
idized bed incinerators are primarily built to burn sewage 
sludge and municipal solid waste [11]. Rotary kilns are 
very flexible in terms of different types of waste streams. 
Therefore, rotary kilns are widely used for the incineration 
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of hazardous waste [11]. For the optimization of rotary 
kilns, many models have been developed. Liu and Specht 
[13] investigated the residence time behavior of hazardous 
waste fractions in rotary kilns. The heat and mass transfer 
of rotary kilns were researched, for example, by Chen et al. 
[14] and Silcox and Perching [15]. Further research work 
can be classified as thermal conversion investigations in 
oxygen-rich [16, 17] and oxygen-free [18] atmospheres, 
as well as other topics [9, 19].

Additionally, hazardous waste incineration plants should 
be divided into co-incineration plants and standalone incin-
eration plants. Co-incineration plants like rotary kilns within 
cement plants are characterized by the treatment of mainly 
well-known waste streams. In contrast, standalone hazard-
ous waste incineration plants face various hazardous input 
streams [20]. In the research field of co-incineration plants, 
Yao et al. [21] proposed a concept for modeling the thermal 
efficiency of a cement clinker calcination system. Further-
more, Zhang et al. [22, 23] investigated a co-incineration 
system by a numerical simulation to predict mixed waste 
streams' granular motion and combustion interactions within 
a rotary kiln. Finally, Xu et al. [24] established a soft sen-
sor that can predict the temperature distribution within the 
rotary kiln by combining computational fluid dynamics and 
multilayer perceptrons. Many digital modeling tools exist 
within the context of standalone hazardous waste incinera-
tion plants. Guillin-Estrada et al. [25] published a tool for 
predicting mechanical failures in predictive maintenance. 
Pirttiniemi [26] investigated a novel methodology to support 
the rotary kilns' design process. Furthermore, several ther-
mochemical-based simulation models have been published 
to optimize the performance of rotary kiln incinerators 
[27–29]. Additionally, Wajda et al. [20] developed a digi-
tal tool for creating batch-wise waste mixtures to optimize 
the operation of rotary kilns. Nolte introduced an intelligent 
control system for minimizing the CO emission peak loads 
within hazardous waste incineration plants [6].

To summarize, there are a lot of investigations published 
in the fields of hazardous waste incineration plants. How-
ever, all these optimization approaches rely on knowledge 
about the composition and properties of the introduced 
waste streams. Since many hazardous waste fractions can-
not be analyzed [27], there is a need for an advanced digital 
support tool. Therefore, a novel virtual representation of a 
hazardous waste rotary kiln incineration plant is first intro-
duced in this work. Combining transient and steady-state 
thermochemical-based simulation models with a machine 
learning algorithm enables the determination of historical 
hazardous waste feed streams. The determination of multiple 
historical hazardous waste feed streams allows the creation 
of a fuel analysis data base, which is the basis for optimizing 
the performance of each standalone hazardous waste incin-
eration plant due to using the data base knowledge in terms 

of recurring fractions. The present paper describes the novel 
digital support tool, which is based on the virtual representa-
tion methodology. Furthermore, the virtual representation 
will be applied and validated within Vienna's hazardous 
waste incineration plant at Simmeringer Haide. Thus, the 
paper discusses the following sections:

• Definition of virtual representations within the energy 
sector

• State of the art of hazardous waste rotary kiln incinera-
tion

• Methodology of the thermochemical-based plant simula-
tion model

• Methodology of data processing for waste input streams
• Test series for parametrization and application of the 

plant simulation model
• Methodology for the overall virtual representation frame-

work
• Simulation results for parametrization test series
• Applications for optimizing the hazardous waste incin-

eration based on the virtual representation

The methodology and simulation results of the novel 
virtual representation for the hazardous waste incineration 
plant are based on the funded research project Thermal Twin 
4.0 [30]. The holistic virtual representation framework for 
the determination of waste stream compositions and further 
applications for the optimization of the hazardous waste 
incineration plant is reached by interdisciplinary collabo-
ration between experts in the research fields of chemical 
engineering, energy systems, and thermodynamics as well 
as informatics.

Concept and Methodology

The overall concept and methodology of the virtual rep-
resentation framework of the hazardous waste incineration 
plant are based on the broad definition of virtual representa-
tions within the energy sector. Furthermore, the state-of-the-
art hazardous waste rotary kiln incinerators, the leveraging 
thermochemical-based plant simulation model, and the data 
processing approaches are the building blocks for the overall 
virtual representation framework. Finally, investigated test 
series with the hazardous waste incineration plant of Wien 
Energie in Vienna at Simmeringer Haide are explained to 
parametrize and validate the plant simulation model.

Definition of Virtual Representations in the Energy 
Sector

First, to develop a vir tual representation frame-
work, it is essential to discuss the definition of virtual 
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representations in the energy sector. The term”virtual 
representation” can be used as the overall expression of 
virtual objects mirroring a physical process [31]. In litera-
ture, there are several terms like”digital model”,”digital 
shadow”, digital twin” and”digital predictive twin” used 
synonymously for virtual representations [31, 32]. Kritz-
inger et al. [32] and Aheleroff et al. [33] classified these 
terms according to the data integration level. In Fig. 1, 
the virtual representation classification levels of data 
integration are visualized. Therefore, the digital model 
represents a virtual representation with only manual data 
communication between physical and virtual components 
[32]. Digital shadows are based on uni-directional and 
digital twins on a bi-directional real-time data commu-
nication [32]. The highest data integration level can be 
reached within digital predictive twins, where the virtual 
models and the data communication can predict future 
operation conditions [33].

Additionally, to the virtual representation definition 
concerning the data integration level, Tao et al. [34] pub-
lished the 5D model, which defines that each digital twin 
shall be based on five dimensions. Within this work, the 
5D model is used for any kind of virtual representation 
independent on the data integration level. The five dimen-
sions are the physical and virtual component, data man-
agement, service, and the connections in-between [31, 
34].

Subsequently, the state of the art of hazardous waste 
rotary kiln incineration plants, the considered waste 
incineration plant in Vienna at Simmeringer Haide, and 
the developed thermochemical-based simulation models 
and data processing steps are discussed. The definition of 
virtual representations in terms of data integration level 
and dimensions forms the foundation for the following 
virtual representation framework in the implementation 
section.

Hazardous Waste Rotary Kiln Incineration

The thermal treatment of hazardous waste fractions is con-
ducted to eliminate harmful substances and compounds and 
minimize the amount of deposited waste, which reduces the 
related greenhouse gas emissions [35]. The thermal conver-
sion of waste streams is based on exothermic oxidation reac-
tions of the waste with atmospheric oxygen [11, 36]. Com-
bustible waste streams consist mainly of carbon, hydrogen, 
oxygen, sulfur, nitrogen, and chlorine, which are building up 
together the ultimate analysis. Furthermore, the amount of 
ash and water is building up together with the fixed carbon 
and volatile compounds the proximate analysis. The ther-
mal conversion of solid waste streams is initiated through 
heating. In contrast, the combustion of liquid and gaseous 
waste streams is started by exceeding the ignition tempera-
ture with the presence of a spark. Furthermore, for complete 
combustion, enough temperature, enough turbulence for a 
thoroughly mixed fuel with air, as well as sufficient resi-
dence time is needed [36]. Therefore, the mix of fuel and 
air is essential to reach complete combustion. Excess air 
means a decrease in the combustion temperature, resulting 
in incomplete oxidation or efficiency decrease. Lack of air 
also results in incomplete combustion. In addition to the 
combustion air input, oxygen is provided through the fuel 
itself, which decreases the required oxygen amount from the 
combustion air. Further details about combustion and reactor 
types can be found in [11, 36, 37].

The present work focuses on integrating a virtual rep-
resentation in the hazardous waste rotary kiln incineration 
plant from Wien Energie in Vienna at Simmeringer Haide. 
Therefore, a 3D visualization of the considered plant in 
Fig. 2 and a basic flow diagram in Fig. 3 are shown. Therein 
it can be seen that the rotary kiln is the central combus-
tion unit. The waste feeding to the rotary kiln is realized 
through several input lines in the front wall of the rotary 
kiln. As shown in Fig. 3, four solid waste streams are fed to 

Fig. 1  Virtual representation stages concerning the data integration level [31–33]
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the rotary kiln, which are direct and shredded barrels, bun-
ker, and hospital waste. Bunker waste and direct barrels are 
fed through the same front wall input. The shredded barrels 
are mixed with parts of the bunker waste, which are mainly 
screenings from the sewage treatment plant. Additionally, 

four liquid and pasty input lines are installed. Two lances 
are feeding mainly masterbatch (MB) fractions, which are 
solvent mixtures as well as extra light heating oil (HEL), 
heavy heating oil (HS), and waste oil (WO) during heating-
up. The front wall burner mainly processes WO and again 

Fig. 2  3D visualization of the hazardous waste rotary kiln incinerator in Vienna at Simmeringer Haide [38]

Fig. 3  Basic flow diagram of hazardous waste rotary kiln incinerator in Vienna at Simmeringer Haide
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HEL for the heat-up procedure. Furthermore, a pasty lance 
is installed, wherein a mix of pasty waste and waste water 
is fed. These waste streams are burned with primary air in 
the rotary kiln and the post-combustion chamber (PCC) at 
900–1400 °C [11]. In the PCC, secondary air is introduced 
to provide oxygen for combustion. Tertiary air and addi-
tional waste water are also mainly introduced to control the 
combustion temperature. Afterwards, the hot flue gas heat is 
used in the waste heat recovery boiler (WHRB) to produce 
superheated steam for the steam turbine to produce electric-
ity and district heat. The WHRB consists of two superheat-
ers (SH), two evaporators (EV), one economiser (ECO), the 
steam drum (SD), and the coated fin wall, which is also part 
of the evaporator system. Finally, the flue gas is cleaned 
with an electrostatic precipitator, two scrubber units, and an 
activated carbon filter. The heat exchanger system (HEX) is 
installed to use the flue gas heat before the scrubber system 
to heat-up the flue gas after the scrubber system to reach the 
required temperature for the following activated carbon bed. 
After the last coarse cleaning step, the flue gas is introduced 
to the overall fine gas cleaning steps starting with a selective 
catalytic reduction unit. The fine gas cleaning units at the 
Wien Energie site are used to clean all flue gas streams out 
of different combustion lines.

The operation of a hazardous waste rotary kiln incinera-
tion plant is very challenging. One of the main challenges 
arises from batch-wise waste feeding, which results in peak 
load emissions of mainly carbon monoxide and soot [6]. 
Besides the batch-wise feeding of barrels and bunker waste, 
it is also essential to introduce a balanced mix of waste 
streams in the rotary kiln, which is more or less constant 
over time regarding the heating value. The solid fractions 
are not entirely analyzed regarding waste composition and 
heating value. As a consequence, it is challenging to realize 
constant operation conditions. Therefore, the rotary kiln's 
standard operation and the WHRB must be far from the 
design point. Typically, an average steam production load of 
around 80% from the design point of the WHRB is pursued 
to allow reserve capacity to cope with the peak loads due to 
batch-wise feeding of inhomogeneous waste streams [27].

Concluding, the operation of the hazardous waste incin-
eration plant is more reactive than proactive in tackling the 
challenging operating conditions due to inhomogeneous 
waste input and composition. To solve this problem, the vir-
tual representation of the hazardous waste incineration plant 
is developed to determine the not entirely analyzed waste 
fractions. Furthermore, the knowledge about the composi-
tion and heating value of recurring waste streams is used to 
optimize the rotary kiln operation. Subsequently, the virtual 
representation main building blocks with the thermochemi-
cal-based modeling approach and the executed data process-
ing steps are explained.

Thermochemical-Based Plant Model 
of the Hazardous Waste Incineration Plant

A thermochemical-based simulation model was developed 
to enable the determination of not entirely analyzed waste 
fractions. The simulation model is written in Python and is 
built up of transient and steady-state models. As shown in 
Fig. 3, the whole hazardous waste rotary kiln incineration 
plant is divided into nine sub-units. The rotary kiln (sub-unit 
1) and the PCC (sub-unit 2) form the combustion process. 
Afterwards, within the WHRB (sub-units 3–5), the flue 
gas heat produces superheated steam as input for the steam 
turbine. After steam generation, the flue gas is introduced 
to the gas cleaning section (sub-units 6–9). The simulation 
model does not cover the gas cleaning section to optimize 
the calculation time. The overall simulation model is based 
on a sequential modeling approach. Subsequently, the ther-
mochemical-based simulation models of the implemented 
sub-units rotary kiln, PCC, and WHRB are explained.

In Fig. 4, the thermochemical-based modeling approaches 
of the rotary kiln according to [39] and the model of the 
PCC are visualized. Therein, it can be seen that the rotary 
kiln is implemented in the overall plant model as a thermo-
chemical-based transient model. Therefore, the rotary kiln 
is discretized through a one-dimensional cylindrical grid 
divided into a predefined number of uniform sections in the 
axial direction. The rotary kiln is divided into 1 m sections 
in the axial direction for this approach. The wall of each 
axial section is further discretized in the radial direction to 
model the heat losses to the environment. Additionally, the 
front wall is discretized in the axial direction to implement 
the front wall cooling. The waste fractions are introduced in 
the first rotary kiln section (cell 1). The lumpy waste frac-
tions with bunker and shredded waste are treated as solid 
phases with decreasing bed height along with the rotary 
kiln, according to [40, 41]. The direct barrels and hospital 
waste fractions can be treated as discrete barrel elements by 
considering that the barrels are firstly heated up before the 
liquid and solid fractions inside are converted to gas species. 
In the present work, the barrel fractions of direct barrels 
and hospital waste are treated as solid phases to simplify 
the model. Additionally, the pasty waste fraction is mixed 
with waste water and can be fed into the rotary kiln over 
an additional lance. However, the pasty waste fraction is 
treated as solid fraction due to the similar physical behavior. 
Therefore, the bunker waste, shredded waste, direct barrels, 
hospital waste, and pasty waste fractions are treated as solids 
and simplified introduced as a solid mixture into the rotary 
kiln for this approach. The front wall burner converts the 
liquid oil model, mostly WO, to a gas model within the first 
cell. Therefore, the flame length is set to 1 m to end within 
the first section. The MB fractions, fed through two lances 
together with atomized steam, are treated as liquid phases, 
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which are assumed to fully react over a defined spray length, 
where the gaseous reaction products are added as sources to 
the gas phase and the solid products (e.g., ash) to the solid 
bed phase. Additionally, primary and front wall burner air 
are added as gas models to deliver the necessary oxygen 
for the combustion reaction. The ash fraction, which is part 
of the solid and liquid model, is assumed to be inert and is 
transported with the solid bed phase to the PCC, where it is 
entirely removed through the wet deslagger. The ash frac-
tion is modeled as fixed inert composition with  SiO2 as main 
component. Therefore, the influences of heavy metals and 
salts due to fouling are modeled by fixed values and influ-
ences due to emission peaks are neglected. The residence 
time of the solids within each cell could be implemented 
through a mean residence time dependent on the geometry, 
volume flow, and the rotary kiln speed according to [13]. 
For this approach, the residence time of the solids, which is 

dependent on the solid phase bed height, is assumed to be 
constant due to a constant rotary kiln speed. A reference is 
made to [39] for further information on material transport.

In addition to the material transport, heat transfer is inte-
grated into the simulation model [42]. In the rotary kiln the 
following heat transfer mechanisms are considered:

• heat conduction through the wall depending on the brick-
work,

• thermal convection between gas/solid, gas/wall and wall/
solid,

• and thermal radiation between wall/solid, gas/solid, and 
gas/wall.

Finally, the mass transfer within the rotary kiln is 
defined. Therefore, the solid fraction passes through the 
drying, devolatilization, gasification, and oxidation phase 

Fig. 4  Modeling approaches of the rotary kiln and post-combustion chamber

Table 1  Considered combustion reactions in the transient rotary kiln model [6, 44]

Important heterogeneous reactions (solid–gas)
 Partial oxidation of carbon C +

1

2
O

2
→ CO ΔRH

0
= −110.5kJ∕mol (1)

 Complete oxidation of carbon C + O
2
→ CO

2
ΔRH

0
= −393.5kJ∕mol (2)

Important homogeneous reactions (gas–gas)
 Oxidation of carbon monoxide CO +

1

2
O

2
→ CO

2
ΔRH

0
= −283.0kJ∕mol (3)

 Oxidation of hydrogen 2H
2
+ O

2
→ 2H

2
O ΔRH

0
= −241.8kJ∕mol (4)

 Oxidation of methane CH
4
+ 2O

2
→ CO

2
+ 2H

2
O ΔRH

0
= −802.6kJ∕mol (5)

 Oxidation of volatiles CxHyOz +
(

x +
1

4
y −

1

2
z
)

O
2
→ uCO

2
+

1

2
yH

2
O ΔRH

0
≪ 0kJ∕mol (6)

 Oxidation of sulfur S + O
2
→ SO

2
ΔRH

0
= −574.0kJ∕mol (7)

 Hydrogenation of chlorine Cl +
1

2
H

2
→ HCl ΔRH

0
= −213.6kJ∕mol (8)
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[43]. The liquid fractions are evaporated, and the gas 
fractions are oxidized according to the available oxygen. 
Nitrogen is assumed to be inert. Furthermore, global reac-
tions are defined to consider the reaction kinetics. The 
considered reactions, except the evaporation of water, are 
summarized in Table 1.

Further details regarding combustion reactions in rotary 
kilns can be found in [6, 36, 39]. Ash melting phases are 
not considered within the transient model of the rotary kiln. 
Concluding, the transient gas and solid mass and species, 
as well as the coupled energy balance of gas, solid, and 
the inner wall cell balances, are solved iteratively for the 
whole kiln. After each iteration, the radial energy balance 
of the outer kiln mantle wall cells and the axial energy bal-
ance of the outer front wall cells are solved. The boundary 
conditions are updated for each time step. Hence, transient 
changes in fuel feed are included. The boundary conditions 
within each cell enable the transient approach, which hands 
over the energy state to the following cell. This approach 
ensures the transient behavior because the rotary kiln model 
is aware of the mass and energy balances of the previous 
periods. Therefore, a continuous fuel feed can be balanced. 
After the time step calculation of the kiln, the gas and solid 
results at the kiln outlet boundary are handed over to the 
steady-state model of the PCC, where the gas is further oxi-
dized by the secondary and tertiary air inlet stream. The 
secondary air is increased by a fixed cooling air, discovered 
by an extensive false air measurement campaign [38]. In the 
PCC also, waste water is introduced, which is evaporated 

immediately. In addition to the gas model, also the ash 
is handed over from the rotary kiln to the PCC, which is 
entirely removed from the system by the wet deslagger in the 
form of slag and scrap. Therefore, the PCC model simplifies 
that no ash is transported with the gas phase to the WHRB. 
Furthermore, water from the wet deslagger is evaporated 
in the PCC and transferred to the gas model in the form 
of vapour. To determine the evaporated water from the wet 
deslagger, a fixed ratio dependent on the solid input stream 
is introduced. To summarize, the PCC consists of gas–gas 
reactions and water evaporation from the waste water lance 
and the wet deslagger.

After the PCC, the resulting flue gas is introduced in the 
steady-state model of the WHRB. The steady-state model 
approach for the PCC and WHRB is chosen to decrease the 
calculation time of the simulation model. Compared to the 
rotary kiln combustion processes, the reaction time of the 
gas–gas reactions in the PCC and the heat exchange in the 
WHRB are much faster. Therefore, the steady-state approach 
also delivers reasonable solutions. The WHRB, visualized in 
Fig. 5, consists of two tube bundle evaporators, two super-
heaters, the injection cooler, the economiser, and the steam 
drum. Additionally, the WHRB is coated with a fin wall, 
which is not visualized in Fig. 5. In the fin wall, water evapo-
ration occurs in the same way as within both evaporators. 
Firstly, the hot flue gas is introduced to the first natural circu-
lation evaporator for steam generation. Afterwards, the flue 
gas is used for steam superheating in a two-step process. The 
remaining flue gas heat is used for steam generation within a 

Fig. 5  Modeling approach of waste heat recovery boiler
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second natural circulation evaporator and in the economiser 
to preheat the feed water. The preheated feed water is fed 
to the steam drum, which is connected with the two natural 
circulation tube bundle evaporators and the fin wall. The 
evaporator units return a water-steam mixture to the steam 
drum, where the mixture is separated. Saturated steam is 
fed to the pre-superheater, wherein it gets overheated in the 
first step. Finally, the superheated steam is cooled down via 
injection cooler before introducing it into the final superheat-
ing step. The overheated steam is converted within a steam 
turbine to electricity and heat. In the steady-state model of 
the WHRB, the following heat transfer processes are con-
sidered according to [42]:

• heat conduction through the tube bundles and the fin 
wall,

• thermal forced convection between gas/fin wall, gas/tube 
bundles, steam/tube bundles, and water/tube bundles,

• thermal free convection between water-steam mixture/fin 
wall and water-steam mixture/tube bundles,

• and thermal radiation between gas/fin wall and gas/tube 
bundles.

The heat loss from the steam drum and fin wall to the 
environment is neglected in the WHRB model. The fin wall 
is divided into five sections related to the number of sub-
units in the WHRB (see Fig. 5). Therefore, the evaporation 
and heat transfer from the fin wall is partly considered in 
each unit. For solving the steady-state model of the WHRB, 
the mass- and energy balances are solved through a sequen-
tial approach. Firstly, the mass- and energy balances of the 
evaporator 1 are solved. Afterwards, the following cells final 
superheater, pre-superheater, evaporator 2, and economiser 
are solved. This results in an iterative approach to implement 
the characteristics of natural circulation. For this reason, the 

produced amount and steam temperature in the superheaters 
influence the flue gas temperature and vice-versa.

Finally, the transient rotary kiln model and the steady-
state model of the PCC and WHRB have to be connected. 
Therefore, the plant model, shown in Fig. 6, delivers the 
sequential approach for solving the thermochemical-based 
hazardous waste incineration model. The plant model is fed 
with input data for a given time interval. For this approach, 
a minute timestep is chosen. First, the solver must be ini-
tialized, wherein materials, reactions, and other properties 
like spray and flame length are defined. Furthermore, the 
sub-units have to be created to form the plant model. Sub-
sequently, the plant model starts after initializing the tran-
sient rotary kiln solver, which is solved for every timestep. 
Afterwards, the rotary kiln solver results are handed over 
to the PCC solver, where the mass- and energy balances 
are solved with new input values for the PCC. Finally, the 
results of the PCC, together with new inputs, are fed to the 
WHRB to solve the final mass- and energy balance for steam 
production. Each mass- and energy balance delivers itself 
a unique solution. Due to the linkage of a vast number of 
mass- and energy balances, an iterative solution must be 
applied. Therefore, the mathematical solution of the plant 
model's mass- and energy balances is found by applying 
the linear algebra function of the NumPy library [45–47] 
based on Python. Each solver runs as long the stop criterion 
is not reached. Therefore, a predefined number of iteration 
steps are executed, or the iteration changes are less than a 
predefined value.

The described thermochemical-based plant model ena-
bles the calculation and validation of operation conditions. 
Before running the plant model, several data processing 
steps must be executed to feed the solver with appropriate 
values.

Fig. 6  Sequential thermochemical-based plant model
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Data Processing Approaches of the Hazardous 
Waste Incineration Plant

In the previous chapter, the thermochemical-based plant 
model is described. In addition to the thermochemical-based 
model assumptions, the data sources and the related data 
processing have to be discussed. Several data bases need to 
provide appropriate data sets to enable a smooth operation 
of the plant model. Data inputs of online measured sensor 
values from the control system data base provide informa-
tion about flow rates, temperature and pressure profiles, 
gas analytics, and much more. Offline measured laboratory 
analysis values from the laboratory data base provide infor-
mation about fuel, ash, and slag compositions. Additionally, 
delivery data from the delivery data base provide informa-
tion about the delivered waste stream, which consists of the 
supplier information, waste code, quantity, and storage loca-
tion. All mentioned data inputs must be preprocessed and 
further processed to convert them to appropriate data sets 
for the plant model. Furthermore, a fuel classification model 
is introduced to connect waste codes according to [48] with 
a novel waste code classification.

All data processing steps are based on Python. The pan-
das [49] and NumPy [46] libraries are used for data preproc-
essing and processing all input values for the solver. The raw 
data sets are based mainly on sensor data, which detects only 
changes in sensor values. Therefore, the data sets must be 
preprocessed to deliver uniform periodic datasets. Due to 
the slow reaction behavior of the plant, minutely time steps 
are chosen. Data gaps are closed through a forward filling 
process. The preprocessed datasets are the basis for the fol-
lowing data processing steps:

1. selection of a time period,
2. generation of material inputs for all waste streams,

a. determination of a waste composition mixture for all 
solid fractions,

b. determination of a waste composition for each liquid 
and pasty fraction,

3. generation of material inputs for air streams,
4. generation of data for other individual sensors,
5. generation of JSON solver input files based on all gener-

ated data.

In Fig. 7, the waste stream input determination method-
ology is visualized. Therein, it can be seen that the deliv-
ered liquid and pasty waste streams are mainly mixed to 
reach homogenous fuel compositions. HEL and HS are 
only used within the burner and lances for heat-up and 
holding modes. The mass and volume flow of the liquid 
and pasty waste streams are determined via processed 

sensor values from the control system data base. The waste 
compositions of the pasty and liquid waste streams are 
mostly set values. In Table 2, the assumed values for ulti-
mate and proximate analyses are listed. The ultimate anal-
ysis values and the water content are based on laboratory 
values [27] and standard values [36]. Except for the water 
content, the proximate analysis values are based on own 
assumptions, which refer to approximate values from other 
liquid fuel compositions [50, 51]. The waste water fraction 
is approximated with pure water. The masterbatch waste 
composition is mainly based on daily laboratory analysis 
values. Not entirely analyzed ultimate analysis values from 
MB are based on a determination via the offline analyzed 
higher heating value (HHV) and the formula of Boie [36]. 
Finally, the liquid waste inputs via burner and lances and 
the pasty waste and waste water mix via the pasty lance 
are handed over to the rotary kiln solver. The waste water 
lance input in the PCC is also provided as a liquid fuel to 
the PCC solver.

The solid waste stream inputs are mostly not entirely ana-
lyzed. The developed virtual representation shall be able to 
close this gap. The applied methodology for handling solid 
waste inputs can be seen in Fig. 7. Therefore, the bunker 
waste deliveries are directly fed to the bunker after passing 
the truck scale and are assumed as a homogenous daily mix. 
The mass flow of the bunker waste is determined via the 
weight from the crane scale over a specific period. Direct 
barrels are converted via the barrel chute in the rotary kiln 
as a whole. The daily order of direct barrels is determined, 
which are fed via a conveyor belt. The mass flow for the 
direct barrel input is determined via barrel counter over 
period and barrel weight. The shredded waste is introduced 
over a separate input line in the rotary kiln. Harmless bar-
rels are shredded and mixed with bunker waste and small 
amounts of liquid fuels. The liquid fuels are neglected 
because of the low quantities. The added bunker waste is 
mostly screenings. For this reason, the added bunker waste 
is assumed as screenings with a share of 12.5 m.%. The 
assumed ultimate and proximate analyses for the screenings 
are listed in Table 2. For determining the hospital waste 
input, the deliveries entry information and the pusher sensor 
data for counting the barrels are used. Finally, the solid fuel 
input in the rotary kiln solver is determined by mixing the 
four solid input lines. The compositions of the solid input 
lines bunker waste, direct barrels, shredded waste, and hos-
pital waste are mostly non-analyzed. Therefore, a novel fuel 
classification model has been developed.

The fuel classification model is based on a vast fuel 
data base. More than 200 samples of proximate and ulti-
mate analysis are listed for regularly used acids, caustics, 
oils, biogenic and fossil residues, chemicals, solvents, and 
plastics. The development of the fuel data base is based on 
the chemical compositions of two available fuel data bases 
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Fig. 7  Data processing steps within the hazardous waste incineration plant
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[50, 51], and internal laboratory data from Wien Energie. 
Subsequently, the sample data base builds up proximate 
and ultimate analysis value ranges based on 3–5 character-
istic sample points. According to [48], the fuel classifica-
tion model comprises the most frequently used waste codes 
within the input lines: bunker waste, direct barrels, shredded 
and hospital waste. The classification model consists of 29 
bunker, 25 direct barrel, 14 shredded, and 6 hospital waste 
codes. The fuel classification is visualized in ternary plots 
(see Fig. 8), which represent a combination of ultimate and 
proximate analysis ranges for each waste code in each solid 
waste input line. The general methodology of the ternary 
plots highlights high calorific waste streams in the left and 
low calorific waste streams in the right bottom corner.

The fuel classification model data base builds the founda-
tion for approximating compositions for the introduced solid 
waste streams. Within the data processing approach, ultimate 
and proximate analysis values for each solid waste stream 
are chosen, built up by a combination of the underlying sub-
classes for each waste code. The determined compositions 
for the solid waste input streams complete the required data 
inputs for the plant model.

To summarize, the plant model in Fig. 7 is fed with pro-
cessed volume and mass flows from sensor values based on 
the control system data base. Furthermore, daily analyzed 
laboratory data for masterbatch and predefined compositions 
for the other liquid and pasty waste streams are introduced 
to the plant model. Moreover, the determined fuel composi-
tions of the solid waste streams out of the fuel classification 
model, together with the waste code and supplier informa-
tion out of the delivery data base enable the solid waste 
characterization for the following plant model. The plant 
model is fed with several liquid streams and the solid fuel 
mixture, determined through the individual waste streams. 
Additionally, ash and slag analysis from the laboratory data 
base and further sensor values from the control system data 
base complete the input values for the plant model. Finally, 
the plant model delivers minutely time-dependent results 
for temperature and pressure profiles, flow rates as well as 
major and minor flue gas components. The periodic results 
are compared with sensor values from the control system 
data base. For this reason, the mean absolute percentage 
error (MAPE) as metrics is calculated. If the metrics surpass 
a certain predefined tolerance, the fuel composition values 
of the solid waste streams based on the fuel classification 
model are modified and again fed to the plant model until 
the results of the plant model fit well with the sensor values.

Test Series of the Hazardous Waste Incineration 
Plant

The virtual representation has to be parametrized before 
it can be used to determine not entirely analyzed waste Ta
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fractions, as mentioned within the first implementation 
step. Therefore, a series of test runs were executed in April, 
October, and November 2021. The simulation order for para-
metrization of the plant model and the following determina-
tion of not entirely analyzed waste fractions is visualized 
in Table 3. Therein, it can be seen that the plant model is 
parametrized with data points where only one solid waste 
input stream was fed. Within the parametrization step, all the 
set values in the plant model are adjusted until the results 
are consistent with the sensor values from the control system 
data base. Afterwards, the virtual representation is used to 
determine not entirely analyzed solid waste fractions. First 
of all, test run periods with only bunker and hospital waste 
are introduced. Subsequently, data points with bunker waste 
and direct barrels and further data points with more and 
more waste input streams are considered. Liquid and pasty 
waste streams, except HEL for heat-up and holding mode 
operation, are not listed in Table 3 for simplification. The 
pasty input line is usually in operation as long as there is 
pasty waste in the storage. The waste water input line in the 
PCC is always in operation and helps with temperature regu-
lation. Furthermore, the burner and one of both lances are 

also always in operation. To summarize, the test series from 
2021 is the basis for the parametrization described in the 
following chapter. Determining not entirely analyzed waste 
streams will be the next step after the parametrization and 
is not executed within this work.

Implementation of the Virtual 
Representation in the Hazardous Waste 
Incineration Plant

Finally, the implementation of the virtual representation is 
based on the described concepts and methods from the pre-
vious chapters. Therefore, the raised definition of virtual 
representations provides the requirements for the devel-
oped framework. Therein, the described thermochemical-
based plant model and the data processing steps are the 
main building blocks within the overall virtual representa-
tion framework, which is subsequently presented. After-
wards, the simulation results for the parametrization test 
series are explained. The parametrized plant model enables 
the determination of not entirely analyzed waste streams to 
create a fuel analysis data base. In the end, possible future 

Fig. 8  Fuel classification visualization from the general methodology (top), bunker waste (a), direct barrels (b), shredded waste (c) and hospital 
waste (d)
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applications of the virtual representation, which are based 
on the fuel analysis data base are discussed.

Overall Virtual Representation Framework 
for the digitization of the Hazardous Waste 
Incineration

The overall virtual representation framework is dependent 
on the foreseen application. Therefore, an implementation 
concept is introduced, which can be seen as a four-stage 
process according to the data integration level of Kritz-
inger et al. [32] and Aheleroff et al. [33]:

1. Digital Model: Determination of not entirely analyzed 
historically fed waste streams to create a fuel analysis 
data base

2. Digital Shadow: Implementation and use of fuel analy-
sis data base for the optimization of the plant perfor-
mance

3. Digital Twin: Automation or semi-automation of haz-
ardous waste rotary kiln incineration plant operation

4. Digital Predictive Twin: Forward planning of hazard-
ous waste rotary kiln incineration plant operation

To enable the determination of not entirely analyzed 
waste fractions, the parametrization of the plant model, 
which is explained in the following chapter needs to be ful-
filled. Only the parametrization of the plant model, which 
is the basis for all the following implementation levels, is 
realized in this work. In the first implementation level (digi-
tal model), all the data communication is done manually to 
create a fuel analysis data base based on the results of the 
virtual representation simulation approach. Nevertheless, the 
following overall virtual representation framework includes 

Table 3  Simulation order regarding test series 2021 for parametrization of the plant model and determination of not entirely analyzed waste 
streams

Test series 2021 simulation order Waste input streams (X = in operation / (X) partly in operation)

Bunker waste Direct barrels Shredded waste Hospital waste HEL 
(lances + burner)

Parametrization Plant model
 2nd Nov. 09:30–12:00 X
 9th Nov. 13:00–15:00 X
 23rd Nov. 12:50–15:00 X

Determination of not entirely ana-
lyzed waste input streams

 16th Nov. 14:30–17:00 X
 10th Nov. 17:50–22:20 X
 14th Nov. 09:30–13:20 X
 14th Nov. 14:30–19:15 X
 15th Nov. 09:05–19:25 X
 8th Nov. 10:00 – 9th Nov. 08:00 X X
 19th Nov. 14:20–17:20 X X
 10th Nov. 07:10–17:50 X X
 25th Nov. 18:35–22:05 X X
 27th Nov. 12:40–16:20 X X
 24th Nov. 08:50 – 25th Nov. 05:00 X X
 25th Nov. 23:50 – 26th Nov. 08:35 X X
 26th Nov. 12:00 – 27th Nov. 02:40 X X
 27th Nov. 03:35–12:15 X X
 27th Nov. 16:40 – 28th Nov. 12:35 X X
 17th Nov. 10:30 – 19th Nov. 14:20 X X X
 20th Nov. 09:10 – 23rd Nov. 12:10 X X X
 29th Oct. 14:30 – 31st Oct. 10:00 X X X X
 17th April 10:00 – 19th April 04:00 X X X X
 19th April 04:00 – 23rd April 16:00 X X X X
 26th Oct. 00:00 – 29th Oct. 08:00 X X (X) X
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implementation steps two and three, which are the digital 
shadow and the digital twin. The digital shadow can use the 
knowledge about recurring fractions from the fuel analysis 
data base out of the first implementation step to improve the 
plant performance due to optimizing, for example the order 
of waste inputs or the air inlet. The digital twin is based on 
bi-directional data communication, enabling the automation 
or semi-automation of the plant operation or waste manage-
ment. Finally, the digital predictive twin enables the forward 
planning of the plant operation or waste management.

An overall virtual representation framework has to be 
established to enable the application of the virtual represen-
tation within all the mentioned data integration levels from 
the implementation concept. Furthermore, the framework 
follows the methodology for developing virtual representa-
tions within the process development framework of energy 
plants, presented by Hammerschmid et al. [31]. The overall 
methodology combines the aforementioned thermochemical-
based plant model and data processing approaches to form 
a novel virtual representation framework for the digitiza-
tion of the hazardous waste rotary kiln incineration, shown 
in Fig. 9. Therein, the hazardous waste rotary kiln incin-
erator at the Wien Energie site in Vienna at Simmeringer 
Haide builds up the physical component. The control system 
data base represents the interface to the data management. 

Therefore, all the online measured sensor values are handed 
over to the data management. The data management, which 
is the middleware, is located on a local edge device and 
based on Python´s Pandas library [49]. Within a two-step 
process, the sensor values and values from other data bases 
are processed to prepare appropriate datasets for the thermo-
chemical-based plant model. The sensor values are always 
recorded if there is any change. Therefore, the sensor values 
must be filtered and forward filled in the data preprocessing 
step to create appropriate datasets for the raw data storage. 
The delivery data base, which includes the waste codes, sup-
pliers, and the delivery quantity, introduces this informa-
tion to the raw data storage via the fuel classification data 
base. All the waste code proximate and ultimate analysis sub 
classes are stored therein. Thus, the waste information from 
the delivery data base allows the selection of an appropriate 
ultimate and proximate analysis from the fuel classification 
data base, which is determined over a random combination 
of predefined subclasses within any waste code. The fuel 
analysis determination process can be supervised manu-
ally. Subsequently, the determined fuel compositions are 
introduced together with the offline analysis data from the 
masterbatch out of the laboratory data base to the raw stor-
age data. Afterward, the collected data sets are further pro-
cessed to mix fuels and create appropriate data inputs for the 

Fig. 9  Overall virtual representation framework for the digitization of the hazardous waste rotary kiln incinerator
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simulation model. The processed datasets are stored in a fur-
ther data storage to enable a data buffer before introducing 
the data sets in the thermochemical-based plant simulation 
model. Furthermore, the aforementioned implementation 
stages have to be considered. The first implementation stage 
(digital model) is determining the ultimate and proximate 
analysis of historically fed waste streams. The following 
stages use this knowledge within a fuel analysis data base to 
enable further applications like the optimization of the plant 
performance. Within the digital model approach, the virtual 
component includes the thermochemical-based plant model 
and the process validation step. In the following implemen-
tation steps, the virtual component will be extended by a 
machine learning (ML) algorithm. These models are oper-
ated on the same local edge device as the data management 
approaches. The plant model is fed with the data sets from 
the data management, and the results are validated with sev-
eral sensor values. If the comparison values are close enough 
to the results from the plant model, the validated data set is 
fed to the service dimension's fuel analysis data base. Sup-
pose the comparison values do not pass the validation step, 
the fuel classification data base chooses another combination 
of subclasses for the fuel analysis, and the plant model is fed 
with new data sets. If enough waste streams are determined 
and stored in the fuel analysis data base, these data sets can 
be used to train the ML algorithm for advanced implementa-
tion stages. The trained ML algorithm can be used to replace 
the random selection of an ultimate and proximate analysis 
within the fuel classification data base to simplify the data 
management.

The service dimension also depends strongly on the fore-
seen implementation stage. The determination of not entirely 
analyzed waste inputs within the digital model stage is based 
on a local edge device with a fuel analysis data base, wherein 
the valid data sets are stored. Suppose the fuel analysis data 
base should be further used to optimize the process perfor-
mance of the hazardous waste rotary kiln incineration plant, 
the service dimension has to be expanded by at least two fur-
ther layers. Within the often used three-tier architecture [52], 
the data access layer, which is the fuel analysis data base is 
expanded by the service application, which represents the 
logic layer, and the data visualization, which can be seen as 
the presentation layer [52]. The service application can be 
local or web-based. To support the plant operation and waste 
management, web-based applications could be favorable to 
create a platform-independent solution. In the service appli-
cation layer, the knowledge about recurring waste fractions 
from the fuel analysis data base can be used to optimize 
waste management or plant operating procedures. There-
fore, exemplary knowledge about liquid waste fractions ena-
bles the determination of target values for the solid waste 
mix in terms of mass flow and fuel analysis, which are also 
fed to the service application layer. The data visualization 

layer presents the proposed actions for optimizing the plant 
performance or the order of waste inputs within the waste 
management. The data visualization layer is the web-based 
frontend where the stakeholders can interact with the appli-
cation. The connection dimension is responsible for data 
communication. Within the digital model implementation 
stage, only manual communication workflows are realized 
to determine the not entirely analyzed solid waste streams, 
which results in a fuel analysis data base. In Fig. 9, all the 
manual data communication from the physical component 
to the fuel analysis data base in the service dimension are 
illustrated by dashed lines. For further advanced applications 
in the digital shadow and digital twin implementation stage, 
the data communication will be realized with PROFIBUS, 
a field bus communication standard [53]. In the following 
digital shadow implementation stage, characterized by a uni-
directional data communication, all the manual data flows 
are replaced by PROFIBUS. Furthermore, the data com-
munication will be extended by a data transfer from the ML 
algorithm to the fuel classification data base and the data 
transfer within the service dimension from the fuel analy-
sis data base to the data visualization. In the digital twin 
implementation stage, the results of the plant model are fed 
to the service dimension. In the service application layer, 
which represents the logic, control commands will be sent 
automatically to the control system data base to optimize the 
plant performance. Further control commands can be sent 
to the delivery data base to optimize waste management. 
Further information regarding data communication can be 
found in [54].

Based on this overall virtual representation framework, 
first test series were executed to parametrize and validate 
the plant model. Finally, future applications of the virtual 
representation framework are discussed.

Parametrization of Plant Model

Before the virtual representation can be used to determine 
not entirely analyzed waste streams, the plant model's para-
metrization must be executed. Based on the test series in 
Table 3, three datasets with HEL as fuel input were cho-
sen to parametrize the plant model. Due to the well-known 
HEL input during heat-up and holding modes, these test 
runs are suitable for the parametrization process. The overall 
virtual representation framework from Fig. 9 was applied 
for the parametrization. Therefore, the sensor values from 
the control system data base within the test run periods 
from Table 3, together with the well-known HEL compo-
sition from the fuel classification data base are processed 
within the data management and further introduced to the 
plant model. The plant model results are checked within the 
process validation stage. If the sensor values from the flow 
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rates, pressure, and temperature profiles from the flue gas 
and overheated steam, as well as the flue gas major compo-
nents, deviate too much from the plant model results, the set 
values within the plant model were adjusted. The following 
set values within the plant model were adjusted:

• fixed air inputs in the rotary kiln and the PCC, which 
were detected during a wrong air measurement campaign 
[38],

• fixed amount of water which will be evaporated in the 
wet deslagger,

• decrease of the heat transfer within the WHRB due to 
fouling,

• fixed amount of heat loss in the post combustion cham-
ber.

The MAPE has been chosen as a metric to quantify the 
deviation between sensor values and plant model results. 
Furthermore, it has to be noted that the calculation of the 
overall MAPE is based on a weighting of the sensor values. 
For example, the major gas components are weighted with 
the highest and the flue gas temperatures within the WHRB 
with the lowest factor. The deviation between the minor 
gas component results with the sensor values are neglected 
within the parametrization step. The reason is the assump-
tion of complete combustion in the plant model, which leads 

Fig. 10  Simulation and validation results from the test run of Nov. 2nd with HEL input
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to zero CO emissions. The HCl content is neglected in the 
parametrization step due to the assumption of chlorine-free 
HEL, which also leads to zero HCl emissions. The para-
metrization of the plant model and the relating adjustments 
of the aforementioned set values were executed as long 
the MAPE was for all three chosen test runs (see Table 3) 
smaller than 12%. In Fig. 10, the simulation and validation 
results of the test run from Nov 2nd are exemplarily visual-
ized to show the excellent correlation within the parametri-
zation. The visualized test run period is based on a holding 
mode with HEL as fuel input. In the beginning of the cho-
sen test run period, a deviation between sensor and solver 
results especially for the temperature values can be seen. 
The consistent decrease of the temperature sensor values 
in the beginning can be explained by a transient response 
from full-load operation to holding mode with HEL. The 
assumed ultimate and proximate analysis values for HEL 
can be found in Table 2. The fluctuations of the volume flow 
sensor value of the flue gas can be explained by disturbances 
of the measuring orifice.

Afterwards, the plant model can be seen as parametrized 
and is ready to determine not entirely analyzed waste inputs. 
Subsequently, the test series from Table 3 will be processed 
to investigate the first test runs with only one not entirely 
analyzed waste input stream. Then, the test runs with vari-
ous not entirely analyzed waste inputs can be conducted. 
Finally, the future applications of the virtual representation 
are discussed, which are enabled due to the parametrization 
of the plant model.

Future Applications of the Virtual Representation

The parametrization of the plant model enables the broad 
use of the virtual representation to optimize the waste man-
agement, operation, and maintenance of the hazardous waste 
rotary kiln incineration plant. In Table 4, the possible future 
service applications of the virtual representation are listed. 
Therein, it can be seen that the possible service applications 
are ordered according to the data integration level. Suppose 
the virtual representation is used as a digital model, mean-
ing only manual data communication between the virtual 
and physical dimensions takes place. In that case, the crea-
tion of the fuel analysis data base can be realized, which is 
the basis for all the following services. The digital shadow 
is characterized as one-directional data communication and 
can be used to optimize the waste input order and plan the 
waste delivery. Furthermore, the kiln operation can be moni-
tored and optimized regarding stable operation conditions. 
In terms of maintenance, the digital shadow can monitor 
the plant components and plan downtimes. The digital twin 
enables bi-directional data communication. Therefore, the 
automated optimization of the waste management or plant 
operation is possible due to automated feedback from the 

virtual to the physical plant. The final data integration level 
of the digital predictive twin helps to provide a support tool 
for the waste management, plant operator, or maintenance 
staff to predict future stocks, operation conditions, or down-
times. Finally, the digital predictive twin can be used to train 
plant operators. However, the list of service applications is 
not exhaustive, and other service applications can also be 
investigated.

Conclusion and Outlook

The scope of this publication was the investigation of a 
framework to realize a virtual representation for the digiti-
zation of a hazardous waste incineration plant. Based on the 
state-of-the-art 5D model and data integration level, a novel 
virtual representation framework for the use within a stan-
dalone hazardous waste rotary kiln incineration plant was 
investigated. The virtual representation framework consists 
of the physical plant, which communicates with the data 
management via the control system data base. The sensor 
values out of the control system data base together with fur-
ther values from other data bases will be processed to cre-
ate appropriate datasets for the following plant model. The 
determination of the waste composition of the solid waste 
streams is supported by the novel fuel classification data 
base, which returns proximate and ultimate analysis value 
ranges based on the delivered waste code. The data inputs 
are fed with minutely-based datasets to the thermochemical-
based plant model to calculate the flow rates, temperature, 
and pressure profiles of the flue gas and overheated steam. 
Furthermore, the major and minor flue gas components can 
be determined. The plant model results are compared with 
the accompanying sensor values within a validation step. 
This virtual representation framework enables the determi-
nation of not entirely analyzed waste input streams to moni-
tor waste deliveries. Furthermore, this information can be 
used in terms of recurring fractions to optimize waste man-
agement and plant operation due to the better knowledge of 
waste inputs.

The thermochemical-based plant model was validated 
with test runs based on well-known waste inputs. There-
fore, three test runs from November 2021 within the haz-
ardous waste rotary kiln incineration plant at Simmeringer 
Haide in Vienna with HEL input were used to parametrize 
and validate the plant model. Within these test runs, the 
waste input is well-defined, and thus the set parameters 
within the plant model could be adjusted to reach a good 
approximation to the sensor values. The parametrization of 
the plant model and the relating adjustments of the afore-
mentioned set values were executed as long the MAPE 
was for all three chosen test runs smaller than 12%. The 
parametrized plant model enables the application of the 
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virtual representation for the determination of not entirely 
analyzed solid waste streams. Thereby, the solid waste 
compositions are adjusted according to the ultimate and 
proximate analysis value ranges out of the fuel classifica-
tion data base as long as the plant model results are near to 
the sensor values. Various determined solid waste streams 
are building up the fuel analysis data base, which is the 
basis for further virtual representation applications. If the 
determined solid waste streams recur, the knowledge can 
be used to optimize the waste management, operation, and 
maintenance of the hazardous waste rotary kiln incinera-
tion plant. The possible applications range from digital 
model services with offline data communication to digital 
predictive twin services with automatic data communica-
tion coupled with predictive simulation models. First of 
all, the creation of a fuel analysis data base by the deter-
mination of not entirely analyzed waste streams is crucial 
to enable further advanced applications. To obtain trust-
worthy results, a long-term test run is important to validate 
the determined waste stream compositions with offline 
laboratory analysis. In this way, the assumptions regard-
ing bunker, shredder and barrel storage can be approved. 
The storage management together with set values regard-
ing the wrong air amounts, fouling and heat losses are the 
key influencing factors in the virtual representation. For 
achieving digital control, it is essential to ensure reliable 
measurements. For this reason, periodic control measure-
ment campaigns with accompanying calibration are very 
important.

Summing up, the presented parametrized virtual rep-
resentation framework is the basis for the determination 
of not entirely analyzed solid waste streams and further 
applications to optimize the performance of the waste 
management, operation, and maintenance within a fully 
digitized hazardous waste rotary kiln incineration plant. 
To validate the whole virtual representation framework, 
the determination of not entirely analyzed waste input 
streams should be accompanied by a comprehensive 
fuel analysis test series to enable a proof of concept. 
The thermochemical-based plant model can be enlarged 
by more detailed reaction mechanisms or fluid dynamic 
modeling approaches. Further improvements to the plant 
model can be realized by implementing a mechanism to 
integrate the aging of brickworks within the rotary kiln. 
The comprehensive implementation of heat losses to the 
environment within all the sub-units can also be marked 
as a possible optimization step. Implementing the flue gas 
cleaning units and combining the thermochemical-based 
plant model with 3D models could enable further service 
applications, especially in the maintenance sector. How-
ever, the presented virtual representation framework for a 
fully digitized hazardous waste incineration plant could 

help contribute to a high-efficiency thermal conversion of 
hazardous waste. First investigations showed that through 
the implementation of the novel framework within the 
hazardous waste incineration plant in Vienna at Simmer-
inger Haide, an overall efficiency increase of more than 5% 
can be reached. After a long-term test run of the virtual 
representation in the foreseen hazardous waste incinera-
tion plant, the tool can be transferred to other identical 
hazardous waste rotary kiln incinerators. Furthermore, the 
virtual representation can be parametrized to other rotary 
kiln incineration plants for example within the cement 
and paper industry. Through the modular structure of the 
virtual representation, the tool can be also used for other 
types of incinerators after adapting the simulation and data 
acquisition models.
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Abstract: The production of sustainable, biomass-based synthetic natural gas (SNG) and Fischer–
Tropsch (FT) diesel can contribute significantly to climate neutrality. This work aims to determine
the commercial-scale production costs and CO2 footprint of biomass-based SNG and FT diesel to
find suitable integration scenarios for both products in the Austrian energy system. Based on the
simulation results, either 65 MW SNG and 14.2 MW district heat, or 36.6 MW FT diesel, 17.6 MW FT
naphtha, and 22.8 MW district heat can be produced from 100 MW biomass. The production costs
with taxes for wood-based SNG are 70–91 EUR /MWh and for FT diesel they are 1.31–1.89 EUR /L,
depending on whether pre-crisis or crisis times are considered, which are in the range of fossil market
prices. The CO2 footprint of both products is 90% lower than that of their fossil counterparts. Finally,
suitable integration scenarios for SNG and FT diesel in the Austrian energy system were determined.
For SNG, use within the energy sector for covering electricity peak loads or use in the industry sector
for providing high-temperature heat were identified as the most promising scenarios. In the case of
FT diesel, its use in the heavy-duty traffic sector seems most suitable.

Keywords: gasification; methanation; Fischer–Tropsch; simulation; techno-economic assessment;
CO2 footprint

1. Introduction

The increasingly visible climate change around the world requires sustainable solu-
tions. The European Green Deal [1] aims to set the path to Europe’s climate neutrality
by 2050. Currently, only approximately 20% of Europe’s gross final energy consumption
is covered by renewable energy sources (RES). In Austria, even more ambitious targets
are being set for climate neutrality by 2040. Considering the RES share of 36.5% based on
Austria’s gross final energy consumption, sustainable solutions in the whole energy system
must be found quickly. The most considerable proportion of greenhouse gas emissions are
caused by generating electricity, heat, cold, and fuels using fossil feedstocks like natural
gas, coal, and mineral oil [2].

In addition to already proven renewable technologies, such as solar PV, wind power,
hydropower, and heat pumps using environmental heat, bioenergy can contribute signif-
icantly to achieving climate neutrality. The most significant advantage of bioenergy is
that there is great potential, especially in Austria, to produce the required energy sources,
such as electricity, heat, and fuels, with domestic raw materials. The use of lignocellulosic
biomass in the heat and power sector has already been proven for decades. Furthermore, oil
crops have been used to produce biodiesel for many years. Sugar and starch crops are used
within fermentation plants to produce bioethanol. Additionally, sugar and starch crops can
be fed together with biodegradable municipal solid waste to anaerobic digestion plants
to generate heat, power, and biomethane. Gasification technologies play a crucial role in
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expanding the range of bioenergy products [3]. At TU Wien, dual fluidized bed (DFB)
gasification technology has been investigated for decades. It has been proven that this
technology is suitable for use with a wide range of raw materials. Almost all lignocellulosic
biomass and significant parts of biogenic residues can be converted to high-quality prod-
uct gas, mainly consisting of hydrogen, carbon monoxide, carbon dioxide, and methane.
After purification of the produced gas, it can be converted into high-value products such
as hydrogen, synthetic fuels, synthetic natural gas, or platform chemicals in addition to
electricity and heat production in a gas engine or gas turbine [4].

In 2002, the first demo plant based on DFB gasification technology for the production
of heat and power based on woody biomass went into operation in Güssing (AT), with a
thermal fuel power of 8 MWth. In the following 15 years, more than 100,000 h of operation
were achieved. This successful demonstration resulted in the construction of further
commercial plants on a scale of 3.8 to 15.5 MWth in Oberwart (AT), Villach (AT), Senden
(DE), Nongbua (TH), and Wajima (JP) in the last two decades. Many plants have been
forced to shut down recently due to high production costs for heat and electricity using
high-quality wood chips. As a result, research work in recent years has been focusing on
using lower-grade feedstocks [5] and producing higher-grade synthesis products such as
synthetic natural gas (SNG) [6] or Fischer–Tropsch (FT) diesel. In 2009, the world’s first
fluidized bed methanation pilot plant, with a SNG power of 1 MWSNG, was integrated
into the existing DFB plant in Güssing. The largest DFB plant to date, with a scale of
33 MWth, was commissioned in Gothenburg (SE) in the frame of the GoBiGas project
in 2013 [7]. In the GoBiGas project, the product gas was used to produce 20 MW SNG
in a fixed-bed methanation synthesis process. In 2022, a DFB plant using lower-grade
feedstocks with a scale of 1 MWth was commissioned in Vienna (AT) at a waste processing
location. Additionally, the product gas in Vienna can be converted in a FT slurry reactor
to FT products [8–10]. Due to the large number of DFB facilities, nearly 200,000 industrial
operating hours could be collected, demonstrating the DFB gasification process. Therefore,
the DFB gasification process itself has already reached the commercial scale. The DFB
demo plant in Vienna helps to test and investigate the use of lower-grade feedstocks in an
industrial operational environment, thereby increasing the technological readiness level.
From a scientific and technical point of view, fixed-bed methanation has been successfully
demonstrated in Gothenburg. However, the Gothenburg plant was forced to shut down
for economic reasons. Alternatively, fluidized bed methanation can be used for SNG
production with the advantage that, instead of a multi-stage fixed bed methanation, only a
single-stage fluidized bed methanation unit is required for the production of the desired
raw-SNG. To commercialize fluidized bed SNG and FT diesel production based on product
gas from DFB gasification, a further demo plant in an operational environment, covering
the process from biomass supply until product use, is required to check the findings of the
pilot plants in long-term test runs [11].

Based on a study from TU Wien [11], the Austrian Government decided to fund the
establishment of a 5 MWth demonstration plant for the biomass-based production of SNG
and FT diesel. With the help of this demo plant, the remaining knowledge gaps in terms
of long-term behavior should be closed. The findings should be used to promote the
commercialization of DFB technology in connection with SNG and FT diesel production in
Austria. Numerous researchers have investigated the technical feasibility of the primary
process units of the assessed process routes. The technical feasibility of the DFB gasification
process with different feedstocks, bed materials, and gasification temperatures has been
investigated intensively at the pilot scale [4,5,12]. Additionally, it was demonstrated at
the pilot scale that DFB gasification, coupled with oxyfuel combustion, can capture an
almost pure CO2 stream in the flue gas in addition to a high-quality product gas [13–15].
Furthermore, intensive development work has already been carried out concerning the
layout and design of DFB plants [16]. Moreover, the large-scale demonstration of DFB
plants [7] and studies on their implementation in existing industries [17] have been executed.
Furthermore, the necessary gas cleaning steps following the gasification process have been
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successfully demonstrated [18,19]. The experimental validation and demonstration of the
methanation unit [6,20–22] and FT synthesis [23–27] have also been conducted.

Summing up, the technical feasibility of the production of biomass-based SNG and
FT diesel has been proven. After the first operation phase with the 5 MWth demo plant,
the remaining knowledge gaps can be clarified, and commercialization can start. As-
sessments for similar process routes regarding the production costs [28,29] and the CO2
footprint [29,30] have been conducted and presented in the literature. However, neither a
techno-economic nor an environmental analysis have been performed yet based on, from
the current view, optimized commercial-scale concepts with the goal of reaching the status
of drop-in fuels according to the Austrian gas grid feed-in guidelines [31] and synthetic
fuel standards [32]. This analysis is urgently needed to determine a suitable integration
strategy for the two products in the Austrian energy system. Furthermore, the investigation
of energy system integration scenarios allows us to study socio-economic impacts such as
sectoral competitiveness.

For this reason, this paper investigates commercial-scale concepts for producing wood-
based SNG and FT diesel at a thermal fuel power of 100 MW for integration in the Austrian
energy system. In detail, the paper discusses the following sections:

• Potential analysis of biogenic feedstock suitable for DFB gasification in Austria;
• Modelling of commercial scale concepts for the production of biomass-based SNG and

FT diesel;
• Techno-economic and ecological assessment of both routes;
• Development of integration scenarios for biomass-based SNG and FT diesel in the

Austrian energy system.

Based on the developed commercial scale concepts, the mass and energy balances of
both process routes are calculated. The simulation results are the basis for determining the
production costs and CO2 footprints. To consider the economic impact of the crises arising
from the Ukrainian war and COVID-19 on the Austrian energy market, the techno-economic
analyses are based on the reference years 2019 (pre-crisis level) and 2022 (crisis level). With
the help of the production costs, the CO2 footprint, and the Austrian biomass potential, the
substitution possibilities, the influence on the sectoral greenhouse gas emissions, and the
sectoral gross value added can be calculated. Finally, suitable integration scenarios can
be proposed for using biomass-based SNG and FT diesel in the Austrian energy system.
Concluding, based on existing literature, the paper provides a novel comprehensive techno-
economic and ecological assessment of the commercial-scale production of biomass-based
SNG and FT diesel with the aim of reaching the status of drop-in fuels according to
the Austrian gas grid feed-in guidelines and synthetic fuel standards. Thus, the techno-
economic and ecological impact on various Austrian energy sectors can be calculated by
substituting fossil natural gas and diesel with biomass-based SNG and FT diesel.

2. Materials and Methods

In the following section, all applied methods are discussed. The biomass poten-
tial analysis builds the basis for defossilization capacities in the Austrian energy system.
Furthermore, commercial scale concepts are presented to provide information approxi-
mately assumptions within the process simulation. Additionally, the methodologies for the
techno-economic and ecological assessment are explained. Finally, scenarios for integrating
biomass-based SNG and FT diesel into the Austrian energy system are discussed.

2.1. Potential Analysis of Biogenic Feedstock

For the discussion of the integration possibilities of DFB plants into the Austrian
energy system, it is necessary to determine the biomass potential for such plants in Austria.
The evaluation of the biomass potential until 2050 is based on studies from the Austrian
biomass association [33], the feasibility study “Reallabor” [11], and studies from Dißauer
et al. [34] and Hammerschmid et al. [35]. A fluidized bed gasifier is able to process various
raw and residual materials since fluidized beds have proven to be robust and fuel-flexible
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for the thermo-chemical conversion of various feedstocks [4,5,11]. The following defined
biomass potentials refer to the year 2050 and can be understood as reduced technical
potentials [35,36]. The reduced technical potential in 2050 can be seen as the additional
amount of biomass made available by political and social changes and efforts without
endangering sustainable agriculture and forestry. Table 1 lists the technical biomass po-
tential from different literature studies. The value for woody biomass ranges between
50–126 PJ/a, including forest biomass, bark, and sawmill by-products. Thus, a reduced
technical potential of 75 PJ/a is assumed in this study. A range of 100–200 PJ/a can be
determined for the technical biomass potential of agricultural raw materials and residues,
which comprise short-rotation wood, straw, beet leaves, corncobs, grapevine pruning, and
miscanthus within this study. The available values of the mentioned studies are partly
based on very ambitious expansion targets for short-rotation wood and miscanthus. Fur-
thermore, ambitious targets for the energetic utilization of straw were adopted. To ensure
sustainable agriculture, a lower reduced technical potential of 80 PJ/a is assumed for the
present study. Furthermore, the technical biomass potential of other biogenic residues
and waste are investigated, including waste wood, sewage sludge, manure, and biogenic
rejects from several industries. The mentioned studies list an additional technical biomass
potential of 10–67 PJ/a, which corresponds to a reduced technical biomass potential of
30 PJ/a.

Table 1. Analysis of reduced technical biomass potential in 2050.

Property Classes
and Components

Additional Technical
Biomass Potential 2050

(Study Dißauer
et al. [34])

Additional Technical
Biomass Potential 2050

(Study Biomass
Association [33])

Additional Technical
Biomass Potential 2050
Scenario “High” and

“Biomasse Max”
(Study Kranzl et al. [37])

Additional Reduced
Technical Biomass

Potential 2050
(Present Study)

Woody biomass 126 PJ/a 50 PJ/a 110 PJ/a 75 PJ/a

Agricultural raw
materials and

residues
126 PJ/a 200 PJ/a 100 PJ/a 80 PJ/a

Other biogenic
residues and waste 67 PJ/a 50 PJ/a 10 PJ/a 30 PJ/a

In total, an additional reduced technical biomass potential of 185 PJ/a is defined within
this potential analysis based on literature values. Additionally, the potential analysis in [11]
showed that a plant size of 100 MWth builds up a good compromise between low specific
investment costs due to economy of scale and sustainable biomass procurement. At this
point, it must be mentioned again that, in any case, attention must be paid to sustainable
agricultural and forestry management.

2.2. Commercial Scale SNG and FT Production Concepts

The underlying commercial-scale process concepts of the FT diesel and SNG routes
are presented as a basis for the techno-economic and ecological assessment and scenarios
for technology roll-out. The conceptual design of the biomass-based FT diesel and SNG
route described in this chapter is based on experience through the operation of laboratory,
pilot, and demonstration plants. Furthermore, commercial DFB plants were scientifically
monitored. The scalability of all the investigated individual process units has already been
demonstrated in other applications, at least on a demonstration scale.

Figure 1 depicts the proposed process routes for producing SNG and FT products
from woody biomass on a 100 MWth scale. The process flowsheet is divided into four
main sections: resource supply, gasification, gas cooling, cleaning, and synthesis, and
gas upgrading. Both process routes only differ in the synthesis and gas upgrading steps,
depending on the desired product. Otherwise, the same process layout can be utilized,
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which reduces the engineering efforts for both routes. Note that the process routes are
meant as standalone SNG or FT production routes and are only displayed together to save
space and showcase their similarity. Furthermore, only the main process units are shown in
the simplified process flow diagram (PFD). Heat displacement and regeneration steps are
omitted for better legibility. Process simulation of this flow sheet was performed with the
process simulation software IPSEpro 8.0. The process simulation is based on wood chips as
the fuel. The assumed biomass composition can be found in the Supplementary Materials.
Furthermore, no variations were considered with regard to fuel. However, experiments
have shown that the main components of the resulting product gas hardly change, but the
impurities vary strongly due to the fuel variation [5]. Consequently, more impurities in
the product gas would require a more extensive product gas cleaning section. Moreover,
research is still needed for the large-scale use of low-grade fuels such as sewage sludge in
DFB gasification. Therefore, the developed plant concept only applies to woody biomass.
A detailed list of the assumptions and process parameters used for the simulation is shown
in the Supplementary Materials.
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Figure 1. Simplified process flow diagram of the 100 MWth FT and SNG routes (note: FT and SNG
production are standalone routes but are displayed together in this picture).

The resource supply section consists of the on-site fuel handling and storage, as well
as a dryer to reduce the moisture content of the fuel to an optimal and constant level
for gasification, which is approximately 20%. In this study, the considered fuel is woody
biomass (cf. Section 2.1).

The heat required for drying is supplied internally through heat displacement. The
gasification section at approximately 820 ◦C is based on the advanced DFB steam gasifica-
tion technology, utilizing a mixture of olivine and limestone as a bed material (80/20 wt.%)
in contrast to the classical, industrially proven DFB steam gasification. The product gas,
which mainly consists of H2, CO, CO2, CH4, and H2O, leaves the gasification reactor and is
cooled to 180 ◦C in heat exchangers (PG cooler). In the coarse gas cleaning section, dust
is removed in a baghouse filter (PG filter) and tars are separated in a biodiesel scrubber
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at 40 ◦C based on the solvent rapeseed methyl ester (RME). Additionally, water vapor
condenses in the biodiesel scrubber and enables the separation of water-soluble substances
from the product gas, like ammonia (NH3). The tar-rich RME and the condensed water are
directed into a phase separator (solvent regen). Here, the liquid separates into a clear RME
phase, an emulsion phase, and a water phase. The clear RME phase is recirculated to the
scrubber, while the water phase is evaporated, superheated, and reused as a gasification
agent in the gasification reactor. In this way, the freshwater consumption of the DFB system
is reduced. The emulsion phase consists of a mixture of RME, absorbed tars, and water,
and is utilized as additional fuel in the combustion reactor. Downstream of the biodiesel
scrubber, part of the product gas is recirculated to the combustion reactor to provide the
necessary heat for gasification. This way, there is no need for an external fuel supply to
the combustion reactor during the process. In the fine gas cleaning section, all remaining
impurities that harm the catalysts during the synthesis processes and are unwanted in
the final product are removed. Activated carbon filters (AC filters) remove light aromatic
compounds such as benzene, toluene, or naphthalene, as well as sulfur compounds such
as hydrogen sulfide (H2S). The activated carbon filters are operated through temperature
swing adsorption (TSA), and the regeneration is carried out with steam at 250 ◦C [38]. The
contaminated steam is disposed of in the post-combustion chamber. At this point, the
requirements of the FT and SNG processes, and, therefore, the process chains, start to differ.

For the SNG route, the product gas is compressed to 10 bar in a two-stage inter-
cooled compressor and preheated to 250 ◦C. ZnO acts as a protection layer against sulfur
breakthrough. The conversion of syngas to raw-SNG takes place in a cooled fluidized
bed methanation reactor at 320 ◦C in the presence of a nickel catalyst. A thermodynamic
equilibrium model is used for this stage. After heat recovery, a condenser separates water
from the raw SNG, and the gas enters an amine scrubber for CO2 removal. The condensed
water is fully reused within the process, e.g., for steam regeneration of the activated carbon
or for steam addition upstream of the methanation reactor. In the last step, the gas is dried
in a glycol scrubber and transferred to the natural gas grid following the specifications of
the Austrian gas grid (ÖVGW G B210 [31]).

The product gas is compressed in three stages to 21 bar for the FT route. After the
second compression step, CO2 is removed in an amine scrubber at 10 bar, and recycled tail
gas from the steam reformer is added to the product gas stream. Similar to the SNG route,
the syngas is preheated, passes a ZnO guard bed and enters a FT slurry reactor at 230 ◦C.
For the simulation of the FT reactor, the extended Anderson–Schulz–Flory distribution
from Förtsch et al. [39], with modeling parameters according to Pratschner et al. [40], and a
single-pass CO conversion of 50% are assumed. Liquid FT products are withdrawn from the
slurry reactor and pumped into a hydrocracker. The hydrocracker converts long-chain FT
products with hydrogen on a platinum catalyst to shorter molecules and thus increases the
output of the desired diesel fraction. A consecutive distillation separates the product from
the hydrocracker into different molecular weight fractions. Gaseous molecules (C1–C3)
are directed to the steam reformer, and C4–C9 molecules are sold as a naphtha fraction
to a refinery. Long-chain waxes (C20+) are recycled to the hydrocracker and converted to
low-boiling hydrocarbons (C1–C19). The properties of the desired diesel fraction (C10–C19)
are further adjusted in a hydrotreater, allowing the production of drop-in diesel fuel with
similar properties to its fossil counterpart, according to DIN EN 15940 [32]. The gaseous
phase leaving the FT slurry reactor consists of molecules with different chain-lengths and
unconverted syngas. Thus, a quench column condenses C10+ hydrocarbons pumped to the
fractional distillation. A further condensation step separates a naphtha fraction from the
remaining gas. C1–C3 molecules and unconverted syngas are brought to a steam reformer
to reclaim CO and H2. The necessary heat for the steam reformer is provided through
the combustion of a partial flow (15%) of the gas itself. The reformed tail gas is then
reintroduced to the process upstream of the FT slurry reactor for further conversion.

Furthermore, CO2 and district heat are generated as side products from these processes.
Additionally, for the FT route, a naphtha fraction can be sold to the refinery. CO2 is a main
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component in the product gas and is separated in amine scrubbers with an assumed purity
of 95%. After upgrading, the CO2 is sold and creates additional revenues. District heat is a
result of the thermal nature of the involved processes. Heat sources and sinks are matched
in this study so that no external heat supply is required. Nevertheless, heat at temperature
levels above 100 ◦C remains, which can be utilized as district heat and create additional
revenues. The processes also generate water at various steps along the process chains
(e.g., RME scrubber, condensation steps, etc.), which is assumed to be internally reused for
steam production (e.g., gasification agent, regeneration of activated carbon, etc.). Because
of the water and hydrogen content of the biomass, typically more water is produced than
consumed. Therefore, wastewater disposal costs are included for the effluent streams.
However, a potentially necessary water upgrading for the internally recycled water is
neglected. For the DFB gasification process itself, the internal use of steam as a gasification
agent from the condensed water phase from the RME scrubber, with pre-evaporation to
remove unwanted impurities via the post-combustion chamber, is industrially proven.

2.3. Techno-Economic and Ecological Assessment

The techno-economic and ecological assessment is performed based on the process
simulation of the biomass-based SNG and FT diesel route. The techno-economic inves-
tigation follows the net present value method, which analyzes a pending investment by
discounting future payments and revenues to the present. The levelized costs of products
(LCOP) in terms of synthetic natural gas and FT diesel are calculated according to Equation
(1). Thus, the LCOP are influenced by the total capital investment costs of the plant (I0),
the annual expenditures (E), the annual revenues of secondary products (Rsec. prod.), and
the annual quantity of the produced main product (Mt,main prod.). The discounting of the
revenues, expenditures, and the annual quantity of the produced main product is con-
sidered using the cumulative discount factor (CDF) according to Equation (2), which is a
function of the interest rate (i) and the plant lifetime (n) [41–44]. The total capital invest-
ment costs of the biomass-based SNG and FT diesel route with a 100 MWth thermal fuel
power scale are based on the visualized methodology in Figure 2. For the techno-economic
assessment, the process route is divided into two sections. The first plant section, from
the biomass feeding system until the primary product gas cleaning, has been built already
several times worldwide at a commercial scale with a plant size from 8–32 MWth [11].
According to the order of magnitude method [11,45], the inflation-adjusted total capital
investment costs of the plants in Güssing, Oberwart, and Senden are used to determine
the total capital investment costs of an average DFB plant with a thermal fuel power of
15 MWth. The final total capital investment costs for a 100 MWth scale for the first plant
section are calculated using the cost-scaling method [11] according to Equation (3). The
total capital investment costs of the second plant section are calculated via the cost-scaling
of inflation-adjusted literature values according to Equation (3). The purchased equipment
costs are multiplied by a Lang factor of 4.87 for solid-fluid-processing plants, according to
Peters et al. [46], to consider all additional costs like instrumentation and control, piping,
or electrical equipment. The expenditures and revenues are calculated based on simulation
results and cost rates for all operating utilities. Two base years for calculating the LCOP for
SNG and synthetic FT diesel are selected, namely 2019 and 2022. The year 2019 provides an
investigation concerning the pre-crisis level. The increased energy prices after COVID-19
and the Ukraine war are reflected by the base year 2022. For the SNG process route, the
expenditures are compensated by the revenues from the sale of district heat and captured
CO2. In the FT process route, naphtha is produced as a by-product in addition to CO2
and district heat. Additionally, the resulting LCOP values are based on a plant lifetime of
20 years. Further details on calculating the total capital investment costs and the considered
cost rates and assumptions for the techno-economic assessment are summarized in the
Supplementary Materials.
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The resulting LCOPs for both routes are compared with the market prices of their
fossil equivalents and LCOPs of alternative renewable routes. Finally, a sensitivity analysis
is conducted to analyze the influences of assumed cost rates on the resulting LCOP values.
For further details on the determination of the LCOP, a reference is made to [46]

LCOP =
I0 + E − Rsec.prod. · CDF

Mt,main prod. · CDF
(1)

CDF =
(1 + i)n − 1
i · (1 + i)n (2)

Ceq,design = Ceq,base ∗
Sdesign
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r

∗ Z ∗ CEPCIbase year

CEPCI 2019
2022

(3)

Additionally, an ecological assessment of both process routes is conducted to analyze
the CO2 footprint of the produced synthetic products. The process balance boundaries are
defined by a Well-to-Tank approach [47,48]. The calculation of greenhouse gas emissions
is based on the unit CO2 equivalents (CO2e) in order to achieve a standardization of the
climate impact of different greenhouse gases. Therefore, the CO2 footprint of both process
routes is determined by calculating the direct and indirect greenhouse gas emissions of
the main utilities, including the built-in steel and concrete, via ecological factors. The
ecological factors are mainly based on databases from the Federal Environmental Agency
of Austria [49], Germany [50], and the database of the software tool GEMIS 5.0 [51]. For the
ecological factor of the consumed electricity, it is assumed that green electricity is used [49].
In accordance with the IEA [49], the energy allocation method was applied to allocate the
resulting absolute CO2e emissions to the primary and secondary products. The functional
unit for the techno-economic and ecological assessment is MWhSNG for the SNG route
and lDiesel for the FT route. At this point, it must be mentioned that for a holistic life
cycle assessment of the two biomass-based products, many other ecological factors such as
acidification potential, eutrophication, and land use have to be considered in addition to
the CO2 footprint. Further details on calculating the ecological footprint are summarized
in the Supplementary Materials.
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2.4. Scenarios for Integrating Biomass-Based SNG and FT Diesel in the Austrian Energy System

The techno-economic and ecological assessment of the 100 MW biomass-based SNG
and FT route form the basis for discussing the scenarios for integrating biomass-based SNG
and FT diesel into the Austrian energy system. The techno-economic assessment explained
in Section 2.3 is based on woody biomass. Other feedstocks like energy crops, straw, or
sewage sludge are mostly cheaper than woody biomass. However, the more complex gas
cleaning process in the case of non-woody biomass also induces higher investment and
operating costs. Furthermore, the ecological assessment is also based on woody biomass.
The use of different feedstocks influences the resulting CO2 footprint. Nevertheless, for the
following scenarios, the whole biomass potential from the potential analysis is considered,
assuming that the production costs and CO2 footprint of SNG and FT diesel remain constant
independent of the feedstock. In total, six scenarios for integrating drop-in FT diesel or SNG
into the Austrian energy system are discussed. The underlying demand for natural gas and
diesel is based on 2021 [2,52]. Below, the scenarios considered are explained, showing the
broad integration possibilities of the two products.

(a) SNG use in the energy sector

The first scenario is based on the use of SNG in the energy sector for defossilization of
existing heat, combined heat and power, and power plants. Due to the increasing share of
fluctuating renewable energy sources in the Austrian power grid, further flexibility options
have to be installed to ensure the security of supply. On the one hand, this can be achieved
through the increased interconnection to the European power grid with corresponding
national grid reinforcement and grid expansion projects, as well as the installation of
additional storage facilities [53]. On the other hand, existing gas-fired power plants could
be retained for peak load coverage and still be defossilized with SNG. Additionally, gas-
fired heat plants based on biomass-based SNG can decrease the CO2 footprint of existing
district heating systems directly. Within this scenario, the natural gas consumption from the
energy sector is completely substituted with biomass-based SNG based on industry prices.
The defossilization potential assumes that the natural gas consumption in the energy sector
remains constant until 2050.

(b) SNG use in the private and public sector (without mobility)

In the second scenario, the use of SNG in the private and public sector is considered,
which means that existing gas boilers in private households, public and private services, and
aggregates in the agriculture and forestry sector are retained and driven by biomass-based
SNG. Of course, renewable heat supply in the private sector can also be achieved via other
technologies, such as heat pumps or solar thermal, but the necessary high inlet temperatures
in old apartments, as they are found in Vienna, can only be achieved satisfactorily by district
heat or wood-fired boilers [54]. Therefore, the defossilization of existing gas infrastructure in
the public and private sector using biomass-based SNG can also contribute to a sustainable
energy system. The following techno-economic assessment in this scenario is based on
household prices. The defossilization potential assumes that the natural gas consumption
in this sector remains constant until 2050.

(c) SNG use in the industry

The third scenario for integrating biomass-based SNG in the Austrian energy system is
integration in the manufacturing sector. Natural gas in burners is used in different sectors
like the chemical, pulp and paper, cement, or steel industries to provide high-temperature
heat for several production processes. Integrating biomass-based SNG in the industry
would be an easy way to provide the necessary high-temperature heat without any changes
in the current utilized process chains [55]. Furthermore, the material use of natural gas
in the industry sector could be easily substituted with biomass-based SNG. The techno-
economic assessment in this scenario is based on industry prices. The defossilization
potential assumes that the natural gas consumption in the industry sector remains constant
until 2050.
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(d) FT diesel in private and public transport

Therein, the use of biomass-based FT diesel as drop-in fuel in conventional diesel
cars and buses is considered. For evaluating the defossilization potential, it is assumed,
according to [35], that the number of diesel cars and the associated diesel demand will be
reduced by half until 2050. The number of diesel buses will remain constant until 2050. The
techno-economic assessment in this scenario is based on petrol station market prices for
private consumers.

(e) FT diesel in heavy-duty traffic

The fifth scenario is based on integrating biomass-based FT diesel in the heavy-duty
traffic sector. In this sector, freight transport with light and heavy commercial vehicles (LCV
and HCV) and the diesel demand in agriculture and forestry is considered. Furthermore,
the diesel demand for inland navigation and railway is discussed. For calculating the
defossilization potential in this scenario, it is assumed that the number of LCVs will be
reduced, simultaneously with the number of cars, by half until 2050 [35]. The number of
diesel-driven HCVs, tractors, ships, and trains will remain constant until 2050 [35]. For the
techno-economic assessment, the mean value of the petrol station market price for private
consumers and the stock market diesel price is considered.

(f) FT diesel in heat and power

Finally, the sixth scenario includes the integration of FT diesel in the heat and power
sector. Therein, the diesel demand in the manufacturing and the public and private sectors
is considered. Similar to the use of SNG in industry, FT diesel can provide high-temperature
heat. The diesel demand in the public and private service sectors can be mainly attributed
to, e.g., emergency diesel aggregates in hospitals and other critical infrastructure. The diesel
demand in the manufacturing sector is assumed to remain constant until 2050, whereas a
reduction by half is assumed for the public and private sector due to a substitution with
other renewable technologies [35]. The techno-economic assessment is based on the stock
market diesel price.

These six scenarios are further investigated and compared to discuss the techno-
economic and ecological impact of each integration possibility. Therefore, the natural gas
and diesel demand in 2050 is estimated in all sectors and compared with the SNG and
FT diesel potential. Furthermore, the CO2 reduction potential (CO2ered,sector i) through the
substitution of natural gas with SNG or fossil diesel with FT diesel is investigated in each
scenario (see Equation (4)). For this, the annual amount of sectoral used gas or diesel
(Egas/diesel,sector i) is multiplied by the difference in CO2 footprints between the renewable
biomass-based product and its fossil counterpart (FP) and divided by the absolute an-
nual CO2 emissions in the respective sector (CO2etot,sector i). Finally, the techno-economic
comparison between the SNG and FT diesel production costs with the market prices (MP)
of the fossil counterpart shows the economic competitiveness (EC) of both products (see
Equation (5)). The comparison of the total additional costs or savings per year with the
gross value added (GVA) shows the economic impact in the respective sector. The GVA
is calculated from the gross production values achieved, reduced by all advance outlays.
Simplified, GVA could be described as a company’s revenue minus expenses for all kinds
of utilities. The resulting GVA is ultimately shared among all the stakeholders involved,
namely the employees, the company owners, and the state. Consequently, the EC deter-
mines the percentage by which the sectoral GVA or, in approximation, the profit changes as
a result of switching to biomass-based SNG or FT diesel.

CO2ered,sector i =
Egas/diesel,sectori ∗ FP f os.gas/diesel − FPSNG/FTdiesel

CO2etot,sectori
(4)

ECsector i =
Egas/diesel,sectori ∗ MP f os.gas/diesel − LCOPSNG/FTdiesel

GVAtotal,sector i
(5)
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Finally, alternative options for using SNG and FT diesel are discussed, which can
contribute to a sustainable energy system in the individual sectors. Consequently, in
addition to a quantitative comparison of the individual scenarios based on techno-economic
and ecological footprints, a qualitative comparison of possible alternatives can be used to
find the most suitable application for SNG and FT diesel.

3. Results and Discussion

In this chapter, all results are visualized and discussed. First of all, the input and
output streams of both commercial scale routes for producing wood-based SNG and FT
diesel with a thermal fuel power input of 100 MWth are determined. Then, the techno-
economic and ecological competitiveness of each route, regarding levelized production
costs and CO2 footprints, is assessed. Finally, the integration of biomass-based SNG and FT
diesel in several sectors of the Austrian energy system is discussed.

3.1. Input- and Output Streams of Commercial SNG and FT Production Plants

In Section 2.2, the commercial scale concepts for both investigated routes were pre-
sented. Based on these concepts, the process simulation results in terms of input and
output streams for both routes are presented in this chapter. In Table 2, the input and
output streams for the production of wood-based SNG based on 100 MWth scale are sum-
marized. Thus, it can be concluded that approximately 65 MW of SNG can be generated
from 100 MWth woody biomass. In addition, approximately 14.2 MW of district heat and
6150 Nm3/h of CO2 for storage or utilization can be recovered.

Table 2. Input and output streams for producing wood-based SNG related to a thermal fuel power of
100 MW.

Plant Input Plant Output
Input Stream Unit Value Output Stream Unit Value

Biomass (wood)
kg/h 33,250 Synthetic natural gas Nm3/h 6840

kWbefore drying 94,360 kW 64,960
kWafter drying 100,000 District heat kW 14,170

Fresh bed material (80% olivine and
20% limestone) kg/h 150 Captured CO2 for

storage or utilization Nm3/h 6150

Fresh scrubber solvent (rapeseed
methyl ester) kg/h 110 Ash and dust kg/h 350

Fresh amine (monoethanolamine) kg/h 18.4 Waste water kg/h 320
Fresh glycol kg/h 0.1
Electricity kW 4340

Table 3 shows the input and output streams for the production of wood-based FT
diesel based on a 100 MWth scale. Therein, it can be seen that through the gasification of
woody biomass with subsequent gas cleaning, FT synthesis, and FT upgrading, approxi-
mately 36.6 MW of drop-in FT diesel can be produced. Additionally, 22.8 MW district heat,
17.6 MW FT naphtha, and 3790 Nm3/h of CO2 can be recovered.

In comparison, the SNG process yields a higher energetic efficiency than the FT process.
About 79% of the chemical energy from the woody biomass can be transferred to SNG and
district heat, whereas 77% is found in FT diesel, naphtha, and district heat. Furthermore,
more CO2 needs to be captured in the SNG process due to a higher CO2 capture rate and
less carbon in the product per molecule of CH4 compared to FT products. Thus, more
amine is also needed for the scrubber. In the FT process route, more electricity is required
to reach higher synthesis pressure levels. Additionally, hydrogen is needed to upgrade FT
products in the hydrocracker and hydrotreater. The presented simulation results are the
basis for the calculation of the techno-economic and ecological results.
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Table 3. Input and output streams for producing wood-based FT diesel related to thermal fuel power
of 100 MW.

Plant Input Plant Output
Input Stream Unit Value Output Stream Unit Value

Biomass (wood)
kg/h 33,250

FT diesel
L/h 3850

kWbefore drying 94,360 kW 36,563
kWafter drying 100,000 FT naphtha L/h 2000

Fresh bed material (80% olivine and
20% limestone) kg/h 150 kW 17,561

Fresh scrubber solvent (rapeseed methyl ester) kg/h 110 District heat kW 22,823

Fresh amine (monoethanolamine) kg/h 11.5
Captured CO2
for storage or
utilization

Nm3/h 3790

Hydrogen (for hydrocracking and hydrotreating) kg/h 26.3 Ash and dust kg/h 350
Electricity kW 6120 Waste water kg/h 2635

3.2. Techno-Economic Results of Commercial SNG and FT Production Plants

Based on the simulation results, a techno-economic assessment determines the lev-
elized production costs for both commercial-scale routes. The underlying methodology
for determining the production costs for wood-based SNG and FT diesel is explained
in Section 2.3.

Figure 3 visualizes the production costs of wood-based SNG for the 100 MWth scale.
They are compared with the household and industry market prices of fossil natural gas
based on the pre-crisis year 2019 and crisis year 2022. The production costs for SNG
consist of approximately one-third each, namely, of fuel, operation and maintenance, and
investment costs. For the base year 2019, the production costs of SNG, including taxes,
are around 70 EUR /MWh. For 2022, the production costs rose to approximately 91 EUR
/MWh. The increase in production costs is attributable to all three previously mentioned
cost drivers. While the investment costs increased by 37% and the fuel costs by 27%, the
most significant price increase, with 57%, was seen for operation and maintenance (O&M)
costs. This is due to the doubling of the industrial electricity price from 2019 to 2022.
However, the price increases were partially compensated by the rising purchase prices
for district heat and CO2. Meanwhile, market prices for fossil natural gas doubled in the
household sector and tripled in the industrial sector during the period under consideration.
Consequently, production costs of wood-based SNG are at household market price levels
in 2019 and at industrial market price levels in 2022 compared to fossil natural gas.

In Figure 4 (left), the determined production costs excluding taxes for wood-based
SNG for 2019 are compared with those for alternatives based on renewable energy sources
(RES), according to Terlouw et al. [56] and Götz et al. [57]. These alternatives comprise
e-fuels based on renewable electricity and CO2 from biogenic sources and biomethane
based on manure and corn silage. The comparison shows that the production costs for
biomethane are 20–55% higher than the SNG production costs based on woody biomass in
the 100 MW scale. The e-fuels’ production costs are 175%higher than the production costs
for wood-based SNG. In this comparison, the plant scale for biomethane is considerably
lower, which is unfavorable regarding the economy of scale, and biomethane plants are not
being built much larger. In the case of e-fuels, the high production costs can be attributed
primarily to the high dependency on the underlying electricity price, which is the main
price driver.

In Figure 4 (right), the sensitivity analysis of the SNG production costs based on the
year 2022 is visualized. The most significant influence on SNG production costs is caused
by the annual operating hours, the plant lifetime, the fuel costs, and the investment costs.
Consequently, high plant availability and lifetime, and minimization of investment and fuel
costs must be realized to keep production costs low. Furthermore, a moderate influence on
SNG production costs is induced by interest rate, electricity price, maintenance, insurance
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and administration costs, and earnings through captured CO2 and district heat. Other
operating utility costs have little to no impact on SNG production costs.Energies 2023, 16, x FOR PEER REVIEW 13 of 29 
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In Figure 5, the FT diesel production costs are compared to the stock market and
petrol station prices for fossil diesel based on the pre-crisis year 2019 and the crisis year
2022. The FT diesel production costs are in the range of the petrol station prices but above
stock market prices for fossil diesel in both reference years. Furthermore, the FT diesel
production costs comprise 20–23% fuel costs, 36–39% operation and maintenance costs, and
40–41% investment costs, dependent on the base year. The FT diesel production costs with
taxes are approximately 1.31 EUR /L for 2019 and 1.89 EUR /L for 2022. The production
costs increase from 2019 compared to 2022 is in the same range as mentioned for the SNG
process route.
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Additionally, the yearly operation and maintenance costs of the FT diesel route are
67–74% higher compared to the SNG route. This is because of the higher consumption of
catalysts and electricity and higher maintenance needs. The investment costs of the FT
diesel production route are approximately 70% higher than the investment costs of the
SNG process route, while the fuel costs remain constant.

In Figure 6 (left), the FT diesel production costs excluding taxes, based on 2019,
are compared with renewable alternative routes published by Maniatis et al. [58] and
Pratschner et al. [59]. The biodiesel production routes fatty acid methyl ester (FAME) and
hydroprocessed ester and fatty acid (HEFA) based on used cooking oil show production
costs of 0.86–0.87 EUR /L and are approximately 26% cheaper than the wood-based FT
diesel at 100 MW scale. The jatropha oil-based biodiesel from the HEFA route is more
expensive than the FT diesel due to the higher fuel costs. E-fuels based on RES electricity
and industrial CO2 are approximately two to three times more expensive than wood-based
FT diesel due to the high dependency on the electricity price.

The sensitivity analysis regarding the wood-based FT diesel production costs for 2022
is visualized in Figure 6 (right). Similar to the SNG route, the main influences are the annual
operating hours, the plant lifetime, and the investment costs. However, the sensitivity to
varying fuel costs is lower in comparison to the SNG route due to their lower share within
the overall production costs.

If the techno-economics of the biomass-based SNG and FT diesel routes are com-
pared in an energy-related manner, it is noticeable that the production costs of SNG at
70–91 EUR /MWh are much lower than FT diesel with 137–198 EUR /MWh. This results
from the much higher investment costs for the production of FT diesel due to the signifi-
cantly more complex product upgrading steps. Furthermore, the O&M are higher because
more electricity is required for compression to a higher pressure level in synthesis and
hydrogen is needed in upgrading.

3.3. Ecological Results of Commercial SNG and FT Production Plants

In analogy to the techno-economic, the egologic assessment expressed by the CO2
footprint of both process routes is conducted. The underlying methodology for determining
the CO2 footprint for wood-based SNG and FT diesel is explained in Section 2.3.

Figure 7 (left) shows a breakdown of the CO2 footprint of the wood-based SNG
production route. The CO2 footprint per produced unit of SNG is 0.027 kgCO2e/kWhSNG.
The direct and indirect emissions of wood are responsible for approximately 77% of the
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total CO2 footprint. About 10% are related to using rapeseed methyl ester as a scrubber
solvent. All the other utilities, like steel, concrete, bed material, activated carbon, zinc
oxide, nickel catalyst, amine, glycol, and green electricity, cause the remaining 13% of the
overall CO2 footprint. Regarding the CO2 footprint for electricity, it must be mentioned
that the calculation is based on the utilization of green electricity. If the CO2 footprint of the
Austrian electricity mix were chosen, the total CO2 footprint of the produced SNG would
increase by 37% to 0.037 kgCO2e/kWhSNG.
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Figure 7. Breakdown of the CO2 footprint of wood-based SNG (left) and comparison with fossil and
RES alternatives (right) [30,49,60].

In Figure 7 (right), a comparison of the CO2 footprint from wood-based SNG with that
from fossil natural gas, according to Federal Environmental Agency Austria [49], and from
RES alternatives, according to a study from Jungmeier et al. [30,60], is shown. Therein, it
can be seen that using wood-based SNG at 100 MW scale instead of fossil natural gas can
save 90% of CO2 emissions. Furthermore, the CO2 footprint of wood-based SNG is also
lower compared to the renewable alternatives biomethane and e-fuel. The CO2 footprint
per kWh of biomethane, based on the average substrate mix within the European Union,
is more than double as high as the value of synthetic natural gas, mostly caused by the
emissions due to the use of corn silage or energy plants. The CO2 footprint of e-fuels using
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renewable electricity and biogenic CO2 is also in the range of wood-based SNG and quite
low. However, the CO2 footprint of e-fuels using fossil electricity is much higher than that
of fossil natural gas. Finally, it has to be mentioned that for the CO2 footprint of the biomass-
based SNG, the 6150 Nm3/h of captured CO2 during gas upgrading are not considered. If
this is considered a CO2 sink, a negative CO2 footprint of 0.127 kgCO2e/kWhSNG could be
achieved, and thereby, a below zero emission technology is possible.

In Figure 8 (left), the breakdown of the CO2 footprint for the wood-based FT diesel
is shown. The CO2 footprint of the wood-based FT diesel is 0.269 kgCO2e/lFT diesel. The
distribution of CO2 emissions is very similar to the SNG process route. Due to the larger
consumption of different catalysts in the synthesis and upgrading step, the category “other
utilities” has a slightly larger impact on the CO2 footprint compared to the SNG route.
The electricity consumption is also slightly higher due to the higher pressure level in
the synthesis step. Additionally, hydrogen is required in the upgrading steps of the FT
diesel, which also accounts for a small share of the CO2 footprint. The CO2 footprint of the
electricity is based on green electricity. If the CO2 footprint of the Austrian electricity mix
were chosen for calculating the CO2 footprint of electricity and hydrogen, the total CO2
footprint of the produced FT diesel would increase by 64% to 0.440 kgCO2e/lFT diesel.

Figure 8. Breakdown of the CO2 footprint of wood-based FT diesel (left) and comparison with fossil
and RES alternatives (right) [49,61,62].

In Figure 8 (right), the CO2 footprint of the wood-based FT diesel is compared with
that of fossil diesel, according to Federal Environmental Agency Austria [49], and of RES
alternatives, according to studies from Aichmayer et al. [61] and Pratschner et al. [62]. The
CO2 footprints of the wood-based FT diesel and the e-fuels, both based on green electricity,
are the lowest and more than 90% lower compared to the CO2 footprint of fossil diesel.
If using fossil-based electricity as an energy source for e-fuels, the CO2 footprint is much
higher than the CO2 footprint of fossil diesel. The CO2 footprint of the FAME and HEFA
process routes based on an Austrian fuel mix is 65–70% lower compared to the fossil diesel.
If cooking oil is used as a feedstock for the FAME and HEFA processes, CO2 footprints in
the same range as those of e-fuels and wood-based FT diesel can be achieved. Similar to
the SNG process route, the capturing of CO2 is not considered. By taking the capture of
approximately 3790 Nm3/h of CO2 in the upgrading step into account as a CO2 sink, a
footprint of 0.657 kgCO2e/lFT diesel could be achieved.

If the CO2 footprints of the two biomass-based products are compared, hardly any differ-
ence can be detected. The energy-related CO2 footprint of FT diesel is 0.028 kgCO2e/kWhFT diesel,
nearly the same as the SNG footprint of 0.027 kgCO2e/kWhSNG. The reason is that the
same amount of biomass is used for the production of an energy-related product unit, with
approximately the same energetic process efficiencies. In contrast to the techno-economy,
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the higher electricity demand and the use of hydrogen have not as strong of a impact, since
green electricity with a very low CO2 footprint was assumed.

3.4. Integration of Biomass-Based SNG and FT Diesel in the Austrian Energy System

The biomass potential analysis (from Section 2.1) and the techno-economic (from Section 3.2)
and ecological (from Section 3.3) results form the basis for discussing integration possi-
bilities of biomass-based SNG and FT diesel in the Austrian energy system. Based on the
biomass potential analysis, an additional biomass potential of 185 PJ/a can be determined
in Austria in the year 2050. It should be mentioned that this potential does not consider
competitive use by other biomass-based technologies. Considering the energetic efficiencies
for the SNG and FT diesel process route, 120 PJ/a of SNG or 67.5 PJ/a of FT diesel can be
produced out of the raised biomass potential. Additionally, the by-products of FT diesel,
naphtha, district heat, and captured CO2, are produced. In Figure 9, the annual Austrian
energy demand for fossil natural gas and fossil diesel, distributed to six sectors related
to the scenarios explained in Section 2.4, is compared to the biomass-based SNG and FT
diesel potential in 2050. It can be seen that there is enough potential to substitute the
whole natural gas demand in the energy sector or private and public sector, or nearly the
whole industry sector. Instead of producing SNG, biomass-based FT diesel can substitute
approximately half of the fossil diesel demand in private and public transport sectors or
the heavy-duty traffic sector, or the whole demand in the heat and power sector.

Figure 9. Annual Austrian energy demand for natural gas (left) and diesel (right) in 2021 compared
to the SNG and FT diesel potential in 2050.

In Table 4, the six scenarios for the use of SNG and FT diesel as drop-in fuels in several
sectors are summarized and compared. Therein, the substituted fossil natural gas and fossil
diesel demands are compared with the change in the sectoral gross value added (GVA) for
the pre-crisis year 2019 and crisis year 2022 and the CO2 reduction potential of the sector.

It can be seen that the highest sectoral CO2 reduction, 89%, can be reached in the
energy sector through a nearly complete defossilization of the electricity and district heat
mix with SNG. Regarding the economic impact, it can be seen in Figure 3 that the SNG
production costs in the pre-crisis year 2019 were more than double and in the crisis year
2022, nearly on the same level compared to the related industrial natural gas market prices.
This comparison shows that by integrating SNG into the energy sector, the electricity
and heat price can be decoupled from the natural gas price. However, because cheaper
alternative electricity and heat production technologies like wind power or solar PV exist,
the SNG use in the energy sector should be focused on gas-fired power plants for the
coverage of peak-loads.
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Table 4. Comparison of possible implementation scenarios of biomass-based SNG and FT diesel in the Austrian energy system.

Implementation
Scenarios

Natural Gas or Diesel
Demand in 2050

Substituted Natural Gas
or Diesel Demand in 2050

Additionally Produced
by-Products

Sectoral CO2
Reduction Potential

Economic Competitiveness
(Change of

Sectoral GVA)
Possible

Renewable Alternatives
2019 2022

SNG use in
energy sector 110 PJ/a 1 110 PJ/a 24 PJ/a district heat 89.1% −12.4% −0.5%

Peak-load power coverage

• increased interconnection
to the European power
grid

• additional storage
facilities

• sector coupling

Provision of district heat

• heat pumps
• biomass heating plants
• solar thermal systems
• waste heat utilization
• hydrogen

SNG use in
private and

public sector
(without
mobility)

85 PJ/a 1 85 PJ/a 18.5 PJ/a district heat 70.6% 0% 8.6%

Provision of decentral heat

• heat pumps
• solar thermal systems
• wood-fired boilers
• district heat

SNG use in
industry 128 PJ/a 1 120 PJ/a 26.2 PJ/a district heat 30.3% −2.0% −0.1%

Provision of high-temperature
heat

• waste heat recovery
• hydrogen
• high-temperature heat

pumps
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Table 4. Cont.

Implementation
Scenarios

Natural Gas or Diesel
Demand in 2050

Substituted Natural Gas
or Diesel Demand in 2050

Additionally Produced
by-Products

Sectoral CO2
Reduction Potential

Economic Competitiveness
(Change of

Sectoral GVA)
Possible

Renewable Alternatives
2019 2022

FT diesel in
private and

public transport
61.5 PJ/a 2 61.5 PJ/a

38.4 PJ/a district heatand
29.6 PJ/a

FT naphtha
40.2% −0.2% 0.2%

Alternative mobility options

• battery electric vehicles
• fuel cell electric vehicles
• hydrogenated vegetable

oil
• e-fuels

FT diesel in
heavy-duty

traffic
119 PJ/a 2 67.5 PJ/a

42.2 PJ/a district heatand
32.5 PJ/a

FT naphtha
58.5% −1.8% −0.8%

Alternative mobility options

• battery electric vehicles
(limited)

• fuel cell electric vehicles
• hydrogenated vegetable

oil
• e-fuels
• compressed natural gas

vehicles

FT diesel in
heat and power 9 PJ/a 3 9 PJ/a

5.5 PJ/a district heat
and4.2 PJ/a
FT naphtha

2.6% −0.1% −0.1%

Provision of high-temperature
heat

• wood-fired boilers
• waste heat recovery
• hydrogen
• high-temperature heat

pumps (limited usability)

1 gas demand remains constant until 2050. 2 diesel demand for cars and LCV was reduced by half compared to 2021, because of vehicle fleet predictions [35]/diesel demand for busses
and other heavy-duty traffic vehicles remain constant until 2050. 3 diesel demand for aggregates in public and private sector was reduced by half compared to 2021/diesel demand in
manufacturing remains constant until 2050.
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SNG use in the private and public sector also helps to reduce the sectoral CO2 footprint
by more than 70%, while raising the sectoral GVA. This would mean that using SNG in
private households in times of crisis would help relieve household budgets. In comparison
with alternative decentralized heat production technologies, it has to be mentioned that
heat pumps and district heat should be used preferentially, because biomass-based SNG is
not infinitely available. However, using SNG in private households, where no district heat
or other renewable options are available, could be favorable.

Furthermore, the industry can use SNG to defossilize the gas demand for burners and
direct material use without major changes in the process chains. In this way, nearly a third
of the industrial CO2 emissions can be reduced. The economic impact in this scenario is
limited, with a sectoral GVA change of up to 2%. Consequently, the use of SNG could be a
viable option in the defossilization process of the industry where the use of heat-pumps or
waste heat cannot be realized.

In addition to the three integration scenarios for biomass-based SNG, three scenarios
for integrating FT diesel in the Austrian energy system are discussed. According to the
biomass potential, approximately half of the private and public transport diesel demand
can be substituted with FT diesel. Consequently, according to future vehicle fleet predic-
tions [35], it was assumed that only half of the diesel demand for cars could be replaced
by synthetic fuels, thus leading to a sectoral CO2 reduction of approximately 40%, while
the sectoral GVA remains nearly constant. However, besides FT diesel, there are several
alternative options for the public and private transport sector, first and foremost e-mobility.

The use of FT diesel in the heavy-duty traffic sector would be another option for using
biomass-based products in the Austrian energy system. If the entire biomass potential is
used to produce FT diesel for the heavy-duty traffic sector, the sectoral CO2 footprint can be
reduced by over 58%, while the sectoral GVA would be reduced by up to 2%. Furthermore,
alternative options in this sector are, to date, limited; thus, the integration of FT diesel into
the heavy-duty traffic sector is a promising solution. Moreover, it must be mentioned that
the use of FT diesel in mobility can only take place if this fuel is approved for use in the
most common diesel engines, regardless of the standard to be met.

The last scenario is based on the use of FT diesel in the heat and power sector, which
comprises public and private heat production and the diesel demand in the manufacturing
sector. The substitution of the diesel demand in this sector can only lead to a sectoral CO2
reduction of 2–3%, much less than in the other scenarios. Consequently, it can be concluded
that using high-quality FT diesel in the heat and power sector is not a viable option.

The scenarios examined aim to ensure that the released biomass can be used in either
one sector or another. This means that several scenarios can only be implemented if the
total amount of biomass used does not exceed the calculated biomass potential of 185 PJ/a.

4. Conclusions and Outlook

Based on a study from TU Wien [11], the Austrian Government could be convinced to
fund the establishment of a 5 MW demonstration plant for the biomass-based production
of SNG and FT diesel. The remaining knowledge gaps regarding the long-term behavior
of different process units and utilities can be clarified within this demonstration phase.
This includes exemplifying the technical investigation of the influence of fluctuating fuel
qualities on product quality, the lifetime of catalysts and other utilities, and the required
maintenance intervals with regard to plant availability. Furthermore, non-technical aspects,
such as the examination of the all-season regional provision of biomass and the creation
of social acceptance of the novel technology, should be investigated. In addition to the
knowledge gaps described above, the competitive use of biomass must also be mentioned
here as a possible limitation for the roll-out process.

After this demonstration phase, the lessons learned should be used to roll out the inves-
tigated technology commercially in Austria. This publication investigated the commercial
scale concepts for producing wood-based SNG and FT diesel based on a 100 MWth scale.
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The simulation of both process routes showed that the energetic efficiency of the SNG
process route is 79%, slightly higher compared to the 77% of the FT diesel process route.
At the same time, it must be mentioned that within the SNG process, 65% of the chemical
energy of the biomass can be converted to the main product, SNG. In comparison, within
the FT process, only 36.6% of the biomass input is converted to the main product, FT diesel.

The techno-economic assessment showed that biomass-based SNG and FT diesel
production costs can compete with the market prices of their fossil counterparts. The
production costs of wood-based SNG related to the pre-crisis year 2019 are approximately
70 EUR /MWh. The market price range for fossil natural gas in the same year was
30–70 EUR /MWh, depending on the quantity purchased in industrial and household
sectors. Based on the crisis year 2022, the SNG production costs were 91 EUR /MWh,
slightly higher due to inflation. However, the market price for fossil natural gas increased
to 89–150 EUR /MWh. Thus, it can be seen that the SNG production costs based on
2019 are in the range of the household prices, and when based on 2022, in the range of
industrial market prices. Consequently, wood-based SNG production can help to decouple
the domestic natural gas price level from the global market price level. The production
costs for wood-based FT diesel are 1.31–1.89 EUR /L in the reference years 2019 and 2022.
In comparison, the petrol station price level for fossil diesel was between 1.24–1.94 EUR /L.
This comparison shows that the FT diesel production costs approximately match the
petrol station price level, independent of the reference year. The economical comparison
also showed that biomass-based SNG and FT diesel can compete with other renewable
alternatives. The energy-related comparison of production costs for both biomass-based
products shows that FT diesel, with 137–198 EUR /MWh, costs approximately twice as
much as SNG, with 70–91 EUR /MWh. The reason for this is the much higher investment
costs for the FT diesel route due to the more complex product upgrading and the additional
costs for the higher electricity and hydrogen demand.

Furthermore, the CO2 footprints of the wood-based SNG and FT diesel were de-
termined. The CO2 footprint for wood-based SNG is 0.027 kgCO2e/kWhSNG, and it is
0.269 kgCO2e/lFT diesel for wood-based FT diesel, which are more than 90% lower than
their fossil counterparts. Compared to renewable alternatives, wood-based SNG and FT
diesel are among the products with the lowest CO2 footprint. The energy-related compar-
ison of the two biomass-based products shows hardly any differences, since the higher
consumption of electricity and hydrogen due to the use of green electricity is not significant.
Moreover, it has to be mentioned that if the additional CO2 capturing in both process
routes were considered, the production of wood-based SNG and FT diesel would create
a CO2 sink.

Moreover, six integration scenarios for producing biomass-based SNG and FT diesel
were investigated to find possible applications in the Austrian energy system. The biomass
potential analysis, based on several literature studies, showed that, in 2050, an additional
biomass potential of 185 PJ/a would be available. Hence, a potential for biomass-based
SNG of 120 PJ/a or biomass-based FT diesel of 67.5 PJ/a can be assumed. The scenar-
ios demonstrated the various application possibilities for biomass-based SNG and FT
diesel. Therein, the sectoral change of gross value added and the CO2 reduction potential
were calculated to investigate the economic and ecological impacts. The most promising
applications for biomass-based FT diesel and SNG are summarized below:

• SNG use for covering electricity peak loads in the energy sector ➔ helps to prevent
blackouts and to decouple the domestic electricity market from the gas market;

• SNG use in the industry sector for the provision of high-temperature heat ➔ economi-
cally feasible and a good option, when no waste heat or heat pumps can be used;

• FT diesel in heavy-duty traffic ➔ economically feasible and an excellent option to
facilitate the defossilization of inland navigation, railway, freight transport, agriculture,
and forestry.

Further, the use of biomass-based FT diesel in private and public transport, as well
as the use of biomass-based SNG in the private and public heat provision sector, could
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be an additional economically favorable option to accelerate the transition phase towards
defossilization of these sectors. However, the sectoral view neglects the fact that individual
enterprises and households certainly experience different economic and ecological impacts
from transitioning to sustainable FT diesel and SNG, since the used energy sources and
energy quantities can vary significantly.

To accelerate the rollout of the two biomass-based technologies, regulatory measures
must be applied. The associated EU directive on the expansion of renewable energy sources
in the EU (RED II) [63] already set mandatory quotas for the share of advanced biofuels,
such as FT diesel, until 2030. Furthermore, the Austrian Renewable Energy Expansion
Act [64] specifies that a fixed annual amount of biomethane, such as SNG, must be fed into
the grid by 2030. A further increase in quotas with associated financial support measures
would help to accelerate the roll-out process.

Besides determining the energetic efficiency, production costs, and CO2 footprint,
further sustainability indicators like the acidification potential, ground air quality, eu-
trophication, land use, payback time, or changes in gross domestic products should be
investigated. Future research should focus on validating the calculated sustainability in-
dicators after the scale-up to the demonstration plant. The process simulation focused
mostly on each unit’s mass and energy balances to define the main streams of the whole
process unit. More detailed simulation models based on experimental test rigs can help to
refine the whole process chain. In addition, future research should focus on biomass price
changes caused by greater demand. The biomass price depends very much on the market
situation and is dominated by supply and demand. Therefore, an increase in biomass use
must be expected to lead to an increase in biomass price, unless regulatory measures follow.
The continuous improvement of the sustainability criteria for the use of biomass must
contribute to sustainable agriculture and forestry in Austria.

Summing up, the extensive investigation of biomass-based SNG and FT diesel produc-
tion showed significant potential and enables the implementation of different defossiliza-
tion strategies in the Austrian energy system. Nevertheless, the technical feasibility must
first be tested within the framework of long-term trials in the planned demonstration plant.
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Abbreviations

AC activated carbon
AT Austria
C1–C3 gaseous short-chain hydrocarbons recycled in Fischer–Tropsch tailgas
C4–C9 naphtha fraction (raw product for producing gasoline)
C10–C19 middle distillate fraction (after upgrading equivalent to diesel)
C10+ middle distillate fraction and long-chain waxes
C20+ long-chain waxes
CH4 methane
CO carbon monoxide
CO2 carbon dioxide
CO2e carbon dioxide equivalent
DE Germany
DFB dual fluidized bed
EC economic competitiveness
FAME fatty acid methyl ester
FT Fischer–Tropsch
GEMIS software tool with database for life cycle analysis
GVA gross value added
H2 hydrogen
H2O water
H2S hydrogen sulfide
HCV heavy commercial vehicles
HEFA hydroprocessed ester and fatty acid
IEA International Energy Agency
IPSEpro 8.0 software tool for process simulation from company SimTech GmbH
JP Japan
LCOP levelized costs of products
LCV light commercial vehicles
MP market prices
NH3 ammonia
O&M operation and maintenance
PFD process flow diagram
PG product gas
PV photovoltaic
raw-SNG synthetic natural gas after methanation unit and before upgrading
RES renewable energy sources
RME rapeseed methyl ester
SE Sweden
SNG synthetic natural gas
TH Thailand
TSA temperature swing adsorption
ZnO zinc oxide
Symbols:
% percent
CDF cumulative discount factor
CEPCI 2019

2022
Chemical Engineering Plant Cost Index based on 2019 or 2022

CEPCIbase year Chemical Engineering Plant Cost Index based on base year of literature
Ceq,base equipment costs based on base year and base scale of literature
Ceq,design overall costs for installed equipment based on 2019 or 2022
CO2ered,sector i carbon dioxide reduction potential in sector i
CO2etot,sector i total carbon dioxide equivalent in sector i
E annual expenditures
ECsector i economic competitiveness in sector i based on 2019 or 2022
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Egas/diesel,sector i substituted annual fossil gas or diesel demand in sector i
FP f os.gas/diesel carbon dioxide equivalent footprint of fossil natural gas or diesel
FPSNG/FTdiesel carbon dioxide equivalent footprint of biomass-based SNG or FT diesel
GVAtotal,sector i total gross value added in sector i based on 2019 or 2022
i interest rate
I0 total capital investment costs of plant
l liter
LCOP levelized costs of products
LCOPSNG/FTdiesel levelized costs of products for SNG or FT diesel based on 2019 or 2022
lDiesel liters of diesel
MP f os.gas/diesel market prices of fossil natural gas or diesel in 2019 or 2022
Mt,main prod. annual quantity of the produced main product
MW megawatt
MWh megawatt hours
MWhth megawatt hours of thermal fuel power
MWhSNG megawatt hours of synthetic natural gas
n plant lifetime
PJ/a petajoule per year
r scaling factor
Rsec.prod. annual revenues of secondary products
Sbase base scale
Sdesign desired scale
Z overall installation factor
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Abstract: The paper focuses on developing an energy-modeling tool called ENECO2Calc, which
allows the determination of current ecologic and economic footprints based on calculating the final
energy demand within several sectors for municipalities. Furthermore, different energy transition
paths until 2050 can be investigated and compared to the business-as-usual reference scenario.
ENECO2Calc is the first municipality-based energy-modeling tool that allows the development
of meaningful scenarios until 2050 by considering climate policy goals and RES potentials, and
it involves the mobility emission forecast tool “PROVEM”. ENECO2Calc is exclusively based on
consistent statistical datasets. Additionally, the energy-modeling process was demonstrated as
exemplary for the Austrian municipality St. Margareten im Rosental. For the selected municipality,
three different scenarios were investigated. It could be concluded that a mix of decentral RES
technologies and central cogeneration units in the heat sector, a mix of solar PV and cogeneration
units in the electricity sector, and the use of synthetic biofuels coupled with a higher share of
electrification in the fuel sector seemed to be most promising in the considered region. ENECO2Calc
is a helpful energy-modeling tool toward climate neutrality to support municipalities in developing
appropriate economic and ecological footprint strategies.

Keywords: energy modeling; municipalities; economic and ecologic footprint; energy communities;
digital twin

1. Introduction

In the year 2018, the EU-27 emitted 3764 million tons of greenhouse gas emissions [1].
Within the same period, Austria was responsible for 79 million tons of carbon dioxide
equivalent (CO2e), which amounted to a share of 2% compared to the total emissions
of the EU-27 [2]. The Paris Agreement [3] set out a global framework to reduce climate
change by limiting global warming to well below 2 ◦C compared to the pre-industrial
level. The European Union responded to the Paris Agreement with the 2030 Climate and
Energy Framework [4], implemented by the Renewable Energy Directive (RED II) [5]. The
key targets are reducing greenhouse gas emissions, raising the share of renewable energy
carriers, and improving energy efficiency. RED II [5] and the national implementation
in the Austrian Renewable Energies Act [6] allow the establishment of renewable energy
communities (RECs) and citizen energy communities (CECs). The COVID-19 epidemic
destabilized the world economy and energy markets. Model calculations have shown
that coal and crude oil prices are interconnected [7,8]. Subsequently, it is essential to
raise the cost security of supply by increasing the share of renewable energy carriers. To
increase energy autonomy, RECs and CECs can be established to enable local initiatives
by citizens, communities, and businesses. RECs are defined as legal entities [5] with
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natural persons, small- or medium-sized enterprises, or local authorities as shareholders or
members [5]. The primary purpose of RECs is to ensure environmental, economic, or social
community benefits for the shareholders and members, as well as for the respective local
areas, rather than financial profits [5]. RECs are allowed to produce, consume, store, and
sell products based on renewable energies [9,10]. CECs are open for any legal entity and are
technology-neutral [11]. CECs are independent of location. In addition to REC activities,
CECs are also allowed to distribute, supply, and aggregate electricity, as well as provide
energy services [9,10]. This sharing-economy approach should raise public acceptance
through active participation and mobilize private capital for the energy transition process.
Further effects are the economic strengthening of the domestic economy, the growing
independence of energy providers, and the diversification of actors within the energy
market. RECs and CECs are supposed to relieve the existing grid load by local balance of
supply and demand [9,10,12]. For the successful implementation of energy communities
within the national energy market, assurances of ecologic, economic, and social advantages
for members and shareholders of CECs and RECs, as well as a cost-oriented network charge
system, are essential [9,10]. Further details regarding the designing, potential, economic
and ecologic viability, regulatory challenges, and opportunities of energy communities, as
well as blockchain-based trading with RECs and CECs, can be found in [13–21].

In addition to RED II, the European Green Deal [22] shall generate further efforts
regarding climate protection. The core of the European Green Deal is the European Climate
Law [23]. This law shall be the basis for climate neutrality until 2050 in the European
Union. The CO2e emissions in the EU-27 are mainly caused by energy supply, industry,
transport, residential sources, agriculture, waste, shipping, and aviation. Therefore, the
broad range of CO2 emitters requires a complete transition and global energy system
optimization. The global optimum toward climate neutrality in the energy system can
only be a mix of centralized and decentralized RES-based energy systems because of
different requirements [2], from private consumers in households up to heavy industry.
More than 50% of European and Austrian greenhouse gas emissions refer to decentral
emissions within municipalities, such as heat and electricity consumption, passenger and
freight transport, or energy use within agriculture and forestry [2]. Therefore, the energy
transition process toward climate neutrality on the decentralized regional level can only
work effectively by considering the specific requirements of the different municipalities. To
conclude, an interdisciplinary approach between energy transition and spatial planning
with a focus on environmental, economic, and social impacts is crucial to reach the notified
climate goals [24,25]. Municipality-based energy models can support this interdisciplinary
approach.

Numerous researchers, institutions, and companies have developed energy models
with a wide range of different applications. The energy models can be classified according
to [26] in econometric, macro-economic, economic equilibrium, optimization, simulation,
spreadsheet, backcasting, and multicriteria models. Based on this classification scheme,
it is evident that energy modeling is always a tradeoff between spatial-, temporal-, and
content-related resolution and, further, between energy security, energy equity, and en-
vironmental sustainability, called the energy trilemma [27–29]. Many different energy
models are available that differ, among other things, in terms of geographical and sec-
toral coverage [30]. Energy models used for national energy-system-modeling approaches
are, for example, EnergyPLAN from Aalborg University [31], MARKAL/TIMES from
IEA-ETSAP [32], PRIMES from NTUA [33], or MESSAGE from IIASA [34]. Modeling
approaches regarding district heat and electricity grid simulations can be investigated, for
example, with EDisOn [35] or the Hotmaps dispatch model [36], both developed by the
EEG at TU Wien. Electricity market simulation can be conducted with ELMOD [37] or
Green-X [35]. Energy modeling on the municipality level has to be applied to consider the
necessary interdisciplinary approach between energy transition and spatial planning. For
this approach, energy-modeling software tools such as HOMER [38] or TRNSYS18 [39] can
be used. Most community-based holistic energy models require a significant amount of
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input data. Content and spatial relations have to be implemented manually [28,40]. The
ELAS calculator [41], published in 2011, was the first holistic energy model to determine
an Austrian municipality’s energy-related ecologic, economic, and social impact mainly
using statistical data from publicly accessible sources or predefined surveys [41]. In 2019,
the Energy Mosaic Austria [28] was published, representing an ELAS-based nationwide
energy and greenhouse gas inventory on the municipal level in high spatial and contextual
resolution. Detailed information regarding energy models can be found in [27,30,42–45].

Summing up, there are a lot of energy models for different applications available.
Nevertheless, no local energy model exists that supports municipalities within their energy
transition processes. For the development of such a tool, it is important to create a user-
friendly support instrument that can handle present and predictive investigations. In
addition to calculating the current energy demand within the considered region based on
generally available statistical datasets, the energy-modeling tool should be able to analyze
different energy transition scenarios toward climate neutrality. For this, a vast database for
different renewable-energy-source (RES) technologies with their mass and energy balances,
as well as ecologic and economic footprints, has to be available. Furthermore, these
technology-specific values should also be available for future energy transition scenarios.
Additionally, the energy-modeling tool should be able to consider further implications on
the future energy balance of the municipality, such as decrease in the heat demand through
renovation or increase in the electricity demand through digitalization or electrification.
Finally, each region’s future energy transition scenarios should be based on local RES
potentials and national climate policy goals. The results of the future scenarios should be
compared with the present base scenario and visualized.

All these thoughts are gathered in the novel holistic energy model called ENECO2Calc,
which is first introduced in this work. ENECO2Calc is based on the determination of a final
energy demand using consistent statistical datasets [46,47] regarding the heat, electricity,
and fuel of a selected municipality in Austria. Based on the final energy demand, a holistic,
energy-related ecologic and economic footprint can be determined. Furthermore, different
energy transition scenarios can be investigated in the municipality’s energy production,
distribution, and infrastructure sectors until 2050. The involvement of the emission fore-
cast tool “PROVEM” [48] allows the development of different scenarios regarding energy
transition in the mobility sector. Thus, the methodology can be applied to reach the global
optimum of an energy system considering the regional specificities, e.g., individual mu-
nicipalities. Additionally, the decentral potentials of renewable energy technologies from
RegioEnergy [49] and calculations based on consistent statistical datasets [46,47] support
the development of realistic energy transition scenarios. Moreover, a wide range of differ-
ent renewable energy technologies is integrated within the energy model. Additionally,
ENECO2Calc enables the integration of RECs and CECs, considering the related benefits
of energy communities. The holistic approach of ENECO2Calc enables the comparison
of different energy transition paths regarding ecologic and economic footprints in terms
of energy production, distribution, and infrastructure until the year 2050. Furthermore,
the visualization of related energy flows within a municipality is possible. Therefore, a
holistic economic and ecologic footprint approach can be created, with suggestions for
CO2 taxes and regional subsidies. Finally, the integration of renewable and citizen energy
communities according to RED II [5] and the electricity market directive [11] within regions
and municipalities is conducted. It offers excellent potential for the energy transition
process on the local level.

Energy transition paths regarding climate neutrality in the whole world look differ-
ent. Every region and municipality is faced with different energy consumption distribu-
tions and industry sectors [28]. Furthermore, every region and municipality has different
possibilities for establishing RES technologies. Therefore, the need for a regional-based
energy-modeling tool for planning regional energy transitions becomes evident to find
appropriate energy transition scenarios for every region. This gap can be closed by the
development of ENECO2Calc. In the first development stage, which is the objective of this
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study, ENECO2Calc is built to deal with all the municipalities (2095 in total) in Austria [28].
Therefore, in the present stage, the methodology is focused on dealing with consistent
statistical datasets from Austrian municipalities. In the future, the methodology can be
extended to also deal with statistical datasets from the municipalities of other countries.
The holistic approach of ENECO2Calc is reached through an interdisciplinary approach
between the research areas of energy systems and thermodynamics, chemical engineering,
and powertrains and automotive technology. Moreover, ENECO2Calc is user-friendly and
expandable, and it can support the regional energy transition process.

First of all, the present paper describes the methodology of ENECO2Calc and discusses
the following sections:

• General purpose and approach of the novel tool;
• Methodology for the calculation of the final energy demands of municipalities;
• Methodology for the distribution of the final energy demands and energy capacities;
• Methodology for the monthly discretization of the final energy demand and supply;
• Ecologic and economic evaluation framework;
• Development framework regarding energy transition scenarios.

Furthermore, ENECO2Calc is applied to build up energy transition scenarios for St.
Margareten im Rosental, a municipality in Carinthia. Therein, the present energy demand
and the ecologic and economic footprint of the raised municipality are shown. Additionally,
the possible energy transition scenarios and the predictions of the future energy demand,
as well as the ecologic and economic footprint, are visualized.

2. Concept and Methodology of ENECO2Calc

For answering the research questions, the systematic approach of ENECO2Calc is
explained. The methodology ranged from calculating the final energy demand based on
consistent statistical datasets to developing energy transition scenarios until 2050.

2.1. General Purpose and Approach of ENECO2Calc

ENECO2Calc is the first energy-modeling tool for developing energy transition sce-
narios for the defossilization of municipalities. In the first evolution stage, which is the
objective of this study, ENECO2Calc is able to develop energy transition paths for all the
Austrian municipalities. ENECO2Calc helps to estimate a municipality’s ecologic and
economic footprint after integrating new energy technologies, with a particular focus on
RECs and CECs. ENECO2Calc is an artificial word to express the connection of the ENer-
getic, ECOlogic, and ECOnomic footprint. In Figure 1, the methodology of ENECO2Calc
is illustrated. ENECO2Calc delivers, based on consistent statistical datasets for a selected
municipality in Austria, the final annual energy demand in terms of space heat, hot water,
electricity, and fuels. Afterward, this final annual energy demand is distributed regarding
energy technologies and energy capacities. The monthly discretization of energy demand
and supply leads to the monthly surplus energy being fed into the Austrian grid, and the
monthly deficit energy obtained from the national energy system.

A broad database of emission and cost factors allows the economic and ecologic
footprint to be divided into energy production, energy distribution, and infrastructure. The
scenario development until 2050 is based on predicted national and regional potentials
and energy system targets to reach the energy transition concerning legislative targets
within the next three decades. ENECO2Calc is based on a variety of MS Excel spreadsheets
with around 6500 specific and absolute preset values based on studies, as well as around
1000 user-based set values to define the municipality. These parameters can be obtained
from consistent statistical datasets, such as Statistik Austria or open-source databases. The
modular methodology allows the implementation of statistical datasets and, thus, the
extension of ENECO2Calc to analyze further countries.
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2.2. Calculation of Final Energy Demand of Municipalities

The first step within ENECO2Calc is the calculation of the final energy demand of
a selected municipality. Determining the final annual energy demands of municipalities
in Austria per year are based on a mixture of bottom-up and top-down approaches [26].
The reasons are different requirements and dependencies in various sectors. In Figure 2,
the methodology with the essential input data is illustrated. All the visualized input data
are based on consistent statistical datasets or open-source databases to ensure a widely
applicable municipality-based energy-modeling tool. For calculating the final energy
demand of a selected municipality in Austria, the space heat, hot water, electricity, and
fuel demand are calculated. The demands of these energy carriers are determined in
the residential building, agriculture and forestry, tourism, industry, public services, and
mobility sectors. The space heat demand is calculated in all the mentioned sectors except
the mobility sector. The hot water demand is estimated for the residential building, tourism,
industry, and public services sectors. The space heat and hot water demands within the
industry sector are calculated together as the total heat demand. The electricity demand is
determined in all the industries. The fuel demand for tractors is assigned to the agriculture
and forestry sector according to Austrian sectoral CO2e distribution [2]. The fuel demand
due to passenger cars, light commercial vehicles (LCV), medium commercial vehicles
(MCV), and heavy commercial vehicles (HCV) is considered in the mobility sector. Within
the calculation of the fuel demand, the vehicle stock and consumption rates of different
technologies are fed from PROVEM [48]. The integration of the institute-owned emission
forecast tool PROVEM into ENECO2Calc enables the determination of vehicle fleets and
fuel consumptions in the considered municipality.

The final energy demand in the residential building sector is based on the inhabitant
structure, building period, commuter balance, population, and specific energy demands,
which could be defined as a classic bottom-up approach. The public services sector is
considered similarly to the residential building sector based on a bottom-up approach
related to the usable area. Exemptions are hospitals and sewage sludge plants. The bottom-
up approach within the sewage treatment sector refers to the population equivalent, the
design basis for sewage treatment plants. The use of hospital bed numbers calculates the
energy demand for hospitals. A mixed approach calculates the energy demand of the
agriculture and forestry sector. Therefore, the heat and electricity demand is proportional
to the agricultural and forestry land distribution, animal population, and the number of
animal owners for the municipality in the dedicated state. The fuel demand is determined
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by the land distribution of the municipality and specific fuel demands per agricultural
land. The energy demand within the tourism sector is calculated using a bottom-up
approach based on tourism building stock and the number of seasonal guest beds, with
related specific energy demands. The primary and secondary industry sectors, such as the
manufacturing goods or construction sectors, are based on a top-down approach according
to different frameworks for the related state. The tertiary industry sectors, such as trading
enterprises, are based on a bottom-up approach.
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The calculation of the final energy demand within the mobility sector is determined
using a top-down approach. Therefore, the determination of the vehicle stock of passenger
cars is based on comparing the population of the dedicated federal state and the munic-
ipality. The calculation of the vehicle stocks of LCV, MCV, and HCV are based on the
number of enterprises. This approach is supported by implementing PROVEM [48], a
forecasting tool for emissions within the mobility sector. Therefore, an extensive database
on Austrian vehicle stock and consumption numbers is accessible. After the calculation of
the final energy demand, a validation of the results is possible. Therein, a comparison of
the calculated values with results from EMA [28] or other specific literature could be made.

Another way to feed ENECO2Calc with final energy demand numbers is to import
analysis results from EMA [28], which provides data with similar sectoral distributions for
every municipality in Austria.

Summing up, the determination of the final energy demand is only based on consistent
statistical datasets, which are structured in the same way for all the municipalities in
Austria. Therefore, ENECO2Calc is able to determine the final energy demand of all
2095 municipalities in Austria in the current development phase. The modular structure
of ENECO2Calc allows an easy adaption of the methodology to deal in the future with
municipality-based statistical datasets from other countries.
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2.3. Distribution of Final Energy Demand and Energy Capacities

Based on the final annual energy demand, the space heat, hot water, electricity, and fuel
demands are determined via a distribution regarding energy supply technologies within
the selected region. Therefore, several energy supply technologies are implemented for
decentral and central heat and electricity production, as well as several mobility options. In
Table 1, an overview of the energy supply technologies and mobility options is given. The
assumed energy source mix, technology, plant size, and annual average efficiency factors
are listed. Most decentral heat production technologies are based on solid or liquid energy
sources converted in a boiler to heat, as shown in [50]. A technology distribution of 50% flat
plate and 50% vacuum tube collector for solar thermal systems is assumed. Ambient heat
systems are mainly based on air heat according to the Austrian market distribution [51].
Combined heat and power plants, such as fossil fuel or waste-based plants, are supra-
regional supply technologies and, therefore, influence the Austrian electricity mix due to
feeding into the Austrian grid. Biomass, biogas, or cogeneration plants are considered
energy supply technologies for regional application within municipalities. According to
the Austrian energy mix, hydropower plants are allocated by 75% run-off river plants
and 25% pump storage plants [52]. In ENECO2Calc, a lot of mobility options for the
distribution of the final fuel demand are available. The mobility options are classified as
internal combustion engine technologies, gas engines based on compressed natural gas,
plug-in hybrid electric vehicles, battery electric vehicles, and fuel-cell electric vehicles.
The use of diesel and gasoline is assumed with the Austrian biofuel share. For diesel, a
biofuel share of 5.9% FAME [53] and, for gasoline, a biofuel share of 3.1% bioethanol [53] is
considered, based on the European production mix. Further mobility options for internal
combustion engines are the application of bioethanol or FAME. The related adaption of
internal combustion engines for this approach is currently not considered. Further options
are the use of biomass-to-liquid (BtL) or power-to-liquid (PtL) biofuels. In addition to fossil
natural gas, synthetic natural gas (SNG) options based on biogas or biomass gasification
plants are listed for gas engines. Typically, demand distributions for plug-in hybrid electric
vehicles, according to [54], are assumed. The Austrian electricity mix or RES technologies,
such as wind power, water power, solar PV, and biomass as fuel energy sources, can
be considered for battery electric vehicles. Fuel-cell electric vehicles can be powered by
biomass-based or electricity-based hydrogen.

2.4. Monthly Discretization of Final Energy Demand and Supply

The monthly discretization of the calculated and distributed final energy demand
and supply is the next step within the ENECO2Calc methodology. Therefore, the heat
demand, which represents the sum of hot water and space heat, is discretized according
to the monthly reference load profiles used within the Hotmaps dispatch model [36,55].
The electricity demand is discretized according to Austria’s average monthly electricity
demands from 2017 to 2020 [56]. The fuel demand and supply are not discretized because
of equal distribution over the year. Therefore, it is assumed that a model region’s fuel
demand and supply are uniformly distributed over a year. The same assumption is applied
for non-volatile energy supply technologies, such as biomass-based cogeneration plants.
For the monthly discretization of volatile electricity supply technologies, such as solar,
wind, and hydro, monthly distributions [57] are used based on mean values from 1986 to
2016. Therefore, the discretization of the heat demand enables the definition of possible
central heat production technologies. The discretization of the electricity demand and
supply delivers a deficit or surplus of electricity, which has to be imported from or exported
to the Austrian electricity grid.

The energy distribution and discretization enable the visualization of energy flows in
and connected with a selected municipality. Therefore, a direct link between the MS-Excel-
based ENECO2Calc and e!Sankey [58], a tool for visualizing energy flows, is used. The
connection with ENECO2Calc allows the visualization of all the energy flows connected to
a municipality.
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Table 1. Overview of heat and electricity supply technologies and mobility options within
ENECO2Calc.

Energy Supply
Technology Energy Source Technology

Specification Unit Size Annual Efficiency *
[kWhOutput/kWhIntput]

Literature

Heat Production Technologies

Coal boiler coal boiler

<15 kWth
(decentral)

80%th [59,60]

Oil boiler oil boiler 85%th [59–61]

Gas-fired boiler gas boiler 90%th [59–61]

Electricity heater electricity (AT mix) heater 100%th ** [59]

Wood-fired boiler firewood boiler 85%th [53,59–61]

Wood pellet boiler wood pellets boiler 90%th [53,59–61]

Wood chip boiler wood chips boiler 90%th [53,59–61]

Solar thermal system solar power
50% flat plate

50% vacuum tube
collector

50%th [62]

Ambient heat system 70% air/25% ground/
5% water heat heat pump 2.8 (COP) [51,59,62,63]

Combined heat and power production technologies

Coal-fired power
plant coal steam power plant 50–500 MWel 48%th/42%el [35,63–66]

Oil-fired power plant heating oil steam power plant 0.05–1 GWel 45%th/45%el [35,63–65]

Gas-fired power plant gas gas turbine plant 0.05–1 GWel 47%th/45%el [35,63–66]

Combined-cycle gas
power plant gas gas turbine and

steam power plant 0.05–1 GWel 35%th/60%el [35,63–66]

Waste incineration
plant waste steam power plant 5–30 MWel 67%th/23%el [67,68]

Biomass power plant

33% wood residue
33% industrial wood

residue
33% wood pellets

steam power plant 2–20 MWel 65%th/25%el [35,63–65]

Biogas plant
33% energy crops

33% manure
33% waste

anaerobic digestion
plant 0.1–8 MWel 45%th/30%el [35,63–65]

Cogeneration power
plant

50% wood pellets
50% wood chips

air gasification and
gas engine 0.05–5 MWel 55%th/25%el [35,63–65]

Electricity production technologies

Rooftop PV system solar power crystalline silicon
solar cells (rooftop)

<15 kWpel
(decentral) 18%el [35,62–64,66]

Wind turbine wind power onshore >500 kWel 45%el [35,62–64,66]

Hydropower plant water power 75% run-off river
25% pump storage

250 kWel–
250 MWel 85%el [35,62–64,66]

Ground-mounted
PV system solar power

crystalline silicon
solar cells

(ground-mounted)

>500 kWpel
(central) 18%el [35,62–64,66]
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Table 1. Cont.

Energy Supply
Technology Energy Source Technology

Specification Unit Size Annual Efficiency *
[kWhOutput/kWhIntput]

Literature

Mobility options

ICE—Diesel 5.9% FAME (EU mix)
94.1% fossil diesel

internal combustion
engine

- -

[53,69–77]

ICE—Biodiesel FAME (EU mix) internal combustion
engine [60,69–79]

ICE—FT Diesel (BtL) wood-based diesel
(DFB)

internal combustion
engine

[60,70,73,76,
78,80,81]

ICE—PtL Diesel
hydrogen (EU mix)

and CO2 (EU
mix)-based diesel

internal combustion
engine [78,80–82]

ICE—Gasoline
3.1% bioethanol

(EU mix)
96.9% fossil gasoline

internal combustion
engine [53,70–77]

ICE—Bioethanol bioethanol (EU mix) internal combustion
engine [53,70–79,83]

ICE—FT Gasoline
(BtL)

wood-based gasoline
(DFB)

internal combustion
engine

[60,70,73,76,
80,81]

ICE—PtL Gasoline

hydrogen (EU mix)
and CO2

(EU mix)-based
gasoline

internal combustion
engine [80–82]

CNG—Fossil natural gas compressed
natural gas [74,76,81,84]

CNG—SNG from
Biogas

SNG from biogas plant
(AT mix)

compressed
natural gas

[63,70,72–
74,76,78–

81,84]

CNG—SNG from
Biomass SNG from wood (DFB) compressed

natural gas [60,73,80]

PHEV—Diesel

63% electricity
(AT mix)

2.2% FAME (EU mix)
34.8% fossil diesel

plug-in hybrid
electric vehicle [74,76,85]

PHEV—Gasoline

63% electricity
(AT mix)

1.1% bioethanol
(EU mix)

35.9% fossil gasoline

plug-in-hybrid
electric vehicle [74,76]

BEV—AT mix electricity (AT mix) battery electric
vehicle

[53,76,77,81,
82,85]

BEV—Mix RES
technologies electricity (mix RES) battery electric

vehicle [53,76,82,85]

FCEV—H2
electrolysis

hydrogen from
electricity (mix RES)

(electrolysis)

fuel-cell electric
vehicle

[70,73,74,76,
80–82,86,87]

FCEV—H2 from
Biomass

hydrogen from wood
(DFB)

fuel-cell electric
vehicle [70,73,80,87]

* Assumed parameter for the year 2020 (present)/annual COP for ambient heat system; ** Assumption: no losses
due to the conversion from electricity to heat.
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2.5. Ecologic and Economic Evaluation

For the definition of a municipality’s ecologic footprint, the direct and indirect emis-
sions of the energy production, energy distribution, and infrastructure are calculated.
Therein, the direct and indirect emissions due to the heat and electricity supply are con-
sidered through emission factors according to Table 2. The implemented emission factors
are mean values from different sources, as listed in Table 2. The same applies to the eco-
nomic evaluation based on levelized production cost factors. All the economic factors were
scaled to 2020 by applying the Austrian consumer price index (CPI) [88]. Emissions due
to operation are considered within the direct emissions. Indirect emissions are linked to
the preceding chain, such as preparation and transport of fuel, plant manufacturing, and
auxiliary electrical energy [63]. The ecologic footprint of the mobility sector is determined
by applying ecologic factors according to Table 2. The lifecycle approach to vehicles is
implemented to generate the ecological footprint of the mobility options. Therefore, the
direct emissions of the mobility sector contain the direct and indirect emissions of the fuel
production process and the direct emissions within the conversion of fuel or energy in vehi-
cles. The indirect fuel emissions are linked to the emissions of the vehicle-manufacturing
process [89]. Therefore, within the ecologic footprint, all greenhouse gas emissions due to
energy production are considered. By applying grid loss factors for heat and electricity,
the energy distribution process considers the ecologic footprint. The emissions due to
the construction of district heating systems, grids, filling stations, and the renovation of
buildings are currently not considered.

Table 2. Ecologic and economic factors of supply technologies within ENECO2Calc for the year 2020.

Energy Supply Technologies
Indirect CO2e

Emissions *
[kg CO2e/kWhoutput]

Direct CO2e
Emissions *

[kg CO2e/kWhoutput]

Levelized
Production Costs *

[€/kWhoutput]
Literature

Heat Production Technologies

Coal boiler 0.060 0.415 0.161 *** [59,60,63,90]

Oil boiler 0.061 0.279 0.157 [53,59,60,63,91,92]

Gas-fired boiler 0.077 0.215 0.153 [53,59,60,63,93,94]

Electricity heater 0.258 0.226 [53,93]

Wood-fired boiler 0.016 0.007 0.129 [53,59,60,63,95,96]

Wood pellet boiler 0.030 0.007 0.147 [53,59,60,63,95,97]

Wood chip boiler 0.016 0.007 0.123 [53,59,60,63,95,96]

Solar thermal system 0.020 0.000 0.134 [53,59,63,94]

Ambient heat system 0.112 0.000 0.217 [63,65,94,97]

Combined heat and power production technologies

Output type Heat Elec. Heat Elec. Heat Elec.

Coal-fired power plant 0.045 0.089 0.307 0.613 0.060 0.073 [63,65,66,90,94]

Oil-fired power plant 0.066 0.132 0.268 0.536 - 0.237 [53,63,91,94]

Gas-fired power plant 0.053 0.107 0.150 0.301 0.042 0.110 [35,53,63,65,66,94]

Combined-cycle gas power plant 0.046 0.091 0.129 0.258 0.042 0.076 [35,53,60,63,66]

Waste incineration plant 0.153 (heat)/0.306 (elec.) ** 0.041 0.082 [65,68,94]

Biomass power plant 0.018 0.036 0.005 0.011 0.053 0.107 [35,53,59,63,94]

Biogas plant 0.069 0.139 0.049 0.098 0.058 0.138 [35,53,62,63,66,98]

Cogeneration power plant 0.019 0.038 0.005 0.010 0.084 0.159 [77]
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Table 2. Cont.

Energy Supply Technologies
Indirect CO2e

Emissions *
[kg CO2e/kWhoutput]

Direct CO2e
Emissions *

[kg CO2e/kWhoutput]

Levelized
Production Costs *

[€/kWhoutput]
Literature

Electricity production technologies

Rooftop PV system 0.062 0.000 0.106 [35,53,63,66,92,93]

Wind turbine 0.010 0.000 0.063 [35,53,63,66,93]

Hydropower plant 0.007 0.000 0.056 [35,53,63]

Ground-mounted PV system 0.062 0.000 0.077 [35,53,63,66]

Fuel production technologies/Mobility options

ICE—Diesel 0.054 0.289 0.058 [60,73,81,89]

ICE—Biodiesel 0.054 0.159 0.072 [60,70,73,80,89]

ICE—FT Diesel (BtL) 0.054 0.052 0.117 [60,73,80,89]

ICE—PtL Diesel 0.054 0.123 0.410 [81,82]

ICE—Gasoline 0.047 0.337 0.059 [60,81,89]

ICE—Bioethanol 0.047 0.256 0.074 [60,70,73,80,89]

ICE—FT Gasoline (BtL) 0.047 0.052 0.117 [60,73,80,89]

ICE—PtL Gasoline 0.047 0.106 0.410 [81,82]

CNG—Fossil 0.044 0.254 0.032 [81,89,93]

CNG—SNG from Biogas 0.044 0.062 0.080 [60,70,73,89,93]

CNG—SNG from Biomass 0.044 0.045 0.072 [60,73,89,93]

PHEV—Diesel 0.110 0.279 0.066 [54,60,73,77,81,89,93]

PHEV—Gasoline 0.101 0.313 0.066 [54,60,77,81,89,93]

BEV—AT mix 0.274 0.327 0.070 [53,77,89,93]

BEV—Mix RES technologies 0.274 0.020 0.100 [35,53,66,89,93]

FCEV—H2 electrolysis 0.144 0.050 0.125 [73,87,89,99]

FCEV—H2 from Biomass 0.144 0.046 0.082 [73,87,89,99]

* Assumed parameter for the year 2020 (present); ** emissions not separated into indirect and direct emissions;
*** investment and O&M costs assumed to be equal to wood-fired boiler.

For the determination of the economic footprint of a municipality, fuel, operation and
maintenance (O&M), and investment costs are considered in terms of energy production,
energy distribution, and infrastructure. The energy production costs for energy supply
within the model region are calculated for the heat, electricity, and fuel supply technologies
by applying the levelized production cost factors from Table 2. These levelized production
costs are split into investment, O&M, and fuel costs.

ENECO2Calc represents the first municipality-based modeling tool that enables the
simultaneous determination of economic and ecologic footprints exclusively based on
statistical datasets. In the current development phase, ENECO2Calc is built to deal with
all Austrian municipalities. Therefore, the ecologic and economic factors are based on
Austrian sources. In the future, the tool could be extended to analyze further countries.

The levelized energy production costs are raised by costs for the monthly-based deficit
electricity. The Austrian electricity mix covers the deficit electricity by applying energy
price mean values from 2020 [100]. Further natural gas costs are calculated, similar to the
costs for the Austrian electricity mix, by applying energy price mean values from 2020 [101].

The energy distribution costs include the transportation or grid costs for the provision
of heat, electricity, and fuels except for the transportation costs of liquid fuels to filling
stations, which are already covered by the levelized fuel production costs. The hydrogen
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distribution costs to filling stations are added by applying a fixed share compared to the
total provision cost rate according to [86]. The distribution costs for central district heat
systems are calculated by assuming a total length of the district heating system under the
consideration of an investment cost factor [102]. Other costs for the district heating system,
such as consumer stations, are considered by applying a fixed cost ratio between the grid
investment costs and the total costs for the district heating system. Distribution costs for
electricity and gas are calculated by applying grid cost factors according to [100,101]. The
assumption is that only 50% of the electricity grid costs are offset for RECs. This is based on
the claims of several experts in this field [9,10] regarding cost-orientated grid charges. The
reduced cost factor of 50% grid costs for RECs is the result of comparing grid cost factors
within the different grid levels in Austria. Therefore, the grid costs for level 5 to level 7,
which are for low- and medium-voltage grid systems, are about half of the grid charges of
the superordinate levels [103].

For the infrastructure costs, different sources are applied. The filling station costs are
based on [85] and [104]. The vehicle costs for passenger and commercial vehicles (LCV,
MCV, and HCV) are based on consumer prices without taxes according to [53]. The costs
for conventional diesel-powered tractors were determined by comparing manufacture sale
prices. The costs of alternative-powered tractors are assumed to be proportional to HCV
prices. Further infrastructure costs are considered due to the renovation of buildings in
the heating sector. For this, cost factors per square meter usable area of buildings [59] are
implemented.

Additionally, revenues and ecological taxes are considered for the calculation of the
economic footprint of a municipality. Revenues are considered due to the month-based sur-
plus electricity that is exported to the Austrian electricity grid [105]. Therein, market value
factors according to [35] are implemented to consider the fluctuating seasonal electricity
market conditions. Finally, ecological taxes, such as CO2 emission certificate costs for the
production of the Austrian electricity mix [106] and mineral oil tax for diesel, gasoline, and
heating oil [91,107], as well as coal tax [90] for energy production, are considered.

Several assumptions are made for the economic and ecologic footprint prediction until
the year 2050, which is the basis for building future scenarios (see Section 2.6). To determine
future direct emission factors and indirect preceding chain factors within the years 2030,
2040, and 2050, an efficiency increase of 0.35%/year is assumed for renewable-based heat
and electricity supply technologies [92], which results in lower emission factors. For the
indirect emissions, due to electrical auxiliary energy use, the factors are based on the
electricity mix of the model region within the year. For fossil-based energy technologies,
no efficiency increase was assumed. Predicting future direct and indirect emission factors
within the mobility sector is based on [89]. Investment, O&M, and fuel cost parameter
assumptions are the basis of the implemented economic factors. The investment costs are
scaled to 2050 by applying technological learning rates [65,108–110]. The O&M costs until
the year 2050 are predicted by applying the CPI [88]. For this assumption, the yearly mean
CPI value in 1999–2019 was extrapolated to 2050. Further, for renewable-based energy
supply technologies, the prediction of the O&M costs relies on the mean CPI value reduced
by the above-mentioned yearly efficiency increase of 0.35%. The applied scaling method
for the fuel costs is very similar to the scaling of the O&M costs. Instead of the CPI, the
energy price index (EPI) [97] is used. The cost factors for the distribution costs are scaled
by applying the CPI. The building renovation cost factors are scaled according to learning
rates from [98]. Finally, energy supply technologies’ annual future investment costs are
calculated by the total investment costs for the analyzed period, divided by the technology
lifetime [35,59,102]. The lifetime factors of vehicle stock are implemented according to [99].
The predictions for other infrastructure investment cost factors, such as vehicles or filling
stations, are based on studies from the literature.

Finally, the ecologic footprint can be validated with specific literature according to
the climate model regions [47] or EMA [28] within ENECO2Calc. For the validation of the
economic footprint, no database on the municipality level is currently available.
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2.6. Scenario Development Regarding Energy Transition

Using the knowledge of the current energy carrier distribution and the methodology
explained beforehand, it is possible to determine the overall energy demand and the
economic and ecologic footprint of a specific Austrian municipality of interest for 2020 using
ENECO2Calc. Based on the 2020 data, different scenarios for possible energy transitions
until 2050 for a given municipality could be investigated, whereby three major frameworks
are considered for the scenario development. First and foremost, the European and national
climate policy goals needed to be reached. Second, realizable potentials of RECs within
the municipality and CECs regarding biomass-based technologies are considered. Third,
future heat, electricity, and fuel demands until 2050 are predicted.

With the European Green Deal [22] in combination with the European Climate Law [23],
the EU has set a legal framework to reach climate neutrality by 2050. To meet these climate
ambitions, the European Commission recently adopted a package of comprehensive and
interconnected proposals for the next decade called “Fit for 55” [111] to ensure the necessary
acceleration and to tackle a reduction of greenhouse gas emissions by at least 55% by 2030
compared to the year 1990. Furthermore, the share of renewable energy carriers in the EU
should reach 32% by 2030 [5]. Austria has even more vital ambitions and wants to reach
climate neutrality by 2040 [112], with a share of renewable energy carries between 46% and
50% by 2030 [113].

Raising the share of RECs based on biomass and other renewable technologies within
municipalities can help reach the set targets. Therefore, in this work, potentials for RECs
and CECs were defined as reduced technical potentials [114,115] and comprised today´s
possible proceeds of current “state-of-the-art” energy conversion technologies by consider-
ing the possible competition for land between energetic and non-energetic forms of use, as
well as competition between different forms of renewable energy technologies. Moreover,
and especially crucial in terms of biomass-based energy carriers from forestry biomass, a
reduced technical potential in this work always implied sustainable forest management.
Different works have investigated the potential to substitute fossil gas and fuels over the
coming years by converting biomass from woody, agricultural, and other biogenic residues,
as well as waste, into synthetic natural gas (SNG), synthetic Fischer–Tropsch (FT) fuels, or
hydrogen (H2) [73,116–119]. Based on these literature studies, Figure 3 shows a comparison
between the Austrian annual energy demand of 2020 and biomass-based RES potential for
2050. The potential of biomass-to-gas (BtG) in 2050 to produce SNG could come close to
one-half of the annual gas demand in 2020 if SNG were produced from the biomass poten-
tial. BtG in terms of hydrogen (H2) and biomass-to-liquid (BtL) to produce Fischer–Tropsch
fuels had a potential share in 2050 of nearly one-third of the 2020 annual energy demand in
gasoline and diesel if H2 or FT fuels would be produced from the biomass potential.

Furthermore, for the definition of potentials of RES technologies within the selected
Austrian municipality, average reduced technical potential data from REGIO Energy [49,115]
were considered for solar PV, solar thermal heat, wind power, and heat pump technologies.
They were scaled down from the district level to the municipality level. Despite REGIO
Energy being a study from 2010 defining potentials for all Austrian municipalities, it was
assumed that potentials concerning the mentioned RES technologies would not change
significantly up to 2050. According to [115], the most hydropower potential was based on
revitalizing existing hydropower plants. For the defossilization of the Austrian electricity
mix, a hydropower potential of 5 TWh was predicted [115]. This potential was about 10%
of the existing hydropower supply capacity. Therefore, a hydropower potential of 10% for
the selected municipality compared to the existing hydropower plant capacity in the region
was foreseen. The biomass-based RES potentials results from our own investigations. The
potential of biomass within the municipality could be categorized into two groups: forestry
and agriculture biomass.
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Figure 3. Central realizable potential regarding biomass-based synthetic gas and fuel products
produced in CECs within the year 2050 compared with the current annual energy demand of natural
gas, diesel, and gasoline in Austria.

For the forestry biomass, two different potentials were defined. These were the
potential of unused forest area in 2020 and unused growth within harvested forest area
in 2020. Just a share of the overall forest area of a municipality was considered as the
harvested forest area. Depending on the municipality, these shares could vary significantly
for different reasons, for example, challenging topographies in mountainous regions,
making harvest technically or economically unreasonable. By comparing data for the share
of the harvested forest area for the selected municipality with those of directly adjacent
municipalities with similar topographies [46], forestry biomass potentials for the selected
municipality could be raised. Based on data from [120], the potential of unused forest
growth was defined as the difference between the annual growth within the harvested
forest area and the current annual harvested amount within the forest. It was assumed that
sustainable forest management could be fulfilled when, on average, the annual harvest did
not overcome the annual growth, which meant that the forestry mass would not change
over the years. Based on these potentials, it was possible to define the potential surplus
amount of wood from harvested forests that could be generated for 2020. Furthermore, for
the wood potential in 2050, the following scenarios were considered. According to [73], for
the last 30 years, the share of hardwood has increased, while the share of softwood has
constantly decreased within Austrian forests and the species being harvested. Hardwood is
mainly used as energy wood, while softwood is primarily used in the sawmill and general
industries [73]. This trend should lead to an increase of-energy wood in the coming years
and is being pursued until 2050. Wheat straw and corn cobs as agriculture residue, as
well as miscanthus and short-rotation wood (e.g., willow and poplar), as energy plants
have been investigated for their agriculturally potentials. For the potential in 2020, data
from [46] for cultivation areas of the investigated species were considered. For the potential
in 2050, different scenarios were applied. Average change rates from [121,122] for wheat
and corn cultivation areas in 2010 to 2020 being pursued before 2050 were assumed for
corresponding areas. Furthermore, change rates for the general agricultural area in the
municipality until 2050 and potential shares of miscanthus and short-rotation wood in 2050
according to scenario A (base scenario) in [60] were applied. Based on the corresponding
areas of different species, annual harvest yields for wheat straw according to [123,124],
as well as miscanthus, short-rotation wood, and corn cobs according to [125], could be
calculated. To maintain sustainable use of wheat straw, only one-third was considered for
energy conversion, according to [121]. For corn cobs, miscanthus, and short-rotation wood,
no restrictions had to be considered.

The following methodology was implemented to predict the future heat, electricity,
and fuel demands for 2050 in the analyzed Austrian municipality. Based on [59], it was
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possible to predict the future energy demand for space heating and warm water supply
based on the assumed renovation rate for the housing sector. The Austrian annual change
rate from the last 20 years [122] was pursued until 2050 and applied to the municipality
for the future electricity demand. Regarding the future fuel demand, it was assumed that
the number of vehicles would not change in the given Austrian municipality until 2050,
although efficiency enhancement was considered.

After developing scenarios, the energy flows for selected scenarios can be visualized
within an energy flow diagram. Furthermore, a sensitivity analysis can be developed and
visualized by adjusting ecologic and economic factors.

With regard to the present energy crisis related to the COVID-19 pandemic [7,8] and
other disruptive events, it is essential to investigate possible negative and positive effects
related to the economic and ecologic key parameters. The applied data are mostly from 2019
and 2020. Consequently, the effects of COVID-19 are considered depending on available
data for the status quo of 2020.

Comparing the different scenarios with the status quo enables the recommendation of
an energy transition path for the considered municipality regarding the regional conditions
and frameworks. As a result, recommendations for applicable CO2 taxes and subsidies
could be made.

Summing up, ENECO2Calc is a municipality-based energy-modeling tool, which is
exclusively based on statistical datasets and open-source databases. ENECO2Calc is the first
municipality-based energy-modeling tool that allows the combined determination of the
final energy demand, CO2 footprint, and energy costs for all Austrian municipalities. The
novel implementation of the mobility emission forecast tool “PROVEM” enables the deter-
mination of vehicle fleets and fuel consumption on the municipality level. Furthermore, the
integration of PROVEM facilitates the consideration of a vast amount of mobility options
and the development of realistic energy transition scenarios by 2050 due to modeling the
future Austrian vehicle fleet. Thus, ENECO2Calc delivers a novel approach to investigate
municipality-based energy transition scenarios to support municipalities toward the way
to climate neutrality.

3. Results and Discussion

In the first evolution stage, which is the objective of this study, ENECO2Calc is able
to develop energy transition paths for all Austrian municipalities. To show the extensive
possibilities, ENECO2Calc was applied to develop several transition paths of a selected
municipality in the following chapter. For that, St. Margareten im Rosental, located within
Carinthia near Klagenfurt in Austria, was chosen. The municipality area is about 43.98 km2

and is characterized mainly by forest area. At the beginning of 2020, 1084 inhabitants [46]
were living in St. Margareten im Rosental. The industry sector consisted primarily of
tertiary service enterprises, such as gastronomy and other service-orientated SMEs. For
the primary and secondary industry sectors, only the mechanical engineering sector was
relevant [77].

Subsequently, the present final energy demand results and the investigated scenarios
for the year 2050 developed with ENECO2Calc are shown. The scenarios show possi-
ble ways to reach climate neutrality within St. Margareten im Rosental within the next
three decades.

3.1. Present Annual Energy Demand and Ecologic and Economic Footprint

The determination of the current final annual energy demand was the first step in
the ENECO2Calc methodology, as mentioned in Section 2.2. In Figure 4, the final annual
energy demand of St. Margareten im Rosental divided into defined sectors is shown. In
the considered municipality, the final energy demand within the year 2020 was about
22.7 GWh. Figure 4 shows that the residential building sector with space heat demand and
the mobility sector with fuel demand are the biggest energy consumers. The industry and
residential building sectors mainly determined the electricity demand. In addition, the
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fuel and space heat demands within the agriculture and forestry sectors are relevant. The
validation of the calculated final energy demand results within ENECO2Calc can be seen in
Table 3. The comparison of the calculations with the literature results showed a deviation
of no more than ±29%.

 
Figure 4. Final energy demand distribution of St. Margareten im Rosental for the year 2020.

Table 3. Validation of present annual energy demand and CO2e emissions of St. Margareten im
Rosental for the year 2020 with the literature data.

Validation of Results ENECO2Calc Austrian Heat Map
[126]

EMA Austria
[28]

Carnica Rosental Study ***
[127]

Final heat demand [GWhth/a] 11.69 10.75
(−8%) *

11.21
(−4%) *

11.70
(+0.1%) *

Final electricity demand [GWhel/a] 3.63 - 4.23
(+17%) *

3.92
(+8%) *

Final fuel demand [GWh/a] 7.34 - 9.46
(+29%) *

5.45 **
(−26%) *

Total CO2e emissions [M kg CO2e/a] 5.12 - 5.71
(+11%) *

4.62
(−10%) *

* Compared to ENECO2Calc result; ** without freight traffic; *** heat demand scaled by the total floor area of
buildings/electricity and fuel demand scaled by inhabitants.

In Figure 5, the energy flow diagram of St. Margareten im Rosental regarding the cur-
rent annual energy demand is visualized. Therein, all the energy flows that are connected
with the municipality are shown. The primary energy sources, listed as sources from the
municipality, the state (Austria), or abroad, can be seen on the left. The energy conversion
processes within abroad, Austria, and municipality categories are listed from left to right
after the primary energy sources. The final energy demands distributed to the residential
building, agriculture and forestry, tourism, industry, public services, and mobility sectors
are visualized on the right side. The visualization of the energy flows associated with the
municipality showed that, within the year 2020, around 30% of the Austrian electricity mix,
which was imported into the municipality, was based on imports from abroad. Therefore,
significant amounts of oil- and coal-based electricity were imported. The decentral heat
demand was covered mainly through biomass-based and oil-based heating boilers. Fur-
thermore, a small district heating grid driven by a cogeneration unit was in use. Other
decentral heat generation technologies within the municipality were heat pump systems
and electric heaters. The present heat and electricity demand distribution of 2020 is also
shown in Figure 7 (reference case in the year 2020–2020 RF). The electricity demand within
the present reference case was mainly based on imports from the Austrian electricity mix.
In addition to the cogeneration unit, there were also some decentral rooftop PV systems
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and small hydropower plants. The current fuel demand was based three-quarters on
diesel and one-quarter on gasoline. The biogenic shares of biodiesel within diesel and
bioethanol within gasoline were based on the Austrian mix, with about 5.9% biodiesel and
3.1% bioethanol. Figure 8 (2020 RF) also visualizes the current fuel demand.
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The annual CO2e emissions and energy costs were calculated based on the previously
described final energy demand. The present CO2e emissions distributed to the heat,
electricity, and fuel sectors are visualized in Figure 9 (2020 RF). The total annual CO2e
emissions of St. Margareten im Rosental were about 5.12 M kg CO2e/a and can be seen
in Figure 11 (2020 RF). Therein, it is highlighted that the most direct CO2e emissions were
caused by diesel and gasoline consumption in the mobility sector and electricity and oil
consumption in the heating sector. Furthermore, electricity consumption was responsible
for 15% of the total CO2e emissions. The indirect emissions within the fuel sector, which
were around 7% of the total emissions, were based on the manufacturing of vehicles.
Additionally, the indirect emissions for transport and the extraction of heating oil and
biomass, as well as indirect emissions caused by the Austrian electricity mix, were relevant
for the ecologic footprint of the municipality.

The CO2e emissions within the present reference case were also validated with the
literature data in Table 3. Therein, it can be concluded that the ENECO2Calc results were
close to the literature data, with a deviation of ±11%. The calculated annual energy costs
for St. Margareten are visualized sectorally distributed in Figure 10, and a total perspective
is given in Figure 11 (2020 RF). The sectorally distributed annual energy costs in Figure 10
show that the most annual energy costs were based on fuel and O&M costs in the heating
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sector. Additionally, fuel costs and taxes of the mobility sector were relevant. The results of
the energy costs could not be validated because of a lack of data from the literature.

3.2. Scenario Development for St. Margareten im Rosental in 2050

Subsequent energy transition scenarios for St. Margareten im Rosental were investi-
gated and compared with the reference case. Different frameworks had to be considered
to develop a broad range of scenarios, as mentioned in Section 2.6. These frameworks
were the national climate targets, central and decentral potentials for RES technologies,
and possible prediction methodologies regarding the municipality’s heat, electricity, and
fuel demands. The heat, electricity, and fuel demand predictions for all the developed
scenarios were applied. Therefore, the final heat demand was decreased by around 27% by
2050 compared to 2020, which assumed an ambitious renovation rate of 3% [59]. The final
balanced annual electricity demand increased in all the scenarios by 31%, according to the
trend of the past two decades of the total energy balance of Austria [122]. The fuel demand
predictions were based on the assumption that the number of vehicles remains constant
within the next three decades in the municipality. Therefore, the fuel demand decreased
depending on the mobility option mix due to efficiency improvements. In addition to
reaching the climate targets, which meant no fossil energy consumption by 2050, the ex-
plained central biomass potentials (see Section 2.6) and decentral RES technology potentials
were the framework for the scenario development. The central biomass potentials showed
several promising options to use biomass for the central production of synthetic natural gas,
synthetic biofuels (FT fuels), or hydrogen. The decentral RES potentials for St. Margareten
im Rosental are visualized in Figure 6. The reduced technical-biomass-based potential
combined with forestry and agriculture potentials used in biomass CHP plants are plotted
as a solid line. The dashed line shows the additional potential if it was assumed that
the 2020 used wood in heating boilers in St. Margareten im Rosental could also be used
in biomass CHP plants. According to REGIO Energy [49,114], solar thermal energy had
the most significant potential and could cover nearly three times the 2020 thermal energy
demand. The reduced technical potential of biomass CHP plants could cover up to half
of the 2020 heat demand. Using the additional biomass potential, substituting existing
biomass-based heating boilers could increase this share to over 80%. Solar PV showed the
biggest electricity potential in 2050 and could reach over three times the electricity demand
in 2020. The reduced technical potential of biomass CHP plants reached one-third of the
electricity demand. The overall electricity demand could be covered entirely by using the
additional wood from household heating boilers in biomass CHP plants. St. Margareten
im Rosental already has a hydropower plant, and it was assumed that revitalization could
increase the efficiency by 10%. Nevertheless, hydropower potential showed a small share
of the overall electricity demand. According to [127], St. Margareten im Rosental show no
development potential for wind energy.

Figure 6. Decentral realizable heat and electricity potentials regarding RECs in the year 2050 com-
pared with the current annual heat and electricity demand in St. Margareten im Rosental.
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Based on the central Austrian biomass and decentral RES potentials of St. Margareten
im Rosental, different scenarios were investigated to substitute fossil energy carriers with
renewables. In summary, the greatest potential within the municipality could be pro-
vided with solar PV, biomass-based technologies, and heat pumps. In the total Austrian
view, there were also huge biomass potentials to substitute significant amounts of natural
gas with SNG or diesel and gasoline with synthetic biomass-based fuels or hydrogen.
These considerations led to the assumed scenarios for the energy transition process within
St. Margareten im Rosental by 2050 shown in Table 4. Scenario 0 represents the business-as-
usual (BAU) scenario. Therein, the same energy distribution from the present reference
case (2020 RF) was assumed. Scenario 1 is called biomass-to-mobility (BtM). Therein, the
biomass was used centrally to produce synthetic biofuels. As a consequence, a lot of ICE
vehicles were still in the vehicle fleet. Furthermore, the heating sector was defossilized by
solar thermal collectors and heat pumps and the electricity sector mainly by the expansion
of solar PV. Scenario 2 is called biomass to combined heat and power plants (BtCHP), which
meant that the biomass was used in the municipality to produce heat and electricity within
cogeneration units. Therefore, the heating sector was defossilized by the construction of a
huge district heating system. The electricity sector was supplied half through the electricity
from cogeneration units and half through solar PV plants. Furthermore, a strong focus on
electrification, especially BEV, was placed within this scenario. Scenario 3 is called biomass-
to-gas (BtG), which aimed to defossilize the Austrian electricity mix by substituting natural
gas with biomass-based SNG within gas-fired power plants. Furthermore, the biomass was
also used for the central production of hydrogen. Therefore, within scenario 3, there was a
strong focus on FCEV. The heating sector was defossilized by solar thermal collectors and
heat pumps.

In summary, the developed scenarios represent the possible development paths of the
energy system. Therefore, on the one hand, the defossilization of the energy system could
be reached by a focus on decentralized energy production enabled through local initiatives
by citizens, communities, and businesses, supported by authorities to increase energy
autonomy. On the other hand, the defossilization of the energy system could be based
on the centralized production of synthetic biofuels, natural gas, hydrogen, and renewable
electricity to strengthen the national and global economies. The considered scenario
frameworks related to the possible trends regarding distributed or global energy production
are underpinned by the Ten-Year Network Development Plan from the European Network
of Transmission System Operators for Gas and Electricity [128].

3.3. Prediction Energy Demand and Ecologic and Economic Footprint in 2050

The scenarios in Section 3.2 were the basis for predicting the energy demand, as
well as ecologic and economic footprint, in 2050. First of all, the results regarding heat
and electricity demand compared with the present reference case are shown in Figure 7.
The comparison of heat demand showed that the assumed building renovation rate of
3% decreased the final annual heat demand by around one-third. Furthermore, the heat
distribution of the BtCHP scenario was dominated by cogeneration units and the BtG
scenario by ambient heat systems. Within the BtM scenario, only the fossil oil and coal
boilers were substituted with solar thermal collectors and heat pumps. The final annual
electricity demand distribution, which included the electricity demands in the heating and
mobility sectors, showed that the electricity demand increased within all the scenarios due
to the underlying assumptions (see Section 3.2). Therefore, comparing the BAU scenario
with the present reference case (RF) visualized the assumed increase according to the
electricity demand. Based on the assumption that all the monthly deficit energy had to
be covered by the AT electricity mix, the total final annual electricity demand was highest
within the BtM scenario, according to the highest share of volatile energy technologies.
Within the BtG scenario, the high share of ambient heat systems led to increased electricity
demand due to the high amounts of auxiliary electric energy. Within the BtCHP scenario,
only the low share of heat pumps led to a slight increase in the final electricity demand.
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Table 4. Overview of investigated scenarios for St. Margareten for the year 2050.

Development of
Energy Transition

Scenarios

Scenario 0
(Business-as-
Usual—BAU)

Scenario 1
(Biomass-to-Mobility—

BtM)

Scenario 2
(Biomass to Combined

Heat and Power
Plants—BtCHP)

Scenario 3
(Biomass-to-Gas—BtG)

Heating sector

no changes in
energy

distribution
compared to the

reference case
(2020 RF)

coal and oil boilers were
substituted by solar

thermal collectors and
heat pumps

thermal decentral fossil-
and renewable-based
boilers and electrical

heaters were substituted
by the expansion of the
existing district heating

system driven by several
cogeneration units

thermal decentral fossil-
and renewable-based

boilers were substituted
by solar thermal collectors

and heat pumps

Electricity sector

AT mix was substituted
mainly through solar PV

and small amounts of
hydropower due to the

revitalization

AT mix was substituted
uniformly by cogeneration

units and solar PV

AT mix was defossilized
by the use of synthetic
natural gas instead of
fossil natural gas in

central gas power plants

Fu
el

se
ct

or
*

focus scenario: strong focus on
synthetic fuels strong focus on BEV strong focus on FCEV

cars and LCV: ICE (54%) + BEV (36%) +
PHEV (6%) + FCEV (4%)

ICE (23%) + BEV (61%) +
PHEV (2%) + FCEV (14%)

ICE (33.5%) + BEV (36%) +
PHEV (2.5%) +

FCEV (28%)

MCV: ICE-D (100%) BEV (100%) FCEV (100%)

HCV: ICE-D (100%) ICE-D (40%) + FCEV
(60%) FCEV (100%)

tractors: ICE-D (95%) + BEV (5%) ICE-D (52%) + BEV (14%)
+ FCEV (34%)

ICE-D (18%) + BEV (21%)
+ FCEV (61%)

ICE fuel: BtL (33.5%) + PtL
(66.5%) PtL (100%) PtL (100%)

hydrogen: H2 electrolysis (100%) H2 electrolysis (100%) H2 from Biomass (33.5%) +
H2 electrolysis (66.5%)

* Scenarios are based on mobility distribution scenarios according to [48] (cars and LCV) and [54] (MCV and
HCV); for tractors, our own estimations following the distribution of HCV according to [54] are implemented.
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In Figure 8, the comparison of the annual final fuel demand of the present reference
case (2020 RF) with alternative future scenarios can be seen. Due to the assumption that the
number of vehicles was constant over the next 30 years and an assumed efficiency increase
in the mobility sector, the final fuel demand decreased in all the alternative scenarios
compared to the reference case. By comparing the final fuel demand within BAU and RF,
the assumed efficiency increase for ICE could be seen. Within the scenario of BtCHP, with
the highest electrification share in the mobility sector, the final fuel demand was the lowest
due to the high efficiency of the vehicle fleet. The final fuel demand in the BtM scenario
was higher than in the other scenarios because of the high share of ICE. The BtG final
fuel demand was also deficient because of the high efficiency of fuel-cell vehicles in this
scenario.
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The results regarding annual CO2e emissions are visualized in Figure 9. Therein, it can
be seen that the substitution of fossil fuels and electric heaters in the heating sector led to a
huge reduction in CO2e emissions. The CO2e emissions in the heating sector of the BtM
scenario were slightly higher than in the other alternative scenarios because of the electrical-
based indirect emissions due to solar PV, which could also be seen in the electricity sector.
In the BtG scenario, there were very low direct emissions in the heating sector because of
the substitution of all thermal heating boilers. The electricity CO2e emissions within the
BtG scenario were the lowest because of the defossilization within the Austrian electricity
mix through the use of biomass-based SNG in existing centralized gas-fired power plants
instead of fossil natural gas. The substitution of fossil fuels with alternative technologies or
synthetic biofuels showed the highest potential concerning CO2e emission savings in the
fuel sector. By comparing the indirect emissions of the alternative scenarios regarding fuel,
it could be concluded that the higher indirect emissions of BEV and FCEV were balanced
through the high efficiencies of the mobility systems. Therefore, the CO2e emissions in the
BtM scenario focused on synthetic biofuels caused more direct emissions due to the higher
CO2e footprint of PtL fuels than renewable-based electricity in BEV or H2 in FCEV.

In Figure 10, the comparison of annual energy costs for the reference case and within
the assumed scenarios is shown. In the heating sector, the renovation costs (infrastructure
and investment costs) were much lower than the savings due to less heat demand. The heat-
ing costs in the BtCHP scenario were the lowest because of the central production of heat.
The investment costs due to the expansion of the district heating grid (energy distribution
and investment costs) were lower than the savings due to cheaper heat production costs.
The heating costs within the BtG scenario were the highest because of the high O&M costs
for heat pumps. The annual costs for the electricity sector were lower than the costs for the
fuel and heating sectors. Within the BtM and BtCHP scenarios, the revenues due to surplus
energy overtook the tax costs. The BtM scenario with huge amounts of solar PV cells had
the lowest electricity costs because of the marginal fuel costs. The electricity costs in the
BtCHP scenario were slightly higher than the others due to cogeneration units’ higher
electricity production costs than solar PV. The BtG scenario regarded electricity costs in the
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range of the BtCHP scenario. The defossilization of the Austrian electricity mix increased
the energy costs for electricity imports in the municipality. In the fuel sector, it was evident
that the annual investment costs for vehicles overtook the fuel costs. The comparison of the
scenarios showed that the higher costs of FCEV and BEV compared to ICE were meaningful.
The lower fuel costs in the BtCHP scenario due to the high electrification rate balanced the
higher investment costs of BEV. Compared with the BAU scenario, the higher fuel costs of
synthetic biofuels in the BtM scenario could be balanced due to the reduced mineral oil tax
exemption.
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The total annual CO2e emissions and energy costs can be seen in Figure 11. It can
be seen that the lowest CO2e emissions were reached in the BtG scenario due to the low
electricity emissions. Therein, the total CO2e emissions could be reduced by around 85% in
comparison to the BAU scenario. The total energy costs were nearly the same in the BtM
and BtCHP scenarios. By comparison, the higher electricity costs in the BtCHP scenario
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were balanced by the lower heat costs. The total energy costs within these two scenarios
were about 12% lower than those within the BAU scenario. The reason was the much
lower heat costs due to the ambitious renovation rate. The BtG scenario was in the BAU
scenario range due to the fuel sector’s higher costs with a focus on FCEV. The reference case,
which represented the status quo of 2020, caused more emissions than the BAU scenario.
However, the energy costs were much lower due to the missing investment costs. The
comparability is to be discussed.
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It can be concluded that the fuel sector in St. Margareten im Rosental, due to the
high number of vehicles, especially tractors, had the most impact on the total CO2e emis-
sions and energy costs. The fuel sector’s lowest emissions were calculated by applying a
high share of FCEV (BtG scenario). BEV vehicles (BtCHP scenario) caused more indirect
emissions than FCEV. ICE vehicles (BtM scenario) caused more direct emissions due to
the conversion of synthetic fuels than BEV or FCEV. The total energy costs in the fuel
sector were lowest within the ICE-based (BtM) and BEV-based (BtCHP) scenarios because
of the lower investment costs in comparison to FCEV (BtG). The greatest CO2e emission
reduction in the electricity sector could be reached by the defossilization of the Austrian
electricity mix by substituting natural gas with biomass-based synthetic natural gas within
the BtG scenario. The decentral defossilization of the municipality electricity mix could
be reached by expanding solar PV (BtM) or biomass-based cogeneration plants (BtCHP).
Despite higher electricity demand, the electricity costs were lowest within the solar PV
(BtM) scenario. The heat costs were lowest when implementing central heat production
with cogeneration plants within the BtCHP scenario. The BtG scenario, which was based
on heat pumps, was the most expensive one, but the emissions were lowest because of the
elimination of direct emissions.

Therefore, through a comparison of the total emissions and energy costs within the
different scenarios, it could be recommended that, within the fuel sector, a mix of high
electrification due to BEV in passenger transport and synthetic biofuels in freight transport
and agriculture, could be a good compromise between energy costs and CO2e emissions. In
the heat sector, the lowest energy costs could be reached by the expansion of cogeneration
plants. Therefore, it could be concluded that the existing district heating system should be
extended and combined with decentral heat pumps. In the electricity sector, cogeneration
plants combined with solar PV could perfectly defossilize the electricity demand. The
electrification would increase in the fuel and heating sectors due to the expansion of heat
pumps. Increasing the CO2e emission certificate price to a level of 100–150 €/tCO2e would
help support biomass-based technologies for electricity, gas, and biofuel production to
achieve more market penetration. The market premium schemes in Austria to support
electricity RES technologies could also help balance the additional costs in the energy
transition process.
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In summary, ENECO2Calc in the present evolutionary stage is able to develop energy
transition paths for all 2095 municipalities in Austria based on consistent statistical datasets.
Furthermore, ENECO2Calc is the first municipality-based energy-modeling tool that allows
the combined determination of the final energy demand, CO2 footprint, and energy costs.
ENECO2Calc delivers results for the status quo, which is based on the year 2020, and
helps to develop appropriate energy transition scenarios until the year 2050. Additionally,
ENECO2Calc enables the investigation of a sensitivity analysis to quantify examples of the
impact of changes in energy resource cost factors caused by crisis.

The exemplary investigation of the Austrian municipality of St. Margareten im Rosen-
tal delivered results for the final energy demand and CO2 footprint, as well as energy costs
based on 2020. The results for the final energy demand and CO2 footprint were in line
with several other studies from the literature. It is underlined that ENECO2Calc is the first
municipality-based energy-modeling tool that enables the determination of the economic
footprint for the reference year 2020. Additionally, ENECO2Calc is the first tool for deter-
mining the economic and ecologic footprint for several energy transition scenarios based on
realistic frameworks, such as potential analysis, and climate goals for the year 2050. Finally,
ENECO2Calc is coupled with the energy flow diagram software e!Sankey to visualize all
the energy flows connected to the municipality. The investigation of energy transition
scenarios for St. Margareten im Rosental showed that a mix of decentral RES technologies
and central cogeneration units in the heat sector, a mix of solar PV and cogeneration units
in the electricity sector, and the use of synthetic biofuels coupled with a higher share of
electrification in the fuel sector seemed to be most promising in the considered region.

The modular methodology also allows the extension of ENECO2Calc to deal with
statistical datasets from municipalities of other countries in the future.

4. Conclusions and Outlook

This publication’s scope was to set up and investigate an energy-modeling tool on
the regional level that allows the prediction of energy transition scenarios for selected
municipalities and projected the upcoming economic and ecologic footprint. Furthermore,
the energy-modeling tool should allow the integration of energy communities within the
municipality. With the development of ENECO2Calc, it is possible to determine the current
energy flows and the economic and ecologic footprint within a selected Austrian munic-
ipality. For this, a broad database of economic and ecologic factors of different energy
supply technologies is provided with ENECO2Calc. Furthermore, the final energy demand
determination is exclusively based on consistent statistical datasets, such as Statistik Austria
or other open-source databases. The distribution of the final energy demand and supply
can be specified based on the present annual final energy demand. Additionally, a monthly
discretization of the final energy demand and supply can cover seasonal differences in
volatile energy supply technologies. As a result, the selected municipality’s present eco-
nomic and ecologic footprint can be determined. ENECO2Calc also enables the prediction
of different energy transition paths on the municipality level. Therefore, the European
and national climate policy goals, the determination of future decentral and central RES
potentials, and the prediction of the future heat, electricity, and fuel demands until 2050
build the framework for developing meaningful scenarios. Furthermore, ENECO2Calc
enables the implementation of RECs and CECs within the energy model, which consideres
the direct sale of final energy to the end-consumers on the levelized production cost level
and savings concerning electricity network fees. The implementation of renewable energy
technologies in ENECO2Calc requires high-fidelity monthly distributed mass and energy
balances enabled through the integration of digital twins.

The application of ENECO2Calc within the Carinthian municipality of St. Margareten
im Rosental proved the huge possibilities of the energy-modeling tool. The results showed
that the final energy demand in St. Margareten im Rosental was mainly based on the
residential building and mobility sectors. The validation of the calculated final energy
demand was in line with several references. Due to the huge amount of forest area, the
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municipality was suitable for integrating different biomass-based supply technologies. For
the development of energy transition scenarios, three different ways toward a fossil-free
municipality were set up and compared. The BtG scenario, with the defossilization of
the heat sector by integrating solar thermal collectors and heat pumps coupled with the
defossilization of the Austrian electricity mix by the central production of synthetic natural
gas, resulted in the lowest ecologic footprint but also implied the highest energy costs.
The BtCHP scenario, primarily based on biomass-based cogeneration units, and the BtM
scenario, primarily based on a mix of decentral RES technologies in the heat and solar PV in
the electricity sector, predicted much lower energy transition costs but also slightly higher
greenhouse gas emissions. In the mobility sector, defossilization by synthetic biofuels in the
BtM scenario and electrification via BEV in the BtCHP scenario were the most promising
options for an affordable and sustainable energy transition within St. Margareten im
Rosental.

ENECO2Calc provides the first municipality-based energy-modeling tool for determin-
ing the present economic footprint, as well as the final energy demand and CO2 footprint.
Additionally, ENECO2Calc offers the novel possibility to provide several energy transition
paths for a selected municipality regarding their ecologic and economic impacts until the
year 2050 based on realistic frameworks, such as a potential analysis and climate goals.
Further development of ENECO2Calc should focus on different final energy calculation ap-
proaches in the industry sector. Due to the general top-down approach, bigger inaccuracies
could arise in industrialized municipalities. Additionally, the tool could be expanded by the
cooling demand. Moreover, further discretization of the final energy demand would enable
the consideration of storage and flexibility demand. In addition, the energy-modeling
tool could be extended by implementing other technologies or ecologic characterization
categories, such as water consumption or ozone depletion. Furthermore, the determination
of the ecologic and economic footprint could be extended by social impact, such as the
regional added value. Additionally, the economic and ecologic factors could be extended by
regional dependencies, such as the implementation of regional distributed solar irradiation
or wind speed. The prediction of cost factors for energy resources, such as crude oil or
biomass, could be combined with energy market models to implement possible dynamic
effects due to crisis. Furthermore, the methodology could be extended to also deal with
statistical datasets from other countries than Austria. Finally, the usability of ENECO2Calc
could be improved by developing automatic data import processes and a user interface. In
conclusion, ENECO2Calc can support municipalities in finding the best strategy regarding
economic and ecological footprint toward climate neutrality. In the present development
stage of ENECO2Calc, the methodology is focused on dealing with consistent statistical
datasets from all 2095 Austrian municipalities. In the future, the methodology can easily be
extended to also deal with statistical datasets from the municipalities of other countries.
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Abbreviations

2020 RF reference case scenario for the present state based on the year 2020
AT mix Austrian mix
BAU business-as-usual
BEV battery electric vehicle
BtCHP biomass to combined heat and power plants
BtG biomass-to-gas
BtL biomass-to-liquid
BtM biomass-to-mobility
CEC citizen energy community
CHP combined heat and power
CNG compressed natural gas
CO2 carbon dioxide
CO2e carbon dioxide equivalent
CPI consumer price index
DFB dual fluidized bed steam gasification
e!Sankey software for the development of energy flow diagrams
EDisOn energy-modeling tool from the EEG at TU Wien
EEG Energy and Economics Group at TU Wien
ELAS energy-modeling tool for municipality level
ELMOD energy-modeling tool for electricity market simulations
EMA energy mosaic Austria
ENECO2Calc energy-modeling tool investigated in this paper
EnergyPLAN energy-modeling tool from Aalborg University
EPI energy price index
EU European Union
EU-27 member states of the European Union (since February 2020)
EU mix European Union mix
FAME fatty acid methyl ester
FCEV fuel-cell electric vehicle
FT Fischer–Tropsch
Green-X energy-modeling tool for electricity market simulations
H2 hydrogen
HCV heavy commercial vehicle
HOMER energy-modeling tool from LCC Homer
ICE internal combustion engine
ICE-D internal combustion engine powered with diesel
IEA-ETSAP energy technology systems analysis program from the International

Energy Agency
IFA Institute for Powertrains and Automotive Technology at TU Wien
LCV light commercial vehicle
MARKAL/TIMES energy-modeling tool from IEA-ETSAP
MCV medium commercial vehicle
MS Excel spreadsheet software from Microsoft
O&M operation and maintenance
ÖNACE classification of economic activities
PHEV plug-in hybrid electric vehicle
PROVEM emission forecast tool from the IFA at TU Wien
PtL power-to-liquid
PV photovoltaic
REC renewable energy community
RED II Renewable Energy Directive



Energies 2022, 15, 7162 27 of 32

REGIO Energy potential analysis of renewable energy sources on the district level
RES renewable energy sources
RF reference case
SME small- and medium-sized enterprise
SNG synthetic natural gas
TRNSYS18 energy-modeling tool from the University of Wisconsin-Madison
Symbols
%/year percent of energy per year
%th percent of energy based on thermal energy
%el percent of energy based on electrical energy
COP coefficient of performance
GWel gigawatt of electrical power
GWh gigawatt hours of energy
km2 square kilometer
kWel kilowatt of electrical power
kWpel kilowatt peak of electrical power
kWhInput kilowatt hours of energy on the educt side
kWhOutput kilowatt hours of energy on the product side
M EUR millions of euros
M kg millions of kilograms
MWel megawatt of electrical power
t CO2e tons of carbon dioxide equivalent
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