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ABSTRACT 
As commercial robots are increasingly present in everyday spaces, 
more eforts in the HRI community are directed towards investi-
gating the complexity of interactions in naturalistic settings. Si-
multaneously, conversations about the potentials and challenges 
of collaborations between academic HRI and industry are taking 
place. This paper contributes to these topics by presenting two – 
‘People not Users’, and ‘What we Learn on the Streets’ – out of the 
fve themes qualitatively developed from the interviews conducted 
with a company developing and deploying commercial delivery 
robots in public spaces. 
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1 INTRODUCTION 
The increasing presence of commercial robots in public spaces has 
prompted studies in the Human-Robot Interaction (HRI) community 
to explore real-world interactions (see e.g., [9, 10, 13]). These studies 
highlight the complexity of the situated HRI compared to controlled 
laboratory settings. Simultaneously, eforts to understand commer-
cial robot development and its distinctions from academic HRI goals 
are underway (e.g., [12], [6]). This report contributes to these eforts 
by examining insights from three interviews with representatives 
of Starship, a company developing autonomous delivery robots, 
conducted as part of the frst author’s PhD research project explor-
ing situated interactions with commercial technologies in public 
spaces. The interviews covered topics such as robot design evo-
lution, challenges faced when developing a commercial robot for 
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deployment in public spaces, acceptance, robot sociality, and others. 
The qualitative analysis of the data yielded fve themes, with two – 
‘People not Users’, ‘What we Learn on the Streets’ – presented here. 
The paper concludes with key learning points and open questions 
inspired by the data analysis and its outcomes. 

2 PARTICIPANT RECRUITMENT, DATA 
COLLECTION AND ANALYSIS 

After unsuccessful attempts to establish contact with the company 
through publicly available contact channels, a shared contact facili-
tated an introduction to a key company fgure. This introduction al-
lowed the frst author to visit the company and explain the research 
project in person. The initial meeting involved three individuals 
closely involved in robot development (one of the company’s co-
founders, and representatives of the navigation and autonomous 
driving teams). Subsequent separate interviews with each of these 
three people took place at the company’s ofce, lasting approx-
imately one hour each and recorded for analysis. At the time, a 
formal consent form was not signed, as the interviewees requested 
us to obtain their agreement on publication content before release. 
Despite these deviations from standard procedures in academic 
HRI, all interviewees actively participated in the discussions and 
were open to sharing their experiences. 

For the analysis of the interviews, the frst author was guided by 
Refexive Thematic Analysis (RTA) as developed by Virginia Braun 
and Victoria Clarke [2]. Situated within a qualitative research para-
digm, compared to other approaches to thematic analysis such as 
e.g., coding reliability approaches that lean towards more quanti-
tative and positivist paradigms [1, 3], the focus in RTA is on rich 
meaning and generation of contextualised and situated knowledge 
[2, p.6]. The coding process in RTA is organic, with a potential for 
the codes to evolve with the researcher’s deepening understand-
ing of the data. Subsequently, coding and theme development in 
RTA rely on the interpretative work of researcher [1]. The frst 
author chose RTA because it aligned with the critical constructivist 
epistemology within which she situates her research, and allowed 
fexible exploration of the data through entangling descriptive and 
interpretative approaches. A mixture of deductive and inductive 
coding was used, with the frst iteration of codes developed while 
reading through the printed interview transcripts. The subsequent 
iterations of coding were done in the MAXQDA software (Version 
2022.0.0). Based on the resulting codes, fve broader themes were 
iteratively developed. The remainder of the report focuses on two 
of these: ‘People not Users’, and ‘What we Learn on the Streets’ as 
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these themes ofer insights particularly relevant in the context of 
the broader conversation about robots in the real world 1. 

3 REPORTING OF THE THEMES 

3.1 People not users 
At the core of this theme was a shared contention by the intervie-
wees that ‘user’ as a term falls short against the plurality of actors 
who come to experience and interact with the robots in diferent 
ways and to diferent efects for the ongoing robot development pro-
cess. Instead of talking about ‘users’, the interviewees diferentiated 
between two broad groups of actors – the company’s customers, 
and people more broadly: “We try not to use the word. We have 
customers, and then otherwise, we just talk about people. Because 
[it] doesn’t seem like the right word.” (P2). Within this distinction, 
customers were identifed as people who have some sort of formal 
relationship with the company. Customers use the company’s app 
to place orders with vendors who use the robots as a delivery option
2. Given the nature of their involvement as customers, features of 
the robot and supporting infrastructure that are commonly consid-
ered the domain of User Experience (UX) are especially relevant 
when it comes to this group of actors. 

When it comes to the group delineated broadly as people, the 
reasoning behind the choice of our interviewees to refrain from 
calling them users had to do with the perceived inadequacy of the 
term to capture the nature of their very heterogeneous relation-
ships to and interactions with the robots, which exceeded the space 
conventionally demarcated as “use”: “Someone who passes by on the 
street, or a driver, they aren’t using [the robot] in the same way that 
they aren’t using anyone else they passed by on the street, or they’re 
not using the pedestrians they stopped in front of at a pedestrian 
crossing.” (P2). Despite the lack of a formal relationship between 
the company and this group, people are of signifcant importance 
in the robot development process. People are the ones populating 
spaces in which the robots have to integrate: “And so you have just 
one percent of interactions that [we] know anything about, the formal 
interaction [...] Right now, every other time, it’s someone with some 
thought about what the robot is, and some intent towards it, some 
mental state, and we can’t say much more about it unless we fgure it 
out. And it’s a fascinating problem because it means that most of the 
work that we do on this afects people without relationships to us and 
without feedback to us. Without a way to express their satisfaction 
with it, or any reason to do so.” (P2). Despite a certain passivity 
suggested by the statement above, people can and do engage in 
proactive interactions that can hinder or contribute to the robots’ 
operations (more on this in 3.2). Furthermore, people form local 
communities that either accept or reject the robots: “And do we con-
sider them? We consider them as part of the environment we are in, 
more than just part of the environment, part of the community. And 
robots have to successfully integrate into this community of people. 
Otherwise, we have not reached our goal as a business.” (P1). 

1The three themes outside the scope of this report are: ‘Robot Development and Design 
as an Ongoing Process of Negotiations’, ‘Robots are a diferent kind’, and ‘Behind the 
scenes of automation’ 
2Note that vendors are also a group who could be considered customers, but they 
were not explicitly discussed in the interviews with the company. We are, however, 
preparing a separate publication that includes the company’s partners’ perspective. 

In some ways invisible and inscrutable from the perspective 
of the company, people are at the same time not a homogeneous 
group. Among the many diferent sub-groups constituting people, 
passersby, drivers, cyclists, elderly people, children, and people with 
disabilities were explicitly mentioned. The diferentiation between 
these groups of actors stemmed from the interviewee’s experiences 
that people interact with the robots on diferent terms even when 
interactions are reduced to being ‘incidentally co-present’ [11] in 
the environment. For instance, as explained by P1, drivers, cyclists 
and pedestrians rely on diferent stimuli and modalities to make 
their way through the environment: “We’ve seen, for example, robots 
commonly cross the road. And [...] we have [...] distinct categories 
of people who interact with [the robot]: pedestrians and sidewalk 
users, and cyclists. And then drivers. And drivers are special because 
they’re in cars and they are in a structured road environment and 
they follow rules; whilst pedestrians, they just walk in, there are no 
real rules to a sidewalk environment. [...] So a cyclist might not see 
the robot because it is hidden, but they are actually very attuned 
to hearing something, that oh, there is actually something around, 
there’s maybe an E-scooter or something like this. Cyclists very much 
rely on hearing cars and they go by this”. The diferences and certain 
degree of unpredictability to how these diferent groups of actors 
navigate the space and interact with the robots pose a challenge 
for decision-making about robot features and behaviors e.g., how 
to ensure the robot is predictable, understandable and, ultimately, 
safe for everyone involved. 

Which sub-groups come to matter more, in which manner, and 
why, also difered. Elderly people, who were considered more vul-
nerable compared to an average adult person, were emphasized 
as one sub-group who were considered extensively in the design 
process: “Generally, they are a little bit less agile on the sidewalk or on 
the road. So there might be more of a concern from our side [what] we 
actually want to behave like. Keep enough distance from them, don’t 
swerve in their path, and so on... If an elderly person falls because 
of a robot – this is a scenario which we’ve considered thoroughly: 
how dangerous is the scenario and how often would [it] happen? How 
can we prevent this from happening efectively? So far, there hasn’t 
been any major incident that I know of. But this is for sure something 
we consider.” (P1). Disabled people were another group warranting 
special consideration. Extending considerations to this group of 
actors meant proactively engaging with communities of people 
with disabilities to collaboratively work out the best strategies for 
robot navigation: “I would say people in wheelchairs, or otherwise 
disabled people, have been much more vocal as a group. And we have 
engaged with them in most places that we go, in order to try and 
fgure out how best to behave. Because in this case, both the robot 
and a person in a wheelchair are somewhat limited as to what paths 
they can take. Where a person on their feet is less limited – they can 
step of the sidewalk much more easily, or step into the road or onto 
a curb. But a robot can’t easily go of a curb and back onto it. And 
obviously, neither can a person in a wheelchair. And so I think there is 
much more engagement and trying to fgure out how best to cooperate. 
And we have initiatives ongoing right now to improve the detection 
of mobility devices, strollers and wheelchairs.” (P3). 

While these two groups of actors receive special considerations 
due to the perceived vulnerability they share, the example of people 
with disabilities also points to the role that the power to consolidate 
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and voice opinion, potentially contributing to the overall robot 
acceptance or rejection, plays in shaping who gets included in 
decision-making about robot design and behavior, and how. To us, 
this suggested that some groups of implicated actors (e.g., human 
delivery couriers) – though afected by robot deployment – may 
remain only partially visible or considered due to their diferent 
social and political positioning in the context of a local community. 

3.2 What we learn on the streets 
Throughout the interviews, the interviewees emphasized the difer-
ences, as they perceived and experienced them, between academic 
HRI and robot development in an industry setting. Among these dif-
ferences, requirements for scalability, robustness (including safety), 
and overall fnancial goals and constraints played a critical role 
in shaping the overall trajectory of the robot development: “[..] If 
you put in restrictions on the size, the weight, the cost to produce, 
reliability, and some other things [...] [This] is just very diferent be-
tween an academic setting and a high volume commercial setting, 
which needs to be [at] a totally diferent level in terms of how easy it 
is to do and how reliable it is – and how low cost it is.” (P3). These 
constraints, coupled with the fact that the robots are intended for 
successful operations in unconstrained environments, render much 
of the knowledge generated within academic HRI pragmatically 
irrelevant. As shared by P1, even though they try to stay in touch 
with the academic community and do rely on HRI studies up to a 
certain point, when it comes to solving challenges in the context 
of robot deployment in the real world, few academic studies apply: 
“But we do then try to base it on studies and on literature. And we 
have reviewed that and I try to keep up with this literature as well. 
But there is [so] much of it. And not much of it actually applies to 
what we do.” 

The perception of the limited transferability of the academic 
knowledge was related, apart from business considerations, to a 
signifcant reduction of complexity characterizing much of the HRI 
research. Above, we already considered the example of ensuring 
that the robot is predictable and understandable for a plurality of 
dynamic actors in the environment. Even when one succeeds to 
identify a behavior strategy that is a good enough ft, how people 
will respond to it in a situated manner can never be fully predicted 
or anticipated. For example, when the robots were frst introduced, 
a common situation emerged where drivers and the robot were 
both waiting at crossroads to let the other pass. With time, the 
drivers learned that, even though existing regulations may obligate 
them to let the robot pass 3, it makes no pragmatic sense to do so 
as the robots will wait too (because they are programmed to err on 
the side of caution). 

Another potential impediment to transferability had to do with 
the fact that what works in an idealised lab setting may not integrate 
well into real world settings. One example shared by P1 concerned 
intent signaling: “So we know that, or we expect, from various studies, 
that the strongest indicator a robot has to communicate its own intent 
is movement. But movement actually requires moving, and moving 
in some situations can be dangerous or is highly controlled – we don’t 
want the robot to move uncontrollably, we don’t want the robot to 

3In Estonia, where the study was conducted, the robots were legally equated to 
pedestrians. 

speed up, we don’t want the robot to hit things. So if you come up with 
the greatest ever pattern to show that the robot wants to move left, 
then there is still a constraint that actually, frst and foremost, the 
robot has to be safe and has to remain autonomous. And only then, if 
it has enough space, it could actually show some pattern that it wants 
to move left or something like this. That’s why we have often used 
lesser methods such as lights to indicate what the robot might do, or 
wants to do. Because they’re very safe and easy. They cannot break 
anything by fashing lights.”. 

In 3.1, we touched upon how people as a heterogeneous group 
come to matter, not in the least because of the various forms of 
proactive engagements with the robots. As pointed out by the 
interviewees, much of what transpires between people and robots 
on the street was surprising, or could not have been fully anticipated 
in advance: “I can rationalize it for myself after the fact. But I could 
not have predicted it. I would say I’m not shocked by it. I’m not 
surprised, after the fact, I think it actually makes sense, I can explain 
it for myself why this happens. But you know, at least back then, 
without having actually experienced or seen this in the world, I would 
not have guessed that this will happen.” (P3 about the instances of 
people assisting the robots) 4. 

A particularly interesting facet to explore in the data was how 
decisions were made in terms of altering the robot’s features and 
behaviors in response to patterns of situated interactions on the 
streets. Deciding whether to act 5, and how to act, involved some 
form of (ideally, quantifed) estimation of the overall frequency of 
occurrences, the impact the behaviors had, and the eforts – includ-
ing skills, time and fnancial resources – required to implement the 
change (provided it is possible to identify what this change could be 
(which is not always the case) compared with the potential beneft 
of implementing a change. For example, LED fags being broken 
was one instance towards which systematic eforts were directed 
in the process of iterating on the robot design: ‘ “People can also 
touch our fag without the intent, malicious intent, right? So I would 
say that it’s not necessarily super obvious what we should do? Apart 
from making the fag cheaper, which we are going to do actually. But 
at least it’s a clear, systematic, and actually quantifable, you know, 
thing to work on. Signifcant enough to very systematically work on.” 
(P3). 

Whereas the company’s interest in mitigating destructive behav-
iors towards robots seems straightforward, considering assistive 
behaviors as well as generally positively charged social encounters 
with the robots in the design process, or deciding whether to at-
tempt to elicit more of these behaviours, was a subject of ongoing 
negotiations. A pertinent example concerned people voluntarily 
helping the robots – an instance of behavior that was frst observed 
(to the interviewees’ shared surprise) and only then integrated into 
the robot’s communication strategies – the robots can now proac-
tively solicit the help of passersby through dialogue-based strategy. 
Furthermore, tensions emerged in the way diferent interviewees 
reasoned what the help of passersby meant for the company. On the 
one hand, the interviewees acknowledged that people assisting the 
robots was something that was “nice to have”, and in some cases it 
could even be useful: “This project to ask people to press the button 

4For more on the topic of passersby assisting Starship robots see [4] 
5In this case, acting assumes addressing systematic eforts as well as resources towards 
a specifc problem. 
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at the crossing will be like a pioneering ask, but this is not going to 
be... it’s gonna be a relaxed–I would say, it’s going to be nice to have, 
it’s going to speed things up.” (P2). On the other hand, when asked 
whether they rely on such behaviors, the answer was rather nega-
tive: “But that’s a very small minority of the times. And that’s days in 
a year [...]. So the answer is: not a great deal.” (P2). The reasons for 
this were twofold: frstly, as suggested by the statement above, the 
overall number of cases when the robots require external assistance 
are rather low compared to the overall distance driven every day. 
Secondly, including seeking the help of passersby, though not dif-
cult to implement technically speaking, was in certain tension with 
the company’s overall strategy directed at minimizing dependency 
where possible. In other words, as explained by P2, as a rule, even 
when a shortcut is possible (e.g., by having the robot ask a human 
to press a trafc light every time it needs to cross a street), the 
default choice will be to take a longer route: “And the same way, 
if you can’t rely on these things, if you can’t rely on people always 
being there at all, let alone wanting to be helpful about it. So we just 
build the system to not need it. And then in general, this means – for 
example, it means we intentionally route robots around, we will wrap 
robots around crossings that need the button to be pushed. We’d rather 
go a long way, instead of going to a crossing that would be, you know, 
fve minutes faster.” (P2). 

The fact that the option of the robot asking for help was nev-
ertheless integrated was framed by an interviewee more as an 
afterthought, rather than something that stemmed from serious 
considerations and substantial evaluations of impact (as was the 
case with the breaking of the fag): “It was afterwards. We did not 
think that, hey, maybe we can induce people to help robot this way. 
If the robot asks for help. But no, I will say this has been very much 
an afterthought, or very much something where we have reacted to 
what we see in the world. And if anything, I would say we have re-
acted very slowly, in this area.’ (P2). Importantly, what makes such 
“afterthoughts” and side projects possible is that they are appraised 
as rather low cost, easy to integrate on the existing software and 
hardware pipeline, and reversible if proved useless. They also do not 
interfere in any substantial way with fundamental concerns such 
as autonomous navigation, reliability and safety. In other words, 
even if not perceived as high on the priority list, eforts directed 
at enabling diferent forms of positively charged quasi-social in-
teractions, though less systematic, still take place, not in the least 
because of the recognition that such interactions – despite chal-
lenges in quantifying their impact – contribute positively to the 
overall perception of the robots as new actors in the community: 
“So it’s a nice add-on from a utilitarian perspective. But not the game 
changer. I think it actually has a bigger impact in terms of how the 
robots are perceived ... We’re also seeing, you know, frsthand, that 
people like that the robots are interacting with them in more ways 
than just moving or stopping or treating them as an obstacle, but 
actually, interacting in terms of actually saying something. Okay, it’s 
one-way communication: they’re responding, but the robot doesn’t re-
ally hear. But even that sort of, very rudimentary sort of interaction or 
communication, we certainly see that people just like it a lot. And it’s 
very cheap for us to have it.” (P3). The underlying constant in how 
the interviewees reasoned about decisions related to the develop-
ment of social dimension of the HRI remained the contention that, 
should any form of systematic eforts be undertaken to enable more 

social interactions with the robots, these will have to be coupled 
with the same quantifcation-oriented approach characterizing the 
ongoing developments that are rated high on the priorities list: “In 
future, we may actually have the time to have these interactions, we 
may understand the trade-ofs of them more. You could foresee things 
like that: we could actually understand what times of day there are 
enough people there to press the button. [...] And then we can build 
this behavior. So the efect is not in, you know, not sending in the 
morning, when there’s no one around, and not right in the middle 
of the day, when everyone’s pressing it every second anyway. But 
those times of the day [when it makes sense], then we could build this 
interaction in.” (P2). 

4 DISCUSSION 
In conclusion, our analysis has shed light on the distributed nature 
of a commercial robot development process involving many diverse 
stakeholders and blurring the divide between the development and 
interaction space, wherein the latter integrates but is not limited 
to what we commonly demarcate as use. Concerning customers as 
related stakeholders, we ague that the feld of HRI lacks a compre-
hensive framework for customer experience (CX) research, with 
an existing emphasis primarily on understanding UX [8]. Our frst 
proposal for future emphasis in academia is to develop a robust 
framework that encapsulates the multifaceted dimensions of CX 
in the realm of robotics. Concerning broader groups of actors be-
yond customers, while acknowledging predecessors such as the 
EU project REELER, which presented the Human Proximity Model 
derived from ethnographic research where various stakeholders 
were considered [5], we point towards another critical gap in the 
current academic HRI landscape. Namely, by framing related actors 
as either users or merely incidentally co-present, we risk impeding 
opportunities for more nuanced understanding of how diferent 
actors come to matter to everyday robot operation and iterations 
on design. This revelation exposes another noteworthy gap in aca-
demic discourse: the iterative nature of robot development [15]. 
Aside from few examples, such as Snackbot [7] and IURO [14], 
which prioritized and reported iterative design for robotic solu-
tions, we observe a scarcity of studies dedicated to focusing on 
the wicked nature of HRI problems – when you solve one prob-
lem in the design, the next one might pop right up. Our call for 
attention to the wicked nature of developing robots underscores 
the value for the academic community in appreciating the nuanced 
complexities of each project. While we do not dismiss the relevance 
of laboratory studies, we posit that for industry uptake, more HRI 
studies must prioritize real-world constraints, addressing factors 
like lighting conditions, ambient noise, and dynamically changing 
environments. On a related note, as emphasized by the example of 
limited functional value of passersby assisting robots on the streets 
as perceived by developers, this also means an ongoing evaluation 
of the actual importance for the real-world deployment of certain 
trajectories of research pursued within academic HRI. 
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