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Abstract

It is said that for a civilization to thrive, three essential pillars must develop inde-
pendently while also complementing each other: ethics or moral philosophy, science,
and politics. If any of these pillars falters, the civilization may be deemed stagnant
or at risk of collapse. In an analogous manner, science, containing physics, consists
of the two foundational pillars of theory and experiment, shaping our comprehension
of the world for centuries. Their ongoing interplay has been vital for explaining and
predicting physical phenomena and properties of a plethora of materials.

In our technologically ever-growing and fast-paced era, computing has quickly evolved
to become the third pillar of science, bridging the gap between theory and experiment.
Although, the affordability in computational power and memory has increased unimag-
inably over the decades, certain computationally-based theories still fail to accurately
describe or predict physical properties for some classes of materials. For instance, the
state-of-the-art Density Functional Theory, for the last 60 years, provides a decent
trade-off between accuracy and computational cost, but exhibits limitations when ap-
plied to specific systems owing to approximations in the existing exchange-correlation
functionals. Hence, the development of wavefunction methods, such as coupled-cluster
theory, that offer a systematically improvable treatment of correlation effects, is of
paramount significance.

Following two introductory chapters, this work is divided into two major parts. Chap-
ter 3, focuses on CCSD and CCSD(T) methods applied to the Uniform Electron Gas in
the thermodynamic limit. We blend existing analytical proofs with our own analytical
and numerical findings to provide a clear understanding of the infrared divergences in
zero-gap systems. This lays the theoretical foundation of a new method, CCSD(cT).
When applied to metallic lithium, this method exhibits remarkable agreement with
experimental estimates. It maintains the advantages of the widely used CCSD(T),
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such as being accurate for insulating systems and computationally more efficient than
including all triple excitations. In Chapter 4, a detailed analysis on the convergence of
correlation energies is presented, along with associated quantities, with respect to the
size of the employed basis set of coupled-cluster theories, such as CCSD, CCSD(T), and
CCSD(cT). The truncation of the basis functions introduces a basis set incompleteness
error (BSIE), altering the electronic wavefunction and pair correlation at short inter-
electronic distances. A comprehensive exploration of coupled-cluster theories in this
context provides valuable corrections to the BSIE, not only saving substantial com-
putational resources but also enhancing our understanding of short-range correlation
effects.



Zusammenfassung

Es wird gesagt, dass für eine Zivilisation, um gedeihen zu können, drei wesentliche
Säulen unabhängig voneinander entwickeln müssen, während sie sich auch gegenseitig
ergänzen: Ethik oder Moralphilosophie, Wissenschaft und Politik. Wenn eine dieser
Säulen ins Wanken gerät, könnte die Zivilisation als stagnierend oder gefährdet eingestuft
werden. Auf analoge Weise besteht die Wissenschaft, die die Physik umfasst, aus
den beiden grundlegenden Säulen der Theorie und des Experiments, die seit Jahrhun-
derten unsere Auffassung von der Welt prägen. Ihr fortwährendes Zusammenspiel war
entscheidend für die Erklärung und Vorhersage physikalischer Phänomene und Eigen-
schaften einer Vielzahl von Materialien.

In unserer technologisch stetig wachsenden und schnelllebigen Ära hat sich die Infor-
matik schnell zu der dritten Säule der Wissenschaft entwickelt, die die Kluft zwis-
chen Theorie und Experiment überbrückt. Obwohl die Erschwinglichkeit von Rechen-
leistung und Speicherplatz in den letzten Jahrzehnten unglaublich zugenommen hat,
versagen bestimmte rechnergestützte Theorien immer noch darin, die physikalischen
Eigenschaften für einige Materialklassen genau zu beschreiben oder vorherzusagen. Die
Density Functional Theory, beispielsweise, bietet seit 60 Jahren einen guten Kompro-
miss zwischen Genauigkeit und Rechenkosten, zeigt jedoch Grenzen auf, wenn sie auf
bestimmte Systeme angewendet wird, aufgrund von Approximationen in den bestehen-
den Austausch-Korrelations-Funktionalen. Daher ist die Entwicklung von Wellenfunk-
tionsmethoden, wie der Coupled-Cluster-Theorie, die eine systematisch verbesserbare
Behandlung von Korrelationseffekten bietet, von höchster Bedeutung.

Nach zwei einführenden Kapiteln ist diese Arbeit in zwei Hauptteile unterteilt. Kapitel
3 konzentriert sich auf die Anwendung von CCSD- und CCSD(T)-Methoden auf das
Uniforme Elektronengas im thermodynamischen Grenzwert. Wir kombinieren beste-
hende analytische Beweise mit unseren eigenen analytischen und numerischen Ergeb-
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nissen, um ein klares Verständnis der Infrarot-Divergenzen in Systemen ohne Ban-
dlücke zu vermitteln. Dies legt den theoretischen Grundstein für eine neue Methode,
CCSD(cT). Wenn sie auf metallisches Lithium angewendet wird, zeigt diese Meth-
ode bemerkenswerte Übereinstimmung mit experimentellen Ergebnissen. Sie behält
die Vorteile der weit verbreiteten CCSD(T)-Methode bei, wie die Genauigkeit für
isolierende Systeme und die rechnerische Effizienz im Vergleich zur Einbeziehung aller
Dreifachanregungen. In Kapitel 4 wird eine detaillierte Analyse zur Konvergenz der
Korrelationsenergien mit zugehörigen Größen im Hinblick auf die Größe des verwende-
ten Basis-Sets von Coupled-Cluster-Theorien, wie CCSD, CCSD(T) und CCSD(cT),
präsentiert. Die Abschneidung der Basisfunktionen führt zu einem Fehler der Basisun-
vollständigkeit (BSIE), der die elektronische Wellenfunktion und die Paarkorrelation
bei kurzen interelektronischen Abständen verändert. Eine umfassende Erforschung
von Coupled-Cluster-Theorien in diesem Kontext liefert wertvolle Korrekturen für die
BSIE, die nicht nur erhebliche Rechenressourcen sparen, sondern auch unser Verständ-
nis der Kurzreichweiten-Korrelationseffekte verbessern.



Introduction

For almost 2.500 years, the revolutionary idea proposed by Leucippus and Democritus
—that nature is comprised of atoms and void— debunked the prevailing Pre-Socratic
philosophies of cosmology and cosmogony, which attributed the building blocks of
nature to the four basic elements. This statement was the cornerstone that paved the
way for a gradual scientific evolution until the Golden Age of the 20th century and the
emergence of quantum mechanics. The quest for the “Holy Grail”, that of solving the
Schrödinger equation for any system, thus granting access to observables, has been of
great significance since then.

Certainly though, over the years, physics has always been closely intertwined with
the development of technology, each acting as a stimulus for the advancement of the
other. This exponential growth led us into the advent of the Computer age, with
the development of efficient algorithms and programs nowadays enabling us to tackle
systems and regimes that were previously inaccessible, even just a decade ago.

Nevertheless, even after such a progress, as physicists, we still encounter certain lim-
itations. A prominent example of such constraints is evident in electronic structure
theory, specifically the challenge of electronic correlation. Mean-field approximations
are, presently, considered adequate enough for interpreting physical systems, where
electrons are portrayed as itinerant and distributed throughout the entire medium.
However, these theories start to falter when correlations become significant, and the
localized character of the electrons on short time-scales coexists with the itinerant char-
acter on long time-scales. This is when mean-field theories not only fail to accurately
capture this crossover, but also struggle to predict associated properties. Despite var-
ious methods employing model Hamiltonians striving to predict properties of these
specific systems, ab initio methods are now deemed more essential than ever.
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The significance of electronic correlations was heightened in 2023 when the Nobel prize
was awarded for generating attosecond pulses of light for the study of electron dynamics
in matter. This groundbreaking discovery opened the door to tracking, in real-time,
the movement and rearrangement of electrons in atoms and molecules, such as during
the breaking of a chemical bond. Therefore, due to technological advancements of our
era, the development of wavefunction theories and approximations that can accurately
capture electronic correlations becomes increasingly crucial, as their impact can now
be measured at more precise energy and time scales.

Examples of this importance include describing potential energy surfaces of molecules,
providing information about molecular structure and geometry, including bond lengths
and angles, determining ionization potentials and electron affinities, studying the im-
pact of defects, impurities, and dopants on the electronic and structural properties of
materials, understanding their behaviors, obtaining information about the electronic
density distribution during reactions and how it affects the overall catalytic process,
and gaining an understanding of phase transitions in condensed matter systems, among
other applications.

One of the most successful methods in modeling the physical properties of systems
that do not exhibit strong correlation character is Density Functional Theory (DFT).
However, when it comes to describing strong electronic correlation, the shortcomings
arise from the approximate nature of the exchange-correlation (XC) functionals. If
exact, these functionals would accurately capture the quantum nature of matter. An
illustrative example of the limitations of DFT based on all currently employed XC
functionals is the stretched 𝐻2 molecule. For that reason, wavefunction methods,
which improve upon mean-field theories, are necessary for the inclusion of the missing
electronic correlation.

One of the most popular wavefunction-based theories is coupled-cluster theory. Initially
introduced in nuclear physics and quantum chemistry, efforts were made to extend the
application of this post-Hartree-Fock wavefunction method to periodic systems. No-
tably, coupled-cluster with singles and doubles excitations [CCSD] and coupled-cluster
with singles, doubles, and perturbative triples [CCSD(T)], which have already proven
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to be adequate for achieving chemical accuracy in weakly correlated molecular systems,
have also demonstrated high accuracy in predicting properties for both insulating and
semiconducting solids.

While the performance of CCSD in metallic solids lags behind that of Density Func-
tional Theory (DFT) using approximate exchange-correlation (XC) functionals, there
is promise in its ability to yield reasonably accurate energy predictions. If systemati-
cally improved, it could play an essential role in materials development and optimiza-
tion. Unfortunately, CCSD(T), like other perturbative methods, appears problematic
in metallic systems due to the so-called infrared catastrophe. Therefore, higher levels
of excitations in coupled-cluster theory need to be included for the systematic im-
provement of calculated properties. However, this comes at a higher computational
and memory cost, as the scaling depends on system size, leading the community to
search for elegant approximations that can capture both computational efficiency and
accuracy.

When employed in conjunction with DFT, these methods can complement each other,
contributing to a better physical and chemical understanding of the electronic structure
of matter. Additionally, producing accurate benchmark results will assist the entire
electronic structure theory community in further improving computationally efficient
ab initio theories and interpreting experimental findings more reliably.

Context and framework of the thesis

In this work, the author has implemented and developed an efficient code within the
framework of coupled-cluster theories, allowing one to perform ab initio calculations
on the uniform electron gas model. The latter has long served as an archetype for
the material category of simple metals. Our main focus was on investigating two
limiting cases, where much of the intriguing physics consistently emerges: the long-
range and short-range regimes. Proper treatment of the correlation effects in these
domains is crucial for establishing reliable and highly accurate many-electron theories
in condensed-matter systems.
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Through a detailed analysis of current coupled-cluster theories, their limitations in the
long-range regime has been addressed, such as infrared divergencies, and a new method
has been introduced that yields convergent correlation energies in metallic systems.
Computationally, this regime is approached by increasing systematically the system
sizes, eventually extrapolating to the thermodynamic limit. This limit is essential for
understanding the properties of solids and establishing benchmarks for experimental
data.

Furthermore, when following the path of the Schrödinger equation, one operates within
a truncated Hilbert space of single particle orbitals. This truncation has a significant
impact on the description of correlation effects at short interelectronic distances, intro-
ducing errors in resolving the electronic wavefunction when two electrons are in close
proximity. Given these considerations, a thorough investigation has been conducted
into the asymptotic behavior of existing coupled-cluster theories concerning short in-
terelectronic separations. Additionally, insights gained from these short distances can
contribute valuable information about the pair correlation function. If connected to
the exchange-correlation hole density, can lead to improved exchange-correlation func-
tionals for DFT.

Overall, the main structure of the thesis is organized as follows:

• Chapter 1, briefly presents the key theoretical methods essential for and employed
in the subsequent chapters of the work. Following the Hartree-Fock mean-field
theory, post-Hartree-Fock methods are introduced, including Møller-Plesset per-
turbation theory and coupled-cluster hierarchies.

• In Chapter 2, the theoretical framework for the Uniform Electron Gas toy model
is presented, indicating the necessary modifications for computational calcula-
tions. Furthermore, small numerical applications of the aforementioned theories
on the Uniform Electron Gas were performed, aiming to get acquainted with the
computational caveats that arise, such as finite-size effects and basis set incom-
pleteness error, and discussing methods of overcoming these challenges.
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• Chapter 3 is devoted to a detailed analysis of CCSD and CCSD(T) methods
when applied to the paradigm of the Uniform electron gas in the thermodynamic
limit. By integrating pre-existing analytical proofs with our numerical results,
a new method has been introduced, termed coupled-cluster singles, doubles with
perturbative complete triples [CCSD(cT)]. When applied to metallic lithium, this
method demonstrates excellent agreement with experimental estimates, retaining
all the desirable properties of CCSD(T), such as accuracy for insulating systems
and low computational cost compared to full, iterative inclusion of triple excita-
tions.

• Chapter 4 serves as a pedagogical analysis, focusing on the convergence of corre-
lation energies, along with related quantities, with respect to the employed basis
set size for coupled-cluster theories, such as CCSD, CCSD(T), and CCSD(cT).
The truncation of these basis functions gives rise to a basis set incompleteness
error (BSIE), shaping both the electronic wavefunction and the pair correlation
at short interelectronic distances. A thorough examination of the coupled-cluster
theories in this domain offers meaningful corrections to the BSIE, not only sav-
ing significant computational resources but also enhancing our understanding of
short-range correlation effects.

• In Chapter 5, we conclude and provide a brief summary of the key points covered
and discussed throughout this work.

Finally, we note that in this work nuclear vibrations, relativistic effects, etc, are ex-
cluded and all calculations are performed at zero temperature. Moreover, the Einstein
summation convention applies to repeated indices throughout this work.





Chapter 1

Theory is knowledge that
sometimes works, and sometimes

does not

Nearly a century has elapsed since the introduction of one of the most famous equations
in the history of mankind [1]. However, Schrödinger’s equation remains exactly solvable
only for atomic hydrogen and certain one-electron molecules or ions. The reason lies
in the electrostatic interactions among the electrons, which could be characterized as
the doubled-edged sword of physics. While crucial, when combined with the intrinsic
quantum properties of electrons, for the plethora of materials constituting our world,
they also play a pivotal role in complicating the solution of Schrödinger’s equation.

Despite living in the most advanced technological era humanity has ever witnessed,
computational limitations persist, even when dealing with systems involving some
dozens of electrons. This constraint is often referred to as the “exponential wall”
[𝒪(𝑒𝑁)]. We can comprehend, thus, how much higher the complexity is in a solid, where
the number of atoms reaches Avogadro’s scale. Therefore, approximations that address
the Gordian knot of the many-body problem in materials science are of paramount
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1. Theoretical background 8

significance. One such approach involves the quest for effective one-particle approxi-
mations to solve the original many-body problem.

1.1 The many-body puzzle

In the non-relativistic limit the Hamiltonian of the many-body problem can be ex-
pressed as, �̂� = �̂�(𝑛)

kin + �̂�(𝑒)
kin + �̂�(𝑛−𝑛)

int + �̂�(𝑒−𝑛)
int + �̂�(𝑒−𝑒)

int , (1.1)

where the superscripts 𝑒 and 𝑛 refer to electron and nuclei, respectively. Solving
Eq. (1.1) will give us access to the full wavefunction of the many-body problem, con-
sequently enabling the calculation of all observable properties. However, the first
simplification occurs with the decoupling of degrees of freedom of electrons and nuclei,
known as the Born-Oppenheimer approximation. As the nuclei are significantly heavier
than the electrons, they can be treated as stationary on all timescales relevant to the
electrons. Moreover, the nuclei-nuclei interaction only introduces a constant shift to
the total energy of the system. Consequently, the first and third terms in Eq. (1.1)
can be omitted, resulting in the electronic many-body Hamiltonian given by,�̂� = − 12 𝑁∑𝑖=1 ∇2𝑖 − 𝑁,𝑁𝐼∑𝑖,𝐼 𝑍𝐼|r𝑖 − R𝐼|⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟�̂�1

+ 12 𝑁∑𝑖≠𝑗 1|r𝑖 − r𝑗|⏟⏟⏟⏟⏟⏟⏟�̂�2
. (1.2)

Here, r𝑖 and R𝐼 represent the positions of the 𝑖-th electron and 𝐼-th nucleus of the
system. Additionally, the one-body operators in the first and second terms, denoted
as �̂�1, account for the kinetic energy of the electrons and the electrostatic interac-
tions with the nuclei, respectively, while the third term, the two-body operator (�̂�2)
corresponds to the Coulomb repulsion between the electrons.

In the following sections, we will discuss theoretical methods that offer an approximate
solution to Eq. (1.2).
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1.2 The mean-field Hartree-Fock method

Hartree-Fock (HF) approximation is a method employed in quantum chemistry and
condensed matter physics to address the many-electron Schrödinger equation by pro-
viding an approximate solution. It simplifies the problem by treating each electron
independently, much like in Bloch’s theorem or Density Functional Theory (DFT)
through Kohn-Sham equations. HF is commonly referred to as a mean-field theory
because each electron interacts electrostatically with the average charge distribution
of the other 𝑁 − 1 electrons. Despite its simplicity, HF plays a crucial role in un-
derstanding the origin and accurately capturing around 98% of the total energy [2].
Furthermore, it serves as the starting point for more advanced methods that focus on
electronic correlations.

To describe the entire system of electrons, Hartree initially employed a trial wave
function in a Rayleigh-Ritz variational calculation, taking the form of a product of
single-particle orbitals. However, wavefunctions of this form are inconsistent with
Pauli’s exclusion principle, as they lack antisymmetry under the exchange of any two
coordinates.

A practice that ensures the antisymmetry of the wavefunction is to represent it as
a Slater determinant of independent particle wavefunctions. The Slater determinant
(SD) can be expressed in shorthand as a product of diagonals:|Φ0⟩ = |𝑖𝑗𝑘 … 𝑛⟩ , (1.3)

where the letters 𝑖, 𝑗, 𝑘, …, 𝑛 correspond to the set of spin-orbitals {𝜙𝑖} with arbitrary
spin. By applying Slater-Condon rules, we can evaluate one- and two-electron integrals.
Since the Hamiltonian involves two-body operators, we consider a SD for two electrons.
According to the variational principle, the optimal spin orbitals are those that minimize
the electronic energy:𝐸HF = min{𝜙𝑛} ⟨Φ0| �̂� |Φ0⟩ = min{𝜙𝑛} [⟨Φ0| �̂�1 |Φ0⟩ + ⟨Φ0| �̂�2 |Φ0⟩], (1.4)
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⟨Φ0| �̂�1 |Φ0⟩ = 𝑁∑𝑖=1 ⟨Φ0| ℎ̂(𝑖) |Φ0⟩ = 𝑁∑𝑖=1 ⟨𝑖| ℎ̂(𝑖) |𝑖⟩ , (1.5)⟨Φ0| �̂�2 |Φ0⟩ = 12 𝑁∑𝑖,𝑗 ⟨Φ0| 1|r𝑖 − r𝑗| |Φ0⟩ ≡ 12 𝑁∑𝑖,𝑗 [ ⟨𝑖𝑗| 1𝑟𝑖𝑗 |𝑖𝑗⟩⏟⏟⏟⏟⏟
Coulomb 𝐽𝑖𝑗

− ⟨𝑖𝑗| 1𝑟𝑖𝑗 |𝑗𝑖⟩⏟⏟⏟⏟⏟
Exchange 𝐾𝑖𝑗

]. (1.6)

Note that, we can omit the exception 𝑖 ≠ 𝑗 in Eq. (1.6) since the two terms for 𝑖 = 𝑗
in this sum cancel each other out. In a solid, excluding one of the 𝑁 terms is, of
course, without practical significance.1 Here, the Coulomb operator 𝐽𝑖𝑗 describes the
classical electrostatic repulsion between the charged particles. Specifically, it signifies
the average potential that the electron in orbital 𝜙𝑖 with coordinates, for instance, 𝑟1,
“senses” due to the charge density generated by 𝜙𝑗 with coordinates 𝑟2. In a sense, 𝐽
acts as an effective one-electron operator, as each electron behaves as an independent
particle interacting with a mean-field generated by all 𝑁 electrons. On the other hand,
the exchange operator 𝐾𝑖𝑗 is somewhat unique. It arises directly from the antisymmetry
principle, for which there is no classical analogue, and cancels the “unphysical” self-
interaction of an electron with its own potential. Exchange integrals assume a form
similar to Coulomb integrals, except now the orbital indices 𝑖 and 𝑗 are permuted in
the ket.

The one-body part of the Hamiltonian in Eq. (1.2) and the two-electron operators can
be combined into an effective one-electron operator, namely,̂ℱ = ℎ̂ + 𝑁∑𝑗 ( ̂𝐽𝑗 − �̂�𝑗), (1.7)

known as the Fock Operator. The summation for ̂𝐽𝑗 and �̂�𝑗 includes all occupied
orbitals. To systematically solve for ̂ℱ and obtain the corresponding eigenstates and
eigenenergies, we employ the framework of the Rayleigh-Ritz variational principle. Ac-
cording to this principle, the Hartree-Fock energy will be an upper bound for the exact
energy. Hence, the goal is to minimize, with respect to the orbitals, the expression:𝛿ℒ[{𝑖}] = 𝛿𝐸HF[{𝑖}] − 𝜀𝑗𝑖 𝑁∑𝑖,𝑗 𝛿(⟨𝑖|𝑗⟩ − 𝛿𝑖𝑗) = 0, (1.8)

1𝑁 denotes the number of electrons of the system.
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where 𝜀𝑗𝑖 being the Lagrange multipliers with constraint ⟨𝑖|𝑗⟩ = 𝛿𝑖𝑗, the orthonormality
of the orbitals. Without going into much detail, we obtain the non-canonical Hartree-
Fock equations: ̂ℱ𝑖 |𝑖⟩ = 𝜀𝑖𝑗 ∑𝑗 |𝑗⟩ . (1.9)

Note that the derived expression doesn’t represent an eigensystem since the action of̂ℱ on |𝑖⟩ does not yield |𝑖⟩. Nevertheless, a unitary transformation of the spin-orbitals
can be determined to diagonalize the Lagrange multiplier matrix 𝜀𝑖𝑗. Consequently,
we obtain the following canonical Hartree-Fock equations:̂ℱ ̃𝑖 ∣ ̃𝑖⟩ = 𝜀 ̃𝑖 ∣ ̃𝑖⟩ , (1.10)

which appear as a true eigensystem using canonical spin-orbitals. It’s crucial to note
that despite the occupied orbital rotation, the Fock operator and the energies remain
invariant to unitary transformation.

Since ̂ℱ is a one-electron operator, whereas both ̂𝐽𝑗 and �̂�𝑗 depend on all orbitals, the
resulting differential equations need to be solved iteratively. This process is known as
the Self-Consistent Field (SCF) procedure. In other words, the Hartree-Fock equations
establish a self-consistent field conceptual framework, determined through an iterative
method. Typically, starting with a basis of wavefunctions of independent particles, a
set of new functions is defined by solving the differential equations. The process re-
peats until the input and output wavefunctions practically coincide. For convergence,
a mixture of the input and output wavefunctions from the previous step usually serves
as the input for the next iterative step. From this point onward, the orbitals with the
lowest eigenenergies are termed occupied orbitals, while those with higher eigenener-
gies are referred to as unoccupied or virtual orbitals. It’s essential to emphasize that
even the Hartree-Fock equations provide an approximate solution to the problem, as
obtaining an exact solution would require in general the use of a superposition of Slater
determinants.

To calculate the total energy of the system under investigation, we must consider the
energy that the Hartree-Fock approximation fails to account for. The term correlation
energy, introduced by Löwdin, is defined as:𝐸c = 𝐸 − 𝐸HF, (1.11)
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where the missing correlation energy 𝐸c is the difference between the exact, non-
relativistic energy 𝐸 and the HF energy 𝐸HF, assuming a complete one-electron basis.

1.3 Stepping into correlations: The Møller-
Plesset perturbation theory

Hartree-Fock theory captures only correlation effects induced by spin statistics, i.e.,
electrons of same spin are correlated in space. To account for dynamic correlations,
that emerge due to the Coulomb interaction between the electrons, various post-
Hartree-Fock methods have been developed. Among them is the scheme of Rayleigh-
Schrödinger perturbation theory on many-body systems, or many-body perturbation
theory (MBPT), where the free electrons constitute the solvable unperturbed system
with known mathematical solutions, while the electronic interaction is treated as a per-
turbation. In this section, we will present the particular case of Møller-Plesset (MP)
perturbation theory [3], in which the Hartree-Fock solution appears as the zero-order
approximation, resulting in a zero first-order energy correction. The famous next-
order correction, referred to as MP2, is extensively employed in the fields of quan-
tum chemistry and solid state physics. The reason behind its widespread use is the
capture of long-range or van der Waals interactions, which mean-field theories, such
as Hartree-Fock or Density Functional Theory (DFT) using approximate and local
exchange-correlation (XC) functionals, fail to account for.

To begin with, the Hamiltonian of the many-body system, within the context of MP
perturbation theory, reads, �̂� = �̂�0 + �̂�, (1.12)

where �̂�0 = ̂𝐹 represents the Fock operator, and �̂� = �̂�−�̂�0 denotes the perturbation.
The zeroth-order ground-state wavefunction solution to the unperturbed Hamiltonian�̂�0 is the Hartree-Fock Slater determinant, constructed with canonical orbitals, which
are eigenstates of the Fock operator,�̂�0 |Ψ0⟩ = 𝐸0 |Ψ0⟩ , (1.13)
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where 𝐸0 is the zeroth-order energy, given as the sum of the eigenenergies of the
canonical Hartree-Fock orbitals in Eq. (1.10). Based on that, the first-order energy
correction to the zeroth-order Hamiltonian �̂�0, supplemented with the zeroth-order
energy, will yield the Hartree-Fock energy, namely,⟨Ψ0| �̂�0 |Ψ0⟩ + ⟨Ψ0| �̂� |Ψ0⟩ = 𝐸0 + 𝐸1 = 𝐸HF. (1.14)

To improve on the HF ground state with MP theory, we must take into account at
least the second-order energy correction, expressed as:𝐸2 = − ∑𝑛≠0 | ⟨Ψ0| �̂� |Ψ𝑛⟩ |2𝐸𝑛 − 𝐸0 , (1.15)

where |Ψ𝑛⟩ represents a priori single, double, triple, and so forth, excited determinants.
Indeed, as �̂� is a two-body operator, according to Slater’s rules, matrix elements in-
volving triple and higher excitations with respect to |Ψ0⟩ are zero. Additionally, con-
tributions from single excitations, due to Brillouin’s theorem, also lead to vanishing
terms. Consequently, only double excitations of the form |Ψ𝑛⟩ = ∣Ψ𝑎𝑏𝑖𝑗 ⟩ contribute.2

In this case, the two-body part of the perturbation operator yields a non-zero matrix
element: ⟨Ψ0| �̂� ∣Ψ𝑎𝑏𝑖𝑗 ⟩ = ⟨𝑖𝑗|𝑎𝑏⟩ − ⟨𝑗𝑖|𝑎𝑏⟩ = ⟨𝑖𝑗||𝑎𝑏⟩ . (1.16)

Furthermore, the zeroth-order energy associated with the doubly-excited determinants∣Ψ𝑎𝑏𝑖𝑗 ⟩ is given by, 𝐸𝑛 = 𝐸𝑎𝑏𝑖𝑗 = 𝐸0 + 𝜖𝑎 + 𝜖𝑏 − 𝜖𝑖 − 𝜖𝑗, (1.17)

leading to the second-order MP energy correction:𝐸MP2𝑐 = −14 occ.∑𝑖𝑗 vir.∑𝑎𝑏 | ⟨𝑖𝑗||𝑎𝑏⟩ |2𝜖𝑎 + 𝜖𝑏 − 𝜖𝑖 − 𝜖𝑗 . (1.18)

In the case of closed-shell systems, assuming each orbital is doubly occupied with spin-
up and spin-down electrons, the expression for the MP2 correlation energy can be
derived by summing over spin coordinates, specifically,𝐸MP2𝑐 = − occ.∑𝑖𝑗 vir.∑𝑎𝑏 ⟨𝑖𝑗|𝑎𝑏⟩ [2 ⟨𝑎𝑏|𝑖𝑗⟩ − ⟨𝑏𝑎|𝑖𝑗⟩]𝜖𝑎 + 𝜖𝑏 − 𝜖𝑖 − 𝜖𝑗 , (1.19)

2Here, ∣Ψ𝑎𝑏𝑖𝑗 ⟩ denotes a doubly excited determinant, where two electrons from the occupied orbitals𝑖 and 𝑗 have been excited to the unoccupied, or virtual, orbitals 𝑎 and 𝑏.
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where 𝑎, 𝑏 and 𝑖, 𝑗 now represent spatial occupied and virtual orbitals, respectively.
Energy expressions for higher order perturbation expansions, denoted as MP3, MP4,
and so forth, can be found in the literature.

It is evident from Eq. (1.19) that if the denominator is zero, the MP2 energy diverges.
This occurs in periodic systems with zero band gap, such as metals, or in systems
exhibiting a small HOMO-LUMO gap. In both cases, MP2 theory fails, and other
post-Hartree-Fock methods are needed, albeit computationally expensive.

Additionally, it is worth noting that MP2 implementations typically scale as 𝒪(𝑁5),
where 𝑁 is a measure of the system size. Nevertheless, successful efforts have been
made to reduce this quintic scaling to a quartic or even cubic one [4, 5].

1.4 A powerful post-Hartree-Fock method: The
coupled-cluster theory

Since Møller-Plesset perturbation theory exhibits limitations when applied to certain
systems, coupled-cluster (CC) theory emerges as a more compact and precise frame-
work for the study of electronic correlations. In this post-Hartree-Fock method, the
wavefunction is approximated using a linear combination of Slater determinants by
correlating the motions of any number of occupied electrons through cluster functions.
In fact, these functions replace any number of occupied orbitals-those that provide
the minimum energy in the HF approximation-with a linear combination of 𝑛-tuples
of orbitals belonging to the virtual manifold, where 𝑛 denotes the number of occu-
pied electrons being correlated. This procedure for obtaining the exact wavefunction
of the system can be simplified using second quantization notation, giving rise to an
exponential ansatz in the form of,|Ψ⟩ = |ΨCC⟩ = 𝑒 ̂𝑇 |Φ0⟩ , (1.20)

where |Φ0⟩ is the Hartree-Fock, or reference, wavefunction, and |Ψ⟩ represents the
exact solution to our many-body problem,�̂� |Ψ⟩ = 𝐸 |Ψ⟩ . (1.21)
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The exponential of the excitation cluster operator ̂𝑇 is given by the expansion:3𝑒 ̂𝑇 = 1 + ̂𝑇 + ̂𝑇 22! + ̂𝑇 33! + ⋯ = ∞∑𝑛=0 ̂𝑇 𝑛𝑛! , (1.22)

where ̂𝑇 for an 𝑁 -electron system is defined as,̂𝑇 = ̂𝑇1 + ̂𝑇2 + … + ̂𝑇𝑁 , (1.23)

with the subscripts referring to the number of excited electrons. For instance, using
second quantization operators, the total one-orbital cluster operator is specified as:̂𝑇1 = ∑𝜇 ̂𝑡𝜇 = ∑𝑖𝑎 𝑡𝑎𝑖 ̂𝛼†𝑎 ̂𝛼𝑖, (1.24)

where ̂𝑡𝑖 and 𝑡𝑎𝑖 represent the single-orbital cluster operator and its coefficient, respec-
tively. The annihilation operator ̂𝛼𝑖 destroys an electron in orbital 𝑖 from the reference
determinant it acts on, while the creation operator ̂𝛼†𝑎 creates an electron in the orbital𝑎. Similarly, the total two-orbital cluster operator is introduced as:̂𝑇2 = 12 ∑𝜇,𝜈 ̂𝑡𝜇𝜈 = 14 ∑𝑖𝑗𝑎𝑏 𝑡𝑎𝑏𝑖𝑗 ̂𝛼†𝑎 ̂𝛼†𝑏 ̂𝛼𝑗 ̂𝛼𝑖, (1.25)

where electrons in orbitals 𝑖 and 𝑗 are annihilated and placed in orbitals 𝑎 and 𝑏. To
determine the cluster coefficients, or amplitudes, 𝑡𝑎𝑖 , 𝑡𝑎𝑏𝑖𝑗 , and so forth, we begin by
substituting Eq. (1.20) in Eq. (1.21), resulting in,�̂�𝑒 ̂𝑇 |Φ0⟩ = 𝐸𝑒 ̂𝑇 |Φ0⟩ . (1.26)

Applying a “projective” technique, one can multiply this equation by the reference Φ0
from the left, obtaining the subsequent expression for the energy,⟨Φ0| �̂�𝑒 ̂𝑇 |Φ0⟩ = 𝐸 ⟨Φ0| 𝑒 ̂𝑇 |Φ0⟩ = 𝐸, (1.27)

where intermediate normalization, i.e. ⟨Φ0|ΨCC⟩ = 1, has been assumed. Additionally,
expressions for the cluster amplitudes can be derived by left-projecting Eq. (1.26) onto

3The operators ̂𝑇𝑖s are referred to as excitation operators, since the determinants they produce
from |Φ0⟩ resemble excited states in Hartree-Fock theory.
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the excited determinants produced by the action of the cluster operator, ̂𝑇 , on the
reference, e.g., ⟨Ψ𝑎𝑏…𝑖𝑗… ∣ �̂�𝑒 ̂𝑇 |Φ0⟩ = 𝐸 ⟨Ψ𝑎𝑏…𝑖𝑗… ∣ 𝑒 ̂𝑇 |Φ0⟩ , (1.28)

where ∣Ψ𝑎𝑏…𝑖𝑗… ⟩ depicts an excited determinant in which occupied orbitals 𝑖, 𝑗, etc. have
been substituted by virtual, or unoccupied, orbitals 𝑎, 𝑏, etc. Projections of this type
yield a set of nonlinear equations, dependent on energy,4 for the amplitudes, ultimately
leading to the exact wavefunction when the excitation operators are fully included up to
the number of electrons. However, despite the insights we can gain from this procedure
for the coupled cluster method, its most significant drawback is that these equations
are not suited for practical computer implementations.

Before we continue, it is worth noting that by substituting Eq. (1.22) into Eq. (1.27),
a natural truncation emerges. Specifically, cubic and higher powers of the cluster
operator ̂𝑇 lead to at least threefold excitations. Since the electronic Hamiltonian
consists of one- and two-body operators, according to Slater’s rules, the matrix elements
between determinants that differ by more than two orbitals are zero.

In order to derive the energy expression and set of amplitude equations suitable for com-
putational implementation we multiply the coupled-cluster Schrödinger equation (1.26)
by the inverse of the exponential operator. This leads to the following form, which can
also be viewed as an eigenvalue problem,𝑒− ̂𝑇 �̂�𝑒 ̂𝑇 |Φ0⟩ = 𝐸 |Φ0⟩ , (1.29)

where the similarity-transformed Hamiltonian �̄� = 𝑒− ̂𝑇 �̂�𝑒 ̂𝑇 , is used in place of the
normal electronic Hamiltonian �̂�. By projecting Eq. (1.29) onto the multi-electron
Hilbert space of determinants that describe all possible excitations, namely,|ℋ⟩ = |Φ0⟩ + |Ψ𝑎𝑖 ⟩ + ∣Ψ𝑎𝑏𝑖𝑗 ⟩ + ∣Ψ𝑎𝑏𝑐𝑖𝑗𝑘 ⟩ + ⋯ + ∣Ψ 𝑁⏞𝑎𝑏𝑐…𝒵𝑖𝑗𝑘…ℒ⏟𝑁 ⟩ , (1.30)

4This implies the presence of unlinked terms or diagrams in the set of equations, similar to the
unlinked diagrams in MBPT. The cancellation of these unlinked terms is of great importance and
closely related to the extensivity of the CC method, i.e., the linear scaling of the energy with the
number of electrons.
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where ∣Ψ 𝑁⏞𝑎𝑏𝑐…𝒵𝑖𝑗𝑘…ℒ⏟𝑁 ⟩ ≡ 𝒵∏ℎ=𝑎 ̂𝛼†ℎ 𝑖∏𝑔=ℒ ̂𝛼𝑔 |Φ0⟩ (1.31)

we obtain the following modified energy expression and set of amplitude equations,⟨Φ0| �̄� |Φ0⟩ = 𝐸, (1.32)⟨Ψ𝑎𝑖 | �̄� |Φ0⟩ = 0, (1.33)⟨Ψ𝑎𝑏𝑖𝑗 ∣ �̄� |Φ0⟩ = 0, (1.34)⟨Ψ𝑎𝑏𝑐𝑖𝑗𝑘 ∣ �̄� |Φ0⟩ = 0, (1.35)⋮
The advantage of this procedure is that the set of amplitude equations is now decoupled
from the energy expression.5 Moreover, a simplification occurs when applying the
Baker-Campbell-Hausdorff (BCH) formula to the similarity-transformed Hamiltonian�̄�. This results in a linear combination of nested commutators of the Hamiltonian �̂�
with the cluster operator ̂𝑇 ,�̄� = �̂� + [�̂�, ̂𝑇 ] + 12![[�̂�, ̂𝑇 ], ̂𝑇 ] + 13![[[�̂�, ̂𝑇 ], ̂𝑇 ], ̂𝑇 ]+ 14![[[[�̂�, ̂𝑇 ], ̂𝑇 ], ̂𝑇 ], ̂𝑇 ] + … . (1.36)

Similar to the natural truncation described earlier for Eq. (1.27), the BCH expansion
also exhibits a natural truncation. Specifically, due to the fact that the cluster operators
commute with each another, but not with the two-body Coulomb interaction of the
Hamiltonian �̂�, the BCH expansion exactly terminates at fourth order. Thus, by
using the truncated expansion, we derive analytic expressions for the commutators in
Eq. (1.36). When these expressions are substituted into the energy and amplitude
equations and Wick’s theorem is applied, an efficient implementation can be achieved.
However, one final step remains to be taken: deciding the level of truncation for the
cluster operator ̂𝑇 .

5The set of these equations is known as the linked CC equations, which are equivalent to the
unlinked equations discussed previously.
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1.4.1 The all around coupled-cluster singles and doubles
(CCSD) amplitude equations

The truncation of the cluster operator ̂𝑇 at specific excitation levels is closely related
to the available computational resources and the characteristics of the systems under
study. This process will eventually introduce a hierarchy of coupled-cluster techniques,
such as CCS ( ̂𝑇 ≈ ̂𝑇1), CCSD ( ̂𝑇 ≈ ̂𝑇1 + ̂𝑇2) , CCSDT ( ̂𝑇 ≈ ̂𝑇1 + ̂𝑇2 + ̂𝑇3), and
so forth. Hence, the abbreviations S, D, T stand for singles, doubles, and triples
excitations, respectively.

One of the most well-known approximations to the cluster operator ̂𝑇 , with a wide
application in quantum chemistry and condensed matter physics, is the coupled-cluster
singles and doubles method. The CCSD wavefunction ansatz is expressed as follows,|ΨCCSD⟩ = 𝑒 ̂𝑇1+ ̂𝑇2 |Φ0⟩ = (1 + ̂𝑇1 + 12! ̂𝑇 21 + 13! ̂𝑇 31 + 14! ̂𝑇 41 + ̂𝑇2 + 12! ̂𝑇 22+ ̂𝑇2 ̂𝑇1 + 12! ̂𝑇2 ̂𝑇 21 + … ) |Φ0⟩ . (1.37)

To determine the CCSD energy and the so-called cluster amplitudes 𝑡𝑎𝑖 , and 𝑡𝑎𝑏𝑖𝑗 , we
insert Eq. (1.37) into the Schrödinger equation and follow the projecting procedure
discussed previously in this section, namely,⟨Φ0| �̃� |Φ0⟩ = 𝐸CCSD

c , (1.38)⟨Ψ𝑎𝑖 | �̄� |Φ0⟩ = 0, (1.39)⟨Ψ𝑎𝑏𝑖𝑗 ∣ �̄� |Φ0⟩ = 0. (1.40)

Here, we define �̃� = �̄� − 𝐸HF, and 𝐸CCSD
c represents the correlation energy computed

at the CCSD level. For practical implementations, the aforementioned equations need
to be reformulated to explicitly involve Hamiltonian matrix elements and amplitudes,
making them directly applicable. This can be accomplished through further algebraic
transformations, including the Baker-Campbell-Hausdorff (BCH) expansion, Wick’s
theorem, Slater rules or even diagrammatic techniques.6 From Eq. (1.38) we can derive

6The diagrammatic techniques utilized in coupled-cluster methods share similarities with the Feyn-
man techniques employed in MBPT. However, coupled-cluster terms are represented by Goldstone
diagrams, and their “rules” can be found in various textbooks [6].
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the correlation energy expression:𝐸CCSD
c = 2𝑓 𝑖𝑎𝑡𝑎𝑖 + 𝑤𝑖𝑗𝑎𝑏(𝑡𝑎𝑖 𝑡𝑏𝑗 + 𝑡𝑎𝑏𝑖𝑗 ). (1.41)

We note that only double and squared single amplitudes appear in the expression
of the CCSD correlation energy. This is because higher excitations do not make a
direct contribution to the correlation energy, as the electronic Hamiltonian contains at
most two-body operators. In addition, the single amplitude 𝑡𝑎𝑖 can be obtained from
Eq. (1.39) leading to the equation:Δ𝑎𝑖 𝑡𝑎𝑖 = 𝑓𝑎𝑖 − 2𝑓𝑘𝑐 𝑡𝑎𝑘𝑡𝑐𝑖 + 𝜅𝑎𝑐 𝑡𝑐𝑖 − 𝜅𝑘𝑖 𝑡𝑎𝑘 + 𝜅𝑘𝑐(2𝑡𝑐𝑎𝑘𝑖 − 𝑡𝑐𝑎𝑖𝑘 ) + 𝜅𝑘𝑐 𝑡𝑐𝑖 𝑡𝑎𝑘 + 𝑤𝑎𝑘𝑖𝑐 𝑡𝑐𝑘+ 𝑤𝑎𝑘𝑐𝑑 (𝑡𝑐𝑑𝑖𝑘 + 𝑡𝑐𝑖 𝑡𝑑𝑘) − 𝑤𝑘𝑙𝑖𝑐(𝑡𝑎𝑐𝑘𝑙 + 𝑡𝑎𝑘𝑡𝑐𝑙 ), (1.42)

while the expression for the double amplitude, following from Eq. (1.40), is given by,Δ𝑎𝑏𝑖𝑗 𝑡𝑎𝑏𝑖𝑗 = 𝜐𝑎𝑏𝑖𝑗 + 𝜒𝑘𝑙𝑖𝑗(𝑡𝑎𝑏𝑘𝑙 + 𝑡𝑎𝑘𝑡𝑏𝑙 ) + 𝜒𝑎𝑏𝑐𝑑(𝑡𝑐𝑑𝑖𝑗 + 𝑡𝑐𝑖 𝑡𝑑𝑗 ) + 𝑃𝜆𝑎𝑐 𝑡𝑐𝑏𝑖𝑗 − 𝑃𝜆𝑘𝑖 𝑡𝑎𝑏𝑘𝑗+ 𝑃 (𝜐𝑎𝑏𝑖𝑐 − 𝜐𝑘𝑏𝑖𝑐 𝑡𝑎𝑘)𝑡𝑐𝑗 − 𝑃(𝜐𝑎𝑘𝑖𝑗 + 𝜐𝑎𝑘𝑖𝑐 𝑡𝑐𝑗)𝑡𝑏𝑘 + 𝑃(2𝜒𝑎𝑘𝑖𝑐 − 𝜒𝑎𝑘𝑐𝑖 )𝑡𝑐𝑏𝑘𝑗− 𝑃 𝜒𝑎𝑘𝑖𝑐 𝑡𝑐𝑏𝑘𝑗 − 𝑃𝜒𝑏𝑘𝑐𝑖 𝑡𝑎𝑐𝑘𝑗 . (1.43)

Presented here are the closed-shell coupled-cluster singles and doubles amplitude equa-
tions for spatial orbitals, which can also be found elsewhere [7]. As evident, the pro-
jected equations are nonlinear and coupled with respect to the amplitudes, involving
an iterative solution process. Once the amplitudes are obtained, the CCSD correlation
energy can be evaluated using Eq. (1.41). The introduced intermediates 𝜅, 𝜆, and𝜒 play a crucial role in reducing the computational cost of the CCSD method from𝒪(𝑁8) to 𝒪(𝑁6). Despite this improvement, the computationally most demanding
term is the 𝜐𝑎𝑏𝑐𝑑𝑡𝑐𝑑𝑖𝑗 , requiring 𝑁6 operations. This categorizes CCSD in the computa-
tional complexity class of 𝒪(𝑁6), with memory storage for the double amplitudes of
order 𝒪(𝑁4). The intermediates are expressed as follows:𝜅𝑘𝑖 = 𝑤𝑘𝑙𝑐𝑑(𝑡𝑐𝑑𝑖𝑙 + 𝑡𝑐𝑖 𝑡𝑑𝑙 ) (1.44)𝜅𝑎𝑐 = −𝑤𝑘𝑙𝑐𝑑(𝑡𝑎𝑑𝑘𝑙 + 𝑡𝑎𝑘𝑡𝑑𝑙 ) (1.45)𝜅𝑘𝑐 = 𝑓𝑘𝑐 + 𝑤𝑘𝑙𝑐𝑑𝑡𝑑𝑙 (1.46)



1. Theoretical background 20𝜆𝑘𝑖 = 𝜅𝑘𝑖 + 𝑓𝑘𝑐 𝑡𝑐𝑖 + 𝑤𝑘𝑙𝑖𝑐𝑡𝑐𝑙 (1.47)𝜆𝑎𝑐 = 𝜅𝑎𝑐 − 𝑓𝑘𝑐 𝑡𝑎𝑘 + 𝑤𝑎𝑘𝑐𝑑 𝑡𝑑𝑘 (1.48)𝜒𝑘𝑙𝑖𝑗 = 𝜐𝑘𝑙𝑖𝑗 + 𝜐𝑘𝑙𝑖𝑐𝑡𝑐𝑗 + 𝜐𝑘𝑙𝑐𝑗𝑡𝑐𝑖 + 𝜐𝑘𝑙𝑐𝑑(𝑡𝑐𝑑𝑖𝑗 + 𝑡𝑐𝑖 𝑡𝑑𝑗 ) (1.49)𝜒𝑎𝑏𝑐𝑑 = 𝜐𝑎𝑏𝑐𝑑 − 𝜐𝑎𝑘𝑐𝑑 𝑡𝑏𝑘 − 𝜐𝑘𝑏𝑐𝑑𝑡𝑎𝑘 (1.50)𝜒𝑎𝑘𝑖𝑐 = 𝜐𝑎𝑘𝑖𝑐 − 𝜐𝑙𝑘𝑖𝑐𝑡𝑎𝑙 + 𝜐𝑎𝑘𝑑𝑐 𝑡𝑑𝑖 − 12𝜐𝑙𝑘𝑑𝑐(𝑡𝑑𝑎𝑖𝑙 + 2𝑡𝑑𝑖 𝑡𝑎𝑙 ) + 12𝑤𝑙𝑘𝑑𝑐𝑡𝑎𝑑𝑖𝑙 (1.51)𝜒𝑎𝑘𝑐𝑖 = 𝜐𝑎𝑘𝑐𝑖 − 𝜐𝑙𝑘𝑐𝑖𝑡𝑎𝑙 + 𝜐𝑎𝑘𝑐𝑑 𝑡𝑑𝑖 − 12𝜐𝑙𝑘𝑐𝑑(𝑡𝑑𝑎𝑖𝑙 + 2𝑡𝑑𝑖 𝑡𝑎𝑙 ), (1.52)

where, 𝑃{… }𝑎𝑏𝑖𝑗 = {… }𝑎𝑏𝑖𝑗 + {… }𝑏𝑎𝑗𝑖 is the permutation operator, and the two-electron
Coulomb integrals 𝑤𝑎𝑏𝑖𝑗 , are given as 𝑤𝑎𝑏𝑖𝑗 = 2 ⟨𝑎𝑏|𝑖𝑗⟩ − ⟨𝑏𝑎|𝑖𝑗⟩.
Finally, it is important to note that CCSD includes all the terms from MP2 and MP3
perturbation theory. However, from the MP4 level, it only includes terms associated
with pairs of electrons being excited. The strength of the method lies in the resum-
mation of these terms to infinite order. Nevertheless, to incorporate processes that
correlate more than two electrons, one has to climb the ladder of the hierarchy of
coupled-cluster techniques.

1.4.2 Hidden gems in coupled-cluster theory

After a closer examination of the doubles amplitude equation (1.43), we can identify
the following terms:Δ𝑎𝑏𝑖𝑗 𝑡𝑎𝑏𝑖𝑗 = 𝜐𝑎𝑏𝑖𝑗 + 2 𝜐𝑎𝑘𝑖𝑐 𝑡𝑐𝑏𝑘𝑗 + 2 𝑡𝑎𝑐𝑖𝑘 𝜐𝑘𝑏𝑐𝑗 + 4 𝑡𝑎𝑐𝑖𝑘 𝜐𝑘𝑙𝑐𝑑𝑡𝑑𝑏𝑙𝑗 . (1.53)

A diagrammatic illustration of these terms using Goldstone diagrams corresponds to
the topology of ring diagrams, which are the hallmark of the historical Random-Phase-
Approximation (RPA). This approach was introduced in different frameworks by Bohm
and Pines, Macke, and Gell-Mann and Brueckner.

By iteratively solving Eq. (1.53), the resulting converged amplitudes can be utilized to
calculate the correlation energy. According to Freeman, who applied the ring coupled-
cluster doubles (rCCD) equation, as it was named, to the unpolarized electron gas
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for various electronic densities, when compared to Hedin’s RPA results, the agreement
falls within numerical accuracy [8].

Furthermore, Scuseria et al [9], through an algebraic analysis of the doubles amplitude
equation, concluded that RPA is equivalent to rCCD, comprising a subset of coupled-
cluster doubles (CCD) terms, while it can further include an infinite summation of
Brueckner’s ladder or higher-order exchange diagrams. Additionally, he noted that an𝒪(𝑁4) scaling for the evaluation of the doubles amplitude equation is feasible.7 The
revival of RPA in recent years can be attributed to its ability to capture long-range
interactions, a feature that is absent in widely used density-functional approximations
such as Local Density Approximation (LDA) and Generalized Gradient Approximation
(GGA).

1.4.3 Coupled-cluster singles and doubles with perturbative
triples [CCSD(T)] approximation

The next anticipated step to improve the wavefunction and correlation energy within
the coupled-cluster methodology is the inclusion of triple excitations. Despite several
studies demonstrating the importance of triple and higher excitations in accurately
predicting various systems properties, their application is restricted to small system
sizes. Specifically, the computational cost of coupled-cluster singles, doubles and triples
(CCSDT) increases by two orders of magnitude, i.e. 𝒪(𝑁8), while due to the iterative
nature of the method, storage of the triple-excitation amplitudes 𝑡𝑎𝑏𝑐𝑖𝑗𝑘 is necessary. For
instance, the memory requirements for a system of 14 electrons and 1.000 unoccupied
orbitals nearly approach 2.5TB, when storing the data in double precision.

One approach that is less expensive, resulting in a good trade-off between compu-
tational cost and accuracy for a large range of applications in the field of quantum
chemistry, is the incorporation of triple excitations in a perturbative manner [10]. On
the contrary, when applied to metallic systems, it exhibits a divergence similar to MP2
perturbation theory [11]. The CCSD(T) approximation, as denoted, is characterized

7To achieve this, the rCCD formulation is combined with the Cholesky decomposition technique.
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by a computational cost of 𝒪(𝑁7). Due to its perturbative nature, the correlation
energy can be calculated without the need for triple amplitude storage. Specifically,
the triple excitation amplitudes are given by:Δ𝑎𝑏𝑐𝑖𝑗𝑘 𝑡𝑎𝑏𝑐𝑖𝑗𝑘 = 𝑃(𝑡𝑎𝑒𝑖𝑗 𝜐𝑏𝑐𝑒𝑘 − 𝑡𝑎𝑏𝑖𝑚𝜐𝑚𝑐𝑗𝑘 ), (1.54)

where the permutation operator is defined as:𝑃{… }𝑎𝑏𝑐𝑖𝑗𝑘 = {… }𝑎𝑏𝑐𝑖𝑗𝑘 + {… }𝑎𝑐𝑏𝑖𝑘𝑗 + {… }𝑐𝑎𝑏𝑘𝑖𝑗 + {… }𝑐𝑏𝑎𝑘𝑗𝑖 + {… }𝑏𝑐𝑎𝑗𝑘𝑖 + {… }𝑏𝑎𝑐𝑗𝑖𝑘 . (1.55)

Based on Eq. (1.54) the correlation energy at the CCSD(T) level can be expressed as:𝐸CCSD(T)
c = 𝐸CCSD

c + ̄𝑡 𝑖𝑗𝑘𝑎𝑏𝑐𝑡𝑎𝑏𝑐𝑖𝑗𝑘 Δ𝑎𝑏𝑐𝑖𝑗𝑘 , (1.56)

where 𝐸CCSD
c is retrieved by Eq. (1.41) and ̄𝑡 𝑖𝑗𝑘𝑎𝑏𝑐 is defined as [12],̄𝑡 𝑖𝑗𝑘𝑎𝑏𝑐 = 43𝑡𝑖𝑗𝑘𝑎𝑏𝑐 − 2𝑡𝑖𝑗𝑘𝑎𝑐𝑏 + 23𝑡𝑖𝑗𝑘𝑏𝑐𝑎. (1.57)

It is worth noting that the CCSD(T) approximation includes all triple excitation terms
that appear in MP4 perturbation theory. Thus, CCSD and CCSD(T) incorporate the
entire set of diagrams for the evaluation of the correlation energy that occurs in MP3
and MP4 perturbation theory, respectively, and even beyond that through the infinite
resummation of terms at the CCSD level of theory.

Summarizing, coupled cluster theory, initially proposed by Coester and Kümmel in
the field of nuclear physics [13], was introduced to the study of electron correlation in
quantum chemistry by Čížek and Paldus in the 1960s [14]. Since then, it has evolved
into a powerful, successful, and widely used electronic structure theory method for
addressing correlation effects in many-electron systems.

In the following chapters, we will attempt to apply Hartree-Fock and post-Hartree-
Fock theories to the Uniform Electron Gas model, detect shortcomings and limita-
tions, provide a thorough analysis of the terms appearing in MP perturbation theory
and coupled-cluster approximations, and offer a treatment for the caveats of divergent
coupled-cluster methods.



Chapter 2

The Uniform Electron Gas: an
intertemporal toy model

Instead of deriving sophisticated, approximate single-particle solutions of the original
many-body problem, one might take a different tack by developing toy model Hamil-
tonians. Among these models is the Uniform Electron Gas (UEG), commonly referred
to as the “Jellium” model, introduced in the early 1930s as an archetype by J. Bardeen
for the qualitative study of metallic systems.1

Since then, the UEG has served as the workhorse model for extensive studies, both
analytical and numerical. Notably, in 1965, Kohn and Sham [15] demonstrated that
knowledge of an analytical parametrization of the UEG correlation energy enables
approximate calculations for atoms, molecules and solids within the framework of DFT.
Additionally, its correlated fermionic nature is intertwined to a plethora of physical
phenomena, including Wigner crystallization, spin-polarization transitions, screening
effects, the quasi-particle picture of collective excitations known as plasmons, and more.

In this chapter, we will provide a brief theoretical description of the UEG, along with
the necessary modifications and procedural steps, required for generating numerical

1The term “Jellium” was coined by the American physicist C. Herring.
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results, using a variety of theories and approximations. Furthermore, we will outline
the computational limitations that need to be addressed in order to obtain qualitative
results resembling the prototype.

2.1 Theoretical description of the model

The UEG serves as a simplification of the complex, real nature of a many-particle
system, particularly of solids, offering an approximate study of their properties. The
following assumptions are considered: initially, during the formation of the solid, there
is complete detachment of the valence electrons from each atomic nucleus, while the
remaining components remain bound to it, entirely unaffected by the presence of other
atoms. Subsequently, the resulting positive ions are “mushed up” — hence the name
Jellium — to form a continuous, homogeneous, and isotropic quantity of positive charge
with a density of +𝑛𝑒. Having thus completely reshaped the crystalline characteristics
of the solid, one can conclude that the Jellium model involves a system of 𝑁 elec-
trons with a density of 𝑛 = 𝑁/Ω, interacting not only among themselves through
the Coulomb potential but also with the aforementioned static positive quantity, com-
monly referred to as the background. The presence of the latter ensures the electrical
neutrality of the system, described by the Hamiltonian:�̂� = −12 𝑁∑𝑖=1 ∇2𝑖 + 12 𝑁∑𝑖≠𝑗 1|r𝑖 − r𝑗| − 𝑁∑𝑖=1 ∫ 𝑑3𝑟′ 𝑛|r𝑖 − r′| + 12 ∫ 𝑑3𝑟 ∫ 𝑑3𝑟′ 𝑛2|r − r′| . (2.1)

In Eq. (2.1), the first term accounts for the kinetic energy of the electrons, while the
second term, denoted as �̂�𝑒𝑙−𝑒𝑙, represents their repulsion energy due to the electro-
static interaction among them. The third (�̂�𝑒𝑙−𝑏) and fourth (�̂�𝑏−𝑏) terms describe the
energy arising from the interactions of electrons with the positively charged background
and within the background itself, respectively.

Due to the long-range nature of the Coulomb interaction, each term describing the cor-
responding interactions diverges in the thermodynamic limit (TDL). The latter plays a
fundamental role in the analytical description of many-body quantum systems, deter-
mining the properties of the bulk medium. Consequently, it is essential to consistently
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consider the limit in which the system volume extends throughout space, i.e., Ω → ∞.
Moreover, for well-defined physical properties, the number of particles in the system
should also approach infinity, 𝑁 → ∞, so that the density remains constant. How-
ever, the electrical neutrality of the system requires that the sum of the terms in the
Hamiltonian remains well-defined in the given limit. To ensure the correctness of the
intermediate mathematical operations, we introduce a convergence-exponential term
of the form [16]: 1|r − r′| = lim𝜇→0 𝑒−𝜇|r−r′||r − r′| , (2.2)

which leads to the modification of the Coulomb potential into a Yukawa potential. The
Fourier transform of the latter is given by,𝑒−𝜇|r||r| = 1Ω ∑

q
𝑒𝑖q⋅r 4𝜋|q|2 + 𝜇2 . (2.3)

Using the result from (2.3) each interaction term of the Hamiltonian (2.1) is expressed
as: �̂�𝑏−𝑏 = lim𝜇→0 [𝑛22 ∫ 𝑑3𝑟 ∫ 𝑑3𝑟′ 𝑒−𝜇|r−r′||r − r′| ] = lim𝜇→0 [𝑛22 ∫ 𝑑3𝑟 ∫ 𝑑3𝜌 𝑒−𝜇𝜌𝜌 ]= lim𝜇→0 [𝑛22 Ω4𝜋𝜇2 ] = lim𝜇→0 [12 𝑁2Ω 4𝜋𝜇2 ],

�̂�𝑒𝑙−𝑏 = lim𝜇→0 [ − 𝑛 𝑁∑𝑖=1 ∫ 𝑑3𝑟′ 𝑒−𝜇|r𝑖−r′||r𝑖 − r′| ] = lim𝜇→0 [ − 𝑛 𝑁∑𝑖=1 ∫ 𝑑3𝜌 𝑒−𝜇𝜌𝜌 ]= lim𝜇→0 [ − 𝑁2Ω 4𝜋𝜇2 ],
�̂�𝑒𝑙−𝑒𝑙 = lim𝜇→0 [12 𝑁∑𝑖≠𝑗 𝑒−𝜇|r𝑖−r𝑗||r𝑖 − r𝑗| ] = lim𝜇→0 [12 4𝜋Ω 𝑁∑𝑖≠𝑗 ∑

q

𝑒𝑖q⋅(r𝑖−r𝑗)|q|2 + 𝜇2 ]
= 12 𝑁∑𝑖≠𝑗 1Ω ∑

q≠0 ( 4𝜋|q|2 )𝑒𝑖q⋅(r𝑖−r𝑗) + lim𝜇→0 [12 𝑁(𝑁 − 1)Ω 4𝜋𝜇2 ].
The two resulting terms in the electrostatic interaction between the electrons arise by
separating the q = 0 component from the q-sum. The first term is associated with
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fluctuations in charge density due to the Coulomb interaction. Meanwhile, the second
term, corresponding to the zero value of the wave vector q, pertains to the static and
uniform distribution of the electronic charge density in space. In the thermodynamic
limit, where 𝑁 ≫ 1, it can be inferred for the second term that:12 𝑁(𝑁 − 1)Ω 4𝜋𝜇2 ≈ 12 𝑁2Ω 4𝜋𝜇2 . (2.4)

Summarizing the results of the electrostatic energies in conjunction with Eq. (2.4),
we arrive at the cancellation of the three terms that diverge as 𝜇−2, an outcome that
reflects the electrical neutrality of the system. As a consequence, we end up with
a degenerate system of interacting particles that obey the Fermi-Dirac statistics, as
the only non-zero terms in the Hamiltonian (2.1), in the thermodynamic limit, are
the kinetic energy of electrons and their electrostatic interaction, corresponding to the
term with q ≠ 0, namely,�̂� = −12 𝑁∑𝑖=1 ∇2𝑖 + 12 𝑁∑𝑖≠𝑗 𝜐(r𝑖 − r𝑗), (2.5)

where taking the Fourier transform of 𝜐(r𝑖 − r𝑗), we have, by definition, that:

𝜐(q) = ⎧{⎨{⎩
4𝜋|q|2 , if q ≠ 00, if q = 0. (2.6)

The repulsive Coulomb interaction, and consequently, the correlated motion of the
electrons, lead to a decrease in the energy of the system. In turn, the kinetic energy
increases to maintain the total energy of the system constant. This interplay between
the two terms of Eq. (2.5) gives rise to interesting physical phenomena, and can be
qualitatively represented by a single parameter.

Let us assume that each electron occupies an average volume 𝑟3𝑠. Following the uncer-
tainty principle, the minimum kinetic energy per particle will be of order 𝒪(1/𝑟2𝑠) [17].
In contrast, the Coulomb energy is of order 𝒪(1/𝑟𝑠), assuming that each particle inter-
acts predominantly only with its nearest neighbors. The ratio of the two energy scales
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defines the density parameter 𝑟𝑠. Physically, 𝑟𝑠 is the radius of the spherical volume
containing one electron on average. We have thus identified the electron average dis-
tance and, therefore, the electron density as the relevant parameter controlling the
relative strength of electron–electron interactions.

Supplementarily, it is essential and advisable to change the notation of Eq. (2.5) into
second quantization form,�̂� = 1𝑟2𝑠 ∑

k,𝜎 𝜖k𝛼†
k𝜎𝛼k𝜎 + 12𝑟𝑠Ω ∑

k,k′ ∑
q≠0 ∑𝜎,𝜎′ 𝜐(q)𝛼†

k+q,𝜎𝛼†
k′−q,𝜎′𝛼k′,𝜎′𝛼k,𝜎, (2.7)

as it significantly facilitates theoretical applications to the many-body problem. Here,𝛼†
k𝜎, 𝛼k𝜎 are the usual fermionic creation and annihilation operators that create, de-

stroy a particle on a state |k⟩ with spin 𝜎, respectively.

As seen from Eq. (2.7), neglecting the electron-electron interaction would be justifiable
in the limit of high density, corresponding to 𝑟𝑠 ≪ 1. However, this assumption
doesn’t hold in conventional metals where 𝑟𝑠 is typically of order 𝒪(1), and therefore
potential and kinetic energy are of the same order. Hence, one needs to address the
full complexity of the Hamiltonian (2.7).

2.2 The computational approach

For numerical calculations, the finite-size uniform electron gas is considered, since the
limited computational memory and power allow us to perform calculations for electrons
of the order 𝒪(102 − 103). The 𝑁 -electron UEG is confined in a simulation-cell with a
Hamiltonian that reads: �̂� = −12 𝑁∑𝑖=1 ∇2𝑖 + 12 𝑁∑𝑖≠𝑗 ̂𝜐𝑖𝑗 + 12𝜐𝑀 , (2.8)

where 𝑖,𝑗 are electron indices, 𝜐𝑀 is the Madelung constant and the two-electron in-
teraction is given by,

̂𝜐𝑖𝑗 = 1Ω ∑
G

4𝜋
G2 𝑒𝑖G⋅(r𝑖−r𝑗), (2.9)
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with Ω referring to the volume of the real-space simulation cell. The calculations can be
carried out, employing a simple cubic (sc), body-centered cubic (bcc) or a face-centered
cubic (fcc) reciprocal-space unit cell. The corresponding reciprocal lattice vectors G
are defind as:

G = 2𝜋𝐿 ⎛⎜⎜⎜⎜⎝
𝑙𝑚𝑛⎞⎟⎟⎟⎟⎠ , (2.10)

where 𝑙, 𝑚 and 𝑛 are integer numbers and 𝐿 is the real-space box length such that𝐿3 = Ω. Since our goal is to obtain results that could resemble the bulk medium, we
have to increase the volume of the simulation cell. In parallel, the number of electrons
should be increased with the same rate as Ω, so that the density of the particles remains
constant. To achieve that, we note the relation between 𝑟𝑠, 𝑁 , and Ω:Ω = 4𝜋3 𝑟3𝑠𝑁. (2.11)

Returning to Eq. (2.8), the Madelung constant, 𝜐𝑀 , stands for the uniform distribution
of the electron charge density in space, specifically the q = 0 component in the q-sum.
Since we are still far from reaching the TDL, this term-linear to 𝑁 in Eq. (2.4)-cannot
be neglected, as discussed earlier. This feature emerges from the finite size of our
simulation cell and vanishes as we approach the TDL. It is noted that 𝜐𝑀 is uniquely
defined for a system of 𝑁 electrons in a volume Ω. Subsequently, for the finite-size
UEG we can write:

𝜐(G) = ⎧{⎨{⎩
4𝜋|G|2 , if G ≠ 0𝜐𝑀 , if G = 0. (2.12)

In our calculations, we will systematically increase the size of our simulation box, by
increasing the number of electrons, to approach the TDL. As we are dealing with a
supercell, there is only one 𝑘-point in the 1𝑠𝑡 B.Z. in reciprocal space, specifically
the 𝑘 = 0 point. This calculation procedure is commonly referred to as the Γ-point
calculation.
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Figure 2.1: 2D schematic illustration of the reciprocal grid employed for com-
putational calculations. The red points indicate states occupied by electrons, while
the yellow points represent unoccupied or virtual states. The cyan points denote
the set of augmented virtual states. The inner circle designates the Fermi “surface”,
and the outer one marks the kinetic energy cutoff.

In the current thesis, we will restrict ourselves to the paramagnetic UEG. In this
scenario, each quantized reciprocal lattice vector, as expressed in Eq. (2.10), is occupied
by two electrons with opposite spins. Furthermore, the symmetry of the reciprocal unit
cell can determine closed-shell configurations, resulting in specific “magic numbers”.
For instance, in the sc lattice we come across closed-shell electron configurations with
sets of 2, 14, 38, 54, 66, 114, and so on. Due to the finiteness of the number of
electrons, the occupied states delineate a polyhedron in reciprocal space. In the TDL,
as the states become denser, they will tend towards the well-known Fermi sphere.

In relation to unoccupied or virtual states, their number, for our computational require-
ments, is determined by a kinetic energy cutoff of the form 𝐸cut = 𝑘2

cut/2, where 𝑘cut

is the cutoff momentum. The manifold beyond this cutoff comprises the augmented
virtual states, representing an infinite number of states with momenta exceeding 𝑘cut
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in magnitude. Their significance will be discussed later in this chapter. Fig. (2.1)
provides an illustration of the aforementioned discussion.

2.3 Hartree-Fock insights into the UEG

The purpose of this section is to apply the Hartree-Fock method to approximately
calculate the ground-state energy of the UEG described by the Hamiltonian (2.7) and
discuss some important features. An intrinsic property of a homogeneous system, such
as the Jellium model, is the invariance of its physical quantities under spatial trans-
lations. This symmetry, in combination with the imposition of periodic boundary
conditions (Born-von Karman conditions) on the one-body wave functions of the sys-
tem, allows for the study in the plane wave basis set, with corresponding normalized
wave functions: 𝜓k𝑝(r) = 1√Ω 𝑒𝑖k𝑝⋅r. (2.13)

It can be easily demonstrated for the given system that each family of N plane waves,
in the aforementioned form, comprises a solution to Eq. (1.10), with corresponding
eigenvalues: ℰ𝑘𝑝 = 𝑘2𝑝2 − 1Ω ∑𝑘𝑟≤𝑘𝐹𝑟≠𝑝 𝜐(𝑘𝑝 − 𝑘𝑟) = 𝑘2𝑝2 − 1Ω ∑𝑘𝑟≤𝑘𝐹𝑟≠𝑝

4𝜋|𝑘𝑝 − 𝑘𝑟|2 , (2.14)

In the thermodynamic limit, the discrete set of |𝑘⟩ states is transformed into a contin-
uum, leading to an analytic calculation for the dispersion relation in Eq. (2.14), which
reads, ℰ𝑘𝑝 = 𝑘2𝑝2 − 2𝑘𝐹𝜋 𝐹( 𝑘𝑝𝑘𝐹 ), (2.15)

where 𝐹(𝑥) = 12 + 1 − 𝑥24𝑥 ln ∣1 + 𝑥1 − 𝑥∣, 𝑥 = 𝑘𝑝/𝑘𝐹 , (2.16)

is a monotonically non-increasing function of 𝑥 with values 𝐹(0) = 1 and 𝐹(1) = 1/2.
Additionally, the Fermi wavevector is given by,𝑘𝐹 = 10.521𝑟𝑠 . (2.17)
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From Eq. (2.15) we observe that the energy dispersion for single-electron states in
the Hartree-Fock approximation is significantly modified compared to the free electron
energy, as outlined in Fig. 2.2(a). Specifically, the occupied bandwidth, i.e. the spread
between the minimum and maximum energies in the dispersion relation, increases. This
characteristic is attributed to the influence of the exchange term within the Hartree-
Fock approximation. As 𝑘 varies from 0 to 𝑘𝐹 the lowest eigenvalues 𝜖𝑝, extend by2𝑘𝐹 /𝜋, while its highest reach is reduced by 𝑘𝐹 /2 − 𝑘𝐹 /𝜋. Moreover, it is noteworthy
to mention that the bandwidth is proportional to the density of the system under study.
In particular, the lower the density, the larger the bandwidth, affecting both the lower
and upper bounds of the energy spectrum.

Figure 2.2: (a) Analytical results for the energy dispersion of single-electron
states in the UEG within the Hartree-Fock approximation are compared to the free
electron gas. (b) Computational results are presented for a system using 20.502
electrons and 102.831 plane waves. Both sets of results were obtained at a density
parameter of 𝑟𝑠 = 3 (𝑎.𝑢.).

Returning to Eq. (2.14), the singularity that arises for 𝑘𝑝 = 𝑘𝑟 is integrable in the TDL.
While we can overcome this singularity analytically, computationally, it is denoted in
the occupied states given by Eq. (2.18), through the Madelung constant 𝜐𝑀 , and is
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strongly related to the system size. Implementation details for this technique can be
found in Ref. [18]. Illustratively, we mention that for 20.502 and 99.114 electrons at
a density parameter of 𝑟𝑠 = 3 a.u. the corresponding Madelung constants are 0.0214
and 0.0127, indicating the slow convergence towards zero [19].

Utilizing Eq. (2.18) and (2.19), we observe in Fig. 2.2(b) that we obtain identical
results to the analytical ones depicted in Fig. 2.2(a). The Hartree-Fock eigenvalues for
occupied and virtual states are given by,ℰ𝑘𝑝 = 𝑘2𝑝2 − 1Ω ∑𝑘𝑟<𝑘𝐹𝑟≠𝑝 𝜐(𝑘𝑝 − 𝑘𝑟) − 𝜐𝑀 , 𝑘𝑝 ≤ 𝑘𝐹 , (2.18)

ℰ𝑘𝑝 = 𝑘2𝑝2 − 1Ω ∑𝑘𝑟<𝑘𝐹 𝜐(𝑘𝑝 − 𝑘𝑟), 𝑘𝑝 > 𝑘𝐹 , (2.19)

respectively. From Eq. (2.15), we can easily calculate the ground state energy per
electron of the UEG within the Hartree-Fock approximation, which is:𝐸𝑁 = (1.105𝑟2𝑠 − 0.458𝑟𝑠 ) a.u. . (2.20)

As we observe, the second term in Eq. (2.20) is negative, which contradicts the classical
expectation of a positive electrostatic interaction between electrons, as depicted in
Eq. (2.5). This paradox is a consequence of a purely quantum phenomenon, specifically
concerning electrons with identical spin. The correlated motions, imposed by Pauli’s
exclusion principle, overcome the electrostatic interaction, reducing the energy and
ultimately forming a stable system. Moreover, the exchange term is comparable to the
kinetic one, for conventional metals, where 𝑟𝑠 is typically of the order 𝒪(1), indicating
that the exchange interactions cannot be overlooked in estimating the electronic energy
of such systems.

Furthermore, the slope of the 𝐹(𝑥) function in Eq. (2.15) diverges logarithmically at
the Fermi surface (𝑘 = 𝑘𝐹 ). As a consequence, every physical quantity linked to the
Hartree-Fock eigenenergies appears problematic. These results are attributed not only
to the long-range nature of the Coulomb interaction but also to the fact that Hartree-
Fock is a mean-field theory — each electron is subjected to the mean-field created by
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all other electrons. Thus, one should take into account the electronic correlations by
incorporating the fields of electrons other than the two at positions r and r′. To this
end, post-Hartree-Fock methods can be employed to obtain meaningful results and
improve their accuracy.

2.4 Beyond the Hartree-Fock approximation:
MP2 theory.

The MP2 theory constitutes the second step following a Hartree-Fock calculation, pro-
viding access to the correlation effects of a physical system. Furthermore, in the specific
case of metallic systems, it serves as a prototype for divergent theories, contributing
to our understanding of the reasons behind the failure at every level of perturbation
theory in such systems. Recapitulating the energy expressions from the theory section
[Eq. (1.19)] we have [20]:𝐸MP2𝑐 = occ.∑𝑖𝑗 vir.∑𝑎𝑏 [ 2 ⟨𝑖𝑗|𝑎𝑏⟩ ⟨𝑎𝑏|𝑖𝑗⟩𝜖𝑖 + 𝜖𝑗 − 𝜖𝑎 − 𝜖𝑏⏟⏟⏟⏟⏟⏟⏟

direct

− ⟨𝑖𝑗|𝑎𝑏⟩ ⟨𝑏𝑎|𝑖𝑗⟩𝜖𝑖 + 𝜖𝑗 − 𝜖𝑎 − 𝜖𝑏⏟⏟⏟⏟⏟⏟⏟
exchange

], (2.21)

where the algebraic expressions of the so-called direct and exchange terms in Eq. (2.21)
can be represented diagrammatically by the following Goldstone diagrams:

𝑖 𝑎 𝑗 𝑏 + 𝑎 𝑏𝑖𝑗
For the case of the UEG, the single-particle states are plane waves, characterized by
wave vectors k. Thus, we can change our notation by substituting the occupied states𝑖 and 𝑗 with the plane wave states k𝑖 and k𝑗, both located within the Fermi sphere.
Additionally, by setting q = k𝑎 − k𝑖, the virtual or unoccupied states 𝑎 and 𝑏 are
replaced by the plane wave states k𝑖 + q and k𝑗 − q, respectively, lying outside the
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Fermi sphere. In the TDL, utilizing Hartree eigenenergies, the two terms of Eq. (2.21)
take the form [21]:𝐸dMP2𝑐 = − 3𝑁16𝜋5 ∫ 𝑑3𝑞 ∫ 𝑑3𝑘𝑖 ∫ 𝑑3𝑘𝑗 𝛼(k𝑖, k𝑗, q)𝑞4 𝐷(k𝑖, k𝑗, q), (2.22)

𝐸xMP2𝑐 = 3𝑁32𝜋5 ∫ 𝑑3𝑞 ∫ 𝑑3𝑘𝑖 ∫ 𝑑3𝑘𝑗 𝛼(k𝑖, k𝑗, q)𝑞2 (k𝑖 + q − k𝑗)2 𝐷(k𝑖, k𝑗, q) , (2.23)

where we defined the corresponding matrix elements as,⟨𝑎𝑏|𝑖𝑗⟩ = 𝜐𝑎𝑏𝑖𝑗 = 𝜐(q)𝛿k𝑎−k𝑖,k𝑗−k𝑏, (2.24)⟨𝑏𝑎|𝑖𝑗⟩ =𝜐𝑏𝑎𝑖𝑗 = 𝜐(k𝑗 − k𝑎) = 𝜐(k𝑗 − k𝑖 − q)𝛿k𝑗−k𝑎,k𝑏−k𝑖. (2.25)

Moreover, the momenta are expressed in terms of the Fermi wavevector and 𝛼(k𝑖, k𝑗, q)
is given by, 𝛼(k𝑖, k𝑗, q) = 𝜃(k𝑖)𝜃(k𝑗)[1 − 𝜃(k𝑖 + q)][1 − 𝜃(k𝑗 − q)], (2.26)

where 𝜃(𝑥)s are the unit step functions defining the integration regions. As observed,
the major contribution of the integrands in Eq. (2.22) and (2.23) can be found at small
q values, also known as long-range or long wavelength limit. Consequently, for the
energy denominator 𝐷(k𝑖, k𝑗, q), it can easily be shown that the leading term at this
limit is linear to 𝑞, namely,𝐷(k𝑖, k𝑗, q) = q ⋅ (q + k𝑖 − k𝑗) lim≈𝑞→0 q ⋅ (k𝑖 − k𝑗). (2.27)

Due to the limits of the integration regions, k𝑖 and k𝑗 lie in opposite hemispheres,
as dictated by momentum conservation, and within a spherical shell of thickness pro-
portional to 𝑞 around the Fermi surface. Therefore, by substituting Eq. (2.27) into
Eq. (2.22), the volume integration over the two shells containing the mentioned occu-
pied states will contribute a factor 𝑞2. The latter, in combination with the additional𝑞2 term arising from the volume element of the q integration, cancels the two singu-
lar Coulomb terms, each scaling as 𝑞−2. Eventually, the integration of the remaining𝑞−1 term in Eq. (2.22) results in a logarithmic divergence, also known as the infrared
catastrophe, of the corresponding correlation energy.
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In relation to Eq. (2.23), the difference between the exchange and direct terms is found
in the Coulomb matrix elements. More specifically, the singularity that appears in
Eq. (2.25) at q = k𝑗 −k𝑖 is integrable [22]. At the long wavelength limit, the integrand
behaves proportionally to 𝑞, yielding a convergent correlation energy for the exchange
term.

In the case of Hartree-Fock eigenenergies given by Eq. (2.15), the energy denominator𝐷(k𝑖, k𝑗, q) is modified as:2

𝐷(k𝑖, k𝑗, q) ≈ q ⋅ (k𝑗 − k𝑖) ln 𝑞 + 𝒪(𝑞) + 𝒪(𝑞2) lim≈𝑞→0 q ⋅ (k𝑗 − k𝑖) ln 𝑞. (2.28)

Following the same argumentation as before and substituting Eq. (2.28) into Eq. (2.22)
and (2.23), it can be shown that the two integrands take the form (𝑞 ln 𝑞)−1 and 𝑞/ ln 𝑞,
respectively. Consequently, the correlation energy diverges as ln(ln 𝑞) for the direct
term at the long-range limit, while the exchange term, similar to the Hartree case,
leads to a convergent result. We observe that, while the presence of a larger bandwidth
in the Hartree-Fock eigenenergies leads to a “shifted” energy denominator, it doesn’t
cancel out the divergence of the direct term, but rather, it merely weakens it.

At the other end of the spectrum lies the short-range or short wavelength limit, rep-
resented by large q values. In both Hartree and Hartree-Fock eigenenergies, the in-
tegrands in Eq. (2.22) and (2.23) scale as 𝑞−4, respectively. The significance of this
behavior will be discussed later in this chapter.

To numerically observe the analytical behaviors of the integrands and correlation en-
ergies discussed earlier, we utilize the finite UEG system introduced in Section (2.2).
For meaningful results, it is customary to start with a finite electron number and then
carefully approach the thermodynamic limit. The latter ensures control over the grid
spacing of the allowed wavevectors, which is essential to our goal of obtaining a denser
grid in the region around the Fermi surface. The emerged infinitesimal spacing gives
rise to the small q values that cause the limiting behaviors at the long wavelength
limit.

2To avoid presenting a tedious mathematical analysis, we urge the reader to consult reference [23].
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Additionally, as pointed out earlier, the number of virtual or unoccupied states is
determined by a kinetic energy cutoff. The finite basis set, comprised of plane-waves
in this case, stretches out into k-space around the Γ-point, as illustrated in Fig. (2.1).
To ensure the intrinsic accuracy of the basis set completeness and to better capture
the short wavelength limit, we systematically increase the cutoff until consistent and
convergent results are achieved.

Figure 2.3: (a)-(b) MP2 direct and exchange correlation energies retrieved as𝑁−2/3 for a set of electrons. Twist-averaged and Γpoint calculations are presented.
(c)-(d) Twist-averaged direct and exchange MP2 transition structure factors.
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Fig. (2.3) presents results for sets of finite-𝑁 electron systems with finite-𝑀 plane
waves constructed in this manner. Specifically, calculations for direct and exchange
MP2 correlation energies were performed for closed shell configurations involving 38,
54, 66, 114, 162, 188, 246, 294, and 342 electrons. Meanwhile, the virtual states
manifold consisted of 15-20 plane waves per occupied orbital, at a density of 𝑟𝑠 = 3
a.u. The results are shown in Fig. (2.3) (a) and (b). Moreover, at the same density,
the evaluated function resulting from the volume integrations over the states k𝑖 and
k𝑗 is depicted in Fig. (2.3) (c) and (d) for 874 electrons and nearly 4.800 plane waves.3

This conclusively demonstrates that this approach successfully captures the expected
divergence and convergence of the direct and exchange terms, while the corresponding
numerical behaviors can serve as a guide for other divergent or convergent post-Hartree-
Fock theories.

2.5 Coupled-cluster doubles applied to the UEG

Since its introduction for the study of nuclear physics phenomena and later for elec-
tron correlations in atoms and molecules, coupled-cluster theory has successfully gained
a foothold in solid-state physics. Beyond doubt, CC theories can capture electronic
correlation effects to a greater extent compared to MBPT, as they include, by con-
struction, an infinite resummation of perturbative terms. Furthermore, the accuracy
of the employed CC theory goes hand in hand, not only with the level of the imposed
truncation, but also by the specific system under study. For example, coupled-cluster
with singles and doubles excitations (CCSD), which is the lowest in the hierarchy of CC
theories applicable to extended systems, and CCSD(T), can be adequately applied to
semiconductors and insulators, accurately predicting their properties, such as cohesive
energies, lattice constants, bulk moduli, band structures, band gaps, and phase tran-
sition diagrams [24, 25, 26, 27, 28, 29]. However, they fall short in metallic systems;

3Later, we will associate the evaluated function with the concept of the transition structure factor
and discuss its importance.
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CCSD calculations can differ significantly from experimental findings, and CCSD(T)
is inapplicable due to an infrared catastrophe similar to MP2 theory [11].

As we seek to have a deeper understanding of the different levels within CC theory, our
goal is to develop sophisticated numerical approaches and avoid unnecessary efforts in
approximations or methods that may prove insufficient. To that end, we present the
key concepts of CC theories, particularly CCSD theory, where else but on the UEG.

Initially, due to the model’s symmetry and the imposition of a specific momentum
originating from the ̂𝑇2 contributions to ̂𝑇1 equations, single excitations are absent.
This absence leads to the equivalence of coupled cluster singles and doubles (CCSD)
with coupled cluster doubles (CCD) in the UEG. Specifically, employing a Hartree-Fock
reference and given that the plane-waves are eigenstates of the Fock operator, thereby
orthogonal, the overlap between the occupied and virtual manifold is zero.4 Recalling
the single excitation CCSD equations from Eq. (1.42), we find that the off-diagonal
parts 𝑓𝑎𝑖 are zero. Consequently, the first approximation in computing the 𝑡𝑎𝑖 as:𝑡𝑎 (1)𝑖 = 𝑓𝑎𝑖𝜖𝑖 − 𝜖𝑎 , (2.29)

results in zero. This, in turn, deductively leads to the vanishing of the ̂𝑇1 contributions
to the CCSD ̂𝑇2 equations.

𝑖 𝑎 × , ← 𝑞
𝑞 →𝑐𝑖 𝑏 𝑗𝑎

Figure 2.4: 𝑓𝑎𝑖 and 𝑡𝑐𝑏𝑖𝑗 𝜐𝑎𝑗𝑐𝑏 contributions from the CCSD ̂𝑇1 equations.

In return, ̂𝑇2 contributions carry a 𝑞 momentum transfer, defined as q = k𝑗 − k𝑏.
Applied to the second diagram in Fig. (2.4), by momentum conservation assertions, we

4This conclusion can also be drawn by applying Brillouin’s theorem.
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arrive at the conclusion that 𝑎, a virtual orbital, must be equal to the occupied orbital𝑖, resulting in a proof of contradiction since we are calculating the coefficients 𝑡𝑎𝑖 of
single-particle excitations. Evidently, the ̂𝑇2 contributions to CCSD ̂𝑇1 equations will
also vanish, leading to the absence of single excitations in CCSD theory. Therefore,
the doubles amplitude equation (1.43) is reduced to:

(𝜖𝑖 + 𝜖𝑗 − 𝜖𝑎 − 𝜖𝑏)⏟⏟⏟⏟⏟⏟⏟Δ𝑎𝑏𝑖𝑗
𝑡𝑎𝑏𝑖𝑗 = rCCD⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞𝜐𝑎𝑏𝑖𝑗⏟

MP2

+ 2𝜐𝑎𝑘𝑖𝑐 𝑡𝑐𝑏𝑘𝑗 + 2𝑡𝑎𝑐𝑖𝑘 𝜐𝑘𝑏𝑐𝑗⏟⏟⏟⏟⏟⏟⏟
linear rings

+ 𝑃 2𝑡𝑎𝑐𝑖𝑘 𝑣𝑘𝑙𝑐𝑑𝑡𝑑𝑏𝑙𝑗⏟⏟⏟⏟⏟
quadratic ring

− 𝑃 𝜐𝑎𝑘𝑖𝑐 𝑡𝑏𝑐𝑘𝑗⏟
crossed-ring+ ladders⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞𝜐𝑎𝑏𝑐𝑑𝑡𝑐𝑑𝑖𝑗⏟

pp-ladder

+ 𝜐𝑘𝑙𝑖𝑗 𝑡𝑎𝑏𝑘𝑙⏟
hh-ladder

− 𝑃 (𝑡𝑐𝑏𝑖𝑘𝜐𝑎𝑘𝑐𝑗 + 𝑡𝑎𝑐𝑖𝑘 𝜐𝑏𝑘𝑐𝑗 )⏟⏟⏟⏟⏟⏟⏟⏟⏟
ph-ladders− 𝑃 𝑡𝑐𝑏𝑖𝑗 𝑤𝑙𝑘𝑑𝑐𝑡𝑑𝑎𝑙𝑘⏟⏟⏟⏟⏟𝜆𝑖𝑘

+ 𝑃 𝑡𝑎𝑏𝑘𝑗𝑤𝑙𝑘𝑑𝑐𝑡𝑑𝑐𝑙𝑖⏟⏟⏟⏟⏟𝜆𝑎𝑐
− 𝑃 𝑡𝑎𝑐𝑖𝑙 𝜐𝑘𝑙𝑐𝑑𝑡𝑑𝑏𝑘𝑗⏟⏟⏟⏟⏟

Q1− 𝑃 𝑡𝑑𝑎𝑖𝑙 𝜐𝑙𝑘𝑑𝑐𝑡𝑐𝑏𝑘𝑗⏟⏟⏟⏟⏟
Q2

+ 𝑃 12 𝑡𝑑𝑏𝑖𝑙 𝜐𝑙𝑘𝑐𝑑𝑡𝑎𝑐𝑘𝑗⏟⏟⏟⏟⏟
Q3− 𝑃 12 𝑡𝑎𝑑𝑖𝑙 𝑤𝑙𝑘𝑑𝑐𝑡𝑏𝑐𝑘𝑗⏟⏟⏟⏟⏟

Q4

+ 𝑃 12 𝑡𝑑𝑎𝑖𝑙 𝜐𝑙𝑘𝑑𝑐𝑡𝑏𝑐𝑘𝑗⏟⏟⏟⏟⏟
Q5+ 𝑃 12 𝑡𝑑𝑎𝑖𝑙 𝜐𝑙𝑘𝑐𝑑𝑡𝑐𝑏𝑘𝑗⏟⏟⏟⏟⏟

Q6

+ 𝑡𝑎𝑏𝑘𝑙 𝜐𝑘𝑙𝑐𝑑𝑡𝑐𝑑𝑖𝑗⏟
Q7

, (2.30)

where 𝑃{… }𝑎𝑏𝑖𝑗 = {… }𝑎𝑏𝑖𝑗 + {… }𝑏𝑎𝑗𝑖 , and 𝑤𝑎𝑏𝑖𝑗 = 2 ⟨𝑎𝑏|𝑖𝑗⟩ − ⟨𝑎𝑏|𝑗𝑖⟩ are the two-electron
Coulomb integrals given by Eq. (2.25). The amplitudes 𝑡𝑎𝑏𝑖𝑗 are obtained by iteratively
solving the CCD amplitude equation in Eq. (2.30). The convergence of the latter
is facilitated by employing the direct inversion of the iterative subspace (DIIS) [30].
Furthermore, owing to momentum symmetry, amplitude storage is reduced by a factor
of 𝑀 , where 𝑀 represents the number of plane waves. The computational cost scales as𝒪(𝑀4), primarily due to the most expensive term, which is the particle-particle ladder.
After retrieving the converged 𝑡𝑎𝑏𝑖𝑗 amplitudes, the correlation energy is calculated by
the expression: 𝐸CCD𝑐 = ∑𝑖𝑗𝑎𝑏 𝜐𝑖𝑗𝑎𝑏(2𝑡𝑎𝑏𝑖𝑗 − 𝑡𝑎𝑏𝑗𝑖 ), (2.31)

which is diagrammatically depicted as,
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𝐸CCD𝑐 = 𝑖 𝑎 𝑗 𝑏 + 𝑎 𝑏𝑖𝑗
It is important to note that in the UEG 𝑡𝑎𝑏𝑖𝑗 inherits the momentum conservation,
similar to the Coulomb matrix elements in Eq. (2.25), and we can write:𝑡𝑖𝑗(q) = 𝑡𝑎𝑏𝑖𝑗 𝛿q,k𝑗−k𝑏𝛿q,k𝑎−k𝑖. (2.32)

Moreover, we define the quantity 𝑆(q), known as the transition structure factor [31],5

which offers insight into the dependence of the correlation energy on the interelectronic
interaction distance. The transition structure factor is computed using the converged𝑡𝑎𝑏𝑖𝑗 amplitudes, and its definition is given by:𝑆CCD(q) = ∑𝑖𝑗𝑎𝑏 𝛿𝜐𝑎𝑏𝑖𝑗𝛿𝜐(q) (2𝑡𝑎𝑏𝑖𝑗 − 𝑡𝑎𝑏𝑗𝑖 ) , (2.33)

which is diagrammatically illustrated as,

𝑆CCD(q) = 𝑖 𝑎 𝑗 𝑏 + 𝑎 𝑏𝑖𝑗
Numerical studies of the transition structure factor in both the long and short wave-
length limits can provide valuable insights into the behavior and characteristics of the
theory under consideration. For instance, they can indicate whether the employed the-
ory diverges or converges in the long wavelength limit and how it behaves based on the
studied system.

5The term transition reflects the procedures of truncating the employed theory and projecting
the Hamiltonian onto the Hilbert space of doubly excited determinants. It is not correlated with
the electronic structure factor, which is the Fourier transform of the pair correlation function (see
Appendix A). To obtain the electronic structure factor in the coupled-cluster regime, one has to
employ Λ-CC theory.
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Conversely, such studies can also offer valuable information about the scaling of vari-
ous theories in the short-range limit. For example, Fig. (2.3) (c)-(d) show the diver-
gence and convergence of the transition structure factors corresponding to direct and
exchange MP2 terms. In this case, the transition structure factor aligns with the lim-
iting behaviors of the integrands, excluding the Coulomb potential, in Eq. (2.22) and
Eq. (2.23) after integrating over states k𝑖 and k𝑗.
With the converged 𝑡𝑎𝑏𝑖𝑗 amplitudes, one can also conduct a diagrammatic decomposi-
tion of each individual term appearing in the doubles amplitude equation. This allows
for the examination of each term, leading to valuable conclusions about their behaviors
in both the long and short wavelength limits.

In Fig. (2.5), we present a flowchart depicting the procedure followed to recursively
solve the CCD amplitude equation and obtain the converged amplitudes.

Initialize
with

MP2 𝑡𝑎𝑏𝑖𝑗
Evaluate
all terms
included
in CCD

Evaluate
correlation
energy from
amplitude

Update
amplitude

Self
consistent?

Output
quantities:
correlation

energy,
transition
structure

factor, dia-
grammatic

decom-
position

no

yes

Figure 2.5: Flowchart of solving CCD amplitude equations on the UEG model.

Finally, in Fig.(2.6) we demonstrate a diagrammatic illustration of all the terms in-
cluded in Eq. (2.30). The names assigned to these diagrams will be referenced in the
next two chapters.



2. Uniform Electron Gas 42

𝑖 𝑎 𝑗 𝑏 = 𝑖 𝑎𝑗 𝑏
MP2

+
𝑖 𝑎 𝑐𝑘 𝑏 𝑗

linear rings

+ 𝑖 𝑎 𝑐𝑘 𝑏 𝑗
+ 𝑏𝑎 𝑖 𝑗𝑘 𝑐

crossed-ring

+ 𝑖 𝑐 𝑗𝑑𝑎 𝑏
+ 𝑎 𝑘 𝑏𝑙𝑖 𝑗

ladders

+ 𝑖 𝑐 𝑏𝑘𝑎 𝑗
+ 𝑖 𝑎 𝑐 𝑘𝑏 𝑗

+ 𝑑 𝑙 𝑐𝑘 𝑎 𝑖 𝑏 𝑗𝜆𝑖𝑘
+𝑑 𝑙 𝑘𝑐 𝑖 𝑎 𝑏 𝑗𝜆𝑎𝑐

+ 𝑖 𝑎 𝑐𝑘 𝑑𝑙 𝑏 𝑗
quadratic ring

+ 𝑖 𝑎 𝑐 𝑘 𝑑𝑙 𝑏 𝑗
Q1

+ 𝑖𝑑 𝑙𝑎 𝑘 𝑐𝑏 𝑗
Q2
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Q5

+ 𝑖 𝑎 𝑑 𝑙 𝑘 𝑐𝑏 𝑗
Q4

+ 𝑖𝑑 𝑐𝑙 𝑘𝑎 𝑏 𝑗Q3

+ 𝑖 𝑎𝑑 𝑙 𝑐 𝑘 𝑏 𝑗
Q6

+ 𝑖𝑐 𝑑 𝑘 𝑙𝑗 𝑎 𝑏
Q7

Figure 2.6: Illustrations in Goldstone diagrams of the terms in Eq. (2.30).
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2.5.1 Thermodynamic limit and finite-size effects

To prevent electronic structure theories from becoming part of the ash heap of history
and to guarantee that their findings and predictions align with reality and experimental
observations, the properties of the systems under study must be estimated in the
thermodynamic limit (TDL). The TDL is approached when 𝑁 → ∞ and Ω → ∞
simultaneously and at the same rate, with 𝑁 representing the number of particles in
the simulation supercell and Ω denoting its volume. This approach ensures that the
density is kept constant.

Modeling, though, a bulk medium with a finite simulation cell and a fixed number of
electrons introduces finite-size errors, affecting the accuracy of the calculation of the
HF and correlation energy. These errors are defined as the differences between the
results obtained from the thermodynamic limit and those from the finite simulation
cell. In Hartree-Fock and post-Hartree-Fock simulations, the resulting finite-size errors
often prove to be more significant than statistical and other systematic errors.

Unfortunately, the convergence of calculated properties of interest to the TDL is slow,
due to the polynomial scaling of the computational complexity of most post-HF meth-
ods with respect to system size, and it can easily surpass the available computational
resources, even in modern supercomputer clusters. For instance, a CCD calculation on
the UEG model with approximately 1.000 electrons and 10.000 plane waves typically
requires around 250 GB of memory. To that end, efforts have been made in developing
wavefunction methods with reduced computational cost, aiming to overcome finite-size
errors, effectively address long-range correlation effects, and facilitate the treatment of
larger supercells in a computationally efficient manner.

On the other hand, considering that reaching the TDL computationally is a pipe dream,
various strategies have been developed to address these errors. These approaches often
include extrapolation methods, transition structure factor interpolation techniques,
and twist-averaging [32, 33, 34, 31]. However, no single established protocol has yet
been clearly defined.

To proceed, we present another definition of the electronic correlation energy at the
CCD level, which is given by:
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𝐸CCD𝑐 = ∑
q≠0 𝑆CCD(q) 𝜐(q). (2.34)

Since the Fourier transform of the Coulomb potential diverges at q = 0, it is numerically
necessary to disregard this contribution to the sum. In the thermodynamic limit the
sum in Eq. (2.34) is replaced by an integral over 𝑞. Therefore, finite-size errors in the
calculation of properties of periodic systems originate from two sources [35]:

1. quadrature errors in the summation over q.

2. the slow convergence of properties with respect to the employed supercell size.

More precisely, the latter are related to finite-size errors that arise in the calculation
of the Hartree-Fock eigenenergies. As we have already seen, the exchange energy
exhibits a singularity at k𝑖 = k𝑗, which is integrable in the thermodynamic limit. In
contrast, computationally, this singularity is replaced by the Madelung constant, which
converges slowly to zero with respect to the system size. Since we employ Hartree-Fock
eigenenergies in our numerical coupled-cluster calculations, these errors are inherited
by the amplitudes, consequently affecting the transition structure factor and correlation
energy.

Significant insights into the convergence of finite-size errors to the TDL can be ob-
tained by analyzing the transition structure factor. For instance, Bishop and Lührmann
showed analytically that the electronic structure factor obtained in the Random Phase
Approximation (RPA), applied on the metallic UEG, has a linear slope (∼ 𝑞) at the
long wavelength limit [36].6 Without providing any proof, we point out that this linear
behavior will also be present in the CCD transition structure factor.7 This scaling in𝑆(q) affects energy extrapolations to the TDL. Specifically, given that the minimum
distance of two wavevectors in reciprocal space is 2𝜋/𝐿, we conclude that the finite-size
errors of the correlation energy will decay as 𝑁−2/3 in the thermodynamic limit [36].8

6The long-range behavior qualitatively differs between metals and insulators, where for the latter𝑆(q) ∼ 𝑞2.
7The close relationship between the RPA and CCD at the long wavelength will be studied and

provided in the next chapter.
8For an insulator, where 𝑆(q) ∼ 𝑞2, the decay of finite-size effects in the correlation energy in the

TDL is 𝑁−1.
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Another valuable technique employed to reduce the impact of finite-size effects is twist-
averaging, utilized to minimize the fluctuations in the calculated physical quantities
at a given system size. Each 𝑘-point in the grid is displaced by a small amount k𝑠,
referred to as offset or twist angle [37]. This offset effectively breaks the degeneracy of
the plane waves, whose wavevectors define the reciprocal grid and create the closed-
shell filling effects. Subsequently, we average over all possible offsets to obtain the
averaged physical quantity. This process results in a computational cost that scales
linearly with the number, 𝑁𝑠, of twist angles used. However, increasing the system size
can improve finite-size effects and reduce the scaling. We will exclusively address the
method of twist averaging applied to the correlation energy and transition structure
factor, with their averaged expressions is given by,〈𝐸𝑐〉 = 1𝑁𝑠 𝑁𝑠∑𝑘𝑠 𝐸𝑘𝑠𝑐 = 1𝑁𝑠 𝑁𝑠∑𝑘𝑠 ∑

q ̃𝑖 ̃𝑗 𝜐(q)[2𝑡 ̃𝑖 ̃𝑗(q) − 𝑡 ̃𝑗 ̃𝑖(q)], (2.35)

and 〈𝑆(q)〉 = 1𝑁𝑠 𝑁𝑠∑𝑘𝑠 𝑆𝑘𝑠(q). (2.36)

respectively. Since the momentum transfer is defined as q = k𝑎−k𝑖, it is not affected by
the offset, while the influence on orbitals 𝑖 and 𝑗 is designated as ̃𝑖 and ̃𝑗. In conclusion,
twist-averaging can resolve some finite-size errors that are present at a finite-𝑁 system
size, resulting in a smoother convergence and allowing for improved extrapolations to
the thermodynamic limit.

Finally, we discuss results obtained using the twist-averaging technique. In Fig. (2.3)
(a)-(b), Γ-point calculations are shown, illustrating the presence of finite-size effects
for the direct and exchange MP2 correlation energies, respectively. Furthermore, by
running calculations for 40 different offsets, we observe an improvement over the numer-
ical results, as the expected divergent and convergent behavior of the aforementioned
energies is depicted more clearly.

Additionally, in Fig. (2.7)(a) and (b) Γpoint and twist-averaging transition structure
factor are illustrated. These results were obtained by using 100 different offsets and
averaging following Eq. (2.36). We observe that for small 𝑟𝑠 (in our case 𝑟𝑠 = 2 a.u.),
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and 114 electrons, a minimum appears, indicating that the theory under study is
convergent. Still, though, we are far from drawing significant conclusions about the
convergence in the TDL. Artificially, by increasing the 𝑟𝑠, we reduce the spacing be-
tween the k-points, resulting in capturing sooner the long wavelength limit behavior,
as depicted in Fig. (2.7)(b). Through interpolation between 𝑞 = 0 and 𝑞min for the
structure factor, we are in a position to examine how finite-size effects in the correla-
tion energy converge as the system approaches the TDL. This method accounts for the
missing long-range electronic correlation effects and enables a finite-size correction.

Figure 2.7: CCD results for Γpoint and twist-averaging transition structure fac-
tors are presented for 114 electrons at (a) 𝑟𝑠 = 2 a.u. and (b) 𝑟𝑠 = 20 a.u. In the
legend the numbers of employed basis sets for each method are specified.

2.5.2 Complete basis set limit and the cusp condition

Electronic correlation is characterized, mostly, as a short-range phenomenon, given
that the Coulomb potential—its origin—becomes dominant at small interelectronic
distances. Consequently, in addition to their fermionic nature, the Coulombic interac-
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tions between electrons also shape the form of the wavefunction at short interelectronic
separations.

Specifically, at the coalescence points of electrons, a derivative discontinuity, referred
to as a cusp, must emerge to counteract the singularity of the Coulomb potential
through a divergence in the kinetic energy. It was Kato, in 1957, who demonstrated the
continuity of the wavefunction throughout configuration space for the non-relativistic
Hamiltonian [38, 39]. Moreover, he showed that the first-order partial derivative of the
wavefunction is also continuous, except at the singular points of the Coulomb potential.
This demonstration laid the foundation for Kato’s cusp condition, which, in the case
of singlet coupled electrons, is equivalent to:𝜕Ψ𝜕𝑟𝑖𝑗 ∣𝑟𝑖𝑗→0 = 12Ψ(𝑟𝑖𝑗 → 0). (2.37)

It is evident from the aforementioned that an accurate description of the wavefunction
at short interelectronic distances will capture, to a large extent, the correlation energy
of any physical system under consideration. Similarly to the case of approaching the
thermodynamic limit, one must now take into account the limit of the complete basis set
to achieve highly accurate results. Due to limited computational resources, calculations
of post-Hartree-Fock methods are performed with a finite number of basis set functions.
The size of the unoccupied or virtual basis set manifold, as we have seen in the case of
the UEG,9 is determined by truncation based on a kinetic energy cutoff, introducing
a basis set incompleteness error (BSIE) in all calculated quantities.10 Accessing the
augmented virtual manifold will eventually reduce the BSIE, leading to more accurate
calculations.

Post-Hartree-Fock methods, such as coupled-cluster and Møller-Plesset perturbation
theory, rely on expanding the 𝑁 -electron wavefunction in a basis of Slater determinants.
However, these expansions are not suitable for accurately describing the electronic
cusp, except for very large one-electron basis sets. Consequently, the convergence of

9The study of the UEG has advanced significantly due to QMC techniques that operate at the
complete basis set limit.

10For the efficient implementation of correlated methods, it is crucial to choose an optimal number
of orbitals that minimizes the basis set incompleteness error.
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any physical property calculated by these methods toward the complete basis set limit
is extremely slow.

On the other hand, the correlation cusp is present in all electronic wave functions.
Consequently, every correlated wave function method suffers from this convergence
problem. Its universal nature and the specific functional form of the correlation cusp,
though, make the convergence with basis size both smooth and predictable. These
characteristics enable the development of extrapolation techniques, which eventually
remove the remaining basis set incompleteness error. In the case of plane wave basis
set calculations, both analytic and numerical results from perturbation theory suggest
the following expression [40]: 𝐸𝑐(𝑁v) = 𝐸𝑐(CBS) + 𝑎𝑁v

, (2.38)

where 𝐸𝑐(𝑁v) represents the correlation energy calculated in a truncated basis set,𝐸𝑐(CBS) is the complete basis set (CBS) limit, and 𝑎 is a parameter determined
through fitting. Theories that conform to this power-law convergence also comply with
the cusp condition, thereby influencing the depth of the pair correlation function.

Without proof, a consequence of the linear cusp condition is a 𝑞−4 behavior of the
transition structure factor at the short wavelength limit. As observed in Fig. (2.7)(a)
and (b), increasing the number of plane waves alters the slope of the tail of the transi-
tion structure factor. A thorough analysis will provide meaningful insights about the
behavior of theories and individual perturbative terms at this limit and their influence
on the transition pair correlation function [41]. Further discussion will be presented in
Chapter 4.

Caught between Scylla and Charybdis, between the thermodynamic and complete basis
set limits, a debate has occurred regarding the optimal extrapolation order—whether
it is more effective to first extrapolate to the TDL and subsequently to the CBS limit,
or vice versa. In our correlation energies coupled-cluster calculations, we employ finite
basis sets of size 𝑁v and extrapolate to the complete basis set (CBS) limit using
Eq. (2.38). Following this, we expand our system sizes and perform an extrapolation
to the thermodynamic limit (TDL) using a 𝑁−2/3 power-law.

Lastly, Fig. (2.8) illustrates the Hartree-Fock and the first-order wavefunction for the
spin-singlet 2-electron UEG system, following the methodology in [42]. As expected,
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the Hartree-Fock wavefunction, depicted by a flat line, lacks an electron-electron cusp,
since it cannot capture Coulomb correlation as a mean field theory.

Figure 2.8: First-order wavefunction, plotted with respect to the interelectronic
distance 𝑟12, for the two electron UEG at 𝑟𝑠 = 3 a.u. and increasing plane wave basis
set, up to a total basis of 500.198 plane waves. In this configuration, one electron is
fixed at the center of the cubic box, while the other moves in a diagonal line through
the cube and the coalescence point.

Furthermore, as observed, the slow convergence, with respect to the number of plane
waves,11 is rooted in the linear 𝑟12 shape of the MP1 wavefunction in the vicinity of
the coalescence point. Notably, a considerable number of virtual orbitals is practically
required to capture significant contributions from short-range phenomena.

11Plane waves are spatially delocalized orbitals and their use is not suitable to exploit short-range
electronic correlation.





Chapter 3

Averting the Infrared Catastrophe
in the Gold Standard of Quantum

Chemistry

The following chapter is a modification of the publication

found in [43].

The scope of this chapter is to clarify the reasons behind the limitations of coupled-
cluster theories, when applied to zero-gap systems, and to introduce a new method that,
effectively, addresses these challenges. As we briefly discussed previously, coupled-
cluster theories can be used to compute ab initio electronic correlation energies of
real materials with systematically improvable accuracy. Nonetheless, the widely used
coupled-cluster singles and doubles plus perturbative triples [CCSD(T)] method cannot
be deployed as a panacea, since it is only applicable to insulating materials. Especially
in the case of zero-gap materials, the truncation of the underlying many-body per-
turbation expansion leads, unluckily, to an infrared catastrophe. In order to tackle

51



3. Complete perturbative triples 52

this challenge, we present a novel perturbative triples formalism, denoted as (cT),
which yields convergent correlation energies in metallic systems. Additionally, the
computed correlation energies for the three-dimensional uniform electron gas at metal-
lic densities are in good agreement with, the highly accurate, quantum Monte Carlo
results. At the same time, the newly proposed method retains all desirable properties of
CCSD(T), such as its accuracy for insulating systems, as well as its low computational
cost (𝒪(𝑁7)),1 compared to the full inclusion of the triples in CCSDT (𝒪(𝑁8)) [44].
Ultimately, this paves the way for ab initio calculations of real metals with chemical
accuracy.

3.1 Metallic systems: the stalemate of ab initio
methods

Over the past decades, theoretical and computational frameworks have jointly ad-
vanced. However, when it comes to calculating the properties of specific physical
systems and understanding physical processes and phenomena, we still find ourselves
in a deadlock. To that end, ab initio methods that achieve systematically improvable
accuracy for metallic systems are urgently needed to study and comprehend chemical
reactions on metal surfaces or to compute the thermodynamic stability of materials.
Currently available exchange and correlation energy density functionals often fall short
of achieving the desired level of accuracy compared to experiment. A prominent failure
includes the incorrect prediction of molecular adsorption sites on metal surfaces [45].
As an alternative, more accurate quantum Monte Carlo (QMC) calculations, albeit
computationally more expensive than density functional theory (DFT), can be applied
to metals [46, 47]. However, even diffusion QMC (DMC) calculations exhibit a strong
dependence on the fixed node approximation [48]. In contrast to QMC and DFT,
many-electron perturbation theories offer a conceptually different approach to solve
the many-electron problem with high accuracy. Coupled-cluster (CC) theory, in par-
ticular, provides a systematically improvable ansatz to the many-electron wave function

1𝑁 denotes a measure of the system size.
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by employing a series of higher order particle-hole excitation operators. While systems
exhibiting strong correlation, such as stretched covalent bonds, require high-order exci-
tation operators or multireference approaches, single reference systems can already be
accurately described using low orders [49]. Specifically, at the truncation level of single,
double and perturbative triple particle-hole excitation operators, CCSD(T) theory pre-
dicts atomization and reaction energies with an accuracy of approximately 1 kcal/mol
for a wide class of single-reference molecules [49]. As a result, CCSD(T) is often referred
to as the “gold standard” of molecular quantum chemistry. This also motivated recent
applications of coupled-cluster theory to study solids [50, 51, 52, 53, 35, 54], leading to
highly accurate predictions of, for example, pressure-temperature phase diagrams [55].
However, it is important to note that such calculations require a careful convergence
with respect to the employed basis sets and system sizes–tasks that are considerably
more complicated than those at lower levels of theory [51, 35, 56].

Moreover, metallic systems still constitute a major challenge for currently available
CC theories. Although CCSD can be applied to metallic systems, recent results in-
dicate that CCSD fails in achieving chemical accuracy in metals, which is expected
and agrees with findings for molecules and insulating solids [57, 58]. The inclusion
of the perturbative triples correction (T), though, is not possible due to the so-called
infrared catastrophe resulting from the truncation of the many-electron perturbation
expansion [11]. The infrared catastrophe leads to a divergence of the CCSD(T) corre-
lation energy per electron for metals as simulation cell sizes increase, also known as the
thermodynamic limit (TDL). While a full non-perturbative inclusion of the triple ex-
citation operator in the CC method is convergent, it is computationally too expensive
and can only be applied to few relatively small systems [59]. In the following, we will
present a modification to the perturbative triples theory that is applicable to metals
while retaining all desirable properties, including accuracy for insulating systems and
low computational cost compared to a full inclusion of the triples.
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3.2 Setting the stage

Singularities and divergences have always been a headache for physicists. Specifically,
in the contexts of electronic structure calculations and perturbation theories, here
denoted as (𝑋), the so-called infrared catastrophe originates from the truncation of
the many-electron perturbation expansion in conjunction with the long-range nature
of the Coulomb interaction. Throughout our analysis we make use of the following
three quantities: the correlation energy 𝐸(𝑋)

c , the electronic transition structure factor𝑆(𝑋)(q) and the quantity 𝑇 (𝑋)𝑖 (q). With these arrows in our quiver, we attempt to
understand, identify and even resolve the infrared catastrophe problem in CCSD(T)
theory. We start by defining the correlation energy as:𝐸(𝑋)

c = ∑
q

𝜐(q) [ 𝛿𝜐𝑎𝑏𝑖𝑗𝛿𝜐(q) (2𝑡𝑎𝑏𝑖𝑗 − 𝑡𝑎𝑏𝑗𝑖 )(𝑋)]⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟≔𝑆(𝑋)(q)
. (3.1)

The indices 𝑖, 𝑗 and 𝑎, 𝑏 indicate occupied and virtual spatial orbitals, respectively.
Einstein summation convention applies to repeated indices throughout this chapter.
We will first focus on second-order perturbation theory, direct ring CC doubles (rCCD)
theory, which is closely related to the random-phase approximation (RPA), as well as
CC doubles theory (CCD). We again note that, due to the symmetry of the uniform
electron gas (UEG) Hamiltonian, single excitations are absent. Furthermore, in the
UEG, the one-electron orbitals are plane waves with wave vectors k𝑖, k𝑗 and k𝑎, k𝑏.
This allows us to write the two-electron repulsion integral as,𝜐𝑎𝑏𝑖𝑗 = 𝜐(q)𝛿k𝑎−k𝑖,k𝑗−k𝑏, with 𝜐(q) = 4𝜋Ω |q|2 , (3.2)

and its functional derivative, enabling a concise notation, can be expressed as,𝛿𝜐𝑎𝑏𝑖𝑗𝛿𝜐(q) = 𝛿q,k𝑗−k𝑏𝛿q,k𝑎−k𝑖. (3.3)

Here, 𝜐(q) is the Fourier transform of the electronic Coulomb repulsion, q = k𝑎 − k𝑖
denotes the momentum transfer vector, and Ω is the volume of the simulation cell.
In contrast, the amplitudes 𝑡𝑎𝑏𝑖𝑗 are obtained by solving the amplitude equations of
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the employed many-electron perturbation theory, either recursively or in a one-shot
manner.

Moreover, Eq. (3.1) introduces the electronic transition structure factor 𝑆(q), pro-
viding an insight into the dependence of the correlation energy on the interelectronic
interaction distance. An additional quantity of significance for the present analysis is
given by, 𝑇 (𝑋)𝑖 (q) = [ 𝛿𝜐𝑎𝑏𝑖𝑗𝛿𝜐(q)𝑡𝑎𝑏𝑖𝑗 (𝑋)]. (3.4)

Similar to the structure factor, 𝑇 (𝑋)𝑖 (q) depends on the momentum transfer vector q.

3.3 Infrared catastrophe in MP2: the point of
inception

Having introduced the most important quantities needed for our analysis, we now turn
to the case of second-order perturbation theory, which is a classical textbook example
for the infrared catastrophe. In particular, we focus on second-order Møller-Plesset
perturbation theory (MP2), which employs the Hartree-Fock (HF) Hamiltonian as the
unperturbed reference system [60].

The MP2 correlation energy is given by Eq. (3.1), where the amplitudes are initial-
ized as 𝑡𝑎𝑏𝑖𝑗 = 𝜐𝑎𝑏𝑖𝑗 /Δ𝑖𝑗𝑎𝑏, and Δ𝑖𝑗𝑎𝑏 = 𝜀𝑖 + 𝜀𝑗 − 𝜀𝑎 − 𝜀𝑏. In the case of the UEG and
zero-gap systems, the correlation energy exhibits a divergence due to the summation
over elements in the amplitudes with both the occupied and virtual orbitals, 𝑖 and 𝑎,
lying in proximity to the Fermi surface. The rate of divergence is log(|q|) [21] and
log[log(|q|)] [23] for Hartree and HF orbital energies, respectively. Here, |q| represents
the lower spherical cutoff radius in the analytical integration over q. For the remainder
of our analysis, we exclusively use HF orbital energies.

Unfortunately, the comparison between analytic and numerical results is slightly com-
plicated, given that the slow approach of the energy denominator Δ𝑖𝑗𝑎𝑏 towards the
analytic behavior of lim|q|→0 Δ𝑖𝑗𝑎𝑏 ∝ |q| log(|q|) is intrinsically linked to the size of the
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studied system. However, our numerical findings for 𝑡𝑎𝑏𝑖𝑗 presented in Fig. 3.1(a) agree
reasonably well with the analytic result of ∝ |q|−3/ log(|q|). Finally, the infrared catas-
trophe is also evident in the MP2 electronic transition structure factor, 𝑆MP2(q), due
to its singularity at |q| = 0. This observation can readily be inferred from the plot for
MP2 theory, illustrated in Fig. 3.3.

Figure 3.1: Results for the maximum 𝑡-amplitude element on an absolute scale
for a given momentum q: (a) 𝑡𝑖𝑗(q) calculated at different levels of theory and
diagrammatic contributions, listed as rest-linear and rest-quadratic, for 730 elec-
trons with 6254 spatial orbitals, 40 twists and 𝑟𝑠 = 20 a.u. (b) rCCD 𝑡𝑖𝑗(q) for two
different systems sizes and roughly 18 spatial orbitals per occupied illustrating the
expected theoretical divergence of 1/q at the long wavelength limit.



57 3. Complete perturbative triples

3.4 The ring summation: a remedy with a price

As already demonstrated by Macke in 1950 [61], and later, in 1957, by Gell-Mann and
Brueckner [62], the divergence in second-order perturbation theory can be averted by
including carefully selected higher-order contributions of the many-electron perturba-
tion expansion, corresponding to ring diagrams. Algebraically, this can be implemented
by solving the ring-coupled-cluster amplitude equation,𝑡𝑎𝑏𝑖𝑗 = (𝜐𝑎𝑏𝑖𝑗 + 2𝜐𝑎𝑘𝑖𝑐 𝑡𝑐𝑏𝑘𝑗 + 2𝑡𝑎𝑐𝑖𝑘 𝜐𝑘𝑏𝑐𝑗 + 4𝑡𝑎𝑐𝑖𝑘 𝜐𝑘𝑙𝑐𝑑𝑡𝑑𝑏𝑙𝑗 ) /Δ𝑖𝑗𝑎𝑏, (3.5)

which is formally equivalent to solving the Casida equations [63]. The Eq. (3.5) is
illustrated diagrammatically as:

𝑖 𝑎 𝑗 𝑏 = 𝑖 𝑎𝑗 𝑏 +
𝑖 𝑎 𝑐𝑘 𝑏 𝑗+ 𝑖 𝑎 𝑐𝑘 𝑏 𝑗

+ 𝑖 𝑎 𝑐𝑘 𝑑𝑙 𝑏 𝑗
.

For the ring-coupled-cluster correlation energy to converge in the long wavelength limit,
the first term on the right-hand side of Eq. (3.5), which is equivalent to MP2 theory,
needs to be partially canceled by the additional linear ring (lr) and quadratic ring (qr)
terms in the amplitudes.

We now address the question: How do the terms on the right-hand side in Eq. (3.5)
cancel each other in the limit |q| → 0? To this end, we rewrite Eq. (3.5) in the following
way 𝑡rCCD𝑖𝑗 (q) = 𝜐(q)[1 + 2 ∑𝑘 𝑡rCCD𝑘𝑗 (q) + 2 ∑𝑘 𝑡rCCD𝑖𝑘 (q)+ 4 ∑𝑘𝑙 𝑡rCCD𝑖𝑙 (q)𝑡rCCD𝑘𝑗 (q)]/Δ𝑖𝑗𝑎𝑏, (3.6)

which is feasible because of momentum conservation and the fact that ring diagrams
couple the same momenta q. As was shown by Freeman in Ref. [8], and later by
Emrich and Zabolitzky in Ref. [64], who followed a different formalism, the solution
of the above equation in the long wavelength limit, briefly presented in Appendix B,
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leads to,
lim|q|→0 𝑇 rCCD𝑖 (q) = −12. (3.7)

Consequently, the terms in the parenthesis in Eq.(3.6) vanish such that [8],

lim|q|→0 𝑡rCCD𝑖𝑗 (q) ∝ − 1|q| . (3.8)

We note that amplitudes diverging as |q|−1, result in convergent correlation energies
and vanishing 𝑆(q)’s for small |q| values. The above findings are consistent for both
Hartree and Hartree-Fock orbital energies. Numerical results for 𝑡rCCD𝑖𝑗 (q) are presented
in Fig. 3.1(a) and 3.1(b). Specifically, the largest 𝑡-amplitude element is depicted on an
absolute scale for a given momentum q. In both figures, the amplitudes diverge with
the analytically known behavior of |q|−1 in the long wavelength limit. Unfortunately,
this behavior sets in only for very large electron numbers, as a consequence of the finite
size error.

Furthermore, in Fig. 3.4(a) and 3.4(b), numerical results are illustrated, confirming
Eq. (3.7). One can observe that the minimum value of 𝑇𝑖(q) converges slowly with
respect to the system size, towards the theoretically expected value of -0.5.

We complement the above discussion by studying numerically the rCCD transition
structure factor and its individual diagrammatic contributions [41] given by,𝑆rCCD(q) = 𝑆MP2(q) + 𝑆lr(q) + 𝑆qr(q). (3.9)

Diagrammatically, Eq. (3.9) is displayed as, The calculated contributions to 𝑆(q) are

𝑖 𝑎 𝑗 𝑏 = 𝑖 𝑎 𝑗 𝑏 +
𝑖 𝑎 𝑐𝑘 𝑏 𝑗+ 𝑖 𝑎 𝑐𝑘 𝑏 𝑗

+ 𝑖 𝑎 𝑐𝑘 𝑑𝑙 𝑏 𝑗
.

depicted in Fig. 3.3. Although the individual contributions diverge, the total rCCD
transition structure factor converges towards zero in the long wavelength limit (q → 0),
as indicated by Fig. 3.2(a) and 3.2(b). We arrive at the first important insight of our
analysis. The singularity at |q| = 0 in 𝑆MP2(q) is canceled by one-half of the linear
ring terms, whereas the singularity of the quadratic ring term is canceled by the “other”
half of the linear term.
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Figure 3.2: rCCD transition structure factors for different densities and numbers
of electrons. (a) 𝑟𝑠 = 3 (a.u) and (b) 𝑟𝑠 = 20 (a.u). In both densities, roughly 18
virtual spatial orbitals per occupied were used, with 100 twists for the small systems
and 40 twists for the bigger ones. This illustrates that the discussed behavior of
the structure factor not only holds for 𝑟𝑠 = 20, but is also true for the important
range of values between 1 and 5. However, at lower densities, the minimum of the
structure factor is already observable for smaller system sizes. This was the reason
for choosing a rather high value of 𝑟𝑠 in our analysis.

It is important to note that the leading-order behavior of 𝑆rCCD(q) in the long wave-
length limit is 𝑆rCCD(q) ∝ |q|. This was shown by Bishop and Lührmann [65], and
a more detailed discussion can be found in Ref. [66]. For simulation cells with finite
electron numbers, this results in a finite size error scaling of 𝑁−2/3, where 𝑁 is the
number of electrons. In passing, we mention that, insulating systems have a different
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leading order behavior around q ≈ 0 given by 𝑆rCCD(q) ∝ |q|2, implying a finite size
error scaling of 𝑁−1 [67, 68].

Figure 3.3: Diagrammatic contributions of MP2, linear ring (lr) and quadratic
ring (qr) to the rCCD transition structure factor in the UEG. Results were obtained
using 246 electrons with 2178 spatial orbitals, 266 twists and 𝑟𝑠 = 20 a.u.

Although rCCD cures the MP2 divergence and correctly captures non-local long-range
correlation effects, which are not included in popular DFT functionals using the LDA
and GGA, it may be inadequate for accurately describing systems where mid and short-
range correlations play a significant role. For this reason, achieving the desired level of
accuracy, especially for metallic systems, requires including not only the full terms in
the doubles excitations subspace but also higher-order terms. However, the price one
has to pay is a higher computational cost.
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3.5 Hotter but still cold: the coupled-cluster dou-
bles method

In addition to ring diagrams, CCD theory includes further terms, linear and quadratic
in 𝑡CCD𝑖𝑗 (q) as it was shown in Eq. (2.30). This intricate coupling of different diagram-
matic contributions makes an analytic solution impossible, even for the simple UEG
model. Note that the contributions of the linear terms are even identical to those from
third-order perturbation theory, if 𝑡CCD𝑖𝑗 (q) is replaced by 𝜐𝑎𝑏𝑖𝑗 /Δ𝑖𝑗𝑎𝑏. As discussed by
Mattuck [21] for any finite-order perturbation theory, ring terms yield the most diver-
gent contributions at small |q| values. We stress that the dominance of the ring terms
originates from the “piling-up of factors 1/𝑞2,” as the greatest piling-up occurs for the
ring terms when only a single momentum transfer is involved [62]. Therefore, this dom-
inance prevails irrespectively of the usage of 𝑡CCD𝑖𝑗 (q) instead of 𝜐𝑎𝑏𝑖𝑗 /Δ𝑖𝑗𝑎𝑏 at small |q|.
Consequently, it follows, in agreement with the work of Emrich and Zabolitzky [64],
that for the long wavelength limit: (i) in the CCD amplitude equations the most di-
vergent contributions are the ones given in Eq. (3.6), and (ii) these ring contributions
to the CCD amplitudes must therefore cancel each other precisely as for the rCCD
amplitude equations. This leads us to one pivotal conclusion of the present study:

lim|q|→0 𝑇 CCD𝑖 (q) = lim|q|→0 𝑇 rCCD𝑖 (q) = −12. (3.10)

We corroborate the above paragraph with numerical results for the individual contri-
butions to 𝑡CCD𝑖𝑗 (q) . Fig. 3.1(a) depicts that the lr and qr contributions diverge as∝ |q|−3/ log(𝑞). Contrary to the previous section, where rCCD amplitudes were em-
ployed, the lr and qr contributions are now evaluated using CCD amplitudes. Moreover,
it is shown that the remaining linear and quadratic contributions to the CCD ampli-
tudes, denoted as rest-linear and rest-quadr, respectively, diverge with a weaker power
for q → 0.
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Figure 3.4: Numerical results for the UEG showing the slow convergence of
the minimum value of the quantity 𝑇𝑖(q) for a given momentum transfer q. (a)
rCCD results for two different number of electrons (b) rCCD and CCD results for𝑁 = 730. The calculations were performed for 𝑟𝑠 = 20 a.u., and roughly 18 virtual
spatial orbitals per occupied were used.

This underpins the conclusions drawn above that, in the long wavelength limit: (i) the
ring contributions to CCD amplitudes dominate, and (ii) the ring terms cancel each
other precisely as in rCCD. Furthermore, we observe that 𝑡CCD𝑖𝑗 (q) ∝ |q|−1, resulting
in a transition structure factor 𝑆CCD(q) depicted in Fig. 3.5, that also approaches zero
linearly as the limit of q → 0.
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Figure 3.5: rCCD and CCD transition structure factors for the UEG. The cal-
culations were performed for 246 electrons with 2178 spatial orbitals, 266 twists for
rCCD, 166 twists for CCD and 𝑟𝑠 = 20 a.u.

3.6 Triple particle-hole excitation operators

We now turn to CC theories that approximate the triple particle-hole excitation oper-
ator in a perturbative manner. In these cases, the post-CCSD correlation energy and
transition structure factor contributions are given by:

𝐸(𝐽)
c = ∑

q
𝜐(q) [𝛿𝑊 𝑎𝑏𝑐𝑖𝑗𝑘𝛿𝜐(q) (𝐴𝑖𝑗𝑘𝑎𝑏𝑐)(𝐽)]⏟⏟⏟⏟⏟⏟⏟⏟⏟≔𝑆(𝐽)(q)

. (3.11)
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Here, (𝐽) refers to the employed approximation. In the case of (T), we have:𝐴𝑖𝑗𝑘𝑎𝑏𝑐 = �̄� 𝑖𝑗𝑘𝑎𝑏𝑐Δ𝑖𝑗𝑘𝑎𝑏𝑐 , with �̄� 𝑖𝑗𝑘𝑎𝑏𝑐 = 43𝑊 𝑖𝑗𝑘𝑎𝑏𝑐 − 2𝑊 𝑖𝑗𝑘𝑎𝑐𝑏 + 23𝑊 𝑖𝑗𝑘𝑏𝑐𝑎. (3.12)

The quantity Δ𝑖𝑗𝑘𝑎𝑏𝑐 refers to the difference in HF orbital energies between the occupied
and unoccupied states, labeled with the indices 𝑖, 𝑗, 𝑘 and 𝑎, 𝑏, 𝑐, respectively. Moreover,𝑊 𝑎𝑏𝑐𝑖𝑗𝑘 is defined as: 𝑊 𝑎𝑏𝑐𝑖𝑗𝑘 = 𝑃 𝑎𝑏𝑐𝑖𝑗𝑘 (𝑡𝑎𝑒𝑖𝑗 𝜐𝑏𝑐𝑒𝑘 − 𝑡𝑎𝑏𝑖𝑚𝜐𝑚𝑐𝑗𝑘 ) , (3.13)

where the diagrammatic illustration of the terms inside the parentheses of Eq. (3.13)
is presented below:

𝑖 𝑎 𝑗 𝑒𝑏 𝑘 𝑐− 𝑖 𝑎 𝑏 𝑚𝑗 𝑘 𝑐
The permutation operator 𝑃 𝑎𝑏𝑐𝑖𝑗𝑘 is defined as:𝑃 𝑎𝑏𝑐𝑖𝑗𝑘 𝑊 𝑎𝑏𝑐𝑖𝑗𝑘 = 𝑊 𝑎𝑏𝑐𝑖𝑗𝑘 + 𝑊 𝑎𝑐𝑏𝑖𝑘𝑗 + 𝑊 𝑐𝑎𝑏𝑘𝑖𝑗 + 𝑊 𝑐𝑏𝑎𝑘𝑗𝑖 + 𝑊 𝑏𝑐𝑎𝑗𝑘𝑖 + 𝑊 𝑏𝑎𝑐𝑗𝑖𝑘 . (3.14)

We employ the following functional derivative to provide a concise notation for defining
the structure factor: 𝛿𝑊 𝑎𝑏𝑐𝑖𝑗𝑘𝛿𝜐(q) = 𝑃 𝑎𝑏𝑐𝑖𝑗𝑘 (𝑡𝑎𝑒𝑖𝑗 𝛿q,k𝑘−k𝑐 − 𝑡𝑎𝑏𝑖𝑚𝛿q,k𝑘−k𝑐), (3.15)

where using Eq. (4.6) and Eq. (3.15), we obtain the diagrammatic illustration of the
(T) structure factor2:

𝑆(𝑇 )(q) ≈ 𝑃 𝑎𝑏𝑐𝑖𝑗𝑘 𝑖 𝑎 𝑗 𝑒𝑏 𝑘 𝑐 −𝑖 𝑎 𝑏 𝑚𝑗 𝑘 𝑐
2For brevity, we have omitted the crossed contractions between the two terms.
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The corresponding results are depicted in Fig. 3.6. We observe that 𝑆(T)(q) shares
many similarities with 𝑆MP2(q), shown in Fig. (3.3). Both 𝑆(q)’s exhibit a singularity
at the long wavelength limit and yield correlation energies per electron that diverge as
the system size increases. The “Achilles’ heel” in applying (T) to metallic systems lies
in the infrared catastrophe caused by the unscreened Coulomb interactions, included
in the approximation to 𝐴𝑖𝑗𝑘𝑎𝑏𝑐 [11]. The pathogeny of this effect is illustrated in the
red, dashed frames below:

𝑎𝑖 𝑗 𝑐𝑘𝑒𝑏 𝑓 ,

𝑎𝑖 𝑏 𝑐𝑘𝑚𝑗 𝑛 ,

𝑎𝑖 𝑏𝑓 𝑐𝑘𝑗𝑚
In the remaining of this section, we introduce a novel correlation energy expression
that yields convergent energies for the UEG at the level of triple particle-hole excitation
operators without depending on any ad hoc parameters. We refer to the method as (cT)
because it includes the complete set of terms present in the triples amplitude equations
in a noniterative manner. Naturally, the coupling of triples amplitudes with each other
is disregarded. Thus, in (cT) we use the following approximation to 𝐴𝑖𝑗𝑘𝑎𝑏𝑐 = �̄� 𝑖𝑗𝑘𝑎𝑏𝑐/Δ𝑖𝑗𝑘𝑎𝑏𝑐,
where 𝑀 𝑖𝑗𝑘𝑎𝑏𝑐 = 𝑃 𝑎𝑏𝑐𝑖𝑗𝑘 (𝑡𝑎𝑒𝑖𝑗 𝜐𝑏𝑐𝑒𝑘 + 2𝑡𝑎𝑒𝑖𝑗 𝜐𝑏𝑚𝑒𝑓 𝑡𝑓𝑐𝑚𝑘 + …) . (3.16)

Similarly to before, the terms inside the parentheses of Eq. (3.16) are represented as:

𝑖 𝑎 𝑗 𝑒𝑏 𝑘 𝑐+ 𝑖 𝑎 𝑗 𝑒𝑏 𝑚 𝑓 𝑐 𝑘
For brevity we show only a selection of terms that exhibit a divergent behavior as q
approaches 0. Note that the (T) and (cT) approximation to 𝐴𝑖𝑗𝑘𝑎𝑏𝑐 agree for all terms
which are linear in 𝑡𝑎𝑏𝑖𝑗 . To cancel the divergence in (T), (cT) includes additional ring
terms such as the second term in Eq. (3.16), and the above diagrammatic illustration.
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For these terms, it follows that:𝜐𝑏𝑐𝑒𝑘 + 2𝜐𝑏𝑚𝑒𝑓 𝑡𝑓𝑐𝑚𝑘 = 𝜐𝑏𝑐𝑒𝑘 [1 + 2𝑇𝑚(q′)], with q′ = k𝑘 − k𝑐. (3.17)

Note that as q′ → 0 ∶ 1 + 2𝑇𝑚(q′) = 0. This is formally identical to the results for the
cancellation of the divergence between the linear ring and the MP2 terms in the long
wavelength limit. We stress that (cT) also includes additional rest terms that are not
related to the divergence of (T), similar to the MP2 and CCD levels of theory.

In addition to 𝑆(T)(q), we introduce 𝑆(cT)(q). A partial diagrammatic representation
of it, using Eq. (4.6), Eq. (3.15), and Eq. (3.16) is:

𝑎𝑖 𝑗 𝑐𝑘𝑏 𝑒 + 𝑖 𝑎 𝑗 𝑒𝑏 𝑘 𝑐𝑓𝑚
As supporting numerical evidence, Fig. 3.6 depicts 𝑆(cT)(q), which exhibits a quali-
tatively different behavior than 𝑆(T)(q) and indicates convergence in the long wave-
length limit. Furthermore, 𝑆(cT)-ring(q) is shown to cancel the divergence of 𝑆(T)(q).
For completeness, Fig. 3.6 also depicts 𝑆(cT)-rest(q), which includes all contributions
to Eq. (3.16) that are not included in (T) or (cT)-ring, e.g., exchangelike terms. Our
findings show that 𝑆(cT)-rest(q) converges to zero as q → 0. This demonstrates that the
(cT) correlation energy expression averts the infrared catastrophe of the (T) approx-
imation for the UEG without requiring an iterative solution of the triple amplitudes,
as recently proposed in Ref. [69].

We summarize by presenting the complete (cT) equations, complementing Eq. (3.16).
In addition, we provide the equations for (T), (cT)-ring, (cT)-rest as employed in the
calculations. The following equation is applied across these methods:𝑀 𝑖𝑗𝑘𝑎𝑏𝑐 = 𝑃 𝑎𝑏𝑐𝑖𝑗𝑘 (𝑡𝑎𝑒𝑖𝑗 𝐽 (𝑋)𝑏𝑐𝑒𝑘 − 𝑡𝑎𝑏𝑖𝑚𝐽 (X)𝑚𝑐𝑗𝑘 ) , (3.18)

with different definitions for 𝐽 (X) where 𝑋 denotes (T), (cT), (cT)-ring, and (cT)-rest
as specified below. We note that 𝐽 (cT)-rest is defined implicitly via,𝐽 (T) + 𝐽 (cT)-ring + 𝐽 (cT)-rest = 𝐽 (cT). (3.19)
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Figure 3.6: UEG transition structure factor contributions of (T), (cT), (cT)-ring
and (cT)-rest for 246 electrons with 2178 spatial orbitals, 166 twists and 𝑟𝑠 = 20 a.u.

The (T) method

In the (T) method, we use the following intermediates:

𝐽 𝑏𝑐𝑒𝑘 = 𝜐𝑏𝑐𝑒𝑘, (3.20)𝐽𝑚𝑐𝑗𝑘 = 𝜐𝑚𝑐𝑗𝑘 , (3.21)

with the corresponding diagrammatic illustration having already being presented below
Eq. (3.13).
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The (cT)-ring terms

For the (cT)-ring terms, the following intermediates are employed:𝐽 𝑏𝑐𝑒𝑘 = 2𝜐𝑏𝑚𝑒𝑓 𝑡𝑓𝑐𝑚𝑘, (3.22)𝐽𝑚𝑐𝑗𝑘 = 2𝜐𝑚𝑛𝑗𝑓 𝑡𝑓𝑐𝑛𝑘, (3.23)

where in combination with Eq. (3.18) we obtain the following diagrammatic depiction:

𝑖 𝑎 𝑗 𝑒𝑏𝑚 𝑓 𝑘𝑐 − 𝑖 𝑎 𝑏 𝑚𝑗𝑛 𝑓 𝑘𝑐
Finally, we conclude with,

The (cT) method

In the (cT) method, we utilize the following intermediates [12]:𝐽 𝑏𝑐𝑒𝑘 = 𝜐𝑏𝑐𝑒𝑘 + 𝜐𝑎𝑏𝑒𝑓𝑡𝑓𝑘 − (𝜒′𝑚𝑏𝑘𝑒 𝑡𝑐𝑚 + 𝑡𝑏𝑚𝜒′𝑚𝑐𝑒𝑘 + 𝐼𝑚𝑒 𝑡𝑏𝑐𝑚𝑘)+ (2𝜒𝑏𝑚𝑒𝑓 𝑡𝑐𝑓𝑘𝑚 − 𝜒𝑏𝑚𝑒𝑓 𝑡𝑓𝑐𝑘𝑚 − 𝜒𝑏𝑚𝑓𝑒 𝑡𝑓𝑐𝑚𝑘 − 𝑡𝑓𝑏𝑘𝑚𝜒𝑐𝑚𝑓𝑒 ) + 𝑡𝑐𝑏𝑚𝑛𝜒𝑚𝑛𝑘𝑒 , (3.24)𝐽𝑚𝑐𝑗𝑘 = 𝜐𝑚𝑐𝑗𝑘 − 𝜐𝑚𝑛𝑗𝑘 𝑡𝑐𝑛 + (𝜒′′𝑚𝑐𝑗𝑓 𝑡𝑓𝑘 + 𝑡𝑓𝑗 𝜒′′𝑚𝑐𝑓𝑘 )+ (2𝜒𝑚𝑛𝑗𝑓 𝑡𝑐𝑓𝑘𝑛 − 𝜒𝑚𝑛𝑗𝑓 𝑡𝑓𝑐𝑘𝑛 − 𝜒𝑛𝑚𝑗𝑓 𝑡𝑓𝑐𝑛𝑘 − 𝑡𝑐𝑓𝑛𝑗𝜒𝑛𝑚𝑘𝑓 ) + 𝑡𝑒𝑓𝑘𝑗𝜒𝑐𝑚𝑒𝑓 , (3.25)

𝜒′𝑚𝑏𝑘𝑒 = 𝜐𝑚𝑏𝑘𝑒 − 12𝜐𝑚𝑛𝑘𝑒 𝑡𝑏𝑛 + 𝑡𝑓𝑘𝜒′𝑏𝑚𝑒𝑓 , (3.26)

𝜒′𝑏𝑚𝑒𝑓 = 𝜐𝑏𝑚𝑒𝑓 − 12𝑡𝑏𝑛𝜐𝑛𝑚𝑒𝑓 , (3.27)

𝜒′𝑚𝑐𝑒𝑘 = 𝜐𝑚𝑐𝑒𝑘 − 12𝜐𝑚𝑛𝑒𝑘 𝑡𝑐𝑛 + 𝜒′𝑐𝑚𝑓𝑒 𝑡𝑓𝑘, (3.28)

𝐼𝑚𝑐 = 𝑓𝑚𝑐 + (2𝜐𝑚𝑛𝑐𝑓 𝑡𝑓𝑛 − 𝜐𝑚𝑛𝑓𝑐 𝑡𝑓𝑛) , (3.29)
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𝜒𝑏𝑚𝑒𝑓 = 𝜒′𝑏𝑚𝑒𝑓 − 12𝑡𝑏𝑛𝜐𝑛𝑚𝑒𝑓 , (3.30)

𝜒𝑚𝑛𝑘𝑒 = 𝜐𝑚𝑛𝑘𝑒 + 𝑡𝑓𝑘𝜐𝑚𝑛𝑓𝑒 , (3.31)

𝜒′′𝑚𝑐𝑗𝑓 = 𝜐𝑚𝑐𝑗𝑓 − 𝜐𝑚𝑛𝑗𝑓 𝑡𝑐𝑛 + 12𝑡𝑔𝑗𝜒𝑐𝑚𝑓𝑔 , (3.32)

𝜒′′𝑚𝑐𝑓𝑘 = 𝜐𝑚𝑐𝑓𝑘 − 𝜐𝑚𝑛𝑓𝑘 𝑡𝑐𝑛 + 12𝜒𝑐𝑚𝑔𝑓 𝑡𝑔𝑘. (3.33)

We note that providing a complete diagrammatic representation of the (cT) terms is
tedious and unnecessary for the purposes of the present study.

3.7 Computational details

In this section, we provide details about the calculations performed on the UEG, a
set of molecules, and metallic lithium. Furthermore, we present the numerical proce-
dures employed to minimize errors arising from basis set incompleteness, and finite-size
effects.

3.7.1 On the UEG calculations

All UEG calculations were conducted using cc4ueg [19]. For the structure factor results
of MP2, rCCD, CCD, (T), and (cT) methods, approximately 18 virtual per occupied
orbitals were used, with a total of 246 electrons. We selected a radius of 𝑟𝑠 = 20 a.u.
for our analysis, since the HF bandgap becomes smaller at lower densities, resulting
to a minimum that appears at smaller system sizes. Nevertheless, as we have already
demonstrated, the same behavior holds in the range of metallic densities between 1 a.u.-5 a.u.

To deduce the power-law behavior of the largest element of the 𝑡-amplitudes, and
the minimum value of the 𝑇𝑖(q) quantity for rCCD and CCD methods, we used 730
electrons, 18 virtual orbitals per occupied, and 𝑟𝑠 = 20 a.u. as parameters. For bigger
system sizes, the calculations were conducted only for rCCD theory.
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Lastly, the system sizes employed for MP2, rCCD, CCD, (T), and (cT) correlation
energies range from 𝑁 = 38 electrons to 342 electrons and 𝑟𝑠 = 3 a.u. All presented
correlation energies have been extrapolated to the complete basis set (CBS) limit [70].

The numerical procedure for the decomposed contributions to rCCD and CCD methods
follows the description outlined in Ref. [71]. Furthermore, we use twist averaging
which helps to reduce the fluctuations owing to discretization errors within the finite
simulation cell [35, 72, 73]. For small system sizes, 100-266 twists were used, while
for the bigger system sizes, 40 twists were employed, as finite-size effects become less
important approaching the thermodynamic limit.

3.7.2 On the molecular test set calculations

For these molecular calculations the Hartree–Fock ground state was obtained with the
NWChem package [74] and interfaced to cc4s [75] as described in Ref. [76]. The testset
used in this study was previously introduced in [56], where the Hartree–Fock and CCSD
energies for the given molecules can be found. The geometries are available in the work
of Knizia et al. [77].

3.7.3 On the metallic lithium calculations

To validate our theory, we consider metallic body-centered cubic (BCC) lithium. All
calculations were performed using the Vienna Ab initio Simulation Package (VASP) [78]
for HF and MP2 energies, as well as cc4s code [75] for coupled cluster energies. VASP is
based on periodic boundary conditions and makes use of the projector augmented-wave
(PAW) formalism [79]. We consider one valence electron per Li atom, using the PAW
POTCAR file labeled as Li_GW and a plane-wave cutoff parameter of ENCUT = 141 eV.

For efficient coupled cluster calculations, a compression of the unoccupied HF manifold
is achieved using natural orbitals (NOs) evaluated at the MP2 level of theory [80], while
a low-rank decomposition is employed to compress the Coulomb integrals as described
in Ref. [81].
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Table 3.1: CCSD+FPC energies with respect to the number of natural orbitals per occu-
pied of Fig. 3.7(c).

CCSD+FPC (Ha/atom) #NOs/occupied
-0.026315 11
-0.026382 15
-0.026397 19
-0.026398 25

Both schemes introduce a controllable error which is kept well below 10−2 mHa for
the low-rank decomposition of the Coulomb integrals, as it is shown in Tab.3.1. The
basis-set error of the CCSD correlation contribution, as introduced by the restricted
number of NOs, is converged to sub-mHa accuracy using a recently proposed focal-
point correction scheme (here denoted as FPC) [56], as can be also observed in Fig.
3.7(c). For the (T) and (cT) correlation contributions, a relatively small number of
5 NOs per occupied orbital is used, corrected by an 1/𝑁𝑁𝑂 extrapolation from 5 to
10 NOs using a simulation cell containing 26 Li atoms. This is sufficient, since the
basis-set dependence of both (T) and (cT) is weak.

Furthermore, the core-valence contribution to the correlation energy is estimated by an
all-electron PAW POTCAR file labeled as Li_AE_GW. In this case three electrons per Li
atom are considered as valence electrons. Since the 1s2 HF orbitals are located about−63 eV below the Fermi level, we consider the MP2 method sufficient for this task.
Here, a plane-wave cutoff of ENCUT = 543 eV is used. The individual contributions to
the atomization energy of bulk bcc lithium are reported in the results section.

Fig. 3.7(a) and (b) depict the thermodynamic limit extrapolation of the HF and CCSD
correlation energies of bulk bcc lithium. The corresponding numerical data is summa-
rized in Tab.3.2. We observe that fitting the computed energies using the extrapolation
law (𝑁𝑘𝑁atoms)−2/3 enables a precise extrapolation. Here, 𝑁𝑘 denotes the number of
k-points used to sample the first Brillouin zone. We note that Brillouin zone sampling
with more than one k-point is not yet supported in cc4s. Therefore all post-HF cal-
culations employ 𝑁𝑘 = 1 and large supercells with geometries given in Appendix C.
However, twist-averaging is used to reduce the fluctuations due to discretization errors



3. Complete perturbative triples 72

of the finite simulation cells. The geometries and atomic structures of these cells are
also given in Appendix(reference). The employed power law for the extrapolation to
the limit 𝑁 → ∞ is well justified by the linear behaviour of the CCSD structure factor
in the long wave length limit. However, this also implies that the system sizes in-
cluded in such an extrapolation must be sufficiently large to sample short wavevectors
in reciprocal space, where the structure factor approaches q → 0 linearly.

Table 3.2: Total energies of the plots (a) and (b) of Fig. 3.7.𝑁𝑘𝑁atoms HF (Ha/atom)
216 -0.08344
343 -0.08280
512 -0.08237
729 -0.08210

𝑁𝑘𝑁atoms CCSD (Ha/atom)
26 -0.02463
44 -0.02633
68 -0.02727
128 -0.02841

Figure 3.7: (a) Thermodynamic limit convergence of the HF energy per atom.
(b) Thermodynamic limit convergence of the CCSD correlation energy per atom. (c)
Basis-set convergence of the CCSD correlation energy per atom using a simulation
cell with 44 Li atoms and focal point correction.
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The extrapolation of the (cT) correlation energy contribution for lithium shown in
Fig. 3.8(b) and (c), employs an (𝑁atoms)−2/3 fit and system sizes of 128 and 208 atoms.
We observe, however, that the (cT) correlation energies obtained for smaller systems
deviate from the employed extrapolation law. For this reason, we performed the anal-
ysis discussed in the Subs. 3.7.1 to estimate the remaining uncertainty in the thermo-
dynamic limit extrapolation of the (cT) energy for bulk lithium. The computational
data are given in Tab. 3.5.

3.8 Numerical results

We now turn to the discussion of numerical results for correlation energies obtained for
electron gas simulation cells with various electron numbers at different levels of theory.
Fig. 3.8(a) and (b) display the behavior of the correlation energy per electron as a
function of 𝑁−2/3 for MP2, rCCD, CCD, (T), and (cT).

The infrared catastrophe in MP2 theory becomes visible on approach to the TDL (𝑁 →∞) in Fig. 3.8(a). In contrast, rCCD and CCD correlation energies deviate considerably
from the MP2 counterpart, converging as 𝑁−2/3 to the TDL. In an analogous way,
Fig. 3.8(b) verifies that the (T) correlation energy contribution also diverges as we
move to the TDL, while its counterpart, (cT), exhibits a behavior that more closely
resembles that of rCCD and CCD theories.

Table 3.3 summarizes correlation energies obtained from CCD, CCD(T), and CCD(cT)
methods, compared to i-FCIQMC, DMC, and CCDT (CCD with full triple excitations)
results. The energies were extrapolated to the CBS limit, and the systems were pa-
rameterized by a range of Wigner-Seitz radii (𝑟𝑠 = 1, 2, 3, 5, 10 a.u.) and 𝑁 = 14, 54
electrons. We first discuss the results obtained for the 14-electron system. In this
case, i-FCIQMC can be viewed as an exact reference, whereas CCDT serves as a ref-
erence for any approximate triples theory. The CCDT results from Ref. [59] are in
good agreement with i-FCIQMC in the high density limit but differ at low densities.
Higher levels of CC theory are needed to capture all important correlation effects as𝑟𝑠 increases [59]. CCD(T) and CCD(cT) correlation estimates are in good agreement
with CCDT. We note that the agreement between CCD(T) and CCDT is fortuitous
and only valid for small 𝑁 , as can be seen from the divergence of CCD(T) as a function
of 𝑁 in Fig. 3.8(b).
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We now discuss the results obtained for the 54-electron system summarized in Table 3.3.
Here, we compare to DMC reference results. In this case, CCD(T) is fortuitously close
to DMC, even at relatively low densities corresponding to 𝑟𝑠 = 10 a.u. As can be
seen from Fig. 3.8(a) and (b), this agreement is due to error cancellation between two
effects. On the one hand, (T) overestimates long range correlation effects. On the other
hand, higher-order cluster operators are missing in CCD(T), which underestimates
correlation effects at lower densities. This error cancellation fails for larger electron
numbers. CCD(cT) averts the infrared catastrophe and obtains accurate correlation
energy results, compared to DMC, for all densities up to 𝑟𝑠 = 5 a.u. Only at lower
densities CCD(cT) starts to deviate significantly from DMC, due to the neglect of
higher-order cluster operators.

Table 3.3: CBS limit correlation energies per electron of the UEG in mHa. rs is given in
atomic units.

14 electrons 54 electrons
Method 𝑟s = 1 𝑟s = 2 𝑟s = 3 𝑟s = 5 𝑟s = 1 𝑟s = 2 𝑟s = 5 𝑟s = 10

CCD -36.7 -29.2 -24.2 -18.1 -38.4 -30.2 -18.5 -11.3
CCD(T) -37.9 -31.5 -27.1 -21.4 -39.9 -33.1 -22.6 -15.0
CCD(cT) -37.8 -31.3 -26.9 -21.1 -39.8 -32.8 -22.1 -14.5

CCDT [59] -37.9 -31.5 -27.0 -21.2
i-FCIQMC [82] -38.0 -31.8 — -21.9

DMC [83] -39.0 -32.6 -22.8 -15.6

As an important test, we apply CCSD(cT) theory to a set of molecules. Table 3.4
summarizes correlation energy contributions obtained using different triple particle-hole
excitation approximations. In our benchmark, we use a set of 26 different molecules
that provide access to 23 different closed-shell reaction energies. As a reference, we
use energies from a converged CCSDT calculation. The standard deviation of the
reaction energy for the 23 reactions is 0.9 kJ/mol for both CCSD(T) and CCSD(cT)
(the maximum error is 2.1 and 3.3 kJ/mol for CCSD(T) and CCSD(cT), respectively).
This illustrates that both CCSD(T) and CCSD(cT) are very accurate approximations
for the full CCSDT energy.
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Figure 3.8: Correlation energies for (a) UEG and MP2, rCCD, and CCD meth-
ods. (b) (T) and (cT) for UEG and metallic lithium. (c) TDL exctrapolation of
(cT) for the UEG and metallic lithium, showing the remaining uncertainty in our
estimate.
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Table 3.4: Triple particle-hole excitation correlation energy contributions calculated with
an aug-cc-pVTZ basis set. (T) and (cT) are computed using a one-shot approach, as has
been previously described. The energy for the full T, given in the last column, is evaluated
by 𝐸T = 𝐸(CCSDT) − 𝐸(CCSD). All energies in atomic units.

Molecules (T) (cT) T
C2H2 -0.01709 -0.01575 -0.01709
C2H4 -0.01550 -0.01440 -0.01588
CH3Cl -0.01657 -0.01537 -0.01728
CH3OH -0.01587 -0.01471 -0.01613
CH3SH -0.01663 -0.01547 -0.01745
CH4 -0.00653 -0.00616 -0.00693
CO -0.01789 -0.01642 -0.01800
CO2 -0.03031 -0.02769 -0.03001
CS2 -0.03663 -0.03330 -0.03702
Cl2 -0.01952 -0.01802 -0.02046
ClF -0.01867 -0.01727 -0.01924
F2 -0.01966 -0.01818 -0.01967
H2 0.00000 0.00000 0.00000
H2O -0.00867 -0.00805 -0.00874
H2O2 -0.02022 -0.01861 -0.02018
H2S -0.00867 -0.00814 -0.00941
HCHO -0.01757 -0.01620 -0.01771
HCN -0.01889 -0.01732 -0.01867
HCOOH -0.02799 -0.02569 -0.02795
HCl -0.00876 -0.00816 -0.00933
HF -0.00755 -0.00702 -0.00758
HNCO -0.03044 -0.02783 -0.03027
N2 -0.01981 -0.01810 -0.01944
N2H4 -0.01760 -0.01627 -0.01776
NH3 -0.00833 -0.00777 -0.00854
SO2 -0.03679 -0.03346 -0.03645
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Moreover, we present results for the lithium bcc metal. We find that CCSD(cT) pre-
dicts a cohesive energy of 60.1 mHa/atom in excellent agreement with the experimental
estimate of 60.9 mHa/atom corrected for zero-point vibrations [84]. Our estimate in-
cludes a HF, CCSD, (cT) and core-valence MP2 contribution of 20.5, 30.4, 8, and1.2 mHa/atom, respectively. The computational details have already been discussed
previously. Fig. 3.8(b) and (c) depicts the (cT) correlation energy convergence. Al-
though our CCSD estimate of the cohesion energy is in good agreement with results
from Ref. [69], we note that our triples estimate is about 3 mHa/atom larger. Tab. 3.5
summarizes the numerical data of (cT) correlation energies for the UEG at a density
corresponding to 𝑟s=3.2 for a range of electron numbers. This density and the employed
basis set sizes are identical to those used in the calculations for lithium. Our findings
indicate that the difference between thermodynamic limit extrapolations employing the(𝑁)−2/3 fits and system sizes corresponding to 358-610 electrons and 128-208 electrons
deviates by less than 0.5 mHa/electron, as it is depicted in Fig. 3.8(c). Furthermore,
the extrapolated estimates using 358-610 electrons and 208-358 electrons correspond
to -5.2 mHa/electron and -5.3 mHa/electron, deviating by less than 0.1 mHa/electron.
From this, we assess that the remaining uncertainty in our estimate of the (cT) con-
tribution to the lithium cohesive energy, obtained from extrapolations using 128 and
208 atoms, is below 1 mHa/atom.

Table 3.5: Correlation energies contributions at the level of (cT) to the UEG and the
atomization energy of Li as depicted in Fig. 3.8(c). All energies in mHa per electron.𝑁elect UEG-(cT) Li-(cT)

26 -1.60 -3.75
44 -2.15 -4.52
68 -2.72 -5.07
128 -3.37 -5.88
208 -3.76 -6.47
358 -4.20 —
610 -4.53 —
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Figure 3.9: Decomposed correlation energies of the terms appear in CCD ampli-
tude equation (2.30) on approach to the TDL with electron numbers 𝑁 = 38 − 342,𝑟𝑠 = 3 a.u., and extrapolated to the CBS limit. (a) Linear and (b) quadratic terms
in 𝑡.

Finally, we present a full decomposition of the correlation energy and transition struc-
ture factor contributions for all terms at the CCD level of theory. As observed in
Fig. 3.9(a) and Fig. 3.10(a), the only terms yielding divergent energies, while approach-
ing the TDL, and transition structure factors are the MP2 and linear ring terms. In
contrast, the remaining terms, linear in 𝑡, already exhibit convergent energies for in-
creasing system sizes, resembling behaviors similar to rCCD and CCD as shown in
Fig. 3.8(a). The convergent behavior of the correlation energies can be further con-
firmed by the transition structure factors results, shown in Fig. 3.10(b).
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Figure 3.10: Decomposed transition structure factors of the terms appear in CCD
amplitude equation (2.30) for 𝑁 = 730, 𝑟𝑠 = 20 a.u., and 6.254 spatial orbitals. (a)
and (b) linear terms in 𝑡. (c) and (d) quadratic terms in 𝑡.

Regarding the quadratic terms in 𝑡, the quadratic ring behaves similarly to MP2 and
the linear ring terms. In addition, we note that 𝐿𝑖𝑘 and 𝐿𝑎𝑐 seem also to diverge
in the long wavelength limit. However, this artifact appears due to the slow conver-
gence of these two terms in the TDL. Performing calculations for larger system sizes
confirms that these terms yield convergent transition structure factors, as depicted in
Fig. 3.10(c), leading to convergent correlation energies. The remaining quadratic terms
in 𝑡 demonstrate, in Fig. 3.8(b) and Fig. 3.10(d), a convergent behavior of energies and
transition structure factors. This aligns with our findings that the rings are the only
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terms with the leading-order contribution to the CCD correlation energy in the long
wavelength limit. Consequently, this results in identical convergence as q approaches0, between rCCD and CCD methods.

3.9 Summary and conclusions

In this chapter, we introduced a highly accurate and computationally efficient theory,
denoted as CCSD(cT), which paves the way for achieving chemical accuracy in ab initio
calculations of real metals. Initially, guided by the infrared catastrophe of the MP2
correlation energy, when applied to these systems, we conducted a thorough analysis
by decomposing the correlation energies, transition structure factors, and amplitudes
at the CCD level of theory.

For the uniform electron gas (UEG) model, a combination of analytical proofs and
numerical indications has led us to the conclusion that the divergence in second-order
perturbation theory can be averted by carefully including higher-order contributions
from the many-electron perturbation expansion, specifically corresponding to ring di-
agrams. These ring-type diagrams, also included in the widely-used RPA, exhibit the
leading-order contribution in the long-wavelength limit, compared to the other non-
diverging terms in the CCD theory. This inclusion results in convergent correlation
energies in both rCCD and CCD methods.

Based on these findings, we numerically demonstrated the divergence of the CCD(T)
method when applied to the UEG. Subsequently, from the aforementioned analysis, it
was straightforward to identify terms present in a full inclusion of triple excitations
that are essential for averting the infrared catastrophe of the CCD(T) approximation.
The CCD(cT) method, which incorporates these terms in a perturbative manner, yields
convergent correlation energies when applied to the UEG.

When applied to molecular systems, CCSD(cT) retains all the desirable properties
of CCSD(T), such as high chemical accuracy and low computational cost (𝒪(𝑁7)),
compared to the full inclusion of triples in CCSDT (𝒪(𝑁8)). We conducted signifi-
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cant tests, comparing CCD(cT) with CCDT, i-FCIQMC, and DMC results at metallic
densities, where CCD(T) exhibits good agreement.

Finally, we utilized the CCSD(cT) method to calculate the cohesive energy of metal-
lic lithium, finding excellent agreement with experimental estimates. Although our
approach focused on paramagnetic systems, it can be generalized to ferromagnetic
systems using an unrestricted formalism.

Several far-reaching conclusions emerge from this work. Since, the RPA in the electron
gas is formally identical to CCSD in the long-wavelength limit, embedding CCSD
into the RPA presents a promising approach for metals [85, 86]. Furthermore, our
work could explain (part of) the discrepancies observed between DMC and CCSD(T)
interaction energies of large molecules [87].





Chapter 4

Unveiling coupled-cluster theories
convergence on approach to the

complete basis set limit

The following chapter is a modification of the work in prepa-

ration found in [88].

The ongoing and final chapter is dedicated to investigating the convergence of coupled-
cluster correlation energies and related quantities with respect to the employed basis
set size for the uniform electron gas. Our aim is to gain a better understanding of
the basis set incompleteness error (BSIE). To this end, coupled-cluster doubles (CCD)
theory is applied to the three dimensional uniform electron gas for a range of densities,
basis set sizes and electron numbers. We provide a thorough analysis of individual, di-
agrammatically decomposed contributions to the amplitudes at the CCD theory level.
In particular, numerical results indicate that only two terms from the amplitude equa-
tions contribute to the asymptotic large momentum behavior of the transition structure

83
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factor, corresponding to the cusp region at short interelectronic distances or short-
range regime. However, due to the coupling present in the amplitude equations, all
decomposed correlation energy contributions exhibit the same asymptotic convergence
behavior toward the complete basis set limit. These findings offer an additional ratio-
nale for the success of a recently proposed correction to the basis set incompleteness
error of coupled-cluster theory. Finally, we examine the BSIE in the coupled-cluster
doubles plus perturbative triples [CCD(T)] method, as well as in the newly proposed
coupled-cluster doubles plus complete perturbative triples [CCD(cT)] method.

4.1 CBS limit: a vital component for achieving
chemical accuracy

Coupled-cluster (CC) theories find wide application in molecular quantum chemistry
and are becoming increasingly popular for studying solid state systems. They approx-
imate the true many-electron wavefunction in a systematically improvable manner
by employing an exponential ansatz with a series of higher-order particle-hole excita-
tion operators. While systems exhibiting strong electronic correlation effects require
high-order excitation operators, those with strong single-reference character can be
well described using low-order excitation operators [49]. Specifically, at the trunca-
tion level of single, double, and perturbative triple particle–hole excitation operators,
CCSD(T) theory predicts atomization and reaction energies for a large number of
molecules with an accuracy of approximately 1 kcal/mol [49]. Although the compu-
tational cost of CCSD(T) theory is significantly higher than that of the more widely
used approximate density functional theory (DFT) calculations, recent methodologi-
cal developments enable the study of relatively complex systems, such as, molecules
adsorbed on surfaces [89, 90, 91, 92, 93, 94, 86, 95, 96]. However, achieving high accu-
racy compared to the experiment is only possible if the ansatz is fully converged with
respect to all computational parameters that model the true physical system. These
parameters include the number of atoms used to model an infinitely large periodic
crystal and the truncation parameter of the basis set. Any truncation of the employed
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one-electron basis set introduces a basis set incompleteness error (BSIE) in CC and
related theories.

This chapter aims to conduct a detailed investigation of the BSIE in CCSD and
CCSD(T) methods using a plane wave basis set. For a better understanding of the
corresponding BSIE, we employ the uniform electron gas (UEG) model Hamiltonian,
which includes a kinetic energy operator, an electronic Coulomb interaction and a con-
stant background potential to preserve charge neutrality. The UEG model depends
only on parameters with well defined physical interpretations: (i) the electronic density,
(ii) the number of electrons and the cell shape, and (iii) a momentum cutoff defining
the employed basis set. The electronic density controls the relative importance of the
kinetic energy operator compared to the Coulomb interaction. In this manner, one
can continuously transform the system from a weakly correlated system at high den-
sities to a strongly correlated system at low densities. The number of electrons and
the cell shape used to model the electron gas at a fixed density allow for the inves-
tigation of finite size effects [11, 43]. Because of the translational symmetry of the
UEG model Hamiltonian, the mean-field orbital solutions correspond to plane waves
characterized by a wavevector. The momentum cutoff enables a systematic truncation
of the employed plane wave basis, making the UEG ideally suited for studying BSIEs
of electronic structure theories [82, 97, 98].

In this chapter, our primary focus is on the BSIEs introduced by large cutoff mo-
menta compared to the Fermi momentum of the UEG. While the Fermi sphere de-
fines a complete plane wave basis set necessary for representing the mean-field ground
state wave function, a considerably larger basis set is required for the representation
of correlated wave functions. Specifically, at the point where two electrons coalesce,
the exact correlated wave function exhibits a cusp [99, 100, 101]. Consequently, a
large number of one-electron orbitals are needed to describe this feature with sufficient
accuracy. In addition to increasing the one-electron basis set, it is also possible to
account for the cusp in the wavefunction and derived properties directly by adding
basis functions explicitly depending on two electronic coordinates. Various techniques
have been developed to accelerate the slow convergence to the complete basis set limit,
including explicitly correlated methods [102, 103, 40, 104, 105], transcorrelated meth-
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ods [106, 107, 108, 109, 110], or basis-set extrapolation techniques [111]. These methods
are primarily used for molecular calculations.

Recently, a finite basis set correction for the coupled cluster singles and doubles method,
based on a diagrammatic decomposition of the correlation energy was proposed [56].
The findings in [56] revealed that the finite basis set error is dominated by two contri-
butions to the CCSD correlation energies—specifically, the second-order energy and a
term referred to as the particle-particle ladder (PPL) term [41]. In Ref. [56] we exam-
ined the accuracy of various approximate corrections to the basis set incompleteness
error in the particle-particle ladder term. Here, we present a more detailed analysis of
the correlation energy contributions that can be obtained from a diagrammatic decom-
position of the CCSD correlation energy. We also investigate other related quantities
as functions of the basis set size, electron number, and electronic density. This investi-
gation enables us to determine the next-to-leading-order contributions to the basis set
error in the UEG.

Our diagrammatic decomposition approach is partly motivated by prominent examples
that sum up particular contributions in the perturbation series to infinite order. Fa-
mous examples include the resummation of ring-type contributions, as demonstrated
in the random phase approximation (RPA) [112], and ladder theory (LT) [113, 114],
which contains PPL contributions. Interestingly, CCSD already contains all diagrams
appearing in RPA and LT, as well as many further contributions beyond that. This fea-
ture alone makes CCSD intriguing as both, RPA and LT, are known to have prominent
failures. The RPA lacks an accurate description of short-range electronic correlation.
In medium density systems, the pair-correlation function becomes negative for vanish-
ing interelectronic distances [115]. On the other hand, the RPA is known for providing
an accurate description in the long-range regime [62]. In contrast, short-range electron
correlation can be properly described by LT [116]. However, in the particular case of
systems with long-range Coulomb interactions, LT was found to be unsatisfactory [117].
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4.2 Adjusting theoretical features at the CBS
limit

4.2.1 A Uniform Electron Gas revision

In this section, we will recapitulate the essential theoretical elements presented in the
preceding chapters, which will be utilized for our study. Our analysis is restricted to
the Uniform Electron Gas (UEG) model, as outlined in Secs. (2.1) and (2.2), with 𝑁
electrons enclosed in a finite cubic simulation cell under periodic boundary conditions.
The volume of the simulation box is determined by the electron number 𝑁 and the
density parameter 𝑟𝑠 [118].

As previously mentioned for the UEG, plane waves–see Eq. (2.13)–are solutions of the
Hartree-Fock Hamiltonian, where the wave vectors denote reciprocal lattice vectors of
the simulation cell. We specifically consider the paramagnetic case, where each spatial
orbital is occupied by two electrons with opposite spins. Therefore, the number of
occupied states, denoted as 𝑁o, is half the total number of electrons 𝑁 . Additionally,
throughout this study, we employ Hartree atomic units. The expressions for the cor-
responding HF eigenenergies for the occupied and unoccupied orbitals can be found in
Eqs. (2.18) and (2.19), respectively. The two-electron Coulomb integrals appearing in
these equations are given by:𝜐𝑝𝑞𝑟𝑠 = 𝜐(q)𝛿k𝑟−k𝑝,k𝑞−k𝑠 = 4𝜋Ωq2 𝛿k𝑟−k𝑝,k𝑞−k𝑠 , (4.1)

where q = k𝑝 −k𝑟 is the momentum transfer vector. At q = 0 the Coulomb interaction
exhibits a singularity. However, this singularity is integrable and various techniques
exist to resolve it (see Ref. [119] and references therein). In this work we employ the
regularization as described by Frazer et al. [18]. An important characteristic of the
UEG is the conservation of momentum. As evident from Eq. (4.1), Coulomb integrals
are non-zero only if the momentum transferred by the left indices of the tensor 𝜐𝑝𝑞𝑟𝑠 is
identical to the negative momentum of the indices on the right.

For sufficiently large densities, as employed in this work, the Hartree-Fock (HF) orbital
energies are strictly ordered based on the length of the corresponding wave vector.
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Throughout this chapter, we use the following index labels:𝑖, 𝑗, 𝑘, … occupied states,𝑎, 𝑏, 𝑐, … virtual states in finite basis,𝛼, 𝛽, 𝛾, … virtual states beyond finite basis set
referred to as augmented virtual states.

The separation between occupied and unoccupied orbitals is denoted by the Fermi
wave vector, 𝑘F, representing the momentum of the occupied orbital with the highest
eigenenergy. In the UEG, owing to the symmetry of the model, the sphere of radius𝑘F that contains all the occupied states is referred to as Fermi sphere.

The amount of virtual states, labeled as 𝑁v, is determined by a plane-wave cutoff
momentum 𝑘cut, typically much larger than 𝑘F. The number of virtual states 𝑁v,
found between the spheres with radii 𝑘cut and 𝑘F is proportional to 𝑘3

cut [82]. It’s
important to emphasize that in the UEG, the orbitals remain unchanged if the number
of virtual orbitals is altered (cf. the generalized Brillouin condition in explicit correlated
methods [40]).

We refer to the infinite number of plane waves with momentum exceeding 𝑘cut in mag-
nitude as augmented virtual states. These states are considered theoretically only to
better understand and investigate BSIEs of central quantities and various contribu-
tions to the correlation energy. Consequently, contributions such as Coulomb integrals
appear, involving one state from the virtual states in the finite basis and another state
from the augmented basis set, denoted as 𝜐𝑎𝛽𝑖𝑗 . For a given choice of 𝑎 and 𝑖, momentum
conservation dictates that the number of non-zero choices for 𝛽 and consequently 𝑗 is
less than the number of occupied states 𝑁o. Thus, these contributions will be negligible
in the limit of an infinitely large basis set. For an illustration of the aforementioned
discussion, the reader can refer to Fig. 2.1.

4.2.2 Coupled-cluster doubles theory

In this work we employ a Hartree-Fock single-reference coupled-cluster theory to ap-
proximate electronic correlation effects. As we have already explained, since all single
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excitations are zero [71] in the UEG, the lowest non-zero order coupled-cluster ansatz
is CCD, only including double excitations. The corresponding amplitudes 𝑡𝑎𝑏𝑖𝑗 , are
obtained from the following amplitude equation:(𝜖𝑖 + 𝜖𝑗 − 𝜖𝑎 − 𝜖𝑏)⏟⏟⏟⏟⏟⏟⏟Δ𝑎𝑏𝑖𝑗

𝑡𝑎𝑏𝑖𝑗 = 𝜐𝑎𝑏𝑖𝑗⏟
MP2

+ 2𝜐𝑎𝑘𝑖𝑐 𝑡𝑐𝑏𝑘𝑗 + 2𝑡𝑎𝑐𝑖𝑘 𝜐𝑘𝑏𝑐𝑗⏟⏟⏟⏟⏟⏟⏟
linear rings

+ 𝑃 2𝑡𝑎𝑐𝑖𝑘 𝑣𝑘𝑙𝑐𝑑𝑡𝑑𝑏𝑙𝑗⏟⏟⏟⏟⏟
quadratic ring

− 𝑃 𝜐𝑎𝑘𝑖𝑐 𝑡𝑏𝑐𝑘𝑗⏟
crossed-ring+ 𝜐𝑐𝑑𝑎𝑏𝑡𝑐𝑑𝑖𝑗⏟

pp-ladder

+ 𝜐𝑘𝑙𝑖𝑗 𝑡𝑎𝑏𝑘𝑙⏟
hh-ladder

− 𝑃 (𝑡𝑎𝑐𝑖𝑘 𝜐𝑏𝑘𝑐𝑗 + 𝑡𝑐𝑏𝑖𝑘𝜐𝑎𝑘𝑐𝑗 )⏟⏟⏟⏟⏟⏟⏟⏟⏟
ph-ladders− 𝑃 𝑡𝑐𝑏𝑖𝑗 𝑤𝑙𝑘𝑑𝑐𝑡𝑑𝑎𝑙𝑘⏟⏟⏟⏟⏟𝜆𝑖𝑘

+ 𝑃 𝑡𝑎𝑏𝑘𝑗𝑤𝑙𝑘𝑑𝑐𝑡𝑑𝑐𝑙𝑖⏟⏟⏟⏟⏟𝜆𝑎𝑐
− 𝑃 𝑡𝑎𝑐𝑖𝑙 𝜐𝑘𝑙𝑐𝑑𝑡𝑑𝑏𝑘𝑗⏟⏟⏟⏟⏟

Q1− 𝑃 𝑡𝑑𝑎𝑖𝑙 𝜐𝑙𝑘𝑑𝑐𝑡𝑐𝑏𝑘𝑗⏟⏟⏟⏟⏟
Q2

+ 𝑃 12 𝑡𝑑𝑏𝑖𝑙 𝜐𝑙𝑘𝑐𝑑𝑡𝑎𝑐𝑘𝑗⏟⏟⏟⏟⏟
Q3− 𝑃 12 𝑡𝑎𝑑𝑖𝑙 𝑤𝑙𝑘𝑑𝑐𝑡𝑏𝑐𝑘𝑗⏟⏟⏟⏟⏟

Q4

+ 𝑃 12 𝑡𝑑𝑎𝑖𝑙 𝜐𝑙𝑘𝑑𝑐𝑡𝑏𝑐𝑘𝑗⏟⏟⏟⏟⏟
Q5+ 𝑃 12 𝑡𝑑𝑎𝑖𝑙 𝜐𝑙𝑘𝑐𝑑𝑡𝑐𝑏𝑘𝑗⏟⏟⏟⏟⏟

Q6

+ 𝑡𝑎𝑏𝑘𝑙 𝜐𝑘𝑙𝑐𝑑𝑡𝑐𝑑𝑖𝑗⏟
Q7

, (4.2)

with 𝑃{… }𝑎𝑏𝑖𝑗 = {… }𝑎𝑏𝑖𝑗 + {… }𝑏𝑎𝑗𝑖 . The two-electron Coulomb integrals 𝑤𝑎𝑏𝑖𝑗 are defined
as 𝑤𝑎𝑏𝑖𝑗 = 2𝜐𝑎𝑏𝑖𝑗 − 𝜐𝑎𝑏𝑗𝑖 . Regarding the terms in Eq. (4.2) containing these integrals,
we will label the first term as direct-(d) and the second as exchange-(ex), denoted,
for instance, as 𝑄4(𝑑) and 𝑄4(𝑒𝑥). The Δ𝑎𝑏𝑖𝑗 (and later Δ𝑎𝑏𝑐𝑖𝑗𝑘 ) terms involve the HF
eigenenergies and are defined as:Δ𝑎…𝑖… = 𝜀𝑖 − 𝜀𝑎 + … . (4.3)

The amplitude equation is solved iteratively until a self-consistent solution for the
amplitudes 𝑡𝑎𝑏𝑖𝑗 is found. The converged amplitudes can then be used to evaluate the
energy contribution beyond the HF energy, the so-called correlation energy:𝐸D

c (𝑡) = ∑𝑖𝑗𝑎𝑏 𝜐𝑖𝑗𝑎𝑏 (2𝑡𝑎𝑏𝑖𝑗 − 𝑡𝑎𝑏𝑗𝑖 ) . (4.4)

We want to point out the well-known connection between second-order (MP2), third-
order (MP3), and fourth-order (MP4) Møller–Plesset perturbation theory, and CCSD.
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Using only the first term on the right-hand-side of Eq. (4.2), one retrieves the MP2
amplitudes, denoted by: 𝑡(1)𝑎𝑏𝑖𝑗 = 𝑣𝑎𝑏𝑖𝑗Δ𝑎𝑏𝑖𝑗 . (4.5)

Evaluating Eq. (4.4) with these amplitudes one obtains the MP2 correlation energy.
We stress that for the UEG each element of the MP2 amplitudes is entirely described
by the HF eigenenergies and the Coulomb integral. Consequently, the elements of𝑡(1)𝑎𝑏𝑖𝑗 will remain unchanged as the basis set size increases. The equation for the MP3
amplitudes 𝑡(2) can also be inferred directly from Eq. (4.2) by substituting 𝑡(2) for 𝑡
on the left-hand-side and 𝑡(1) for 𝑡 for all contributions on the right-hand-side that are
linear in 𝑡, while disregarding the terms that are quadratic. Evaluating Eq. (4.4) with𝑡(2) yields the MP3 correlation energy. To obtain part of the MP4 correlation energy,
one can follow the same procedure by considering the terms that are quadratic in 𝑡 and
disregarding the linear in 𝑡 terms. It’s important to note that the MP2, MP3 and MP4
correlation energies per electron diverge in the thermodynamic limit 𝑁 → ∞ [11].
However, in the present case, we employ a simulation cell with a finite number of
electrons, where finite order perturbation theories also yield finite correlation energies.

4.2.3 Triple particle-hole excitations

The natural extension of CCSD would be the full inclusion of triple particle-hole exci-
tation operators, denoted as CCSDT. This requires the solution of the corresponding
amplitude equations for 𝑡𝑎𝑏𝑐𝑖𝑗𝑘 . However, the storage requirements of these additional
terms is 𝑁3

o 𝑁3
v , which makes the approach impractical for larger system sizes. Hence,

approximate CCSDT models have been investigated early on [120, 121, 122, 123]. In to-
day’s calculations, one of the most widely used methods is the CCSD(T) [124] approach.
In the previous chapter, a modified variant, known as the CCSD(cT) method [125], has
been proposed. This approximation includes additional terms beyond the CCSD(T)
method, providing a non-diverging description of zero-gap materials in the thermody-
namic limit. As single excitations are absent in the UEG system, we introduce the
CCD(T) and CCD(cT) method. The correlation energy beyond 𝐸D

c for these methods
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is given by:𝐸(T)
c = ∑𝑖𝑗𝑘 ∑𝑎𝑏𝑐 (𝑊 𝑎𝑏𝑐𝑖𝑗𝑘 + 𝑊 𝑎𝑐𝑏𝑖𝑘𝑗 + 𝑊 𝑐𝑏𝑎𝑘𝑗𝑖 + 𝑊 𝑏𝑎𝑐𝑗𝑖𝑘 + 𝑊 𝑏𝑐𝑎𝑗𝑘𝑖 + 𝑊 𝑐𝑎𝑏𝑘𝑖𝑗 ) 𝐴𝑖𝑗𝑘𝑎𝑏𝑐, (4.6)

with 𝑊 𝑎𝑏𝑐𝑖𝑗𝑘 = ∑𝑒 𝑡𝑎𝑒𝑖𝑗 𝜐𝑏𝑐𝑒𝑘 − ∑𝑚 𝑡𝑎𝑏𝑖𝑚𝜐𝑚𝑐𝑗𝑘 , (4.7)

where we define for any six-index quantity 𝑥𝑎𝑏𝑐𝑖𝑗𝑘 :𝑥𝑎𝑏𝑐𝑖𝑗𝑘 = 8𝑥𝑎𝑏𝑐𝑖𝑗𝑘 − 4𝑥𝑎𝑐𝑏𝑖𝑗𝑘 − 4𝑥𝑐𝑏𝑎𝑖𝑗𝑘 − 4𝑥𝑏𝑎𝑐𝑖𝑗𝑘 + 2𝑥𝑏𝑐𝑎𝑖𝑗𝑘 + 2𝑥𝑐𝑎𝑏𝑖𝑗𝑘 . (4.8)

Furthermore, the quantity 𝐴 for the (T) model is given by:𝐴𝑖𝑗𝑘𝑎𝑏𝑐 = 𝑊 𝑖𝑗𝑘𝑎𝑏𝑐Δ𝑖𝑗𝑘𝑎𝑏𝑐 . (4.9)

In (cT), 𝐴𝑖𝑗𝑘𝑎𝑏𝑐 contains further terms beyond those defined in Eq. (4.7). The full set of
equations for this method is given in Ref. [125]. Here, we provide the terms excluding
all singles contributions. Instead of 𝑊 𝑎𝑏𝑐𝑖𝑗𝑘 as defined in Eq. (4.7), 𝑊 ′𝑎𝑏𝑐𝑖𝑗𝑘 is used to
construct 𝐴𝑖𝑗𝑘𝑎𝑏𝑐, which is defined as:𝑊 ′𝑖𝑗𝑘𝑎𝑏𝑐 = ∑𝑒 𝑡𝑎𝑒𝑖𝑗 𝐽 𝑏𝑐𝑒𝑘 − ∑𝑚 𝑡𝑎𝑏𝑖𝑚𝐽𝑚𝑐𝑗𝑘 , (4.10)

with𝐽 𝑏𝑐𝑒𝑘 = 𝜐𝑏𝑐𝑒𝑘 + ∑𝑚𝑛 𝑡𝑐𝑏𝑚𝑛𝜐𝑚𝑛𝑘𝑒 + ∑𝑚𝑓 (2𝜐𝑏𝑚𝑒𝑓 𝑡𝑐𝑓𝑘𝑚 − 𝜐𝑏𝑚𝑒𝑓 𝑡𝑓𝑐𝑘𝑚 − 𝜐𝑏𝑚𝑓𝑒 𝑡𝑓𝑐𝑚𝑘 − 𝑡𝑓𝑏𝑘𝑚𝜐𝑐𝑚𝑓𝑒 ) , (4.11)𝐽𝑚𝑐𝑗𝑘 = 𝜐𝑚𝑐𝑗𝑘 + ∑𝑒𝑓 𝑡𝑒𝑓𝑘𝑗𝜐𝑐𝑚𝑒𝑓 + ∑𝑛𝑓 (2𝜐𝑚𝑛𝑗𝑓 𝑡𝑐𝑓𝑘𝑛 − 𝜐𝑚𝑛𝑗𝑓 𝑡𝑓𝑐𝑘𝑛 − 𝜐𝑛𝑚𝑗𝑓 𝑡𝑓𝑐𝑛𝑘 − 𝑡𝑐𝑓𝑛𝑗𝜐𝑛𝑚𝑘𝑓 ) . (4.12)

We emphasize that the large benefit of both approaches is the inclusion of triply excited
clusters without storing an intermediate quantity of the size 𝑁3

v 𝑁3
o . Nevertheless, the

memory footprint of (cT) is roughly doubled compared to the (T) approach. This is
because 𝐽 𝑏𝑐𝑒𝑘 is typically computed once and stored in memory. The computational
cost for the evaluation of 𝐽 𝑏𝑐𝑒𝑘 and 𝐽𝑚𝑐𝑗𝑘 is negligible compared to the contractions in
Eqs. (4.7) and (4.10). Still, the total number of operations in (cT) is approximately
twice that of the operations in a (T) calculation. In (T), we need to evaluate Eq. (4.7),
which represents the rate determining contraction scaling as 𝒪(𝑁7). On the other
hand, for (cT), one has to evaluate both the contractions in Eq. (4.7) and that in
Eq. (4.10).
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4.2.4 Static structure factor

The static structure factor holds a pivotal role in periodic electronic structure the-
ory [68]. In coupled-cluster approaches, a related quantity, known as the transition
structure factor 𝑆, has been utilized in recent works [67, 35, 66]. The structure factor is
directly linked to the correlation energy contribution at a specific momentum transfer𝑞, as expressed by the following equation:𝐸c = ∑𝑞 𝜐(𝑞)𝑆(𝑞). (4.13)

For energy expressions in the form of Eq. (4.4), the transition structure factor can be
written as: 𝑆(𝑞) = ∑𝑖𝑗𝑎𝑏 (2𝑡𝑎𝑏𝑖𝑗 − 𝑡𝑎𝑏𝑗𝑖 ) 𝛿𝑞,𝑘𝑎−𝑘𝑖𝛿𝑞,𝑘𝑗−𝑘𝑏, (4.14)

where the amplitudes 𝑡𝑎𝑏𝑖𝑗 have been obtained from calculations with a finite virtual
basis set. In passing we note that the Fourier transform of 𝑆(𝑞) leads to the so-called
transition pair-correlation function.

4.3 Computational details

All UEG MP2, CCD, CCD(T), and CCD(cT) calculations were conducted using a re-
cently developed code [19]. This code fully employs the momentum conservation of the
Coulomb integrals and amplitudes, resulting in a reduction of the storage requirements
for CCD calculations from 𝑁4 to 𝑁3. Additionally, the number of operations in the
CCD equations decreases from 𝑁6 to 𝑁4. Fully converged CCD amplitudes are ob-
tained by solving the amplitudes equation [Eq. (4.2)] iteratively. We found an energy
criteria of 10−8 a.u. sufficient for the analysis performed here.

We emphasize that the presented results exhibit only a weak dependence on the number
of electrons in the unit cell. A larger electron number reduces the so-called finite-size
error with respect to the thermodynamic limit. This error does not strongly interfere
with the investigated BSIE. Importantly, the power-laws of the BSIE discussed here
are fundamental and independent of the electron number. For the CCD analysis, we
will work with a density of 𝑟s = 5 a.u. with 54 electrons, while for the analysis of the
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triple excitations, with 14 electrons. The influence of the electron number and density
will be further analyzed in Sec. (4.4.3) and (4.5.3).

4.4 Large-momentum limit results for various
CCD theories

We will now discuss the results obtained at the (approximate) CCD theory level. Before
analyzing the decomposed CCD results, we will briefly revisit the cusp condition and
its relevance to the current work.

The basis set incompleteness error (BSIE) originates from truncating the number of
virtual states. In the Uniform Electron Gas (UEG) system, virtual states with high
kinetic energy exhibit momentum values much larger than the Fermi sphere radius,
which defines the set of occupied orbitals. This implies that for the two virtual indices
in Eq. (4.5), q ≈ k𝛼 ≈ −k𝛽. In this limit, the denominator of Eq. (4.5) is dominated
by the kinetic energy contribution of the virtual states, and Δ𝛼𝛽𝑖𝑗 ∝ 𝑞2, where 𝑞 always
represents |q|. The Coulomb integral 𝜐𝛼𝛽𝑖𝑗 becomes proportional to 𝑞−2, leading to an
asymptotic behavior of 𝑡𝛼𝛽𝑖𝑗 ∝ 𝑞−4. It is straightforward to assign a transfer momentum
q to a Coulomb integral 𝜐𝛼𝛽𝑖𝑗 [see Eq. (4.1)], and therefore, to an amplitude 𝑡𝛼𝛽𝑖𝑗 . This
power-law behavior of the amplitudes is consistent across MP2, CCD(1), and CCD the-
ory, carrying significant implications for the BSIE of corresponding correlation energies
and related quantities.

Considering the definition of the transition structure factor in Eq. (4.14), it is directly
evident that 𝑆𝑘𝑐(𝑞) ∝ 𝑞−4 in the large-momentum limit. This results as a consequence
of the linear cusp condition at electron-electron coalescence [99, 126]. Furthermore,
utilizing Eq. (4.13), we can evaluate the basis set incompleteness error of a contribution
to the correlation energy as a function of any arbitrarily large momentum 𝑘𝑐 as:Δ𝐸c = ∑𝑞 𝜐(𝑞)𝑆∞(𝑞) − ∑𝑞<2𝑘𝑐 𝜐(𝑞)𝑆𝑘𝑐(𝑞)≈ ∫∞𝑘𝑐 𝑑𝑞 4𝜋𝑞2 4𝜋Ω𝑞2 𝑆∞(𝑞), (4.15)
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where 𝑆∞(𝑞) correctly captures the asymptotic behavior of the contributions using an
infinite basis set. Here, we employ isotropy and the fact that we can write the sum in
Eq. (4.13) as an integral in the limit of large momentum transfer 𝑞. As indicated by
Eq. (4.15), the energy contribution converges as 𝑞−3, which is in accordance with the
well-known 𝑁−1

v convergence behavior of the correlation energy.

In order to demonstrate the physical relevance of the transition structure factor we
present results for singlet 𝑆 = 0 and triplet 𝑆 = 1 electron pairs, which have different
cusp conditions [100, 101]. Specifically, these conditions lead to distinct convergence
patterns in their respective correlation energy contributions. This distinction can be
identified by partitioning the correlation energy expression in Eq. (4.4), as demon-
strated in the following manner [103],𝐸(𝑆=0)

c = 12 ∑𝑖𝑗𝑎𝑏 𝜐𝑖𝑗𝑎𝑏 (𝑡𝑎𝑏𝑖𝑗 + 𝑡𝑎𝑏𝑗𝑖 ) , (4.16)

and 𝐸(𝑆=1)
c = 32 ∑𝑖𝑗𝑎𝑏 𝜐𝑖𝑗𝑎𝑏 (𝑡𝑎𝑏𝑖𝑗 − 𝑡𝑎𝑏𝑗𝑖 ) . (4.17)

Deducing the corresponding structure factor expressions for the aforementioned en-
ergy contributions is straightforward. The results for the finite Uniform Electron Gas
(UEG) at the MP2 and CCD levels of theory are depicted in Fig. 4.1. For both
methods, it is clear that the transition structure factor for singlet pairs converges as𝑞−4 for large values of 𝑞. This convergence is a consequence of the singlet pair func-
tion typically being non-zero at electron-electron coalescence and complying with the
cusp condition [99, 126]. On the other hand, the triplet pair function must be anti-
symmetric under the exchange of spatial coordinates and, therefore, must vanish at
electron-electron coalescence. This accounts for the faster decay of the triplet-pair
transition structure factor.

The singlet pair energies converge as 𝑞−3, mirroring the convergence behavior of the
total correlation energy. In contrast, the energy contribution of triplet pairs converges
as 𝑞−5, corresponding to 𝑁−5/3

v . It is worth noting that this behavior is well-known for
molecular systems, and Klopper proposed a corresponding extrapolation scheme for
singlet and triplet contributions [127].
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The preceding discussion demonstrates that both the derived correlation energies and
the structure factors for the Uniform Electron Gas system, represented in reciprocal
space, offer a suitable approach to investigate the basis set incompleteness error and
its connection to the wave function’s behavior at short interelectronic distances.

Figure 4.1: Transition structure factors for the singlet and triplet energy con-
tribution for (a) MP2 and (b) CCD level of theory. Results are shown for a UEG
system with 54 electrons and a density of 𝑟s = 5 a.u.

Finally, we note that the BSIE Δ𝐸𝑐 is defined as the difference between the energy
obtained from a calculation with a finite virtual basis set and the estimate from the
complete basis set (CBS). In this work, CBS estimates are obtained by extrapolat-
ing energies from the two largest basis sets used for the given system, employing the
corresponding power law.
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4.4.1 Diagrammatic contributions to the CCD correlation
energy

In this study, we partition the correlation energy and related quantities based on the
right-hand-side contributions in Eq. (4.2). We refer to each contribution as a channel,
aiming to identify distinct large-momentum behaviors in different channels, in order
to improve or even justify correction schemes for the basis set incompleteness error.
For this purpose, we introduce channel amplitudes, denoted as 𝑡(𝑋) and defined by the
expression: 𝑡(𝑋)𝑎𝑏𝑖𝑗 (𝑡) = Term (𝑋) of rhs. of Eq. (4.2) with given 𝑡Δ𝑎𝑏𝑖𝑗 , (4.18)

where 𝑋 represents one of the terms on the right-hand-side of Eq. (4.2). For instance,
the MP2 and the particle-particle ladder channel amplitudes stem from the first and
sixth terms on the right-hand-side of Eq. (4.2), denoted by MP2 and pp-ladder, re-
spectively. They can be expressed as:

𝑡(MP2)𝑎𝑏𝑖𝑗 = 𝜐𝑎𝑏𝑖𝑗Δ𝑎𝑏𝑖𝑗 , and 𝑡(PPL)𝑎𝑏𝑖𝑗 = ∑𝑐𝑑 𝜐𝑎𝑏𝑐𝑑𝑡𝑐𝑑𝑖𝑗Δ𝑎𝑏𝑖𝑗 . (4.19)

The channel amplitudes depend on the choice of approximation for the doubles ampli-
tudes, denoted as 𝑡 on the right-hand-side of Eq. (4.2). We examine three cases: (i)𝑡 = 0, (ii) 𝑡 = 𝑡(1), and (iii) the 𝑡 that represents the fully self-consistent solution of
Eq. (4.2). In case (i), only the MP2 channel is non-zero yielding the MP2 amplitudes𝑡(MP2)(0) = 𝑡(1). In cases (ii) and (iii), all channels 𝑡(𝑋)(𝑡) are non-zero and depend on
the argument amplitudes 𝑡. The first channel always provides the MP2 amplitudes, as
it is independent on 𝑡. We label the results obtained for cases (i), (ii), and (iii) as MP2,
CCD(1), and CCD, respectively. While a similar analysis was performed in a previous
work for some contributions [41], our current study extends beyond the prior work.
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Figure 4.2: The plot illustrates the BSIE |Δ𝐸| per electron for MP2, CCD(1),
and CCD. The dashed line is proportional to 𝑁−1

v . Results are presented for the
54-electron system at a density of 𝑟s = 5 a.u. CBS estimates are obtained by 𝑁−1

v

extrapolation using the two largest systems.

Results for the density corresponding to 𝑟s = 5 a.u. are presented in Fig. 4.2. In
all calculations, the BSIE converges like 𝑁−1

v . Notably, we observe significant differ-
ences in the magnitude of |Δ𝐸| for a given basis set between MP2, CCD(1) and CCD.
Additionally, it is worth noting that |Δ𝐸| approaches zero in the CBS limit with an
opposite sign in CCD(1) compared to MP2 and CCD. This prompts the question: which
contributions are responsible for these differences?

We will now conduct a detailed analysis of the basis set incompleteness error and
the rate of convergence for all diagrammatic channels 𝑡(𝑋)(𝑡). These channels are
computed from the given amplitudes 𝑡, which are either the MP2 amplitudes 𝑡(1) or
the solution of the amplitude equation [Eq. (4.2)], referred to as CCD(1) and CCD,
respectively. Given the complexity of dealing with a large number of terms, this task
is quite elaborate. However, employing a numerical approach one can readily obtain
all BSIEs using CCD(1) and CCD theory. In Fig. 4.3, we illustrate all individual
BSIEs through 20 plots labeled (a)–(t). The organization of these plots is as follows:
Figs. 4.3(a)–(e) depict the BSIEs of all terms exhibiting a convergence of 𝑁−1

v at the
level of CCD(1) theory.
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Figure 4.3: Displayed are the absolute BSIE values per electron for all contribu-
tions to the CCD and CCD(1) correlation energy expressions. The individual terms
are labeled with the names given in Eq. (4.2). The lines of various colors, indicating
different power laws, are consistent across all plots. The results are presented for
a system with 54 electrons and 𝑟s = 5 a.u. CBS estimates are derived from the
extrapolation of the two largest systems using the corresponding power law.

Since MP2 is contained in both CCD(1) and CCD, Fig. 4.3(a) is identical to MP2 from
Fig. 4.2. For Figs. 4.3(f)–(h), (i)–(j), and (k)–(t) the CCD(1) BSIEs exhibit convergence
rates of 𝑁−5/3

v , 𝑁−7/3
v , and 𝑁−11/3

v , respectively.

In contrast, all CCD BSIEs converge as 𝑁−1
v . The results depicted in Fig. 4.3 highlight

that the particle-particle ladder term in Fig. 4.3(b) has a notably significant contri-
bution, alongside the MP2 term shown in Fig. 4.3(a). Therefore, our analysis begins
with a focus on the PPL contribution. It’s important to note that for the purpose
of examining fundamental power laws, signs and prefactors will be suppressed in the
following analysis.

4.4.1.1 The particle–particle ladder contribution

We will now examine the basis set convergence of the particle-particle ladder contri-
bution to the CCD(1) and CCD energy. As illustrated in Fig. 4.3(b), this contribution
converges in both approaches at the same rate as the MP2 term, scaling as 𝑁−1

v . The
magnitude of the PPL contribution is found to be comparable to that of the MP2, and
especially in the case of CCD(1), the PPL contribution is even larger than the MP2
term. These results are consistent with the calculations performed for the same density
and number of electrons as shown in Fig. 4.2.

We have previously discussed the significance of the particle-particle ladder contribu-
tion to the basis set incompleteness error in CCSD theory in Refs. [41, 128, 56]. These
studies present various approaches to address the BSIE associated with the PPL con-
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tribution. In Refs.[41, 128], we also offer insights into its 𝑁−1
v convergence rate. To

briefly recap, we divide the contribution to the amplitudes into the conventional and
augmented virtual basis set, namely,

𝑡(b)𝑎𝑏𝑖𝑗 = 1Δ𝑎𝑏𝑖𝑗 (∑𝑐𝑑 𝜐𝑎𝑏𝑐𝑑𝑡𝑐𝑑𝑖𝑗 + ∑𝛾𝛿 𝜐𝑎𝑏𝛾𝛿𝑡𝛾𝛿𝑖𝑗 ) , (4.20)

𝑡(b)𝛼𝛽𝑖𝑗 = 1Δ𝛼𝛽𝑖𝑗 (∑𝑐𝑑 𝜐𝛼𝛽𝑐𝑑 𝑡𝑐𝑑𝑖𝑗 + ∑𝛾𝛿 𝜐𝛼𝛽𝛾𝛿 𝑡𝛾𝛿𝑖𝑗 ) . (4.21)

The first term in the parenthesis of Eq. (4.20) represents the PPL contribution in
the conventional basis, while the second term illustrates the impact of the augmented
basis on the amplitudes in the conventional basis. In the UEG, we can approximate
the appearing Coulomb interaction 𝜐𝑎𝑏𝛾𝛿 in the following way:𝜐(k𝛾 − k𝑎) ≈ 𝜐(k𝛾 − k𝑖). (4.22)

This is well justified for high lying augmented virtual states with very large momentum|k𝛾| ≫ |k𝑎| > |k𝑖|. Using this approximation, the last term in Eq. (4.20) can be
written as ∑𝛾𝛿 𝜐𝑖𝑗𝛾𝛿𝑡𝛾𝛿𝑖𝑗 /Δ𝑎𝑏𝑖𝑗 . As discussed earlier, this term exhibits a 1/𝑁v convergence,
indicating that the energy contribution derived from these amplitudes follows the same
convergence behavior.

Moving on to the first term in Eq. (4.21), we can employ the approximation introduced
in Eq. (4.22). This allows us to write the term as ∑𝛼𝛽(𝜐𝛼𝛽𝑖𝑗 /Δ𝛼𝛽𝑖𝑗 ) ∑𝑐𝑑 𝑡𝑐𝑑𝑖𝑗 . The sum
of the amplitudes in the aforementioned expression results in a scalar value. Notably,
the first term corresponds to amplitudes at the MP2 level. This analysis stresses that
for momenta 𝑞 ≫ 𝑘cut, the amplitudes arising from Eq. (4.21) become proportional to
those from the MP2 level, albeit with an opposite sign. A straightforward observation
indicates that the second term in Eq. (4.21) converges much more rapidly, specifically
as 𝑞−6, making it negligible in the limit of large momenta. We note that due to the
symmetry of the particle-particle term, the energy contribution from the second term
in Eq. (4.20) is identical to the first term in Eq. (4.21) at MP3 level of theory. In CCD,
however, this is not necessarily the case.
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4.4.1.2 Slowly converging quadratic contributions

We now aim to analyze the three contributions, quadratic in amplitude 𝑡, shown in
Fig. 4.3(c)–(e). Notably, these are the only contributions, beyond MP2 and PPL,
exhibiting a 𝑁−1

v convergence of the BSIE at the CCD(1) level of theory.

To clarify this observation, we consider a two-electron singlet system and separate the
contribution to the amplitudes into the conventional and augmented virtual basis sets.
The three terms we are examining are the 𝜆𝑖𝑘(𝑑), 𝜆𝑖𝑘(𝑒𝑥), and 𝑄7 terms on the right
side of Eq. (4.2). For the two-electron system, these terms become identical, except for
different prefactors specific to that system. Their contributions are given by:𝑡(c–e)𝑎𝑏𝑖𝑖 (𝑡) = 1Δ𝑎𝑏𝑖𝑖 𝑡𝑎𝑏𝑖𝑖 (∑𝑐𝑑 𝜐𝑖𝑖𝑐𝑑𝑡𝑐𝑑𝑖𝑖 + ∑𝛾𝛿 𝜐𝑖𝑖𝛾𝛿𝑡𝛾𝛿𝑖𝑖 ) , (4.23)

𝑡(c–e)𝛼𝛽𝑖𝑖 (𝑡) = 1Δ𝛼𝛽𝑖𝑖 𝑡𝛼𝛽𝑖𝑖 (∑𝑐𝑑 𝜐𝑖𝑖𝑐𝑑𝑡𝑐𝑑𝑖𝑖 + ∑𝛾𝛿 𝜐𝑖𝑖𝛾𝛿𝑡𝛾𝛿𝑖𝑖 ) . (4.24)

In Eq. (4.23), the right term in the parenthesis illustrates how the presence of the
augmented basis alters the amplitudes belonging to the conventional basis set. The
respective amplitudes are scaled by the terms in parentheses. For the two-electron
singlet, this sum corresponds to the BSIE of the correlation energy of the electron
pair, which converges slowly as 𝑁−1

v . Consequently, the (c–e) quadratic contributions
exhibit the same power-law behavior in both CCD(1) and CCD calculations. The
amplitudes from the augmented basis set of Eq. (4.24) show a faster convergence.
As both orbitals 𝜙𝛼 and 𝜙𝛽 are virtual states with large momenta, it follows thatΔ𝛼𝛽𝑖𝑖 ∝ 𝑞2 and consequently, 𝑡𝛼𝛽𝑖𝑖 ∝ 𝑞−4. This results in an overall 𝑞−6 convergence of the
corresponding amplitudes. Applying these amplitudes with augmented virtual states in
the energy expression Eq. (4.4) leads to the observed 𝑁−5/3

v behavior of the BSIE. Now,
we are in the position to explain the significant difference in the magnitude of the BSIE
for these contributions in CCD(1) and CCD [see Fig. 4.3(c)-(e)]. In the previous section,
we have seen that the amplitude elements of the augmented virtual manifold are altered
by the PPL contribution [see Eq. (4.21)]. For the studied system with 54 electrons at
a density of 𝑟s = 5.0 a.u., the amplitude elements from the augmented virtual states
are significantly smaller in CCD, than they are in CCD(1). The predominant BSIE
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contribution stems from Eq. (4.23) which contains a contraction of such amplitude
elemts from augmented virtual states. This explains why the BSIE of the above terms
is larger in CCD(1) compared to CCD.

We emphasize that this analysis, limited to a two-electron singlet, has evident con-
straints. The results for the 54-electron system in Fig. 4.3(c)–(e) reveal differences
of more than one order of magnitude between the various terms. However, for the
two-electron singlet, all terms are identical, apart from a factor of two.

4.4.1.3 Hole-hole and particle-hole ladder diagrams

This section addresses the three other ladder terms, linear in the amplitude 𝑡, shown
in Fig. 4.3(f)–(h). For all three terms, the BSIE converges as 𝑁−5/3

v in the CCD(1)
calculations. We focus on a specific term, namely a particle–hole term 𝑡(g)𝑎𝑏𝑖𝑗 (𝑡) depicted
in Fig. 4.3(g), to study the origin of this convergence behavior. The remaining two
terms can be treated similarly. We list all contributions after partitioning the virtual
states 𝐴 and 𝐵 explicitly into conventional and augmented virtual basis sets as:𝑡(g)𝑎𝑏𝑖𝑗 = 1Δ𝑎𝑏𝑖𝑗 ∑𝑐𝑘 𝜐𝑎𝑘𝑐𝑖 𝑡𝑐𝑏𝑘𝑗 + 1Δ𝑎𝑏𝑖𝑗 ∑𝛾𝑘 𝜐𝑎𝑘𝛾𝑖 𝑡𝛾𝑏𝑘𝑗 , (4.25)𝑡(g)𝛼𝑏𝑖𝑗 = 1Δ𝛼𝑏𝑖𝑗 ∑𝑐𝑘 𝜐𝛼𝑘𝑐𝑖 𝑡𝑐𝑏𝑘𝑗 + 1Δ𝛼𝑏𝑖𝑗 ∑𝛾𝑘 𝜐𝛼𝑘𝛾𝑖 𝑡𝛾𝑏𝑘𝑗 , (4.26)𝑡(g)𝑎𝛽𝑖𝑗 = 1Δ𝑎𝛽𝑖𝑗 ∑𝑐𝑘 𝜐𝑎𝑘𝑐𝑖 𝑡𝑐𝛽𝑘𝑗 + 1Δ𝑎𝛽𝑖𝑗 ∑𝛾𝑘 𝜐𝑎𝑘𝛾𝑖 𝑡𝛾𝛽𝑘𝑗 , (4.27)𝑡(g)𝛼𝛽𝑖𝑗 = 1Δ𝛼𝛽𝑖𝑗 ∑𝑐𝑘 𝜐𝛼𝑘𝑐𝑖 𝑡𝑐𝛽𝑘𝑗 + 1Δ𝛼𝛽𝑖𝑗 ∑𝛾𝑘 𝜐𝛼𝑘𝛾𝑖 𝑡𝛾𝛽𝑘𝑗 . (4.28)

The first term on the right hand side of Eq. (4.25) is the conventional expression in
the finite basis set. The second term in Eq. (4.25), as well as the terms in Eqs. (4.26)
and (4.27) contain amplitudes or Coulomb integrals with one virtual orbital in the
finite basis and the other in the augmented basis set. The vast majority of these terms
are zero due to momentum conservation. Non-zero contributions can only be found
in a volume corresponding to the Fermi sphere. Consequently, these contributions are
expected to be negligible compared to the terms in Eq. (4.28). In this context, the
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first term also involves one virtual state from the finite basis and the other from the
augmented virtual states, making this contribution negligible as well. The second term
in Eq. (4.28) converges as 𝑞−6, originating from the energy denominator 1/Δ𝛼𝛽𝑖𝑗 and the
amplitudes 𝑡𝛾𝛽𝑘𝑗 scaling as 𝑞−2 and 𝑞−4, respectively. The maximum momentum transfer
in the appearing Coulomb interaction cannot exceed 2𝑘F, ensuring that the Coulomb
interaction of this form does not alter the convergence behavior for large momenta 𝑞.
Additionally, the sum over the states 𝑘 and 𝛾 does not affect the asymptotic behavior,
as the number of states fulfilling momentum conservation in the Coulomb integral is
proportional to 𝑘F. In conclusion, the three ladder terms discussed here converge as𝑞−6, corresponding to 𝑁−5/3

v .

Interestingly, the BSIE behavior of ladder terms (f)–(h) undergoes a fundamental
change from 𝑁−5/3

v in CCD(1), to 𝑁−1
v in CCD calculations. The primary cause of

this effect lies primarily in the PPL contribution, and to a lesser extent, in the other
three quadratic contributions discussed in the previous section. Expressions such as
Eq. (4.23) couple the amplitudes of the augmented virtual states to the amplitudes of
conventional virtual states. Consequently, the argument amplitudes in Eq. (4.18) are
altered, leading to a change in the energy contribution of the given channel.

4.4.1.4 Linear ring type diagrams

The terms depicted in Fig. 4.3(i)–(j) are commonly referred to as ring and crossed-ring
diagrams. Similar to the previously discussed ladder diagrams, the ring and crossed-
ring diagrams also exhibit a 𝑁−1

v behavior in CCD, stemming from the same underlying
mechanism. In CCD(1), however, the BSIE converges as 𝑁−7/3

v . We illustrate the ring
contribution as an example in Fig.4.3(i). The corresponding amplitudes are given by:𝑡(𝑖)𝛼𝛽𝑖𝑗 = 1Δ𝛼𝛽𝑖𝑗 ∑𝑘𝛾 𝜐𝑎𝑘𝑖𝛾 𝑡(1)𝛾𝑏𝑘𝑗 . (4.29)

In the limit of high-lying virtual states, the ring contribution exhibits 𝑞−2, 𝑞−2, and𝑞−4 contributions from 1/Δ𝛼𝛽𝑖𝑗 , 𝜐𝑎𝑘𝑖𝛾 , and 𝑡(1)𝛾𝑏𝑘𝑗 , respectively. This results in an overall𝑞−8 convergence of the amplitudes. It’s worth noting that both diagrams in Fig. 4.3(i)
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and 4.3(j) become identical in the large 𝑞 regime, except for a different prefactor, while
it is well-known that they behave very differently in the small 𝑞 limit [21].

4.4.1.5 Other quadratic contributions

The remaining ten contributions in Fig. 4.3(k)–(t) are all quadratic in the amplitudes𝑡. In CCD(1), the BSIE of these contributions exhibits rapid decay, scaling as 𝑁−11/3
v .

Similar to the previously discussed cases, this behavior can be explained by the aggre-
gation of factors: 𝑞−4 for each amplitude, 𝑞−2 for the Coulomb interaction mediating
momentum 𝑞, and another 𝑞−2 for the energy denominator 1/Δ𝛼𝛽𝑖𝑗 . Additionally, in
CCD calculations, the convergence behavior of the BSIE changes and becomes inversely
proportional to the number of employed states, 𝑁v.

4.4.2 Structure Factor analysis

As discussed in previous sections, in CCD, the elements of the amplitudes depend on
the employed basis set. This dependence also extends to the transition structure factor,
as indicated by Eq. (4.14). Consequently, we analyze the transition structure factor
using a large basis set with over 2500 virtual states per occupied orbital. Our analysis
focuses solely on results from fully converged CCD amplitudes, excluding those from
CCD(1) calculations. The channel-resolved transition structure factor 𝑆(𝑋) is defined
by employing the respective channel amplitudes 𝑡(𝑋) in Eq. (4.14). Fig. 4.4 illustrates
the transition structure factors in the limit of large transfer momenta 𝑞, providing
insights into features at very short interelectronic distances. Notably, we identify only
two channels that are of leading order for large 𝑞, a central finding in this study. These
contributions correspond to the MP2 and the PPL contributions, both exhibiting a𝑞−4 decay for large values of 𝑞. It follows from Eq. (4.13) that this 𝑞−4 behavior of the
transition structure factor corresponds to an 𝑁−1

v convergence of the BSIE. This implies
that all other channels do not significantly influence the transition structure factor at
large momentum transfers 𝑞. Consequently, they cannot alter the linear slope of the
singlet transition pair correlation function at the coalescence point. It’s important
to note that the transition pair correlation function is not an observable. However,
these results support the idea that, for all channels besides MP2 and PPL, the slow
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v convergence of the BSIE arises from long-range modulations of the corresponding

channel-decomposed transition structure factor.

Figure 4.4: Transition structure factor results for the individual diagrammatic
channels. Results are obtained from a converged CCD calculation with 54 electrons
at 𝑟s = 5 a.u. and 67664 virtual orbitals. All figures show various diagrammatic
contributions, labeled as in Fig. 4.3. In addition, four lines with different powers of𝑞−𝑛 are shown.

4.4.3 Dependence on electron number and density

In the preceding sections, we conducted a detailed examination of the BSIE for various
contributions to the CCD energy in a single system comprising of 54 electrons at a
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density of 𝑟s = 5 a.u. Our findings revealed that, unlike the MP2 term, the PPL
contribution exhibits the most substantial BSIE. Given that the BSIE of the PPL and
MP2 terms have opposite signs, this discrepancy can result in a significant reduction
of the overall BSIE in CCD.

In this section, we demonstrate the general applicability of our main findings across
various electron numbers and densities. It is important to note that we focus exclusively
on the CCD level of theory, as it is the primary focus of this work, omitting analysis at
the CCD(1) level. We examine the BSIE of different diagrammatic channels, by taking
advantage of the identical 𝑁v decay exhibited by all channels in CCD. Results for three
distinct electron numbers and two electron densities are presented in Table 4.1.

Table 4.1: Shown is the ratio of BSIEs between different channels and the MP2 term. These
ratios are obtained from calculations with sufficiently large basis sets (𝑁v/𝑁o ≈ 150 − 200).
We have grouped the slowly quadratic contributions, i.e. (c)–(e), the linear ladder terms
except PPL, (f)–(j), and finally all other quadratic terms (k)–(t). All values are scaled by10−3. 𝑟s = 1 𝑟s = 5Δ𝐸(X)/Δ𝐸(a) 14 54 162 14 54 162

(b) −410 −400 −404 −798 −795 −797
(c)–(e) −11 −12 −8.3 0.9 −1.6 −3.7
(f)–(j) −24 −15 −24 −97 −87 −80
(k)–(t) −0.5 −2.5 −1.5 −1.2 −0.3 −0.9

In the high-density system with 𝑟s = 1 a.u., all terms, except the PPL, exhibit minimal
contributions to the total BSIE. Notably, the PPL term stands out with a significant
BSIE, approximately 40% compared to MP2. Remarkably, the BSIE of the PPL term
remains virtually independent of the system size for both densities under consideration.

In the lower density system with 𝑟s = 5 a.u., the quadratic contributions (c)–(e) and
(k)–(t) exhibit a small BSIE. In contrast, the BSIE of all linear terms (f)–(j) is notably
larger compared to the system of higher density. Specifically, the BSIE of the PPL
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contribution is around 80% of the MP2 value. Additionally, the other linear terms in
(f)–(j) are much more pronounced at low densities, with a BSIE approximately 10% of
the BSIE from MP2. Importantly, these results demonstrate no strong dependence on
the employed electron number.

It is noteworthy that in the low-density limit, the PPL contribution becomes more
significant compared to MP2 theory. This observation aligns with expectations, as
higher-order perturbation theory terms become more prominent as 𝑟s increases. Con-
sequently, truncated finite-order perturbation theory approaches, such as CCD(1), be-
come unreliable. Indeed, we find that CCD(1) overestimates the PPL contribution
compared to CCD significantly. However, similar to the resummation over ring dia-
grams, CCD performs a resummation over ladder diagrams, which proves crucial for a
well-balanced estimate of the PPL contribution in the low-density limit.

4.5 Perturbative triple excitations

This section focuses on the BSIE of the perturbative triples contributions discussed in
Sec. (4.2.3). We initiate the analysis with the (T) method and subsequently explore
the differences for the (cT) method.

4.5.1 The BSIE of the (T) method

The energy expression for the (T) contribution in Eq. (4.6) involves two distinct con-
tractions: a particle contraction and a hole contraction [Eq. (4.7)]. Consequently, the
total energy expression can be decomposed into three terms. The first term contains
only hole contractions, denoted as (T)-hh hereafter. The second term contains both
one hole and one particle contractions, denoted as (T)-ph. Finally, the third term com-
prises only terms with particle contractions, referred to as (T)-pp. The diagrammatic
representations of these three terms are illustrated in Fig. 4.6(a)–(c) for non-permuted
terms. It is important to note that the sum of these three terms, including the permu-
tations between particles and between holes, equals the full (T) correlation energy.
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We now analyze these three terms individually. In the following, we write the algebraic
contributions without the intermediates defined in Section 4.2.3. We commence the
analysis with the (T)-hh contribution, illustrated in Fig. 4.6(a), which can be expressed,
without applying permutations, as:𝐸 = 8 ∑𝑖𝑗𝑘 ∑𝑎𝑏𝑐 ∑𝑚𝑛 𝑡𝑎𝑏𝑖𝑛𝑡𝑎𝑏𝑖𝑚𝜐𝑛𝑐𝑗𝑘 𝜐𝑗𝑘𝑚𝑐 1Δ𝑎𝑏𝑐𝑖𝑗𝑘 . (4.30)

Initially, we investigate the BSIE of this contribution using MP2 amplitudes. As de-
picted in Fig. 4.5(a), the BSIE exhibits rapid convergence, scaling as 𝑁−7/3

v .

Figure 4.5: Figures (a) and (b) present the BSIE of the three mentioned contri-
butions for a system with 14 electrons and 𝑟s = 5 a.u. In (a), MP2 amplitudes are
utilized, while (b) displays results with CCD amplitudes. CBS estimates are derived
from extrapolation of the two largest systems using the respective power law.

The expression involves a sum over three virtual states. Notably, the sum over the
state 𝑐 does not contribute to the correlation energy for sufficiently high-lying virtual
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states. This is because the Coulomb integrals involved include three states from the set
of occupied orbitals. As a result, all Coulomb integrals where the wave vector of the
virtual state exceeds 3𝑘F are zero due to momentum conservation. Therefore, an energy
contribution from such high-lying virtual states can only arise from the sums over the
states 𝑎 and 𝑏. As mentioned earlier, contributions of type 𝑡𝛼𝑏𝑖𝑗 have a negligibly small
contribution. Using the notation of augmented virtual states, these contributions can
be expressed as: 𝐸 = 8 ∑𝑖𝑗𝑘 ∑𝛼𝛽𝑐 ∑𝑚𝑛 𝑡𝛼𝛽𝑖𝑛 𝑡𝛼𝛽𝑖𝑚𝜐𝑛𝑐𝑗𝑘 𝜐𝑗𝑘𝑚𝑐 1Δ𝛼𝛽𝑐𝑖𝑗𝑘 . (4.31)

As discussed earlier, contributions of the type 𝑡𝑎𝛽𝑖𝑛 have negligible impact in the limit
of large values of 𝑞. The fundamental convergence behavior of Eq. (4.31) is straight-
forward to derive. In the limit of high-energy virtual states, the wave vectors of states
inside the Fermi sphere become negligible, leading to amplitudes converging as 𝑞−4.
Simultaneously, the energy denominator Δ𝛼𝛽𝑐𝑖𝑗𝑘 converges as 𝑞−2. In this fundamental
limit, the energy expression can be written as:

lim𝑞→∞ ∫∞𝑞 𝑑𝑞′𝑞′2 1𝑞′4 1𝑞′4 1𝑞′2 , (4.32)

aligning with the observed 𝑁−7/3
v behavior of the BSIE. When applying the permuta-

tions in Eqs. (4.6) and (4.8), the BSIE of some contributions is zero for sufficiently large
transfer momenta 𝑞, as none of the additional contributions fulfill the corresponding
momentum conservation. Next, we examine the scenario where the CCD amplitudes
are utilized in the energy expression for 𝐸(T)−hh. The corresponding BSIE is illus-
trated in Fig. 4.5(b), displaying an explicit 𝑁−1

v behavior. A similar observation was
made in Secs. (4.4.1.3), (4.4.1.4), and (4.4.1.5), which can be attributed to the basis
set incompleteness of the employed amplitudes 𝑡𝑎𝑏𝑖𝑗 within the finite basis set.

The (T)-ph contribution, depicted in Fig. 4.6(b), exhibits the same fundamental con-
vergence behavior as (T)-hh, but only when CCD amplitudes are utilized. However,
when employing MP2 amplitudes the BSIE converges with 𝑁−5/3. The corresponding
BSIEs are shown in Fig. 4.5(a) and Fig. 4.5(b). Interestingly, the term without permu-
tations, as illustrated in Fig. 4.6(b), converges faster, namely as 𝑁−7/3. This behavior
can be attributed to the presence of three occupied states in one of the Coulomb inte-
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grals, preventing contributions from the sufficiently high-lying states 𝑐. Consequently,
the momentum transfer of the other appearing Coulomb integral 𝜐𝑘𝑓𝑏𝑐 is also restricted
to a multiple of 𝑘F. However, when employing the permutations in Eqs. (4.6) and
(4.8), some of the contributions show a slower convergence rate, namely 𝑁−5/3. For
instance, this can be seen for the following contribution𝐸 = −4 ∑𝑖𝑗𝑘 ∑𝛼𝛽𝑐 ∑𝑚𝑒 𝑡𝛼𝛽𝑖𝑚𝑡𝑐𝑒𝑖𝑗 𝜐𝑒𝑘𝛽𝛼𝜐𝑚𝑐𝑗𝑘 1Δ𝛼𝛽𝑐𝑖𝑗𝑘 . (4.33)

This energy expression represents a particular contribution of the full (T) energy, as
given in Eq. (4.6). It is derived by considering only the contraction of the first element
(𝑊 𝑎𝑏𝑐𝑖𝑗𝑘 ) in the parentheses of Eq. (4.6), where 𝑊 𝑎𝑏𝑐𝑖𝑗𝑘 includes only the permutation from
Eq. (4.8) where 𝑎 and 𝑐 are swapped. In Eq. (4.33) the finite and augmented virtual
states are chosen to yield the dominant contribution for this term. In this expression,
one set of amplitudes includes states from the augmented virtual states, while the other
can incorporate states from the finite virtual basis set. Consequently, the expression
accumulates the factors 𝑞−4, 𝑞−2, and 𝑞−2 from the amplitudes, Coulomb integral and
energy denominator, respectively. The final BSIE is found by the corresponding limit

lim𝑞→∞ ∫∞𝑞 𝑑𝑞′𝑞′2 1𝑞′4 1𝑞′2 1𝑞′2 . (4.34)

(a)

𝑎𝑖 𝑏 𝑐𝑘𝑚𝑗 𝑛 ,
(b)

𝑎𝑖 𝑏𝑓 𝑐𝑘𝑗𝑚 ,
(c)

𝑎𝑖 𝑗 𝑐𝑘𝑒𝑏 𝑓
Figure 4.6: (a), (b), and (c) illustrate diagrammatically the three different con-
tributions to (T) approximation: hh, ph, and pp, respectively.

Lastly, we address the contribution (T)-pp, depicted in Fig. 4.6(c), which exhibits a
significantly larger BSIE compared to the two other discussed contributions, as evident
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in Fig. 4.5(a) and Fig. 4.5(b). The BSIE for this contribution follows a 𝑁−1
v behavior

for both MP2 and CCD amplitudes. In this case, both of the appearing Coulomb inter-
actions involve three particle and one hole state. Consequently, amplitudes containing
states from the finite virtual basis set can couple with augmented virtual states at the
Coulomb interactions. The corresponding expression, represented in the notation of
finite and augmented virtual states, is as follows:𝐸 = 8 ∑𝑖𝑗𝑘 ∑𝑎𝛽𝛾 ∑𝑒𝑓 𝑡𝑎𝑓𝑖𝑗 𝑡𝑎𝑒𝑖𝑗 𝜐𝑓𝛾𝛽𝑘𝜐𝛽𝑘𝑒𝛾 1Δ𝑎𝛽𝛾𝑖𝑗𝑘 . (4.35)

The two occurring amplitudes belong to the finite virtual basis set and do not introduce
a further power of 𝑞−4 , however the Coulomb interactions now scale as 𝑞−2 resulting
in a fundamentally different limit, namely,

lim𝑞→∞ ∫∞𝑞 𝑑𝑞′𝑞′2 1𝑞′2 1𝑞′2 1𝑞′2 . (4.36)

These terms, as expressed in Eq. (4.35), dominate the BSIE of the (T)-pp contribu-
tion, thereby influencing the overall BSIE of the entire (T) contribution. Contributions
where the amplitudes contain states from the augmented virtual basis set show a con-
vergence of 𝑁−5/3 or faster. We note that certain permutations in Eqs. (4.6) and (4.8)
exhibit faster converging contributions.

It is important to note that these findings are not entirely new. It has been empiri-
cally well-known that the leading rate of convergence of (T) is similar to MP2 [129].
This observation has prompted the development of ad hoc correction schemes that
rescale the (T) contributions with MP2 terms to address the BSIE of (T) [77, 130].
Additionally, Köhn incorporated an explicit correlated framework for the (T) contri-
bution [131]. He successfully identified, through numerical analysis, that the terms
provided in Eq. (4.35) contain crucial contributions to the BSIE [132].

4.5.2 (T) vs. (cT) methods

In this concluding section, we investigate the BSIE of the recently proposed complete
perturbative triples correction (cT). The motivation behind this work was to incor-
porate additional contributions to prevent the perturbative correction from diverging
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for metallic systems [125]. These additional contributions are provided in Eqs. (4.11)
and (4.12), totaling ten terms beyond the bare Coulomb interactions in Eqs. (4.11)
and (4.12). It is noteworthy that only two of these additional terms, namely 𝜐𝑏𝑚𝑒𝑓 𝑡𝑐𝑓𝑘𝑚
and 𝜐𝑚𝑛𝑗𝑓 𝑡𝑐𝑓𝑘𝑛, are responsible for resolving the divergence for metallic systems in the (T)
approximation. The previous analysis in the literature focused on the small-𝑞 regime
where the divergence occurs. However, in this work, we analyze the behavior for large𝑞, specifically studying the BSIE of the (cT) method.

For these reasons, we examine the convergence of the energy expressions (T) and (cT)
for the same system. Similar to the CCD analysis, the BSIE is depicted for MP2
amplitudes and converged CCD amplitudes in Fig. 4.7(a) and (b), respectively. It is
evident that the BSIE of the additional terms in (cT) is at least one order of magnitude
smaller than the BSIE of the (T) expression. Although the difference between (T) and
(cT) is more pronounced when using CCD amplitudes, this difference also exhibits a
slow 𝑁−1

v convergence with MP2 amplitudes. This analysis indicates that at least one
of the additional terms is expected to lead to a slow 𝑁−1

v convergence. Consequently, we
perform an individual analysis of the ten additional contributions. The diagrammatic
contributions are illustrated in Fig. 4.8. It is worth noting that the first diagram on
the right-hand-side corresponds to (T), whereas all others are included in (cT) and
are denoted as p/h1–p/h5. Once again, we use amplitudes from the MP2 level of
theory for the subsequent analysis, as all terms exhibit a 𝑁−1

v convergence with CCD
amplitudes. This phenomenon was already observed for the CCD terms, as discussed
in Section (4.4.1.3). The BSIEs of the individual terms are presented in Fig. 4.7(c) and
(d). Evidently, only one of these terms demonstrates slow convergence, while all other
contributions converge as 𝑁−5/3

v .

Notably, the slowly converging h1 contribution exhibits striking similarities to one of
the terms showing slow convergence in the CCD expression [see Fig. 4.3(d)].

4.5.3 Dependence on electron number and density

Up to this point, the analysis of the BSIE of the triples contributions was conducted
for a system with 14 electrons and a density of 𝑟s = 5 a.u. In this section, we extend



113 4. CCD, CCD(T) and CCD(cT) basis set convergence

Figure 4.7: (a-b) The BSIEs per electron of the (T) and (cT) contributions
for a system with 14 electrons at a density 𝑟s = 5 a.u. are shown. Additionally,
the convergence of the energy difference between (T) and (cT), denoted as Δ, is
presented. (a),(b) display results for MP2 and CCD amplitudes, respectively. (c-d):
p1-5 are the five additional diagrams emerging from Eq. (4.11), whereas h1-5 are
the corresponding terms connected from Eq. (4.12). CBS estimates are obtained
from extrapolation of the two largest systems using the corresponding power law.

with = + + + + +
Figure 4.8: Diagrammatic illustration of the terms in (cT) as given in Eq. (4.11).
The additional terms connected to a doubles amplitude on the right are introduced
in the (cT) method, labeled 1 to 5 based on their order of appearance.

our study to two different densities, 𝑟s = 1 a.u. and 𝑟𝑠 = 5 a.u., as well as three different
system sizes: 14, 54, and 114 electrons. All results are obtained with fully converged
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CCD amplitudes. Fig. 4.9 provides an overview of the BSIE for the quantities discussed
in the previous sections, including the contributions of the previously defined channels
T-pp, T-ph, and T-hh, as well as the difference between the (T) and the (cT) methods.

Figure 4.9: BSIEs per electron for different contributions are presented. (a)–(c)
show results for 𝑟s = 1 a.u., whereas (d)–(f) use a density of 𝑟s = 5 a.u. Panels in
the left, middle, and right columns show different system sizes with 14, 54, and 114
electrons, respectively. To allow comparison between systems with different electron
numbers, we present the results in BSIE per electron, with respect to the number
of virtual states per occupied orbitals. Moreover, the energy difference between (T)
and (cT) is denoted as Δ.
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For all analyzed systems, the difference between (T) and (cT) is consistently at least
one order of magnitude smaller than the BSIE of (T). Notably, the terms beyond (T)
in (cT) become more significant for larger electron numbers and 𝑟s values.

Moving on to the discussion of the three different channels of the (T) contribution, we
observe that for small values of 𝑟s, as well as for a small number of electrons, the (T)-pp
channel dominates the BSIE of the overall (T). However, the BSIE of the other two
channels, namely (T)-ph and (T)-hh, increases on a relative scale when the number of
electrons or the value of 𝑟s is increased, respectively. For the system with 114 electrons
and a density of 𝑟s = 5 a.u., the (T)-ph term becomes the channel with the largest
BSIE. It is crucial to note, as discussed in the previous section, that the 𝑁−1

v decay
of (T)-ph and (T)-hh does not originate from contributions with large momenta 𝑞.
Instead, the BSIE arises from changes in the CCD amplitude elements corresponding
to the finite virtual basis set. These two leading order contributions, namely the basis
set incompleteness in the CCD amplitudes and the additional contributions from 𝑊 𝑎𝛽𝛾𝑖𝑗𝑘
as given in Eq. (4.35) have already been identified by Köhn [131, 132] in the context of
an F12 correction for the (T) contribution. The analysis conducted here demonstrates
that the relative importance of one or the other contribution depends on the studied
system.

4.6 Summary and conclusions

This work provides a comprehensive analysis of various coupled-cluster theories applied
to the uniform electron gas (UEG) in the large-momentum-transfer limit, allowing for
a detailed investigation of the basis set incompleteness error (BSIE) in these theories.
While the dominance of MP2 and PPL contributions in CCD is well-established from
previous works, this study explores all additional terms in CCD. Particularly, it is
revealed that in MP3 theory, which corresponds to a low-order approximation of CCD
(here referred to as the linear terms of CCD(1)), all diagrammatic contributions, except
MP2 and PPL, exhibit faster convergence, specifically as 𝑁−5/3

v or 𝑁−7/3
v . On the

other hand, in CCD theory, all different diagrammatic contributions converge slowly
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as 𝑁−1
v . This behavior is attributed to the coupling of amplitude elements with small

and large momenta in the PPL term, as well as other contributions. Nevertheless,
it has been shown that MP2 and PPL remain the dominant terms across various
densities and electron numbers. The analysis also extends to the transition structure
factor, showing a distinctive 𝑞−4 decay only for the MP2 and PPL terms at large
momentum transfers. Overall, these key findings hold within the range of realistic
densities, 1.0 a.u. ≤ 𝑟𝑠 ≤ 5.0 a.u. and, exhibit minimal dependence on the number of
electrons in the system.

For the (T) contribution a similar decomposition into three different channels was
carried out. It was shown that for large values of 𝑞 only one of the channels shows a
leading order contribution. In CCD, however, due to the basis set incompleteness of the
employed doubles amplitudes, all three channels show the same 𝑁−1

v decay. Specifically,
it was shown that there are essentially two major contributions to the overall BSIE:
(i) a term which stems from elements with large momentum transfer on the additional
Coulomb interaction of (T), which is only dominantly present in the so-called (T)-
pp channel, and (ii) contributions which are linked to the basis set incompleteness of
the underlying CCD amplitudes. The latter contribution is significant for all three
different channels, (T)-pp, (T)-ph, and (T)-hh. Additionally, the relative strength of
the three different channels to the total BSIE depends on the number of electrons and
the employed density.

Finally, the BSIE of the recently proposed (cT) approach was investigated. It was
shown that the additional contributions beyond the (T) approach show only a small
BSIE. This is desirable as this new approach was conceptualize as a non-diverging
perturbative triples correction for zero-gap systems. The mentioned divergence occurs
for small values of 𝑞, whereas the BSIE is attributed mainly in the regime of large
values of 𝑞.



Chapter 5

Summary and conclusions

Ab initio wavefunction methods, such as coupled-cluster theory, have proven successful
in accurately predicting molecular properties. Over the last decade, there has been a
shift in focus towards their application in electronic structure theory, aiming for system-
atic improvability in predicting various material properties. However, computationally,
two challenges must be addressed: approaching the thermodynamic and complete basis
set limits. The central theme of this thesis has been the exploration and computational
development of coupled-cluster theories in these regimes, particularly when applied to
the Uniform Electron Gas, an archetype for metallic systems.

In Chapter 3, our primary focus was on applying various levels of coupled-cluster the-
ories, including CCD and CCD(T), to the Uniform Electron Gas (UEG). The goal was
to conduct a detailed analytical and numerical analysis of these theories when em-
ployed in metallic systems, aiming to identify their characteristics and limitations as
they approach the thermodynamic limit. For the UEG, it is known that the infrared di-
vergence in second-order perturbation theory can be averted by including higher-order
contributions, particularly corresponding to ring diagrams. Our numerical analysis
revealed that ring-type diagrams, play a crucial role, possessing the leading-order con-
tribution in the long-wavelength limit, in contrast to the other terms included in the

117
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CCD method. This inclusion results in convergent CCD correlation energies at metallic
densities.

However, the inclusion of higher-order excitations is essential for achieving accurate
results compared to experimental data. Our numerical demonstrations confirmed the
known divergence of CCD(T) in metallic systems. Through analytical and numerical
findings, we successfully identified and incorporated specific triple excitation terms
essential for curing the infrared catastrophe present in the CCD(T) method.

Consequently, we introduced coupled-cluster doubles plus complete perturbative triples,
denoted as CCSD(cT), a highly accurate and computationally efficient theory tai-
lored to achieve chemical accuracy in ab initio calculations of real metals. Applying
CCSD(cT) to molecular systems demonstrated its ability to retain the desirable prop-
erties of CCSD(T), providing high accuracy at a reduced computational cost. Notably,
the method proved applicable to metallic lithium, aligning well with experimental es-
timates of the cohesive energy. Our work also suggests that embedding CCSD into the
Random Phase Approximation (RPA) holds promise for metals and might contribute
to understanding the discrepancies observed between Diffusion Monte Carlo (DMC)
and CCSD(T) interaction energies in large molecules.

Furthermore, in chapter 4 we focused on investigating the basis set incompleteness error
(BSIE), which arises from the truncation of the employed basis functions, in coupled-
cluster correlation energies for the uniform electron gas. Utilizing coupled-cluster dou-
bles (CCD) theory, the study explores a range of parameters including densities, basis
set sizes, and electron numbers. An in-depth analysis of individual contributions to
amplitudes at the CCD level is conducted, revealing that only two terms, the MP2
and particle-particle ladder term, significantly impact the asymptotic large momen-
tum behavior corresponding to the cusp region at short interelectronic distances. The
coupling in amplitude equations results in a universal asymptotic convergence behavior
for all CCD decomposed correlation energy contributions toward the complete basis
set limit.

These findings support the success of a recent correction to the basis set incompleteness
error in coupled-cluster theory. Chapter 4 concludes with an examination of the BSIE
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in both CCD(T) and the newly proposed CCD(cT) methods, paving the way for future
correction schemes for these methods.

In conclusion, our work contributes to the advancement of coupled-cluster theories,
providing the CCSD(cT) method as a powerful tool for metal simulations. The com-
prehensive analysis of coupled-cluster theories for the UEG sheds light on the BSIE and
convergence behavior, offering valuable insights for electronic structure calculations in
materials science. The developed theories and our findings not only demonstrate im-
proved accuracy but also address challenges concerning the high computational cost of
wavefunction methods.





Appendix A

Pair correlation function and
structure factor

In this appendix, we present the fundamental definitions and properties of the pair
correlation function and its Fourier transform, known as the structure factor.

The pair correlation function, denoted as 𝑔(r1, r2), is defined as the normalized prob-
ability of simultaneously finding an electron at r1 and another at r2:𝑔(r1, r2) ≡ 1𝑛(r1)𝑛(r2)⟨ ∑𝑖≠𝑗 𝛿(r1 − r𝑖)𝛿(r2 − r𝑗)⟩, (A.1)

where the angular brackets represent the average in the ground-state. This expression
can also be rewritten in terms of the density operator:𝑔(r1, r2) = ⟨�̂�(r1)�̂�(r2)⟩𝑛(r1)𝑛(r2) − 𝛿(r1 − r2)𝑛(r1) , (A.2)

where the second term excludes the trivial correlation of a particle with itself. In the
limit of large separation |r1 − r2|, the correlation between �̂�(r1) and �̂�(r2) is expected
to vanish. Therefore, the average ⟨�̂�(r1)�̂�(r2)⟩ should reduce to the product of the two
independent averages, i.e. 𝑛(r1)𝑛(r2). Thus we have,

lim|r1−r2|→∞ 𝑔(r1, r2) = 1. (A.3)
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In a homogeneous and isotropic system, such as the Uniform Electron Gas, 𝑔(r1, r2)
is a function of the magnitude of r = |r1 − r2|, and in that case, we denote it as𝑔(r, 0) ≡ 𝑔(r). Additionally, the quantityℎ(r1, r2) = 𝑛(r2)[𝑔(r1, r2) − 1], (A.4)

describes the modification of the average electronic density at r2 due to the presence
of an electron at r1. This quantity, when integrated over all space, must be equal to
−1 because if an electron is present at r1, then it is not somewhere else, implying a
net deficiency of one electron in the rest of the system. Thus, we have the important
sum rule: ∫ 𝑑3 𝑟2ℎ(r1, r2) = −1, (A.5)

which explains why ℎ(r1, r2) is commonly referred to as the exchange-correlation hole
for an electron at r1.

In a non-interacting Fermi system, the antisymmetry of the wave function ensures
that ℎ(r1, r2) is everywhere negative, meaning the presence of an electron at r1 causes
a reduction in electron density everywhere else. This depletion effect is known as
the exchange hole and can be easily quantified starting from the second-quantized
expression for 𝑔(r1, r2):𝑔(r1, r2) = ∑𝜎1,𝜎2

⟨ ̂𝜓†𝜎2(r2) ̂𝜓†𝜎1(r1) ̂𝜓𝜎1(r1) ̂𝜓𝜎2(r2)⟩𝑛(r1)𝑛(r2) , (A.6)

where the average is taken in the ground-state of the non-interacting system. This
average is evaluated with the help of Wick’s theorem, by decomposing it into the sum
of products of averages of pairs of operators. This leads us to the following general
expression for the pair correlation function of a non-interacting Fermi system:𝑔(0)(r1, r2) = 1 − ∑𝜎1,𝜎2

|⟨ ̂𝜓†𝜎1(r1) ̂𝜓𝜎2(r2)⟩|2𝑛(r1)𝑛(r2) (A.7)

which is manifestly smaller than 1, thus proving the negativity of the exchange hole.
In general, however, the pair correlation function of an interacting Fermi system can be
larger than 1, and the full exchange-correlation hole ℎ(r1, r2) can be positive in some
ranges of separations, even though it satisfies the global constraint Eq. (A.5).
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The pair correlation function 𝑔(r1, r2) as defined thus far is “blind” to the spin of
the electrons. For a more detailed description of positional and spin correlations, we
introduce the spin-resolved pair correlation function:𝑔𝜎1𝜎2(r1, r2) = ⟨�̂�𝜎1(r1)�̂�𝜎2(r2)⟩𝑛𝜎1(r1)𝑛𝜎2(r2) − 𝛿𝜎1𝜎2 𝛿(r1 − r2)𝑛𝜎1(r1) , (A.8)

which gives the probability of simultaneously finding an electron at r1 with spin pro-
jection 𝜎1 and another at r2 with spin projection 𝜎2. The normalization is chosen in a
way that still fulfills:

lim|r1−r2|→∞ 𝑔𝜎𝜎′(r1, r2) = 1. (A.9)

It is evident that the complete pair correlation function is obtained from the spin-
resolved one in the following manner:𝑔(r1, r2) = ∑𝜎1,𝜎2

𝑔𝜎1𝜎2(r1, r2)𝑛𝜎1(r1)𝑛𝜎2(r2)𝑛(r1)𝑛(r2) . (A.10)

It is often useful to express the pair correlation function 𝑔𝜎𝜎′(r1, r2) in terms of the
relative coordinate r = r1 − r2 and the center of mass R = r1+r22 . The resulting
function 𝑔𝜎𝜎′(r, R) satisfies the so-called cusp conditions, in which:

lim
r→0 𝜕𝑔↑↑(r, R)𝜕r ∣

r=0 = 0, (A.11)

and

lim
r→0 𝜕𝑔↑↓(r, R)𝜕r ∣

r=0 = 𝑔↑↓(0, R). (A.12)

These relations follow from the fact that the short-range behavior of the pair correlation
function is controlled by the coulomb repulsion between just two electrons. . We
conclude this brief summary of properties of the pair correlation function by presenting
the results for 𝑔𝜎𝜎′(r) in a uniform non-interacting electron gas. In this case 𝑔↑↓ =𝑔↓↑ = 1 at all distances because there are no Pauli correlations between non-interacting
electrons of opposite spin. Then Eq. (A.7) and Eq. (A.10) easily lead us to:𝑔(0)𝜎𝜎′(r) = 1 − 𝛿𝜎𝜎′∣ 1𝑁𝜎 ∑𝑘≤𝑘𝐹 𝑒−𝑖k⋅r∣2. (A.13)
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The sum over wave vectors can be evaluated analytically, yielding with the following
results: 1𝑁𝜎 ∑𝑘≤𝑘𝐹 𝑒−𝑖k⋅r = 3𝑠𝑖𝑛(𝑘𝐹 𝑟) − 𝑘𝐹 𝑟𝑐𝑜𝑠(𝑘𝐹 𝑟)(𝑘𝐹 𝑟)3 . (A.14)

The structure factor

The structure factor 𝑆(𝑞) of a translationally invariant system is defined in terms of
the pair correlation function as follows:𝑆(𝑞) = 1 + 𝑛 ∫ 𝑑3𝑟 [𝑔(r) − 1]𝑒−𝑖q⋅r, (A.15)

with the inverse of this relation being𝑔(r) − 1 = 1𝑛 ∫ 𝑑3𝑞(2𝜋)3 [𝑆(𝑞) − 1]𝑒𝑖q⋅r. (A.16)

Additionally, the sum rule Eq. (A.5) ensures that:

lim𝑞→0 𝑆(𝑞) = 0. (A.17)

More precisely, it can be shown that the cusp conditions Eq. (A.11) and Eq. (A.12)
imply the following limiting behavior for the structure factor

lim𝑞→∞ 𝑞4[𝑆(𝑞) − 1] = −8𝜋𝑛𝑔(0). (A.18)

Substituting the form Eq. (A.1) of 𝑔(r) in Eq. (A.15), we obtain an expression for 𝑆(𝑞)
in terms of the Fourier components of the density fluctuation operator:𝑆(𝑞) = ∑𝑖,𝑗 ⟨𝑒−𝑖q⋅( ̂r𝑖− ̂r𝑗)⟩𝑁 = ⟨�̂�−𝑞�̂�𝑞⟩𝑁 . (A.19)

Thus, 𝑆(𝑞) serves as a measure of the average squared amplitude of density fluctuations
with a wave vector 𝑞. The spin-resolved version of the structure factor is given by:𝑆𝜎𝜎′(𝑞) = ⟨�̂�−𝑞,𝜎�̂�𝑞,𝜎′⟩𝑁 = 𝑛𝜎𝑛 𝛿𝜎𝜎′ + 𝑛𝜎𝑛𝜎′𝑛 ∫ 𝑑3𝑟 [𝑔𝜎𝜎′(r) − 1]𝑒−𝑖q⋅r, (A.20)

with 𝑆(𝑞) = ∑𝜎,𝜎′ 𝑆𝜎𝜎′(𝑞). (A.21)
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The structure factor of the noninteracting electron gas at zero temperature can be
calculated directly from the definition Eq. (A.19). The results in three dimensions are:𝑆(0)𝜎𝜎′(𝑞) = 3𝑞8𝑘𝐹 − 𝑞332𝑘3𝐹 , for 𝑞 ≤ 2𝑘𝐹 , (A.22)

𝑆(0)𝜎𝜎′(𝑞) = 𝛿𝜎𝜎′2 , for 𝑞 > 2𝑘𝐹 . (A.23)





Appendix B

Analytic structure and limiting
behavior of the rCCD amplitudes

in the long wavelength limit

In this appendix, we will briefly present the main points of Freeman’s work on the
coupled-cluster treatment of the correlation energy of the Uniform Electron Gas within
the ring or Randon Phase Approximation. Ring diagrams constitute a specific class of
perturbation theory diagrams summed to infinite order in the ̂𝑇2 or CCD equations.
The ring-CCD equations take the form:(𝜀𝑖 + 𝜀𝑗 − 𝜀𝑎 − 𝜀𝑏)𝑡𝑎𝑏𝑖𝑗 = 𝜐𝑎𝑏𝑖𝑗 + 2 ∑𝑘𝑐 𝜐𝑎𝑘𝑖𝑐 𝑡𝑐𝑏𝑘𝑗 + 2 ∑𝑘𝑐 𝑡𝑎𝑐𝑖𝑘 𝜐𝑘𝑏𝑐𝑗 + 4 ∑𝑘𝑙𝑐𝑑 𝑡𝑎𝑐𝑖𝑘 𝜐𝑘𝑙𝑐𝑑𝑡𝑑𝑏𝑙𝑗 . (B.1)

In the following analysis, we will represent the vectors of the reciprocal space without a
bold notation; for instance, k𝑟 ≡ 𝑘𝑟. For tensor notation, we will utilize the subscripts
of the reciprocal vectors. For the UEG, the Coulomb matrix elements are given by:𝜐𝑎𝑏𝑖𝑗 = 4𝜋Ω|𝑘𝑎 − 𝑘𝑖|2 𝛿𝑘𝑎−𝑘𝑖,𝑘𝑗−𝑘𝑏 = 4𝜋Ω|𝑞|2 𝛿𝑘𝑎−𝑘𝑖,𝑘𝑗−𝑘𝑏, with 𝑞 = 𝑘𝑎 − 𝑘𝑖, (B.2)

where 𝑞 is the momentum transferred by the Coulomb interaction. Due to the conserva-
tion of momentum flow in the matrix elements, the coupled-cluster double amplitudes
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B. ring-CCD amplitudes in the long wavelength limit 128𝑡𝑎𝑏𝑖𝑗 depend on the momenta of the two spatial occupied eigenstates, 𝑖 ≡ 𝑘𝑖 and 𝑗 ≡ 𝑘𝑗,
as well as on the momentum flow 𝑞, namely,𝑡𝑎𝑏𝑖𝑗 ≡ 𝑡𝑘𝑖+𝑞;𝑘𝑗−𝑞𝑘𝑖𝑘𝑗 ≡ 𝑡𝑖𝑗(𝑞). (B.3)

Consequently, Eq. (B.1) takes the form:𝑡𝑖𝑗(𝑞) = 4𝜋Ω|𝑞|2𝐷(𝑘𝑖, 𝑘𝑗, 𝑞)(1 + 2 ∑𝑘 [𝑡𝑘𝑗(𝑞) + 𝑡𝑖𝑘(𝑞)]𝜃(𝑘𝑘)[1 − 𝜃(𝑘𝑘 + 𝑞)]+ 4 ∑𝑘𝑙 [𝑡𝑖𝑘(𝑞)𝑡𝑙𝑗(𝑞)]𝜃(𝑘𝑘)𝜃(𝑘𝑙)×× [1 − 𝜃(𝑘𝑘 + 𝑞)][1 − 𝜃(𝑘𝑙 + 𝑞)]), (B.4)

where we define the difference of the unoccupied one-particle eigenenergies from the
occupied as: (𝜀𝑖 + 𝜀𝑗 − 𝜀𝑎 − 𝜀𝑏) ≡ 𝐷(𝑘𝑖, 𝑘𝑗, 𝑞) = 𝑞 ⋅ (𝑞 + 𝑘𝑖 + 𝑘𝑗), (B.5)

and refer to it as the energy denominator. To reduce the dimensionality of the equa-
tions, it is convenient to define the function:𝑇𝑖(𝑞) = ∑𝑘 𝑡𝑖𝑘(𝑞)𝜃(𝑘𝑘)[1 − 𝜃(𝑘𝑘 + 𝑞)], (B.6)

so that Eq. (B.4) becomes:𝑡𝑖𝑗(𝑞) = 4𝜋Ω|𝑞|2𝐷(𝑘𝑖, 𝑘𝑗, 𝑞)(1 + 2[𝑇𝑗(𝑞) + 𝑇𝑖(𝑞)] + 4[𝑇𝑖(𝑞)𝑇𝑗(𝑞)]). (B.7)

We can obtain an algebraic equation for 𝑇𝑖(𝑞) by summing Eq. (B.7) on both sides
over 𝑘𝑗. The result is:𝑇𝑖(𝑞) = ∑𝑘𝑗

4𝜋Ω|𝑞|2𝐷(𝑘𝑖, 𝑘𝑗, 𝑞)(1 + 2[𝑇𝑗(𝑞) + 𝑇𝑖(𝑞)] + 4[𝑇𝑖(𝑞)𝑇𝑗(𝑞)])×× 𝜃(𝑘𝑗)[1 − 𝜃(𝑘𝑗 + 𝑞)]. (B.8)

By rearranging Eq. (B.8), it is possible to show that:

lim𝑞→0 𝑇𝑟(𝑞) = −12. (B.9)
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By substituting Eq. (B.9) into Eq. (B.7), we arrive at:

lim𝑞→0 𝑡𝑖𝑗(𝑞) = 𝑓(𝑘𝑖, 𝑘𝑗)𝑞−1, (B.10)

where 𝑓(𝑘𝑖, 𝑘𝑗) is a bounded and weak function of 𝑘𝑖 and 𝑘𝑗, eventually, leading to
convergent correlation energies.





Appendix C

Atomic structures of the bcc
lithium supercells

All the data are presented in units of Ångstrom.

Table C.1: 26 atoms, volume of cell : 535.21

Lattice Vectors of the Cell

6.905 952 995 −3.452 976 497 3.452 976 497
0.000 000 000 6.905 952 995 3.452 976 497−3.452 976 498 −3.452 976 497 6.905 952 995

Length of Vectors

8.458 030 512 7.721 090 173 8.458 030 512
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Position of Ions in Fractional Coordinates

0.000 000 000 0.000 000 000 0.000 000 000
0.923 076 923 0.384 615 385 0.846 153 846
0.615 384 615 0.923 076 923 0.230 769 231
0.461 538 462 0.692 307 692 0.923 076 923
0.846 153 846 0.769 230 769 0.692 307 692
0.153 846 154 0.230 769 231 0.307 692 308
0.538 461 538 0.307 692 308 0.076 923 077
0.230 769 231 0.846 153 846 0.461 538 462
0.384 615 385 0.076 923 077 0.769 230 769
0.769 230 769 0.153 846 154 0.538 461 538
0.076 923 077 0.615 384 615 0.153 846 154
0.307 692 308 0.461 538 462 0.615 384 615
0.692 307 692 0.538 461 538 0.384 615 385
0.230 769 231 0.346 153 846 0.961 538 462
0.153 846 154 0.730 769 231 0.807 692 308
0.846 153 846 0.269 230 769 0.192 307 692
0.692 307 692 0.038 461 538 0.884 615 385
0.076 923 077 0.115 384 615 0.653 846 154
0.384 615 385 0.576 923 077 0.269 230 769
0.769 230 769 0.653 846 154 0.038 461 538
0.461 538 462 0.192 307 692 0.423 076 923
0.615 384 615 0.423 076 923 0.730 769 231
0.000 000 000 0.500 000 000 0.500 000 000
0.307 692 308 0.961 538 462 0.115 384 615
0.538 461 538 0.807 692 308 0.576 923 077
0.923 076 923 0.884 615 385 0.346 153 846
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Table C.2: 44 atoms, volume of cell : 905.74

Lattice Vectors of the Cell

3.452 976 497 −6.905 952 995 6.905 952 995
0.000 000 000 6.905 952 995 6.905 952 995−6.905 952 995 −3.452 976 497 6.905 952 995

Length of Vectors

10.358 929 492 9.766 492 386 10.358 929 492

Position of Ions in Fractional Coordinates

0.000 000 000 0.000 000 000 0.000 000 000
0.454 545 455 0.818 181 818 0.727 272 727
0.727 272 727 0.409 090 909 0.363 636 364
0.727 272 727 0.909 090 909 0.363 636 364
0.181 818 182 0.227 272 727 0.090 909 091
0.909 090 909 0.636 363 636 0.454 545 455
0.090 909 091 0.863 636 364 0.545 454 545
0.363 636 364 0.454 545 455 0.181 818 182
0.818 181 818 0.272 727 273 0.909 090 909
0.272 727 273 0.090 909 091 0.636 363 636
0.545 454 545 0.681 818 182 0.272 727 273
0.363 636 364 0.954 545 455 0.181 818 182
0.000 000 000 0.500 000 000 0.000 000 000
0.454 545 455 0.318 181 818 0.727 272 727
0.181 818 182 0.727 272 727 0.090 909 091
0.636 363 636 0.545 454 545 0.818 181 818
0.909 090 909 0.136 363 636 0.454 545 455
0.090 909 091 0.363 636 364 0.545 454 545
0.818 181 818 0.772 727 273 0.909 090 909
0.272 727 273 0.590 909 091 0.636 363 636
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0.545 454 545 0.181 818 182 0.272 727 273
0.636 363 636 0.045 454 545 0.818 181 818
0.136 363 636 0.295 454 545 0.818 181 818
0.590 909 091 0.113 636 364 0.545 454 545
0.863 636 364 0.704 545 455 0.181 818 182
0.863 636 364 0.204 545 455 0.181 818 182
0.318 181 818 0.522 727 273 0.909 090 909
0.045 454 545 0.931 818 182 0.272 727 273
0.227 272 727 0.159 090 909 0.363 636 364
0.500 000 000 0.750 000 000 0.000 000 000
0.954 545 455 0.568 181 818 0.727 272 727
0.409 090 909 0.386 363 636 0.454 545 455
0.681 818 182 0.977 272 727 0.090 909 091
0.500 000 000 0.250 000 000 0.000 000 000
0.136 363 636 0.795 454 545 0.818 181 818
0.590 909 091 0.613 636 364 0.545 454 545
0.318 181 818 0.022 727 273 0.909 090 909
0.772 727 273 0.840 909 091 0.636 363 636
0.045 454 545 0.431 818 182 0.272 727 273
0.227 272 727 0.659 090 909 0.363 636 364
0.954 545 455 0.068 181 818 0.727 272 727
0.409 090 909 0.886 363 636 0.454 545 455
0.681 818 182 0.477 272 727 0.090 909 091
0.772 727 273 0.340 909 091 0.636 363 636

Table C.3: 68 atoms, volume of cell : 1399.78

Lattice Vectors of the Cell

10.358 929 492 3.452 976 497 3.452 976 497
0.000 000 000 6.905 952 995 10.358 929 492
3.452 976 497 −10.358 929 492 3.452 976 497
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Length of Vectors

11.452 227 451 12.449 883 814 11.452 227 451

Position of Ions in Fractional Coordinates

0.000 000 000 0.000 000 000 0.000 000 000
0.176 470 588 0.117 647 059 0.470 588 235
0.352 941 176 0.235 294 118 0.941 176 471
0.029 411 765 0.352 941 176 0.911 764 706
0.852 941 176 0.235 294 118 0.441 176 471
0.529 411 765 0.352 941 176 0.411 764 706
0.705 882 353 0.470 588 235 0.882 352 941
0.205 882 353 0.470 588 235 0.382 352 941
0.382 352 941 0.588 235 294 0.852 941 176
0.058 823 529 0.705 882 353 0.823 529 412
0.882 352 941 0.588 235 294 0.352 941 176
0.558 823 529 0.705 882 353 0.323 529 412
0.735 294 118 0.823 529 412 0.794 117 647
0.235 294 118 0.823 529 412 0.294 117 647
0.411 764 706 0.941 176 471 0.764 705 882
0.088 235 294 0.058 823 529 0.735 294 118
0.911 764 706 0.941 176 471 0.264 705 882
0.588 235 294 0.058 823 529 0.235 294 118
0.764 705 882 0.176 470 588 0.705 882 353
0.264 705 882 0.176 470 588 0.205 882 353
0.441 176 471 0.294 117 647 0.676 470 588
0.117 647 059 0.411 764 706 0.647 058 824
0.941 176 471 0.294 117 647 0.176 470 588
0.617 647 059 0.411 764 706 0.147 058 824
0.794 117 647 0.529 411 765 0.617 647 059
0.294 117 647 0.529 411 765 0.117 647 059
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0.470 588 235 0.647 058 824 0.588 235 294
0.147 058 824 0.764 705 882 0.558 823 529
0.970 588 235 0.647 058 824 0.088 235 294
0.647 058 824 0.764 705 882 0.058 823 529
0.823 529 412 0.882 352 941 0.529 411 765
0.323 529 412 0.882 352 941 0.029 411 765
0.500 000 000 0.000 000 000 0.500 000 000
0.676 470 588 0.117 647 059 0.970 588 235
0.176 470 588 0.117 647 059 0.970 588 235
0.352 941 176 0.235 294 118 0.441 176 471
0.529 411 765 0.352 941 176 0.911 764 706
0.205 882 353 0.470 588 235 0.882 352 941
0.029 411 765 0.352 941 176 0.411 764 706
0.705 882 353 0.470 588 235 0.382 352 941
0.882 352 941 0.588 235 294 0.852 941 176
0.382 352 941 0.588 235 294 0.352 941 176
0.558 823 529 0.705 882 353 0.823 529 412
0.235 294 118 0.823 529 412 0.794 117 647
0.058 823 529 0.705 882 353 0.323 529 412
0.735 294 118 0.823 529 412 0.294 117 647
0.911 764 706 0.941 176 471 0.764 705 882
0.411 764 706 0.941 176 471 0.264 705 882
0.588 235 294 0.058 823 529 0.735 294 118
0.264 705 882 0.176 470 588 0.705 882 353
0.088 235 294 0.058 823 529 0.235 294 118
0.764 705 882 0.176 470 588 0.205 882 353
0.941 176 471 0.294 117 647 0.676 470 588
0.441 176 471 0.294 117 647 0.176 470 588
0.617 647 059 0.411 764 706 0.647 058 824
0.294 117 647 0.529 411 765 0.617 647 059
0.117 647 059 0.411 764 706 0.147 058 824
0.794 117 647 0.529 411 765 0.117 647 059
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0.970 588 235 0.647 058 824 0.588 235 294
0.470 588 235 0.647 058 824 0.088 235 294
0.647 058 824 0.764 705 882 0.558 823 529
0.323 529 412 0.882 352 941 0.529 411 765
0.147 058 824 0.764 705 882 0.058 823 529
0.823 529 412 0.882 352 941 0.029 411 765
0.000 000 000 0.000 000 000 0.500 000 000
0.500 000 000 0.000 000 000 0.000 000 000
0.676 470 588 0.117 647 059 0.470 588 235
0.852 941 176 0.235 294 118 0.941 176 471

Table C.4: 128 atoms, volume of cell : 2634.88

Lattice Vectors of the Cell

13.811 905 989 0.000 000 000 0.000 000 000
0.000 000 000 13.811 905 989 0.000 000 000
0.000 000 000 0.000 000 000 13.811 905 989

Length of Vectors

13.811 905 989 13.811 905 989 13.811 905 989

Position of Ions in Fractional Coordinates

0.000 000 000 0.000 000 000 0.000 000 000
0.000 000 000 0.000 000 000 0.250 000 000
0.000 000 000 0.000 000 000 0.500 000 000
0.000 000 000 0.000 000 000 0.750 000 000
0.000 000 000 0.250 000 000 0.000 000 000
0.000 000 000 0.250 000 000 0.250 000 000
0.000 000 000 0.250 000 000 0.500 000 000
0.000 000 000 0.250 000 000 0.750 000 000
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0.000 000 000 0.500 000 000 0.000 000 000
0.000 000 000 0.500 000 000 0.250 000 000
0.000 000 000 0.500 000 000 0.500 000 000
0.000 000 000 0.500 000 000 0.750 000 000
0.000 000 000 0.750 000 000 0.000 000 000
0.000 000 000 0.750 000 000 0.250 000 000
0.000 000 000 0.750 000 000 0.500 000 000
0.000 000 000 0.750 000 000 0.750 000 000
0.250 000 000 0.000 000 000 0.000 000 000
0.250 000 000 0.000 000 000 0.250 000 000
0.250 000 000 0.000 000 000 0.500 000 000
0.250 000 000 0.000 000 000 0.750 000 000
0.250 000 000 0.250 000 000 0.000 000 000
0.250 000 000 0.250 000 000 0.250 000 000
0.250 000 000 0.250 000 000 0.500 000 000
0.250 000 000 0.250 000 000 0.750 000 000
0.250 000 000 0.500 000 000 0.000 000 000
0.250 000 000 0.500 000 000 0.250 000 000
0.250 000 000 0.500 000 000 0.500 000 000
0.250 000 000 0.500 000 000 0.750 000 000
0.250 000 000 0.750 000 000 0.000 000 000
0.250 000 000 0.750 000 000 0.250 000 000
0.250 000 000 0.750 000 000 0.500 000 000
0.250 000 000 0.750 000 000 0.750 000 000
0.500 000 000 0.000 000 000 0.000 000 000
0.500 000 000 0.000 000 000 0.250 000 000
0.500 000 000 0.000 000 000 0.500 000 000
0.500 000 000 0.000 000 000 0.750 000 000
0.500 000 000 0.250 000 000 0.000 000 000
0.500 000 000 0.250 000 000 0.250 000 000
0.500 000 000 0.250 000 000 0.500 000 000
0.500 000 000 0.250 000 000 0.750 000 000
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0.500 000 000 0.500 000 000 0.000 000 000
0.500 000 000 0.500 000 000 0.250 000 000
0.500 000 000 0.500 000 000 0.500 000 000
0.500 000 000 0.500 000 000 0.750 000 000
0.500 000 000 0.750 000 000 0.000 000 000
0.500 000 000 0.750 000 000 0.250 000 000
0.500 000 000 0.750 000 000 0.500 000 000
0.500 000 000 0.750 000 000 0.750 000 000
0.750 000 000 0.000 000 000 0.000 000 000
0.750 000 000 0.000 000 000 0.250 000 000
0.750 000 000 0.000 000 000 0.500 000 000
0.750 000 000 0.000 000 000 0.750 000 000
0.750 000 000 0.250 000 000 0.000 000 000
0.750 000 000 0.250 000 000 0.250 000 000
0.750 000 000 0.250 000 000 0.500 000 000
0.750 000 000 0.250 000 000 0.750 000 000
0.750 000 000 0.500 000 000 0.000 000 000
0.750 000 000 0.500 000 000 0.250 000 000
0.750 000 000 0.500 000 000 0.500 000 000
0.750 000 000 0.500 000 000 0.750 000 000
0.750 000 000 0.750 000 000 0.000 000 000
0.750 000 000 0.750 000 000 0.250 000 000
0.750 000 000 0.750 000 000 0.500 000 000
0.750 000 000 0.750 000 000 0.750 000 000
0.125 000 000 0.125 000 000 0.125 000 000
0.125 000 000 0.125 000 000 0.375 000 000
0.125 000 000 0.125 000 000 0.625 000 000
0.125 000 000 0.125 000 000 0.875 000 000
0.125 000 000 0.375 000 000 0.125 000 000
0.125 000 000 0.375 000 000 0.375 000 000
0.125 000 000 0.375 000 000 0.625 000 000
0.125 000 000 0.375 000 000 0.875 000 000
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0.125 000 000 0.625 000 000 0.125 000 000
0.125 000 000 0.625 000 000 0.375 000 000
0.125 000 000 0.625 000 000 0.625 000 000
0.125 000 000 0.625 000 000 0.875 000 000
0.125 000 000 0.875 000 000 0.125 000 000
0.125 000 000 0.875 000 000 0.375 000 000
0.125 000 000 0.875 000 000 0.625 000 000
0.125 000 000 0.875 000 000 0.875 000 000
0.375 000 000 0.125 000 000 0.125 000 000
0.375 000 000 0.125 000 000 0.375 000 000
0.375 000 000 0.125 000 000 0.625 000 000
0.375 000 000 0.125 000 000 0.875 000 000
0.375 000 000 0.375 000 000 0.125 000 000
0.375 000 000 0.375 000 000 0.375 000 000
0.375 000 000 0.375 000 000 0.625 000 000
0.375 000 000 0.375 000 000 0.875 000 000
0.375 000 000 0.625 000 000 0.125 000 000
0.375 000 000 0.625 000 000 0.375 000 000
0.375 000 000 0.625 000 000 0.625 000 000
0.375 000 000 0.625 000 000 0.875 000 000
0.375 000 000 0.875 000 000 0.125 000 000
0.375 000 000 0.875 000 000 0.375 000 000
0.375 000 000 0.875 000 000 0.625 000 000
0.375 000 000 0.875 000 000 0.875 000 000
0.625 000 000 0.125 000 000 0.125 000 000
0.625 000 000 0.125 000 000 0.375 000 000
0.625 000 000 0.125 000 000 0.625 000 000
0.625 000 000 0.125 000 000 0.875 000 000
0.625 000 000 0.375 000 000 0.125 000 000
0.625 000 000 0.375 000 000 0.375 000 000
0.625 000 000 0.375 000 000 0.625 000 000
0.625 000 000 0.375 000 000 0.875 000 000
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0.625 000 000 0.625 000 000 0.125 000 000
0.625 000 000 0.625 000 000 0.375 000 000
0.625 000 000 0.625 000 000 0.625 000 000
0.625 000 000 0.625 000 000 0.875 000 000
0.625 000 000 0.875 000 000 0.125 000 000
0.625 000 000 0.875 000 000 0.375 000 000
0.625 000 000 0.875 000 000 0.625 000 000
0.625 000 000 0.875 000 000 0.875 000 000
0.875 000 000 0.125 000 000 0.125 000 000
0.875 000 000 0.125 000 000 0.375 000 000
0.875 000 000 0.125 000 000 0.625 000 000
0.875 000 000 0.125 000 000 0.875 000 000
0.875 000 000 0.375 000 000 0.125 000 000
0.875 000 000 0.375 000 000 0.375 000 000
0.875 000 000 0.375 000 000 0.625 000 000
0.875 000 000 0.375 000 000 0.875 000 000
0.875 000 000 0.625 000 000 0.125 000 000
0.875 000 000 0.625 000 000 0.375 000 000
0.875 000 000 0.625 000 000 0.625 000 000
0.875 000 000 0.625 000 000 0.875 000 000
0.875 000 000 0.875 000 000 0.125 000 000
0.875 000 000 0.875 000 000 0.375 000 000
0.875 000 000 0.875 000 000 0.625 000 000
0.875 000 000 0.875 000 000 0.875 000 000

Table C.5: 208 atoms, volume of cell : 4281.68

Lattice Vectors of the Cell

13.811 905 989 −6.905 952 995 6.905 952 995
0.000 000 000 13.811 905 989 6.905 952 995−6.905 952 995 −6.905 952 995 13.811 905 989
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Length of Vectors

16.916 061 024 15.442 180 345 16.916 061 024

Position of Ions in Fractional Coordinates

0.000 000 000 0.000 000 000 0.000 000 000
0.923 076 923 0.384 615 385 0.846 153 846
0.615 384 615 0.923 076 923 0.230 769 231
0.461 538 462 0.692 307 692 0.923 076 923
0.846 153 846 0.769 230 769 0.692 307 692
0.153 846 154 0.230 769 231 0.307 692 308
0.538 461 538 0.307 692 308 0.076 923 077
0.230 769 231 0.846 153 846 0.461 538 462
0.384 615 385 0.076 923 077 0.769 230 769
0.769 230 769 0.153 846 154 0.538 461 538
0.076 923 077 0.615 384 615 0.153 846 154
0.307 692 308 0.461 538 462 0.615 384 615
0.692 307 692 0.538 461 538 0.384 615 385
0.076 923 077 0.115 384 615 0.153 846 154
0.000 000 000 0.500 000 000 0.000 000 000
0.692 307 692 0.038 461 538 0.384 615 385
0.538 461 538 0.807 692 308 0.076 923 077
0.923 076 923 0.884 615 385 0.846 153 846
0.230 769 231 0.346 153 846 0.461 538 462
0.615 384 615 0.423 076 923 0.230 769 231
0.307 692 308 0.961 538 462 0.615 384 615
0.461 538 462 0.192 307 692 0.923 076 923
0.846 153 846 0.269 230 769 0.692 307 692
0.153 846 154 0.730 769 231 0.307 692 308
0.384 615 385 0.576 923 077 0.769 230 769
0.769 230 769 0.653 846 154 0.538 461 538
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0.961 538 462 0.192 307 692 0.923 076 923
0.884 615 385 0.576 923 077 0.769 230 769
0.576 923 077 0.115 384 615 0.153 846 154
0.423 076 923 0.884 615 385 0.846 153 846
0.807 692 308 0.961 538 462 0.615 384 615
0.115 384 615 0.423 076 923 0.230 769 231
0.500 000 000 0.500 000 000 0.000 000 000
0.192 307 692 0.038 461 538 0.384 615 385
0.346 153 846 0.269 230 769 0.692 307 692
0.730 769 231 0.346 153 846 0.461 538 462
0.038 461 538 0.807 692 308 0.076 923 077
0.269 230 769 0.653 846 154 0.538 461 538
0.653 846 154 0.730 769 231 0.307 692 308
0.038 461 538 0.307 692 308 0.076 923 077
0.961 538 462 0.692 307 692 0.923 076 923
0.653 846 154 0.230 769 231 0.307 692 308
0.500 000 000 0.000 000 000 0.000 000 000
0.884 615 385 0.076 923 077 0.769 230 769
0.192 307 692 0.538 461 538 0.384 615 385
0.576 923 077 0.615 384 615 0.153 846 154
0.269 230 769 0.153 846 154 0.538 461 538
0.423 076 923 0.384 615 385 0.846 153 846
0.807 692 308 0.461 538 462 0.615 384 615
0.115 384 615 0.923 076 923 0.230 769 231
0.346 153 846 0.769 230 769 0.692 307 692
0.730 769 231 0.846 153 846 0.461 538 462
0.192 307 692 0.038 461 538 0.884 615 385
0.115 384 615 0.423 076 923 0.730 769 231
0.807 692 308 0.961 538 462 0.115 384 615
0.653 846 154 0.730 769 231 0.807 692 308
0.038 461 538 0.807 692 308 0.576 923 077
0.346 153 846 0.269 230 769 0.192 307 692
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0.730 769 231 0.346 153 846 0.961 538 462
0.423 076 923 0.884 615 385 0.346 153 846
0.576 923 077 0.115 384 615 0.653 846 154
0.961 538 462 0.192 307 692 0.423 076 923
0.269 230 769 0.653 846 154 0.038 461 538
0.500 000 000 0.500 000 000 0.500 000 000
0.884 615 385 0.576 923 077 0.269 230 769
0.269 230 769 0.153 846 154 0.038 461 538
0.192 307 692 0.538 461 538 0.884 615 385
0.884 615 385 0.076 923 077 0.269 230 769
0.730 769 231 0.846 153 846 0.961 538 462
0.115 384 615 0.923 076 923 0.730 769 231
0.423 076 923 0.384 615 385 0.346 153 846
0.807 692 308 0.461 538 462 0.115 384 615
0.500 000 000 0.000 000 000 0.500 000 000
0.653 846 154 0.230 769 231 0.807 692 308
0.038 461 538 0.307 692 308 0.576 923 077
0.346 153 846 0.769 230 769 0.192 307 692
0.576 923 077 0.615 384 615 0.653 846 154
0.961 538 462 0.692 307 692 0.423 076 923
0.153 846 154 0.230 769 231 0.807 692 308
0.076 923 077 0.615 384 615 0.653 846 154
0.769 230 769 0.153 846 154 0.038 461 538
0.615 384 615 0.923 076 923 0.730 769 231
0.000 000 000 0.000 000 000 0.500 000 000
0.307 692 308 0.461 538 462 0.115 384 615
0.692 307 692 0.538 461 538 0.884 615 385
0.384 615 385 0.076 923 077 0.269 230 769
0.538 461 538 0.307 692 308 0.576 923 077
0.923 076 923 0.384 615 385 0.346 153 846
0.230 769 231 0.846 153 846 0.961 538 462
0.461 538 462 0.692 307 692 0.423 076 923
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0.846 153 846 0.769 230 769 0.192 307 692
0.230 769 231 0.346 153 846 0.961 538 462
0.153 846 154 0.730 769 231 0.807 692 308
0.846 153 846 0.269 230 769 0.192 307 692
0.692 307 692 0.038 461 538 0.884 615 385
0.076 923 077 0.115 384 615 0.653 846 154
0.384 615 385 0.576 923 077 0.269 230 769
0.769 230 769 0.653 846 154 0.038 461 538
0.461 538 462 0.192 307 692 0.423 076 923
0.615 384 615 0.423 076 923 0.730 769 231
0.000 000 000 0.500 000 000 0.500 000 000
0.307 692 308 0.961 538 462 0.115 384 615
0.538 461 538 0.807 692 308 0.576 923 077
0.923 076 923 0.884 615 385 0.346 153 846
0.115 384 615 0.173 076 923 0.980 769 231
0.038 461 538 0.557 692 308 0.826 923 077
0.730 769 231 0.096 153 846 0.211 538 462
0.576 923 077 0.865 384 615 0.903 846 154
0.961 538 462 0.942 307 692 0.673 076 923
0.269 230 769 0.403 846 154 0.288 461 538
0.653 846 154 0.480 769 231 0.057 692 308
0.346 153 846 0.019 230 769 0.442 307 692
0.500 000 000 0.250 000 000 0.750 000 000
0.884 615 385 0.326 923 077 0.519 230 769
0.192 307 692 0.788 461 538 0.134 615 385
0.423 076 923 0.634 615 385 0.596 153 846
0.807 692 308 0.711 538 462 0.365 384 615
0.192 307 692 0.288 461 538 0.134 615 385
0.115 384 615 0.673 076 923 0.980 769 231
0.807 692 308 0.211 538 462 0.365 384 615
0.653 846 154 0.980 769 231 0.057 692 308
0.038 461 538 0.057 692 308 0.826 923 077
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0.346 153 846 0.519 230 769 0.442 307 692
0.730 769 231 0.596 153 846 0.211 538 462
0.423 076 923 0.134 615 385 0.596 153 846
0.576 923 077 0.365 384 615 0.903 846 154
0.961 538 462 0.442 307 692 0.673 076 923
0.269 230 769 0.903 846 154 0.288 461 538
0.500 000 000 0.750 000 000 0.750 000 000
0.884 615 385 0.826 923 077 0.519 230 769
0.076 923 077 0.365 384 615 0.903 846 154
0.000 000 000 0.750 000 000 0.750 000 000
0.692 307 692 0.288 461 538 0.134 615 385
0.538 461 538 0.057 692 308 0.826 923 077
0.923 076 923 0.134 615 385 0.596 153 846
0.230 769 231 0.596 153 846 0.211 538 462
0.615 384 615 0.673 076 923 0.980 769 231
0.307 692 308 0.211 538 462 0.365 384 615
0.461 538 462 0.442 307 692 0.673 076 923
0.846 153 846 0.519 230 769 0.442 307 692
0.153 846 154 0.980 769 231 0.057 692 308
0.384 615 385 0.826 923 077 0.519 230 769
0.769 230 769 0.903 846 154 0.288 461 538
0.153 846 154 0.480 769 231 0.057 692 308
0.076 923 077 0.865 384 615 0.903 846 154
0.769 230 769 0.403 846 154 0.288 461 538
0.615 384 615 0.173 076 923 0.980 769 231
0.000 000 000 0.250 000 000 0.750 000 000
0.307 692 308 0.711 538 462 0.365 384 615
0.692 307 692 0.788 461 538 0.134 615 385
0.384 615 385 0.326 923 077 0.519 230 769
0.538 461 538 0.557 692 308 0.826 923 077
0.923 076 923 0.634 615 385 0.596 153 846
0.230 769 231 0.096 153 846 0.211 538 462



147 C. bcc lithium supercells: raw data of atomic structures

0.461 538 462 0.942 307 692 0.673 076 923
0.846 153 846 0.019 230 769 0.442 307 692
0.307 692 308 0.211 538 462 0.865 384 615
0.230 769 231 0.596 153 846 0.711 538 462
0.923 076 923 0.134 615 385 0.096 153 846
0.769 230 769 0.903 846 154 0.788 461 538
0.153 846 154 0.980 769 231 0.557 692 308
0.461 538 462 0.442 307 692 0.173 076 923
0.846 153 846 0.519 230 769 0.942 307 692
0.538 461 538 0.057 692 308 0.326 923 077
0.692 307 692 0.288 461 538 0.634 615 385
0.076 923 077 0.365 384 615 0.403 846 154
0.384 615 385 0.826 923 077 0.019 230 769
0.615 384 615 0.673 076 923 0.480 769 231
0.000 000 000 0.750 000 000 0.250 000 000
0.384 615 385 0.326 923 077 0.019 230 769
0.307 692 308 0.711 538 462 0.865 384 615
0.000 000 000 0.250 000 000 0.250 000 000
0.846 153 846 0.019 230 769 0.942 307 692
0.230 769 231 0.096 153 846 0.711 538 462
0.538 461 538 0.557 692 308 0.326 923 077
0.923 076 923 0.634 615 385 0.096 153 846
0.615 384 615 0.173 076 923 0.480 769 231
0.769 230 769 0.403 846 154 0.788 461 538
0.153 846 154 0.480 769 231 0.557 692 308
0.461 538 462 0.942 307 692 0.173 076 923
0.692 307 692 0.788 461 538 0.634 615 385
0.076 923 077 0.865 384 615 0.403 846 154
0.269 230 769 0.403 846 154 0.788 461 538
0.192 307 692 0.788 461 538 0.634 615 385
0.884 615 385 0.326 923 077 0.019 230 769
0.730 769 231 0.096 153 846 0.711 538 462
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0.115 384 615 0.173 076 923 0.480 769 231
0.423 076 923 0.634 615 385 0.096 153 846
0.807 692 308 0.711 538 462 0.865 384 615
0.500 000 000 0.250 000 000 0.250 000 000
0.653 846 154 0.480 769 231 0.557 692 308
0.038 461 538 0.557 692 308 0.326 923 077
0.346 153 846 0.019 230 769 0.942 307 692
0.576 923 077 0.865 384 615 0.403 846 154
0.961 538 462 0.942 307 692 0.173 076 923
0.346 153 846 0.519 230 769 0.942 307 692
0.269 230 769 0.903 846 154 0.788 461 538
0.961 538 462 0.442 307 692 0.173 076 923
0.807 692 308 0.211 538 462 0.865 384 615
0.192 307 692 0.288 461 538 0.634 615 385
0.500 000 000 0.750 000 000 0.250 000 000
0.884 615 385 0.826 923 077 0.019 230 769
0.576 923 077 0.365 384 615 0.403 846 154
0.730 769 231 0.596 153 846 0.711 538 462
0.115 384 615 0.673 076 923 0.480 769 231
0.423 076 923 0.134 615 385 0.096 153 846
0.653 846 154 0.980 769 231 0.557 692 308
0.038 461 538 0.057 692 308 0.326 923 077
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