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Abstract

Autonomous or semi-autonomous machines with the capability to move freely in their
environment without humane guidance are called mobile robots. These robots often have
various sensors and actors to interact with their surrounding environment and localise
themselves. When aggregating multiple mobile robots in one system or environment,
one speaks of a multi-robot system or robot fleet. Robots in a system work together to
achieve a common goal, which has been broken down into several sub-tasks. Common
use cases for robot fleets are warehouse, surveillance or search and rescue applications.
In all these applications, the robots need to move from a starting position to a goal
location without colliding with obstacles in the environment or other robots of the fleet.
Different algorithms have been introduced to solve the path planning problem for multi-
robot systems. This thesis aims to integrate the optimal and complete path planning
algorithm M* into an existing framework and evaluate its capability to be used in real-
world scenarios. Furthermore, assessing the quality of a plan computed by a multi-robot
path planner is part of this thesis as well. In order to achieve this goal, multiple scenarios
and environments are simulated with an increasing number of agents in the system. The
results and findings are presented within this thesis.
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CHAPTER 1
Introduction

A multi-robot system aggregates multiple moving agents that work closely together to
achieve a joint goal. Depending on the application the robot fleet is used for, the goal can
vary from moving objects from one location to another, guarding a high-security area,
or exploring the environment to find a leak in a gas pipeline. All these applications have
a common fundamental problem: they need to handle a high dimensional configuration
space in order to compute a collision- and deadlock-free path for each of the agents in
the system [1].

Path planning algorithms address this problem with two different approaches, coupled
and decoupled. A coupled path planning algorithm searches the whole configuration
space, which results in a high computational effort, but the generated paths are optimal
solutions to the problem [2]. Nevertheless, it has been proven that computing optimal
paths for multi-robot systems is NP-Hard [3]. Decoupled path planning algorithms
are searching a low dimensional configuration space representing a portion of the full.
Therefore, the computational effort is low, but solutions found by such algorithms are
not guaranteed to be optimal or complete. Many researchers tried to combine these
approaches to create an algorithm capable of finding an optimal solution within a certain
period. One of the results is called M* and presented in this paper [1].

1.1 Showcases
Environments in which multi-robot fleets mostly operate can be divided into two parts.
First, there are wider passages where agents can pass each other, for example, at hallway
crossings. Second, narrow hallways allow only one robot at a time to move along, for
instance, between industrial racks. These showcases bring certain challenges to the path
planning problem. For example, the path planning algorithm needs to ensure efficient
coordination of all robots in the fleet to prevent agents from blocking each other or
deadlocking the whole system and finding a short path between each robot’s start and
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1. Introduction

the goal position. Due to being a NP-Hard problem, many different approaches of path
planning algorithms are presented by research, such as Conflict-based Search (CBS) [2],
[4] or the M* [1].

This thesis integrates both approaches in a multi-robot simulation framework [4] and
tests their capabilities for applications in the mentioned showcases. The simulation
framework is based on the Robot Operating System (ROS)[5]; it includes pre-built com-
ponents to visualise data, such as the showcases and robots’ actual position and commu-
nication infrastructure. The simulation framework consists of a self-localisation and a
local behaviour controller for each robot. Self-localisation estimates the robots’ position
in the environment and the local behaviour controller steers the robot through it based
on the plan’s information and the position estimation. Additionally, there is a graph
generator to compute a graph representation of the environment and feed it to the path
planning algorithm.

A Multi-Robot Route Planner (MRRP) [4] based on a CBS approach and the M* planner
are compared during this thesis. For this purpose, six scenarios have been created, which
often have to be solved in real-world applications. These showcases are waiting for another
robot to pass, avoiding another robot at a crossing, avoiding other robots at the start or goal
position, and pushing robots blocking hallways to let other robots pass. Furthermore, the
performance of both planners is tested in warehouse environments with different robot
fleet sizes, such as 4, 8, 16, 32, and 64. For a detailed description, see Chapter 3.

1.2 Uncertainties in planning
A fundamental challenge of multi-robot systems is to compute a plan that navigates
each agent to its goal location [6]. In Multi-Agent Path Planning (MAPF), all robots are
guaranteed to reach their destination, but the main drawback is that they must precisely
follow the generated plan. Due to simplifications when modelling the dynamics of a robot
and errors in localisation and sensing, the computed plan cannot be executed exactly.
Therefore, the need for robust plans against uncertainties in timing and localisation
arises [7]. Researchers divided path planning algorithms into three categories using
symbolic model checking techniques. Algorithms that have a chance of successfully
finding a solution (weak planning), those that are guaranteed to compute a valid solution
(strong planning), and such that achieve the goal by applying trial-and-error strategies
to compute valid paths (strong cyclic planning) [8].

1.3 Research Questions
To address the challenge of uncertainties in plan execution and finding quality parameters
for computed plans, the first research question, RQ1, has been formulated. Furthermore,
RQ2 and RQ3 address the challenges of navigating multi-robot systems efficiently and
safely through warehouse environments.
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1.3. Research Questions

RQ1 aims to qualify a solution for multi-robot path planners, and this is answered using
the computed paths for the warehouse environment.

RQ1: What are quality measurements of multi-robot planner results?

Generally, most path planners optimise execution time in the first place. Other optimi-
sation parameters, such as energy consumption, are considered for special applications.
However, besides execution time, route stability has been identified as a well-suited
quality parameter for any robot application. It indicates how robust a computed plan
is against timing uncertainties in the execution of the plan.

The second research question, RQ2, aims to evaluate the performance of both planners
in the mentioned scenarios.

RQ2: How does the M* perform in contrast to the currently implemented conflict-
based search in the domain of multi-robot applications?

The simulation results show that both the M* algorithm and the MRRP compute valid
solutions for the above described scenarios. In general, the MRRP finishes the computa-
tion of a plan in a shorter time. In certain scenarios, it computes a plan six times faster
than the M* algorithm. Additionally, the results show a higher memory occupation of
M* during the planning phase.

The third formulated research question, RQ3, addresses the performance evaluation of
the M* algorithm compared to the CBS in real-world applications.

RQ3: To what extent is the M* algorithm applicable to real-world multi-robot appli-
cations in terms of runtime and scalability?

The simulation results show that the M* algorithms’ capabilities are limited for real-
world scenarios with more than eight robots in a fleet. The success rate drops below
50% for any given path planning problem instance and the time to solution, which is
the time needed to compute a valid plan between the start and goal positions, rises to
up to half an hour. In contrast to that the MRRP can solve any given routing problem
in around one second.

This thesis shows that the M* algorithm is suitable for multi-robot systems with up to
eight robots. Still, solutions computed by this algorithm are generally more robust to
uncertainties and do have a shorter execution time compared to solutions generated by
the MRRP.
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1. Introduction

1.4 Structure of the Thesis
This thesis is structured as follows. Chapter 2 establishes a common knowledge base of
the technology, frameworks, and multi-robot path planning algorithms. In Chapter 3,
the problem is defined in a more detailed way, and the formulated research questions are
presented. A description of how the components are implemented is given in Chapter
4. Furthermore, the experiments performed to answer these questions are described.
Results are presented in Chapter 5 and discussed in Chapter 6. The last, Chapter 7,
summarises the findings of this thesis and provides an outlook for future work.

4



CHAPTER 2
Background

Mobile robots are autonomous or semi-autonomous machines with the capability to move
freely in their environment without human interaction or guidance. They are equipped
with various sensors to map their surrounding environment and localise themselves in
it. A multi-robot system is a set of two or more robots, often called a robot fleet. This
fleet works together collaboratively in order to achieve a common goal. In the case of
mobile robots, a common goal might be moving objects from one location to another, for
example, in warehouses. Surveillance applications are another example of applications
for multiple robots. This time, the common goal is to monitor the environment to guard
a certain building or detect damage to a pipeline. These applications require a path
between a start and a goal location, which the robots follow a so-called planner computes
an individual, collision-free route for each robot in the fleet. Collision-free means that
no robots collide with obstacles in the environment or with another robot of the fleet.
Furthermore, the path planner should be aware of possible deadlocks and resolve them
during planning. A deadlock can occur if two robots meet in a small hallway and both
need to reach the other side, but there is no space to move aside and let the other robot
pass. In order to avoid such scenarios, path planning algorithms for multi-robot systems
have to take care of potential threats during the planning phase. Computing optimal
solutions for multi-robot systems is proven to be NP-Hard [3]. One developed approach
that encounters the problem of optimal path planning is Subdimensional expansion for
multi-robot path planning [1], which is described in detail later in this chapter.

2.1 Paper Research
In preparation for this thesis, the supervisor recommended the following literature [4],
[1], [9] and [2]. Furthermore, the supervisor advised the courses of a collaborative re-
search group [10]. Based on these recommendations, paper research has been conducted
using the snowball strategy and common research platforms such as IEEE Xplore and
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2. Background

Arxiv. Starting from the original M*, a search for variants and modifications has been
performed. The search has been limited to the last ten years. It uses the following
keywords in different combinations: subdimensional expansion, M*, multi-robot system,
path planning algorithm, multi-robot path planning algorithm, optimisation and optimal
path planner. Resulting papers are [11], [12], [7] and [13].

Literature research has been conducted starting from the paper about timing uncertain-
ties in multi-robot systems [9] and with the following path planning, multi-robot system,
(Timing) uncertainty, (time) independence, route stability, safe routes, online/offline replan-
ning and route safety. By limiting the search to the past five years and using the snowball
strategy again, the following literature has been found [7], Characterise solutions of plan-
ner [8], [6] and [14].

2.2 Robot Operating System (ROS)
The ROS is a set of open-source software libraries and tools that help researchers, pro-
fessionals, and hobbyists build robot applications. It provides powerful developer tools,
drivers for commonly used hardware, and state-of-the-art algorithms out of the box [5].

The basic concept of ROS is formed by Nodes, which form computational units and
Topics, Services, Actions and Messages for commutation between these computation units.

A graphical representation of the communication patterns can be seen in Figure 2.1.
Additionally, to the different communication patterns, also a command line tool is shown.
ROS offers a wide variety of command line tools to debug and develop applications
effectively and monitor communication between nodes.

A Node is a lightweight and modular unit, that represents and controls different aspects
of the robot’s functionality, such as sensors, actors, or navigation algorithms. ROS
nodes communicate with each other by publishing messages on predefined topics. Topics
are part of an asynchronous message-passing framework to distribute data over it. A
node can subscribe to a topic to receive published data. If a node intends to share its
data, it will publish it on a predefined topic. The communication framework, which is
based on the publish-subscribe pattern, allows one-to-many as well as many-to-one data
distribution [5].

ROS additionally provides a request-response communication pattern known as Services.
A service is a named function that a node can offer or call. This communication pattern
provides an easy data association between a request and a response, which can be useful
when it is needed to ensure a task is received by another node or is completed. ROS2
allows a service client process to be non-blocking while calling its service server. Exam-
ples of tasks that benefit from the service pattern are parameter settings or performing
a calibration [15].

A special communication pattern introduced in ROS2 are Actions. An action is a goal-
oriented and asynchronous communication interface for long-running tasks with feedback
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2.3. Path Planning Algorithms

Figure 2.1: ROS2 communication pattern, based and adapted from [15]

and the ability to be cancelled. An Action extends a service. They are using a client-
server model and additionally provide continuous feedback. The server provides feedback
by publishing on a predefined topic, which allows the client to constantly monitor the
state of the computation and make decisions based on this information. Since they are
based on services, actions are non-blocking and organised under the node. Examples of
long-running tasks include navigation, path planning, and other complex robot actions.

Since the newest major version, ROS2, the communication framework supports setting a
Quality of Service (QoS) policy for each communication endpoint. These policies reach
from as reliable as Transmission Control Protocol (TCP) to as best-effort as User Data-
gram Protocol (UDP), with many levels in between to ensure the best-fitting strategy
for each network and application. Combining a set of QoS policies results in a QoS
profile. These profiles can be specified for publishers, subscribers, service servers, and
clients. A QoS profile can be applied independently to each instance of the mentioned
entities. However, using different profiles, it is possible that communication partners
will be incompatible and the message will not be delivered. In order to prevent commu-
nication inconsistency ROS2 offers many predefined QoS profiles. These will be applied
automatically for common use cases such as publishers and subscribers, services, sensor
data, and parameter calibration [5].

2.3 Path Planning Algorithms
In logistics, for example, in warehouses, mobile robots are responsible for manipulating
certain objects in their environment. In order to move those objects from a start to a goal
position, the robot needs to follow a path through the environment. The environment
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2. Background

contains static and sometimes dynamic objects; static objects such as walls, industrial
racks, and manufacturing machines are non-movable. Dynamic objects, including other
mobile robots, humans, and packages, can move freely in the environment.

A path planning algorithm is responsible for finding a collision-free path between these
two locations. In the case of multi-robot systems, the planner should also be aware of
other robots’ position in the environment during the planning phase.

2.3.1 Single robots
Path planning for single robot environments is discussed in detail in [2]. It also explains
different types of map presentations and road maps for this problem. The most common
single robot planning approaches, Dijkstra and A*, are also discussed extensively in [2].
In addition to the well-known A* algorithm, numerous variants are also used for path
planning problems and were optimised for different criteria [16].

2.3.2 Multi-robot systems
In contrast to single-robot systems, two or more robots share the environment in a multi-
robot system. Therefore, path planning algorithms for such systems have to ensure no
collisions between robots during the execution of the plan. Another important aspect a
path planning algorithm has to consider is the possible occurrences of deadlocks, either
of multiple robots or the whole system.

In general, MAPF algorithms can be divided into two categories: coupled planning
algorithms and decoupled ones.

Coupled algorithms consider all given robots in the environment as a single, intercon-
nected system during the planning phase. This means that the paths for all robots are
planned simultaneously, considering the interactions and constraints between each robot.
Because coupled path planning considers the whole configuration space, which contains
all possible paths of the system, the complexity grows exponentially with the number of
robots in the system. Consequently, the computational complexity increases exponen-
tially in the same manner. Because the whole configuration space is searched, coupled
path planning approaches may be guaranteed to be collision-free and have minimal costs,
which means they provide an optimal solution to the problem instance [17], [18].

Coupled path planning is a powerful approach when multiple robots need to navigate
through the environment safely and efficiently as a part of a single system, such as trans-
portation systems or collaborative manufacturing. However, planning paths come with
computational challenges. It is a trade-off between precision and efficiency, especially
with many robots.

Decoupled path planning algorithms first plan motions for each robot individually, ignor-
ing interactions between them. Once these paths are planned, the algorithm considers
these interactions and attempts to resolve conflicts. However, possible movements each
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2.4. Subdimensional expansion for multi-robot path planning

robot can take are already constrained by the planned paths because decoupled plan-
ning approaches are typically unable to reverse their commitments from the first step.
Therefore, their property of completeness is lost [2]. Since paths are planned indepen-
dently, the searched configuration space is much smaller, and less computational power
is needed to find a suitable solution. These configuration spaces are known as low di-
mensional search spaces and represent only a subset of the high dimensional ones [19],
[20]. Additionally, in some cases, the algorithms can restore completeness when resolv-
ing collisions [2]. Nevertheless, it requires effective coordination and advanced collision
avoidance mechanisms to ensure robots operate safely in the environment without dead-
locking the whole system.

2.4 Subdimensional expansion for multi-robot path
planning

The path planning algorithm used in this thesis is presented by the authors of this paper
[1] and is called Subdimensional expansion for multi-robot path planning, also known as M*.
The authors present Subdimensional expansion as an approach that shares the benefits of
coupled and decoupled path planning approaches. The implementation of it, therefore,
results in an algorithm called M*. The method manipulates the search space of existing
search algorithms to decrease the computational cost of solving the problem. It starts
by individually searching paths from the start to the goal configuration for each robot.
Combining all computed paths generates a one-dimensional search space for the multi-
robot system. If a robot-robot collision occurs in the combined configuration space,
subdimensional expansion increases the dimension locally around the collision. This
allows all robots involved in the collision to find alternative and collision-free paths
around the collision region.

M* uses A* or a variant of it [16] as an underlying planner to compute the paths for the
robot fleet, which is later used to guide the path planning for the multi-robot system.
The main difference between M* and A* is the restriction of possible neighbours of a
node by using a backpropagation set and a collision set.

Assume there exists a search graph G(V, E) that represents the environment in which
the multi-robot system operates, agents can move along edges and pause their move-
ments on vertices. The backpropagation set contains information about a collision and
propagates this information back on all paths leading to this collision. That means the
backpropagation set of a vertex vk, which is a vertex of the search graph, holds all vertices
for which vk has been considered as a possible successor. Sub-Figure 2.2a shows the ex-
ample graph with four nodes given to the path planning algorithm. The backpropagation
set of a node is written below the node. Assume the algorithm considers the path A, C
and D as the only possible way through the graph. Since vertex C is the successor of A,
vertex A is added to the backpropagation set of C. It is assumed there is a collision on
vertex D. The same applies to vertex D since it is a successor of A and C. Both nodes
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2. Background

are added to the backpropagation set of D. Dashed lines in Sub-Figure 2.2b illustrate this
backpropagation relation.

(a) (b)

Figure 2.2: Example of the backpropagation set

The collision set of a vertex vk in the graph of the search space contains a set of robots
involved in a collision at this vertex. The collision can either happen at the vertex
vk or at some vertex vl on a path that passes through the vertex vk and has already
been explored. In Sub-Figure 2.3a, an example graph is shown, which will be used for
planning a path. The collision set is written below the node. Two robots are placed in
the environment; robot r1 is placed on vertex A, and robot r2 is placed on vertex F. The
goal node of robot r1 is node E, and vertex D is the goal node of r2. Since both vehicles
are planned simultaneously, the algorithm will detect a collision on vertex D after the
second step. Therefore, robot r1 and r2 are added to the collision set of each vertex along
both paths as shown in Sub-Figure 2.3b.

(a) (b)

Figure 2.3: Example of the collision set

A working example of M*

In this section, the M* will be described based on a simple example configuration, as
shown in Figure 2.4. Consider a team of three robots r1, r2, and r3 operating on a four-
connected grid, which represents a graph. The robots are moving towards their goals
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2.4. Subdimensional expansion for multi-robot path planning

g1, g2 and g3. A combination of a letter and a number represents one coordinate in the
graph A configuration is a triple of graph coordinates, always ordered robot coordinates
by the robot indices. Following this notation, the start configuration can be written as
(A3, D4, A1), and the goal configuration looks similar (C4, B4, D1).

Figure 2.4: Start configuration of the multi-robot system

In the first step, the algorithm computes a policy for each robot individually. This
policy does not consider any other robot in the system; therefore, any single robot path
planning algorithm, like A* [16], can be used. Furthermore, this policy is not unique, so
using another planning algorithm to construct the policy might lead to another outcome.
The policy computed for this example can be seen in 2.5. Arrows in the grid indicate
possible moves from one node to another. The policy does not consider this if there are
no arrows from or to a grid tile.

(a) Computed policy for r1 (b) Computed policy for r2 (c) Computed policy for r3

Figure 2.5: Computed policies for robots r1, r2 and r3

After the policies are computed, M* starts searching the configuration space for conflicts
between the individual policies. As A*, M* also maintains an open list of possible next
nodes sorted by their f-value. The f-value of a node is the sum of costs to reach this node
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and a heuristic cost to go to the goal node. In the beginning, the open list contains the
start configuration (A3, D4, A1), and the collision set is empty so that this node will be
expanded. The Collision column stores the collisions at the actual or following nodes.

In this example, the start configuration has two possible neighbours with the same f-
value, as shown in Sub-Figure 2.6b. Assume the robots are moving to the configuration
(B3, C4, B1). Therefore, the graph, shown in Sub-Figure 2.6c, builds up. The solid line
indicates the step taken by M*, and the dashed one shows the backpropagation path.

(a) Moves made by each
robot in Step 1

(b) Neighbours and open list in
Step 1

(c) Graph built after moving
Step 1

Figure 2.6: Actions taken, neighbours and open list and build graph in step 1

Assume that in the current configuration (B3, C4, B1), there is only one possible neigh-
bour configuration: (B4, B4, C1). As seen in Sub-Figure 2.7a, this would lead to a
collision of r1 and r2. Therefore, the collision set (B4, B4, C1) is updated from an empty
set to a set containing robots 1 and 2.

Due to the collision in this step, the information about it is backpropagated, and all
possible neighbours of (B3, C4, B1) are expanded. However, this expansion considers
only nodes around the robots that would collide in the next step. Hence, only nodes
around r1 and r2 are expanded; r3 still follow its calculated policy.

The expansion of configuration (B3, C4, B1) creates nine possible neighbour states which
are (B4, B4, C1) - the state why this expansion happens - (B4, C3, C1), (B4, C4, C1),
(B3, B4, C1), (B3, C3, C1), (B3, C4, C1), (C3, B4, C1), (C3, C3, C1) and (C3, C4, C1).
States that would lead to a collision again are discarded and not considered anymore.
The open list of Sub-Figure 2.8b shows all listed and not discarded states and their
f-values. Now, M* picks the configuration with the lowest f-value, and the robots are
moved accordingly. Since no collision occurs in this step, M* will proceed from here.

Robot r2 is at its goal position and will not move anywhere. This is possible since
standing still is considered as an action with no cost. The robots r1 and r3 still have to
move since they do not have yet reached their goal position. M* follows the computed
policy to drive them to their goals, which opens the configuration (C4, B4, C1). Moreover,
it executes the actions of the robots; this can be seen in Sub-Figure 2.9a. Sub-Figure
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(a) Moves made by each
robot in Step 2

(b) Neighbours and open list in
Step 2

(c) Graph built after moving
Step 2

Figure 2.7: Actions taken, neighbours and open list and build graph in step 2

(a) Moves made by each
robot in Step 3

(b) Neighbours and open list in
Step 3

(c) Graph built after moving
Step 3

Figure 2.8: Actions taken, neighbours and open list and build graph in step 3

2.10a shows that all robots reached their goal. Therefore, none of them took any further
steps, and M* successfully completed the path planning for this scenario.

2.4.1 Variants of M*
M* is a state-of-the-art path planning algorithm that computes an optimal solution for
multi-robot systems. Due to this property, it is a good baseline for further improvements
in the field of multi-robot systems. This section summarises different directions of im-
provement of M*, such as fusing it with the multiple travelling salesperson problem.
Moreover, by using the help of AI to reduce conflicts that occur during the planning
phase. Furthermore, there is research going on to optimise the planning process not
only for one objective, such as path length but consider more parameters, such as power
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(a) Moves made by each
robot in Step 4

(b) Neighbours and open list in
Step 4

(c) Graph built after moving
Step 4

Figure 2.9: Actions taken, neighbours and open list and build graph in step 4

(a) Resulting positions
after four action steps (b) Resulting open list after four

action steps

(c) Resulting graph after four
action steps

Figure 2.10: Resulting in an open list and graph after four action steps

consumption and environment coverage.

According to the authors of this paper [11], most research focuses only on one goal per
robot. However, in real-world applications, a robot often has multiple goals before suc-
cessfully completing a task. Due to this, the generated robot routes could be optimised
for driving. In order to address this issue, the commonly known problem of multi-robot
routing is extended with a multiple Travelling Salesperson Problem (mTSP). Therefore,
the original M* is modified to solve the mTSP by policy construction and heuristic value,
and conflicts are ignored in the first place. Afterwards, backpropagation similar to the
original algorithm is performed. The authors also show that their solution is complete

14



2.4. Subdimensional expansion for multi-robot path planning

and optimal. Unfortunately, as the number of agents grows above ten, the success rate
drops below 80% in a typical warehouse environment [11].

This paper [13] uses an attention-based neural network in combination with the M*. The
authors are planning the robot fleet’s paths and attempting to minimise collisions during
the individual planning phase. Therefore, the model is fed with the observation of each
robot after every action is taken by each robot individually. Additional information, such
as the start and goal position, is also shared. The proposed approach, Learning-assisted
M* (LM*) can find solutions faster than the original M* due to the reduced number of
conflicts that must be resolved. Furthermore, the authors showed that their solution can
generalise, which means it still calculates paths faster on maps that were not seen during
training. Nonetheless, the model does not find the optimal solution. Which results in
an approximately 10% more comprehensive solution [13].

Most path planning algorithms focus on optimising one specific metric: the path length
from a start to an endpoint. In order to address also multiple objectives such as power
consumption or time-to-completion, the authors of this paper [12] extended the M* plan-
ning algorithm to consider more metrics during the planning process. Applying existing
solutions for multi-objective single robot search algorithms might lead to an inefficient
solution, but they are used as a baseline for comparison. The proposed algorithm can
successfully handle four objectives and overcome the baseline regarding average run time
and solved scenarios [12].

2.4.2 MRRP Framework
The open source multi-robot framework presented in this paper [4] is used as the basis
for this thesis. The authors presented an approach based on prioritised planning to
target the issue of efficiently controlling mobile robots. Therefore, four scenarios Se-
quential, Wait, Avoid and Push, which occur in every multi-robot application are defined.
Sequential means one robot follows another one. The Wait scenario is used to describe
the situation when one robot has to wait until another has passed a specific area. With
Avoid the authors are describing the dodging scheme. That means a lower-priority robot
has to leave its path in order to let a higher-priority robot pass. Push is used if a lower-
priority robot is already at his goal position and blocks a higher-priority one. Therefore,
the higher-priority pushes the lower-priority one until the blocking one can be passed
without collision.

In order to simulate these scenarios in different environments the authors designed a
multi-robot framework. Figure 2.11 shows the structure of the framework used in the
paper [4]. The structure shows only relevant parts for the planning and execution of
paths. It does not deal with pick-up and drop-off stations or order management as it
would be needed in warehouses.

It is assumed that each vehicle has the same computational power and is equipped with
a similar set of sensors. A self-localisation node and a map server ensure that the mobile
robot has a map of the surrounding environment and is able to estimate its position
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in it. The local motion controller is responsible to the steer the robot and following
the given path of the local behaviour controller. The local behaviour controller receives a
computed route from the multi-robot router. This route guides the robot on the basis of
control points through the environment. The behaviour controller calculates the difference
between the robot’s estimated position to the received route, it then computes a path
which is handed over to the local motion controller. Additionally, the local behaviour
controller periodically publishes a robot-info message and receives similar messages from
all other vehicles in the system. This message contains the robot’s ID, its geometric
shape, estimated pose with covariance, and many more. By comparing the estimated
pose and the calculated path, the behaviour controller ensures that the following section
is free to drive.

The multi-robot route planner consists of a map server, a map-to-graph node, and a multi-
robot router. The map server publishes the map of the environment, which is then
converted into a Voronoi graph by the map-to-graph node and sent to the multi-robot
router.

The multi-robot router takes a Voronoi graph of the environment and generates a routing
table. A single-robot router builds the core of the multi-robot router and computes a
route for every robot. While planning the path the router ensures that vertices are not
occupied simultaneously by prior planned routes. If the planning algorithm wants to
expand a vertex in the graph in a certain time step it needs the permission of the route
coordinator. The route coordinator checks if the vertex is occupied in the requested time
step by any prior planned route. If this is the case, the issue is passed to a collision
resolver in order to resolve it by extending the search graph. Supplementary, the multi-
robot router is equipped with a priority and speed resolver in order to alter the priority
and maximum speed of mobile robots if no solution is found.

2.5 Path planning with Time Uncertainty
Many multi-robot path planning algorithms assume that a robot will need a fixed amount
of time when travelling on an edge. In practice, mobile agents cannot execute the planned
path exactly for multiple reasons. For example, some dynamics of the agent cannot be
modelled as detailed as would be needed. Furthermore, the measured values of sensors
and localisation systems can deviate in a certain range from the real value, which leads
to significant uncertainty in the robot’s pose [7].

To categorise solutions to path planning problems, the authors of this paper [8] introduce
the following characteristics: weak planning, strong planning and strong cyclic planning.
The authors use symbolic model-checking techniques and implement them in different
path planners [8].

If a solution has a chance of success, it is categorised as weak planning, which corresponds
to an optimistic plan. For example, these are plans that can reach the goal if the action
outcomes result in sequences that lead to the goal. A strong planning solution is guaran-
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teed to achieve the goal, which means that the goal is still reached independently of all
uncertain actions. They are also referred to as safe plans. There might be cases where
strong solutions do not exist, and weak solutions might not be accepted. In this case,
the authors created the alternative of strong cyclic planning, which is the acceptable one.
These are guaranteed to achieve the goal under certain circumstances.

The authors of the original M* algorithm paper [1] addressed the problem of uncertainty
in their paper [7] by combining the M* algorithm with a belief space planning to introduce
uncertainty M* (UM*). Additionally, an algorithm, PUM*, is introduced as an extension
of UM*, which uses random restarts to enhance performance. Commonly belief space
planning is used for single robot path planning problems. A belief space is constructed
by choosing a simple probabilistic representation for the single agent position to reflect
an imperfect localisation, for example, a Gaussian. Afterwards, a conventional path
planning algorithm is used to compute a trajectory through the resulting belief space [7].

The authors were mainly interested in the problem when individual robots were highly
capable in terms of computation power, and the main challenge arises from a lack of
synchronisation between them.

The PUM* is compared to a rM* (introduced in [1]), and is shown that the PUM* solves
problem instances of 40 agents with a similar success rate as rM* does by planning paths
for robot systems of 180 robots. Nevertheless, if one of the 180 robots is not on time,
the system is not guaranteed to finish the task save without collision. According to
the paper, there are two major reasons for this. First, introducing uncertainty in the
search space results in a larger space occupation by each robot. Secondly, the belief
distribution runs behind each agent’s nominal position, making constraining violations
inevitable several times before they occur [7].

Considering time uncertainty during the planning phase models many different scenarios,
but certain events are difficult to predict accurately. The authors of this paper [9] name
the following example. In many automated warehouses, humans are responsible for
packing items into boxes, and mobile robots move these packages around. The time a
human needs to pack a box cannot be modelled precisely because it depends on many
factors. However, the authors want to find a safe solution, as discussed above, and explore
possibilities of online replanning. Online (re-)planning means modifying the robots’ plan
during the execution, unlike offline (re-)planning, where plans are computed before agents
move. As a prerequisite for online replanning, all agents can sense the current time and
location during the execution, and they have communication capabilities to inform all
other robots in the fleet.

The authors chose a conventional CBS planner as a base and extended it to consider
time uncertainty. The introduced algorithm performs significantly better in almost all
cases [9]. Furthermore, sensing and communication capabilities are added to the agents.
Therefore, every observation can be communicated to a central controller that may replan
for multiple agents at once during the execution of the offline computed plan. The paper
shows that online replanning techniques can reduce execution costs by a factor of 1.5
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compared to the original offline solution [9].

Online replanning algorithms require runtime effort and additional costly infrastruc-
ture to provide steady networks and monitoring systems [6]. To address this problem,
the authors of this paper [6] introduce a novel path planning approach called Offline
Time-independent multi-agent Path Planning. Their studies investigate paths computed
independently of timing uncertainties so that every robot within the system can act
spontaneously and without any timing assumptions. Two versions to solve this problem
are introduced, first using prioritised planning and, secondly, a CBS algorithm. The
main challenge is to detect potential cyclic deadlocks, which is a NP-Hard problem [6].
The authors show that their proposed algorithm can solve problem instances on a grid
map, represented as a four-connected graph, and up to 40 robots with a high success
rate within 3 minutes. However, increasing the number of robots in the fleet reduced
the success rate drastically.

Utilising probabilistic information about imperfect plan execution can reduce frequent
and time-intensive replanning and plan execution failures [14]. Therefore, the authors
of this paper [14] propose two robust plan execution policies for their Multi-Agent Path
Planning with delay probabilities (MAPF-DP) problem. MAPF-DP is an extension of
classical MAPF with the extra condition of robots which, would move, having a certain
chance of staying on their actual vertex. The plan-execution policy controls how agents
proceed along their paths with STOP and GO commands.

Policies can either be fully synchronised, which means each agent sends messages to all
other agents or minimal communication where the policy identifies critical dependencies
between agents and observes them during plan execution. The authors showed that
combing the MAPF-DP and a minimal communication policy results in slightly smaller
average makespans than their baseline, which is an adapted version of CBS and a Push
and Swap solver.

2.6 Voronoi Diagrams

Path planning for a continuous configuration space is computationally infeasible; there-
fore, an abstraction of the configuration space is needed [2]. These abstractions are
commonly known as road maps. A road map is a graph with a finite number of vertices,
where each vertex represents a valid configuration in the search space [21]. Voronoi
diagrams are well suited for mobile robot path planning applications [22], [23]. These
diagrams guarantee a maximum clearance distance to all obstacles on the map at every
point.

The generation of a Voronoi diagram is a two-step process. In the first step, the gird-map
of the environment is transformed into a distance map using the Euclidean distance trans-
formation. Secondly, a thinning algorithm is applied on the distance map to generate
the Voronoi path because these paths can only be one pixel wide.
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An approach to generate a Voronoi path is presented in [24]. The authors use the
advanced thinning algorithm of [25], to create a one-pixel wide Voronoi path. Unfor-
tunately, this has the drawback of running the thinning process multiple times before
generating a suitable path. This paper [26] presents a thinning approach to reduce com-
putation time by computing all saddle points, endpoints and maxima of a result of the
distance transformation, which are the starting points for creating a Voronoi path. After
detecting starting points, a maximum search is executed in the neighbourhood of it. The
maximum found by this search is marked as the next starting pixel. This process will
build up the paths and need less computation time.

The framework presented in Sub-Section 2.4.2 computes the Voronoi path similarly. A
path segmentation is also applied to generate a graph for the path planning process.
For segmentation, the pixels are separated into different categories: Path pixels and
crossing pixels. Since the generated path is one pixel wide, each pixel with more than
two neighbours is considered a crossing pixel. Starting from one crossing pixel, a Dijkstra
expansion is performed to find and link all crossing pixels without a path pixel in between.
After the crossing section is marked, another Dijkstra expansion, starting from the edge
of an intersection, connects the different junctions and builds up the graph. The part
between two crossings is referred to as a segment. A segment has a maximum length,
and if this length is exceeded, the algorithm splits this segment into several smaller ones
to fulfil the maximum length criteria.
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CHAPTER 3
Problem Description

Multi-robot fleets often operate in warehouse environments. Such environments consist
of broader passages, where robots can pass each other, and narrow hallways, allowing
only one robot to drive through. Therefore, the challenge arises in coordinating the
robots in the system to effectively navigate them through the environment without
colliding with each other and ensure quality for the computed paths. This thesis focuses
on comparing two path planning approaches, M* and CBS, against each other and
defining quality measurements for the paths they computed.

Each robot in the fleet is equipped with the same set of sensors and actors, such as
a LiDAR system1, to perform a self-localisation within the environment. Additionally,
every robot in the system has the same physical measurements and drives at the same
speed.

The environment is mapped to a graph that is generated from a Voronoi diagram, see
Sub-Section 2.6. Robots are not allowed to move freely in the environment. They are
bound to the generated graph and can move along its edges. A graph vertex represents
a crossing in the environment or is inserted to limit the distance between two vertices
to a maximum edge length. Each robot is placed at a starting location and assigned
a goal position within the environment, and the planning algorithm computes a route
between these two points. Furthermore, only one robot at a time can move along an
edge or stand still on a vertex.

1Light detection and ranging is a method to determine ranges with a laser by measuring time of
flight of the reflected light.
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The following research questions motivated this thesis:

RQ1: What are quality measurements of multi-robot planner results?

RQ2: How does the M* perform in contrast to the currently implemented conflict-
based search in the domain of multi-robot applications?

RQ3: To what extent is the M* algorithm applicable to real-world multi-robot appli-
cations in terms of runtime and scalability?

Experiment 1

In order to answer RQ1, literature research is conducted to define quality measurements
for computed paths of multi-robot path planners. Additionally, a ROS-Node will be
implemented into the existing framework in order to perform these measurements and
evaluations during the execution of the plan without directly interacting with the robot
fleet.

Experiment 2

Simulation results will answer RQ2. Both the currently implementedCBS and during
this thesis implemented M* planning algorithm, have to solve different scenarios. One
simulation run will place robots at a certain starting location and assign goal positions
for each one. During the simulation, multiple parameters are recorded to compare both
implementations. One of the most important things is whether the algorithm used is
able to solve the given situation. Additionally, recorded performance indicators are the
computation time needed to solve the scenario and how many nodes are expanded by
each implementation.

These scenarios were defined by the authors of the original implementation of the frame-
work [4].

Figure 3.1 shows six different problem instances. In the first scenario, shown in Sub-
Figure 3.1a two robots move sequentially. The second problem instance is shown in
Sub-Figure 3.1b, where robot R0 exits the hallway and robot R1 crosses the path at the
exit. Therefore, the second robot has to wait until the first one exits the hallway.

Within a multi-robot system, two robots often have to pass each other at a narrow spot.
This is exactly what the third scenario (Sub-Figure 3.1c) describes. The path planning
algorithm should find a solution to swap places of the robots.

Sub-Figure 3.1e shows robot R1 blocking the way of robot R0 because it has already
reached the goal position. In order to allow R0 to pass by, the first robot has to move
back and forth again.

The last scenario is similar to the fifth one, but instead of robot R1 reaching the goal in
front of the hallway exit, R1 stops somewhere between the exit and its starting position.
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(a) Scenario 1: Sequential (b) Scenario 2: Wait

(c) Scenario 3: Avoid at Crossing (d) Scenario 4: Avoid at Start

(e) Scenario 5: Avoid at Goal (f) Scenario 6: Push

Figure 3.1: Common scenarios in multi-robot environments; based on and adapted from
[4]

Therefore, it blocks the whole hallway for other robots. In order to prevent a deadlock,
the conflict-based algorithm pushes the R1 as far as needed towards the hallway exit.

Experiment 3

As well as the second research question, RQ3, will be answered using simulation results.
Therefore, the framework described in Sub-Section 2.4.2 will be extended by another
planning algorithm, the M*. One simulation run will set each robot at a predefined
start position and assign an individual goal location. During the planning and execution
phase, different parameters will be recorded, for example, the time used for planning,
the execution time needed until every robot reaches its goal, and the number of collisions
that have to be recovered. The number of robots will be increased after 50 simulation
runs.
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CHAPTER 4
Implementation

4.1 Terminology
This section should lay a common ground for the terminology used in this thesis.

The following glossary (Table 4.1) explains the most important terms and definitions
used in this thesis:

Term/Definition Description

Graph A graph is the search graph the planner gets as input as a simplified
representation of the environment. One vertex in the graph maps to
exactly one segment in the environment.

Segment A Segment refers to a certain area in the environment. It can have
any shape and map to exactly on vertex of the corresponding graph.

Route A Route is a list of segments describing a path from a start to an
endpoint.

Routing Table A collection of individual routes is called a routing table.

Policy A policy is a collection of computed individual paths without further
checks regarding robot-robot collisions. Introduces by the authors of
this paper [1].

Table 4.1: Important terms and definitions
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4.2 Integrating M* in to the Framework
The planning algorithm M* is used as the underlying planner for this thesis. In order to
integrate this properly into the multi-robot frameworks, some changes have to be made.

As it can be seen in Figure 4.2 the multi-robot router node is replaced by the M*-planner
node. The new path planner subscribes to the search graph message, published by the
map-to-graph node and the goals messages that Rviz2. Rviz20 is a graphical interface for
ROS2 that visualises robot information and displays topic data. It is extendable by user-
defined plugins. As discussed in Section 2.4, M* computes a policy before starting the
planning task for the multi-robot system. In order to compute a policy, a single-robot
planner such as A* - or any variant [16] - can be used. If the robot fleet consists of many
robots and the environment is complex, computing the policy can be time-consuming.
Also, the algorithm has to perform pre-processing and post-processing steps for each
robot individually.

Following the ROS design pattern for long-running tasks, the M*-planner node is split
into two parts, as shown in Figure 4.1. The policy planner node implements an action
server, and the path planner node implements an action client. After receiving the search
graph and goals message, the action client of the path planner node requests a policy from
the action server of the policy planner node. The computed policy is returned to the
calling client, generating a plan according to the M* algorithm as described in Section
2.4. One big advantage of using this design pattern is that the policy planning algorithm
can be easily exchanged for another if a better-fitting solution exists.

Figure 4.1: M*-planner schematics

A route that the originally implemented multi-robot route planner has planned differs
from classic paths because these routes contain synchronisations points [4]. Synchroni-
sation points are special nodes in the environment where agents can pause to let other
agents pass. Instead of inserting synchronisation points in the routes, the path planning
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algorithm M* doubles the current vertex so robots can wait. Adding such points allows
any vehicle to be parked at any vertex in the environment for some time. Publish-
ing routes without synchronisation points to the mobile robots results in crashes since
the local behaviour controller considers a sequence of multiple vertices as a single one.
Therefore, an additional node, the route synchroniser node, is added to the framework.
Furthermore, this preserves compatibility with the original framework functionality.

The route synchroniser node receives a routing table message from the M* planner node.
Additionally, the synchroniser subscribes to the robot-info messages published by each
vehicle. The robot-info message contains the pose estimation of the self-localisation node
and is published by each vehicle individually. Routes are organised in Route segments,
which are at least as long as the largest robot of the fleet.

Before running the synchronisation, the node processes every route segment. It calculates
the midpoint and stores this instead of all the information for each segment. This will
speed up the comparison process because the overhead for each comparison is minimised.
Such a reduction is only possible since a straight line of sight connects a route segment’s
start and end points After publishing the first route segment, the synchroniser node
periodically compares the robot’s actual pose estimation to the current goal segments
mid. If every robot has reached its goal segment, the next goals will be published to the
whole fleet.

This synchronisation method assumes that robots in the fleet move at similar and con-
stant speeds and that route segments have similar lengths. If not, the whole system could
be slowed down or blocked by a single robot.

4.3 Quality measurement

Quality measurements for multi-robot planner results are important for assessing the
effectiveness and reliability of the computed paths. One of the most used parameters for
ensuring effectiveness is the execution time of a plan. Another one might be the length
of the computed paths. It is the major goal of almost every path planning algorithm to
minimise the execution time of a plan or to find the shortest possible path between two
positions, besides avoiding robot-robot collisions.

However, sometimes not only the shortest path or minimise the execution time is a
necessary parameter to be optimised for. For example, for long-running tasks might be
of interest to optimise power consumption to ensure robots can run at least as long as
needed to finish the task. Therefore, depending on the parameter that should also be
optimised, the quality assurance parameter changes.

This thesis pays close attention to the following parameters: time to solution, execution
time, additional nodes inserted into the graph, and how stable the computed routing
table is.

27



4. Implementation

Time to the solution is the computation time of a planner from getting the position of
the goals until it finishes the planning task. The execution time is measured between
the first move of the first robot and the last agent arrives at the goal’s destination.

Path planning for multi-robot systems happens in various ways. Some algorithms com-
pute paths for each robot individually in the first step and ensure a collision-free path in
the second step; other algorithms combine these two steps. However, both approaches
must insert or duplicate the environment graph vertices. Inserted or duplicated nodes
directly reflect on the memory usage of an algorithm and, therefore, might be interesting
because it determines the requirements of large-scale multi-robot applications.

In order to assess the route stability of the computed multi-robot plan, an additional
ROS-Node is integrated into the existing framework, operating alongside the multi-robot
planner (See Figure 4.2). The introduced module, called Route Stability-Node, evaluates
the robustness of the computed plan. Upon receiving the routing table, the node will
perform simulations of robot uncertainties without interacting with the actual system.

Due to the abstraction of the environment, as in the Voronoi diagram, the simulation of
timing uncertainties is limited to the discrete space rather than the continuous one. In
order to address uncertainties, the node dynamically adjusts the estimated positions of
various robots. A robot can either be placed on the previously visited segment or the
next intended segment or remain on the current segment. Afterwards, the route stability-
node simulates these uncertainties by executing the plan accordingly and recording any
potential collisions during the simulation. This allows an evaluation of the stability of
the multi-robot systems plan under varying conditions.
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Figure 4.2: Updated system architecture of the multi-robot framework, adapted and
based on [4]
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CHAPTER 5
Results

This chapter presents the results to answer the formulated research questions in Chap-
ter 3. The results are generated by simulations, which allow for gathering more results in
a shorter period and increasing the number of robots independently of the given environ-
ment. The program Stage1, part of the ROS environment, will be used as a simulation
environment.

Section 5.1 presents the results of the quality measurements performed in combination
with Experiment 3. In Section 5.2, the implementation of M* is compared against the,
in the framework integrated, MRRP, by simulating special case scenarios. Section 5.3
will present the results of a warehouse simulation with an increasing number of agents.
Again, the results are compared to those of the MRRP. The simulation environments
will change depending on the number of robots in the system.

5.1 Quality Analysis
This section will present the results of quality parameters measured and evaluated during
the simulation of the multi-robot system in the warehouse environment, which relates to
Experiment 3. In order to compare both path planning algorithms only results success-
fully found a solution are considered in this section. The number of successfully solved
problem instances varies depending on the number of robots in the fleet and also in the
chosen environment.

The average execution time of each agent in the system is shown in Figures 5.1, 5.2
and 5.3. In the top left corner, the simulated environment is visible. A measurement
of execution time starts with the first moving robot and ends after the last agent has

1Stage is a robot simulator. It provides a virtual world populated by mobile robots and sensors,
along with various objects for the robots to sense and manipulate.

31



5. Results

Figure 5.1: Plan execution time of robot fleet with 4 agents in the warehouse

reached its goal position. In general, the M* algorithm computes paths that are more
time-efficient than the CBS path planner.

The M* path planning algorithm computes solutions that are up to 20% faster in total
and 18% on average for a robot system with a maximum of four agents, see Figure 5.1.
Similar results are achieved for a robot fleet with eight agents (see Figure 5.2), where
the average execution time of a plan generated by M* is 17.6% faster compared to the
CBS approach. As shown in Figure 5.3, the average difference in execution time between
MRRP and M* for a fleet size of 16 robots is located by 7.1%.

Besides execution time, route stability is an indicator of the quality of a path. As
described above, the stability node, which is integrated alongside the multi-robot path
planner, receives the current executed path and the actual position of each robot in the
environment. It then randomly alters the position by a fixed offset, for example, one
node ahead or back on the actual path, simulating the whole system. The node will keep
track of all collisions that might occur by simulating robot uncertainties. To evaluate the
stability, all possible collision nodes are summed up and divided by the overall number
of nodes existing in all simulations.

For example, take a multi-robot system with two robots. Moreover, each robot has a
path with exactly eight nodes, and the position of the robot will be altered by one node.
This results in nine different simulation settings, which need to be checked. Furthermore,
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Figure 5.2: Plan execution time of robot fleet with 8 agents in the warehouse

Figure 5.3: Plan execution time of robot fleet with 16 agents in the warehouse
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Figure 5.4: Stability of plan with 4 agents in the fleet in the warehouse

the overall number of nodes in all simulations for robot 1 is 72. Assuming in 16 out of
these 72 possible nodes, these two robots would collide, then 22% of this route would
have a possible collision. The planner has to take action to avoid collision due to timing
and position uncertainties.

The results of this system simulations can be seen in Figures 5.4, 5.5 and 5.6, which
shows the average stability of the route for each robot in the system. In the top left
corner, the simulated environment is visible. Again, the M* algorithm computes paths
that perform better in the analysis. It can be seen that most of the paths have at least
50% fewer potential collision nodes than the plans that are computed using MRRP.
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Figure 5.5: Stability of plan with 8 agents in the fleet in the warehouse

Figure 5.6: Stability of plan with 16 agents in the fleet in the warehouse
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5.2 Scenario Simulation
This section will present the results of the simulation of various scenarios described in
Section 3.

Each simulation will run multiple times. One run will place the mobile robots at their
starting position and assign them goal locations within the environment. Each scenario
describes a situation that might occur in real-world environments, so the planners are
tested on them to measure the capabilities in real-world applications. The assigned goals
are predefined and not randomly generated for each run, as in Section 5.3. Each path
planner was able to solve every given problem instance within the given simulation time.

Nodes are counted as added if the planner expands or creates nodes not previously
considered part of the robots by the planner. For example, for the M* planner, if two
robots collide at node X, the planner expands all neighbouring nodes and adds them
as potential successors of node X. All these potential successor nodes are added to the
graph and, therefore, counted as added nodes. Like M*, the MRRP also adds vertices to
the robot path that are not considered in the first step of path planning. These vertices
are counted as added vertices for the MRRP planner. Also, planning time measurement
starts when goals are received (MRRP planner) or the policy calculation is finished
successfully (M* planner).

The average planning duration for each scenario and each path planning approach can be
seen in Figure 5.7. It can be seen that the average planning duration of the M* algorithm
is significantly higher, for certain scenarios than the average planning duration of the
MRRP. It takes the M* planner up to 6 times as long as the MRRP planner to finish
path computation for the given problem instances.

As shown in Figure 5.8, the M* planner adds much more to nodes’ pre-planned paths than
the MRRP planner per scenario; this results from the strategy of how M* expands nodes.
The M* algorithm performs a decoupled path planning if there are not any collisions in
the robot’s path, but if a collision occurs, the algorithm switches to a locally coupled
planning strategy and expands every possible node in the local area of the collision. This
results in a higher number of added nodes than the conflict-based search approach the
MRRP planner follows.

36



5.2. Scenario Simulation

Figure 5.7: Avg. planning duration of MRRP and M* in different scenarios

Figure 5.8: Avg. number of nodes added of MRRP and M* in different scenarios
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5.3 Simulation of Warehouse environment
Modern warehouses and logistics applications heavily rely on robot fleets, which is why
path planning algorithms are compared to each other in simulated warehouse environ-
ments in this thesis. In this section, the roots fleet is placed in different simulation
environments, depending on the fleet size. Each robot has a single start and goal posi-
tion assigned to it. Driving from start to goal is referred to as a task. A robot finishes its
task successfully by reaching the goal position without colliding with another vehicle or
blocking others in the system. Figure 5.9 shows the warehouse environments for systems
with up to 8, 32, and 200 robots.

Each simulation will run multiple times; one run will place the robots at their starting
positions and generate as many randomised goals as robots are currently in the system.
The generated goals will be handed over to the MRRP and the M* planner to make their
results comparable.

(a) Warehouse environments
for up to eight robots

(b) Warehouse environment
for up to 32 robots

(c) Warehouse environment
for up to 200 robots

Figure 5.9: Warehouse environments used for simulation

Figure 5.10 shows the success rates for the MRRP and M* planner over the growing
number of robots. A simulation run is successful if the planner finds a solution to the
given problem instance within a predefined period. Each planner’s maximum allowed
computation time has been set to 60 minutes.
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Figure 5.10: Success rate of MRRP and M* planner for different robot fleet sizes

In Figure 5.11, the average time to solution for the MRRP, and the M* planner can be
seen. The planning time of the M* planner is measured after the calculation of the policy
until the planner returns due to a found solution or it is forced to stop due to a timeout.
The planning duration of the MRRP planner starts after the start positions and goal
positions are mapped to the corresponding segments, and ends when the planner returns
with or without a solution. The main difference between the measurements is the time
scale. While the average planning time of the MRRP is measured in milliseconds, the
planning duration of the M* algorithm is measured in seconds. The Figure shows the
average time the planners need to compute a routing table for the multi-robot system. It
is split up into measurements for all runs, including unsuccessful ones, and for successful
runs only. For example, the MRRP needs, on average, 10.22 milliseconds to compute a
valid routing table or to determine no possible solution. In contrast, the M* algorithm
takes up to around 285 seconds on average to terminate its execution, regardless of
whether there is a solution.
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Figure 5.11: Avg. planning duration of MRRP and M* in warehouse environment

How many nodes are added on average to the graph for each planning approach can
be seen in Figure 5.12. The added nodes are counted in the same ways as described in
Section 5.2. This means added nodes are counted if the planner adds additional nodes
in the robot path that were not considered in the first place when planning individual
paths or computing the robot’s policy.

Figures 5.13 - 5.28 show an example execution of a plan computed by both planners. On
the left side, the execution of the plan calculated by M* can be seen; on the other side,
the one computed by the MRRP planner. These Figures show that M* generates more
efficient paths regarding the execution time because the plan is finished after roughly 40
seconds (Figure 5.23). In contrast to the M* algorithm, the MRRP planner generated a
routing table that needed around 60 seconds to be executed (Figure 5.28).
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(a) Avg. number of nodes added by MRRP

(b) Avg. number of nodes added by M*

Figure 5.12: Avg. number of nodes added by MRRP and M* in warehouse environment
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(a) M* Planner (b) MRRP Planner

Figure 5.13: Robot system after 0 seconds

(a) M* Planner (b) MRRP Planner

Figure 5.14: Robot system after 4 seconds
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(a) M* Planner (b) MRRP Planner

Figure 5.15: Robot system after 8 seconds

(a) M* Planner (b) MRRP Planner

Figure 5.16: Robot system after 12 seconds
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(a) M* Planner (b) MRRP Planner

Figure 5.17: Robot system after 16 seconds

(a) M* Planner (b) MRRP Planner

Figure 5.18: Robot system after 29 seconds
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5.3. Simulation of Warehouse environment

(a) M* Planner (b) MRRP Planner

Figure 5.19: Robot system after 24 seconds

(a) M* Planner (b) MRRP Planner

Figure 5.20: Robot system after 28 seconds
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(a) M* Planner (b) MRRP Planner

Figure 5.21: Robot system after 32 seconds

(a) M* Planner (b) MRRP Planner

Figure 5.22: Robot system after 36 seconds
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5.3. Simulation of Warehouse environment

(a) M* Planner (b) MRRP Planner

Figure 5.23: Robot system after 40 seconds

(a) M* Planner (b) MRRP Planner

Figure 5.24: Robot system after 44 seconds

47



5. Results

(a) M* Planner (b) MRRP Planner

Figure 5.25: Robot system after 48 seconds

(a) M* Planner (b) MRRP Planner

Figure 5.26: Robot system after 52 seconds
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5.3. Simulation of Warehouse environment

(a) M* Planner (b) MRRP Planner

Figure 5.27: Robot system after 56 seconds

(a) M* Planner (b) MRRP Planner

Figure 5.28: Robot system after 60 seconds
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CHAPTER 6
Discussion

This chapter discusses the results presented in Chapter 5. Section 6.1 will analyse and
discuss execution time and the stability benchmark of executed plans. In Section 6.2, the
performance of the M* planning algorithm and the MRRP planner for solving the given
scenarios will be analysed and compared to each other. An analysis to determine the
real-world capabilities of the M* algorithm in terms of runtime and scalability in Section
6.3 will be given in the third section. Finally, the discussion in Section 6.4 answers the
research questions formulated in Chapter 3.

6.1 Analysing execution time and route stability
Both planner M* and the CBS planner optimise their computed paths for execution time
in the first place. In order to compare both algorithms with each other, only solutions
where both planners have successfully computed a valid routing table are considered.
The number of solutions used ranges from 35 for a fleet size of four robots to 10 for a
fleet size of 16.

As seen in Figures 5.1, 5.2, and 5.3 the M* algorithm can outperform MRRP in almost
every case. As stated in the previous chapter, M* computes paths that have between 7.1%
and 18%, on average, less time spent on executing the plan compared to plans computed
using the CBS approach. M* is a complete and optimal path planning algorithm that
searches the whole configuration space when computing a solution to a given problem
instance. Therefore, the execution time of plans computed using, the M* algorithm is
lower than for paths planned using the implemented CBS algorithm.

The route stability indicates how many of the overall nodes in the path might have
potential conflicts if the timing uncertainties of robots are included during the simula-
tion. Figures 5.4, 5.5 and 5.6 show the average stability of each robot in the predefined
warehouse environment. It can be seen that the M* planner produces much fewer poten-
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tial conflict nodes in the CBS algorithm. A conflict node is a node in the environment
graph where robots might collide if certain timing uncertainties are met. The low num-
ber of conflicting nodes might occur because the M* algorithm computes optimal paths,
resulting in paths different from in planned paths using a CBS algorithm.
Overall, it be seen that problem instances are solved using the M* algorithm outperforms
those computed by the implemented CBS algorithm.

6.2 Analysing performance by scenarios
In multi-robot applications, certain sub-problems of path planning occur repeatedly,
regardless of the environment. A selection of these has been presented in Section 3;
solving these scenarios efficiently should result in a performance gain. Therefore, the M*
algorithm has been applied to all of these scenarios in order to evaluate its performance.
The baseline is the CBS planner. Although the start and goal positions do not change for
each run, a whole simulation consists of 50 runs in order to eliminate biases of scheduling
threads on the CPU, message delay, and many more system-specific behaviours.
Figure 5.7 shows the average time to solution for the M* and CBS algorithms. It can be
seen that the planning time of M* exceeds the planning time of the baseline by up to 5.8
times (Scenario 5/Sub-Figure 3.1e). Although M* needs around six times more time to
solve the given problem instance, this is sufficient for real-world multi-robot applications
because the required time is between 11.24 milliseconds and 32.36 milliseconds.
In contrast to the baseline, the M* algorithm added for nearly every scenario ten or more
nodes on average, especially for the last scenario (Scenario 3.1f), M* added on average
on 66 nodes. Figure 5.8 shows how many nodes are added on average for each scenario
and planning strategy.
Overall, the MRRP planner and the M* planner have similar performance regarding
computation time and expanding nodes for the given scenarios.

6.3 Analysing M* performance in real-world applications
As shown in Figure 5.10, neither the M* algorithm nor the CBS approach can solve all
given instances for any number of robots. There are multiple reasons for this behaviour,
which are different for both path planning algorithms. The first is MRRP, which imple-
ments a CBS path planning algorithm with different strategies to resolve collisions. For
example, the possibility of rescheduling the robot priorities or setting the robot speed
limit depending on the situation.
Nevertheless, the planner only considers part of the configuration space because it com-
putes the robot’s path in a decentralised manner. That is why only some possible
solutions are considered and the planner does not always find a solution to the given
problem. However, the success rate of the MRRP is always over 65%, and this algorithm
was able to solve all path planning problems for a robot system of a size of 16 robots.
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In contrast to the MRRP, the M* path planner searches locally through the whole
configuration space to find a solution and slowly increments the search space when it
can not find a solution. According to this, M* can always solve any given problem, but
it takes time. For simulations of the real-world application, the upper bound is set to
60 minutes. If the planner has not found a solution until the timeout, the planning
procedure will be cancelled and marked as a failure. This results in a low success rate
of 34% in the case of a fleet size of 16 robots.

In order to evaluate the real-world capabilities of the M* algorithm and compare it
against the MRRP, the duration of path planning has been recorded and can be seen in
Figure 5.11. As stated above, the most significant characteristic is the difference in the
measurement units. While the duration of the MRRP is measured in milliseconds, the
M* takes at least seconds to compute a solution.

Despite different measurement units, the MRRP has a similar average time to solution for
all runs and successful runs, which means the planner exists even in a case of unsuccessful
planning in a shorter time than the M* algorithm. Furthermore, it can be seen that
the amount of time needed for successfully computing a path using the M* algorithm
drastically increases when the number of robots is doubled. In contrast, the planning
duration for the MRRP increases steadily when the number of vehicles is doubled.

Additionally to planning time and successfully solved instances, the number of added
nodes has been recorded for each path planner and presented in Figure 5.12. Nodes are
counted as added if they are inserted after the individual planning phase of the MRRP
or after policy calculation of the M* planner. This also includes nodes that might be in
the original computed path but added again to create a node for a robot to dodge to
avoid a collision.

The Figure shows that, on average, the M* path planning algorithm adds more nodes
than the MRRP. This results from the fact that the M* algorithm expands nodes by
searching locally through the whole configuration space, while the MRRP does not. So,
if a collision occurs using the M* planning algorithm, the number of nodes added per
collision is much higher than if MRRP has been solving the problem instance.
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6.4 Discussing results regarding research questions
The first research question aims towards different parameters that qualify a solution for
a multi-robot planner in different ways.

RQ1: What are quality measurements of multi-robot planner results?

In order to answer RQ1, a literature review has been conducted. In general, most path
planners optimise plan execution time in the first place. Depending on the use case,
other parameters such as fuel/power consumption might be of interest to be optimised
instead of the execution time. However, in commonly used path planning algorithms, any
kind of uncertainty is not considered during the planning or execution phase. Because
considering these would result in a more complex problem, but the computed paths
would have a higher resistance compared to those that do not consider uncertainties.

The second research question aims to evaluate the performance of the M* algorithm in
common multi-robot environment scenarios.

RQ2: How does the M* perform in contrast to the currently implemented conflict-
based search in the domain of multi-robot applications?

When planning a path for real-world multi-robot applications some scenarios occur re-
peating, making them interesting to solve to solve the whole path planning problem
efficiently. In order to answer RQ2, the scenarios of this paper [4] have been chosen to
be most relevant to solve. The M* algorithm has been compared to the MRRP frame-
work of the same paper. As discussed in Section 6.2, there are no major differences
between both implementations, besides the fact that M* will add many more nodes to
the graphs to solve the problem instance. These results show the capability to use the
M* algorithm to solve specific problem instances on a Voronoi diagram.

The third research question aims to evaluate the M* algorithm in real-world applications
and to compare it against the MRRP.

RQ3: To what extent is the M* algorithm applicable to real-world multi-robot appli-
cations in terms of runtime and scalability?

Almost every multi-robot application, such as search and rescue, surveillance, warehouse
environments, or container terminals, consists of many robots to optimise, for example,
travelled distances. Therefore, special algorithms are designed, optimised, and tested
against each other because this problem has been proven to NP-Hard [3]. In order
to answer RQ3, multiple simulations have been performed, and the results presented
in the previous Chapter 5 and Section 6.3. In contrast to the original paper, the M*
algorithm performed path planning on a Voronoi diagram and not a four-connected
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graph. The algorithm has been implemented in an existing framework and compared to
a CBS approach. It can be seen that M*, although its characteristics to be optimal and
complete, does not perform well in real-world applications and is outperformed by the
MRRP in terms of success rate as well as planning time.

This thesis compared the M* planner and the MRRP in multiple categories. The first
category is time to solution, where MRRP outperforms the M* algorithm in real-world
applications, especially if there are more than 32 robots in the fleet. When comparing the
size of multi-robot fleets, both algorithms can handle it, but the MRRP is outperforming
the M* algorithm again. Because the MRRP can successfully compute paths for 100
robots in the system. When adding nodes to the graph, the path planning algorithm
allocates memory to store additional information; this relates to memory efficiency. If a
collision occurs, the M* searches the whole configuration space. In contrast, the MRRP
resolves the collision by rescheduling priorities and speed and letting agents wait on
specific nodes in the graph. Both approaches generate valid solutions, but solutions of
MRRP add fewer nodes. As stated in the previous section, both planning approaches
can solve all scenarios. The Execution time is the time it takes from the first move by
a robot until the last robot reaches its goal. Plans computed by the M* need less time
to finish the execution compared to the MRRP. The characteristics of M* ensure that
the algorithm computes optimal paths for each robot, which results in a lower execution
time. Another criterion that benefits from this characteristic is Plan Robustness; the M*
computes plans that are more robust to timing uncertainties than the generated routes
of the MRRP.

M* MRRP

Time to solution – – ++

Multi-robot fleet size – ++

Number nodes added – – ++

Solved Scenarios ++ ++

Execution time ++ –

Plan Robustness ++ –

Table 6.1: Comparison between M* and MRRP

Due to the comparison, it can be seen that the MRRP is more suitable for real-world
applications because it can handle bigger robot fleets and computes solutions for problem
instances in a shorter time. However, the M* algorithm can generate more robust plans
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with a shorter execution time; this makes it more suitable as a baseline for benchmarks
of other multi-robot path planning algorithms.

Table 6.1 summarises the findings of the algorithm comparison between the M* algorithm
and the MRRP where ++ stands for a very good performance, + for a good performance,
– for an okay performance and – – for a not good performance in the given category.

The next Chapter will conclude this thesis and present an outlook for future work.
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CHAPTER 7
Conclusion

This thesis aimed to compare the implemented multi-robot route planner of the frame-
work presented in [4] to the M* algorithm. Additionally, the capabilities of the M*
algorithm should be tested for real-world applications such as warehouse scenarios and
special cases. Furthermore, the computed plans of the different planners should be
checked against quality measurements and compared to each other.

In order to evaluate the M* algorithm for real-world applications, it has been imple-
mented into the existing framework, and several adaptions to the frameworks have been
made. Additionally, a Route Stability-Node has been implemented to evaluate the quality
parameters of the plan computed by the used planner.

As the results in Chapter 5 show, the M* algorithm and the MRRP have a similar
performance when solving the presented instances, which reoccur in many multi-robot
applications. However, when trying to solve problem instances that simulate real-world
applications, the performance of M* drops drastically compared to the performance of
the CBS-based approach. In contrast to the original paper [1], the M* algorithm uses a
Voronoi diagram to compute paths for the robot fleet instead of a four-connected grid
graph.

In order to measure quality parameters, the ROS-Node is implemented and works along-
side the multi-robot path planner. The results show that although the M* algorithm
needs much longer to find a solution, its computed routing table consists of more stable
paths in contrast to the plan generated by the MRRP. Additionally, the execution time
of a plan computed using M* is less than the time needed if the plan had been computed
using a CBS-based approach.
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Future work could integrate the Route Stability-Node directly into the path planner to
check the stability of the plan before and during the execution. When integrating the
node in this form, triggering an online or offline replanning process would also be possible,
with additional security distance. For example, marking always one vertex ahead in the
travel direction of the mobile robot as occupied. This would ensure additional safety
distance for timing uncertainties during the plan execution.
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