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Abstract

This thesis presents a precise measurement of the CKM matrix element Vus us-
ing data collected at the Belle II experiment situated at the SuperKEKB electron-
positron collider in Tsukuba, Japan. The measurement employs the ratio of branch-
ing fractions of tau lepton decays, denoted as RK /π, with both pion and kaon mesons
in the final state, given by RK /π = B(τ− → K−ντ)/B(τ− → π−ντ). Selection criteria
involve a tag side consisting of three charged particles, defining an overall 3×1-
prong topology. The preliminary obtained result, RK /π = 0.06438±0.00080, corre-
sponds to a |Vus| value of 0.2229± 0.0017, and takes into account only the main
systematic uncertainty sources. Recognizing the systematic nature of this mea-
surement, a dedicated study addressing leading systematic uncertainties is under-
taken. Specifically, a performance assessment of pion identification corrections is
conducted to enhance the reliability and precision of the measurement.





Zusammenfassung

Diese Arbeit präsentiert eine präzise Messung des CKM-Matrixelements Vus unter
Verwendung von Daten, die am Belle II-Experiment am SuperKEKB-Elektron-
Positron-Kollider in Tsukuba, Japan, gesammelt wurden. Die Messung verwendet
das Verhältnis der Zerfallsverzweigungen von Tau-Leptonen, bezeichnet als RK /π,
wobei sowohl Pionen als auch Kaonen im Endzustand vorhanden sind, gegeben
durch RK /π = B(τ− → K−ντ)/B(τ− → π−ντ). Die Auswahlkriterien umfassen eine
Tag-Seite mit drei geladenen Teilchen und definieren insgesamt eine 3×1-Zacken-
Topologie. Das vorläufig erhaltene Ergebnis, RK /π = 0.06438±0.00080, entspricht
einem Wert von |Vus| = 0.2229± 0.0017 und berücksichtigt nur die Hauptquellen
systematischer Unsicherheit. Angesichts des systematischen Charakters dieser
Messung wird eine spezielle Studie zur Behandlung der wichtigsten systematis-
chen Unsicherheiten durchgeführt. Insbesondere wird eine Leistungsbeurteilung
von Korrekturen zur Pionenidentifikation durchgeführt, um die Zuverlässigkeit
und Präzision der Messung zu verbessern.
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Introduction

“Three quarks for Muster Mark!”
- James Joyce, Finnegans Wake, 1939

The Standard Model of particle physics stands as one of the most successful frame-
works in understanding the fundamental building blocks of the universe and their
interactions. It elegantly categorises particles into fermions, which include quarks
and leptons, and bosons, responsible for mediating interactions. Within this frame-
work, the interplay of electromagnetism, weak force, and strong force is precisely
described, leading to remarkable predictive power and experimental confirmations.

However, despite its successes, the Standard Model is not a complete theory. It
leaves significant questions unanswered, such as the nature of dark matter, the
origin of neutrino masses, and the unification of forces, including gravity. These
limitations underscore the necessity of probing the model’s boundaries with pre-
cision tests to uncover its deficiencies, and guide us toward more comprehensive
theories.

One such precision test involves the Cabibbo-Kobayashi-Maskawa (CKM) matrix,
which describes the flavor-changing weak interactions among quarks. The CKM
matrix element Vus is of particular interest; it is key in understanding the mixing
between down-type and strange-type quarks. Various methods to extract the mag-
nitude of this parameter exist, but a particularly promising avenue lies within the
ratios of branching fractions of tau decays with pion and kaon mesons in the final
state.

This approach is particularly suited to experiments like Belle II, a high-energy
physics experiment located in Tsukuba, Japan. With its asymmetric beam energy
e+e− collider and detector located at the interaction point, it produces and detects a
significant quantity of B mesons, aligning with its primary design objective. How-
ever, a unique and inherent feature of such “B-factories” lies in the fact that they
also produce tau leptons in quantities that enable competitive precision measure-
ments.
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Introduction

We embark on this thesis for an exploration of these key elements. Chapter 1 lays
the groundwork for understanding fundamental concepts and models used through-
out this dissertation. Subsequently, Chapter 2 shifts the subject for a few pages to
the Belle II experiment, and details all the relevant aspects, from the SuperKEKB
accelerator to tau physics at B-factories, including the sub-detectors composing the
Belle II detector, particle identification, trigger systems, and data samples.

Following these two introductory chapters, Chapter 3 discusses in detail a per-
formance study focusing on correction factors attributed to pion identification us-
ing tau decays. Finally, Chapter 4 is dedicated to the Belle II measurement of
|Vus|. The work presented in these chapters was done under the supervision of
Gianluca Inguglia. Additional guidance and assistance was provided by Michel
Hernández Villanueva. More generally, collaboration within the lfu-vus working
group contributed greatly to this work; its members are Gianluca Inguglia, Armine
Rostomyan, Michel Hernández Villanueva, Petar Rados, Alberto Martini, Paul Fe-
ichtinger and Zuzana Gruberová.
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1. Theoretical Motivation

It is essential to establish the theoretical framework within which the presented
measurement is conducted. Although numerous theoretical aspects could be dis-
cussed, the focus here is directed towards elements relevant to the presented con-
tent, with a little touch of history to set the scene.

1.1 The Standard Model of Particle Physics

In the late 19th century, the landscape of physics underwent a transformation with
the discovery of the electron. Joseph John Thomson’s experiments [1] revealed the
existence of these negatively charged particles, a revelation that challenged the
notion of indivisible atoms that was prevalent at that time. The early 20th century
brought another major discovery, as Ernest Rutherford’s gold foil experiment [2]
exposed the proton, the positively charged counterpart to the electron.

As the 20th century progressed, the research intensified, yielding an expanding
zoo of particles: Photons [3, 4], neutrons [5], positrons [6], muons [7], and other
entities were discovered, creating a disparate set of building blocks. The quest
for order encouraged the development of various theoretical frameworks, includ-
ing quantum electrodynamics (QED) and quantum chromodynamics (QCD). These
theories, while significant, were but pieces of a larger puzzle, prompting physicists
to seek a unified framework that could encapsulate the diverse particles and their
interactions.

All the pieces came together in the 1970s, with the completion of the Standard
Model (SM), a revolutionary comprehensive theoretical framework that unified pre-
viously disjointed theories into one [8]. The Standard Model can be more accurately
described as a relativistic renormalisable quantum field theory based on the princi-
ple of gauge invariance that provides a structured representation of the subatomic
universe, and describes their interactions through forces. It is often represented by
a diagram like the one displayed in Figure 1.1.

3
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Figure 1.1: Standard Model (SM) of particle physics. Quarks are indicated in blue,
leptons in blue, gauge bosons in orange, and the Higgs boson in yellow. Their re-
spective mass, charge, spin and name are also mentioned. The additional lines rep-
resent the main interactions allowed between gauge bosons and fermions. Other
interactions and antiparticles are omitted to simplify the representation and avoid
redundancy.

The Standard Model stands as a remarkable achievement in theoretical physics,
successfully predicting the existence of particles long before experimental confir-
mation. Among these predictions were, for example, the top quark and the Higgs
boson. The top quark, the heaviest known elementary particle, was theorised by the
Standard Model, but was only observed in 1995 at Fermilab’s Tevatron [9]. Simi-
larly, the Higgs boson, long sought-after for its role in imparting mass to other parti-
cles by the Higgs mechanism, was theorised by the Standard Model and eventually
discovered in 2012 at CERN’s Large Hadron Collider [10]. While these discoveries
validate the Standard Model, others highlight its limitations. These unexplained
phenomena, discussed briefly in Section 1.1.2, represent a challenge that physicists
strive to solve.

1.1.1 Definition and Development of the Standard Model

A detailed examination of all the components depicted in Figure 1.1 is necessary
to truly grasp the depth of the Standard Model, and appreciate its comprehensive
nature.
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The Standard Model classifies particles into two main categories: bosons, respon-
sible for describing force carriers and characterised by integer spin, and fermions,
accounting for the particles that constitute matter and characterised by half-integer
spin. Spin, in this context, refers to the intrinsic quantised angular momentum of a
particle. Another difference between bosons and fermions, satisfying the principle
of causality, lies in their quantisation rules. Bosons are quantised with the commu-
tator relation, while fermions are quantised with the anti-commutator relation.

For every particle in the Standard Model, there exists a corresponding antiparticle
with identical mass but opposite charge. Antiparticles obey the same fundamental
laws as their particle counterparts. The concept of antiparticles contributes to the
overall balance of charge and other quantum numbers in particle interactions.

Fermions are divided into two categories of building blocks of matter: leptons and
quarks.

Leptons are categorised into three generations, each featuring a charged lepton
and a corresponding neutrino. The first generation includes the electron (e−) and
its associated neutrino (νe), the second consists of the muon (µ−) and its neutrino
(νµ), and the third includes the tau (τ−) and its neutrino (ντ).

Quarks, on the other hand, come in six flavours, organised into three generations.
The first generation includes up (u) and down (d) quarks, the second generation in-
cludes charm (c) and strange (s) quarks, and the third generation comprises top (t)
and bottom (b) quarks. Quarks are never observed in isolation due to confinement,
a phenomenon resulting from the strong force. Instead, they are contained within
composite particles called hadrons, which are divided into two categories: mesons
and baryons. Mesons consist of one quark and one antiquark, while baryons com-
prise three quarks. This arrangement stems from the fractional charges of quarks:
the up, charm, and top quarks carry a charge of two thirds, while the down, strange,
and bottom quarks have a charge of minus one third.

The fundamental forces that govern the interactions between particles in the Stan-
dard Model can be categorised into three main types: weak, electromagnetic, and
strong forces. These forces, whose interactions with fermions are represented in
Figure 1.1 with the green, red and blue lines, are carried by the W , Z, γ (photon)
and g (gluon) gauge bosons respectively. Leptons can all engage in weak decays,
and in electromagnetic decays in the case of charged leptons. Notably, the electron
is stable, i.e., it does not decay under normal circumstances, whereas the muon and
tau particles decay weakly into lighter particles. Quarks interact in general via the
strong, electromagnetic and weak forces.

These interaction are not limited to fermions, as demonstrated in Figure 1.2 where

5
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they are more extensively depicted. In fact, some bosons also engage in interactions
with each other, and even with themselves. The scalar Higgs boson is also included,
and interacts with all massive particles, including itself.

q

ℓ

ν

g

γ

W

Z

H

Figure 1.2: Interactions within the Standard Model (SM) of particle physics. The
lines connecting the various particles of the Standard Model represent the possi-
ble interactions, including self-interactions. Quarks are denoted by the symbol q,
charged leptons by ℓ, and neutral leptons by ν.

To understand these interactions, the fundamental theories that constitute the
Standard Model need to be further examined. They are formulated using the quan-
tum field theory (QFT). This theoretical framework, which aims at combining spe-
cial relativity and quantum mechanics, is based on the fundamental hypothesis
that the dynamics can be described by quantum fields, and that particles are man-
ifestations of their excited states.

The mathematical description of these fields employs the Lagrangian formalism,
which enables the derivation of equations of motion based on the principle of least
action. In the context of the Standard Model, the Lagrangian consists of terms de-
scribing the dynamics of the fields associated with particles and their interactions.
In fact, the sheer volume of these terms is such that when fully developed and writ-
ten in standard font size, they scarcely fit onto an A4-sized paper. Nevertheless, it
is possible to give a succinct form:

L =−1
4

FµνFµν� �� �
1st term

+ iΨ̄DΨ+h.c.� �� �
2nd term

+Ψ̄i yi jΨ jφ+h.c.� �� �
3rd term

+|Dµφ|2 −V (φ)� �� �
4th term

, (1.1)

where the weak, electromagnetic, and strong forces are described by the first term,
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their action on the elementary particles are translated by the second term, the
Higgs boson is represented by the third term and the mechanism by which particles
acquire their mass is expressed by the last term. In this context, h.c. refers to an
additional term which is the Hermitian conjugate of all of the preceding terms.

Furthermore, each interaction can be graphically represented by “Feynman” dia-
grams according to perturbation theory. These diagrams provide a simple, yet pow-
erful tool for not only visualizing various particle interactions, but also calculating
their probabilities in QFT.

Group theory is another and essential component of QFT, which is here only briefly
discussed. A group, in the mathematical sense of the term, is a set of elements with
operations, respecting associativity, and including an inverse for each element, as
well as a single identity element. Groups that also observe commutativity are called
“Abelian” groups.

There are numerous mathematical groups worth describing, yet two stand out as
particularly noteworthy. The Unitary group U(n) and the Special Unitary group
SU(n), both part of the General Linear group GLn, can both be represented by n×n
unitary matrices. The distinction lies in the fact that matrices representing U(n)
must possess a determinant with a norm of 1, whereas in the case of SU(n), the
determinant must be precisely equal to 1. The three groups are such that SU(n) ⊂
U(n)⊂GLn.

The Unitary and Special Unitary groups are moreover Lie groups: they are both
a group and a differentiable manifold. In this context, U(n) is a real Lie group of
dimension n2, and SU(n) is a strictly real Lie group of dimension n2 −1. This par-
ticularity implies above all that these groups are mathematically associated with a
generator, a mathematical construct used to generate group elements by exponen-
tiation. There is a deep connection between Lie group generators and the behaviors
of fields and their excitations in QFT, as the symmetries of a physical system de-
scribed by QFT often correspond to Lie groups.

Quantum electrodynamics (QED), one of the fundamental theories mentioned pre-
viously, first emerged from this established mathematical formulation. It is a rel-
ativistic quantum field theory of electrodynamics The Abelian U(1) gauge group
describes the gauge symmetry associated with the electromagnetic field, and the
photon emerges as one of its generators. This force has an infinite range, and acts
on all charged particles. The photon is a massless neutral particle which travels
at the speed of light. The associated coupling strength α, called also fine-structure
constant, is equal to 1/137.

This theory is unified with the weak interactions through a gauge group SU(2)×

7
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U(1). This symmetry, known as electroweak symmetry, is preserved by the weak
isospin fields W1,W2, and W3, and the weak hypercharge field B. The generators
of SU(2) and U(1) are labeled as weak isospin (T) and weak hypercharge (Y ) respec-
tively. These generators give rise to the gauge bosons of the electroweak interac-
tions: the W bosons (initially massless) and the B boson. However, these bosons are
not yet physical fields until the process of spontaneous symmetry breaking occurs
through the Higgs mechanism. This phenomenon leads to the observed particles in
the Standard Model, the W and Z bosons, and the photon, acquiring mass and be-
coming the carriers of the weak and electromagnetic forces. And non-commutative
nature of non-Abelian gauge groups allows the force carriers to interact with them-
selves too. In terms of QFT, the W+ and W− bosons are charged generators of SU(2)
and photon and Z are a linear combination of SU(2) and U(1). The weak force has
a relatively small range of about 10−3 fm, and acts on flavour. The W and Z bosons
have a mass of around 80 and 90 GeV respectively. The associated weak coupling
strength αW is equal to 10−6.

Another and last fundamental theory to explore, within the framework of the Stan-
dard Model, is Quantum Chromodynamics (QCD). It is a quantum field theory de-
scribed by the non-Abelian SU(3) gauge group. QCD features eight generators, all
of which manifest as gluons. These gluons are massless and neutral, yet they carry
a distinct charge known as color, which is conserved. Each gluon possesses one color
charge and one anti-color charge. Quarks, on the other hand, carry either a single
color or a single anti-color. The color spectrum consists of three primary colors, red,
blue, and green, and their corresponding complementary anti-colors, anti-red, anti-
blue, and anti-green. Notably, only colorless entities have been observed in nature,
leading to the concept of quark confinement. The strong force has a range of ap-
proximately 1 fm, and acts mainly on colour charge. The strong coupling constant
αS is equal to 1.

By combining the electroweak interactions, and the QCD, we obtain the compos-
ite gauge group SU(3)×SU(2)×U(1), which represents the current mathematical
formulation of the Standard Model.

1.1.2 Limitations and Consequences of the Standard Model

The Standard Model has been established as a comprehensive theoretical frame-
work, accurately describing numerous physical phenomena. In recent years, how-
ever, several measurements have emerged, revealing its inherent limitations. No-
tably, phenomena such as neutrino oscillations [11], which confirm non-zero neu-
trino masses through their oscillation probabilities, persist without explanation
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within the Standard Model framework. They have also raised additional challenges
such as the hierarchy problem. Likewise, the existence of dark matter, inferred
from observations such as the rotation curves of spiral galaxies [12], remains unac-
counted for.

Several theoretical extensions have been proposed to address its limitations and
answer its open questions. One such extension is Supersymmetry (SUSY), which
postulates a symmetry between fermions and bosons, introducing superpartners for
each particle in the Standard Model. These superpartners could potentially resolve
issues such as the hierarchy problem and provide candidates for dark matter.

Other straightforward extensions to consider involve the addition of an extra U(1)
gauge group to the Standard Model. This addition results in several implications,
notably the introduction of an additional gauge boson commonly denoted as Z′.
There exists several extensions, but a particular one stands out by its simplicity.
Known as the Lµ−Lτ extension, it allows the Z′ to couple to the Standard Model
only through µ, τ, νµ and ντ with coupling g′. This extension offers explanations for
anomalies such as the anomalous magnetic moment of the muon [13]. Two searches
associated with this Z′ have been performed at Belle II [14, 15], with the second one
briefly discussed in Appendix C.1.

Furthermore, various other theoretical frameworks, such as Grand Unified Theo-
ries (GUTs), extra dimensions, and composite models, propose additional particles,
interactions, and symmetries beyond those in the Standard Model. These exten-
sions would likely entail modifications to the Standard Model Lagrangian, introduc-
ing new terms corresponding to the additional particles and interactions, as well as
potentially altering the gauge group structure to accommodate the new symmetries.

To assess the viability of theories that complement the Standard Model, it is im-
portant to pursue ongoing investigations that would facilitate the emergence of
new theories. But it is equally important to evaluate the precision of the Standard
Model’s predictions, identifying areas where it falls short.

An increasingly common test involves examining lepton flavour universality (LFU).
This concept predicts that the interaction strength between gauge bosons and lep-
tons remains consistent across different lepton flavours. Precision measurements
of LFU parameters are essential for validating predictions within the Standard
Model.

However, the scrutiny extends beyond the lepton sector, including precision mea-
surements of the Cabibbo-Kobayashi-Maskawa (CKM) matrix elements within the
quark sector. Through thorough experimental examination of these components,
not only are the predictions of the Standard Model validated but also potential de-
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viations that may hint at the existence of New Physics are probed.

1.1.2.1 Cabibbo–Kobayashi–Maskawa (CKM) Matrix and |Vus|

Weak currents are an inherent aspect of the electroweak interaction in the Stan-
dard Model. They are divided into neutral and charged currents, depending on the
boson that is exchanged. The charged currents involve the exchange of W bosons,
during which a change in the flavour of the participating particles occurs. These
currents are further classified into hadronic, leptonic or even semileptonic, depend-
ing on the type of particle that is involved in the process.

Contrary to expectations, no principle of weak charged coupling universality be-
tween leptons and hadrons is respected, even though the same structure of gen-
erations is observed. Indeed, for leptons, coupling between different generations
is forbidden, whereas for hadrons, coupling can occur across different generations,
albeit with varying frequencies, as sketched in Figure 1.3.

u c t

d s b

e µ τ

νe νµ ντ

Figure 1.3: Quark and leptons permitted mixings. The lines connecting the various
particles of the Standard Model represent the possible products resulting from an
interaction with a W boson. Their thickness depict the interaction strength.

The observation of this difference of behaviour and unequal coupling strength for
the quarks dates back to the time when only two generations of leptons and three
quarks were known. It is in 1963 that Nicola Cabibbo suggested the existence of an
extra state for weak interactions [16], for the quarks only, to explain the difference
of decay rate observed between K− → µ−ν̄µ and π− → µ−ν̄µ. This extra state would
introduce two additional states d′ and s′, perpendicular to one another, and which
would be expressed as:

������
u = u

d′ = d cos(θc)+ s sin(θc)

s′ = −d sin(θc)+ s cos(θc)

(1.2)
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This definition uses the angle θc, an additional parameter that is needed to define
these new states, derived for three quarks. This angle is nowadays also known
as the “Cabibbo angle”. After the introduction of the c quark in 1970 through the
GIM mechanism [17], Kobayashi and Maskawa [18] postulated the existence of a
third family of quarks, and generalised the states found by Cabibbo to these three
generations:

 u

d′

 ,

 c

s′

 ,

 t

b′

 . (1.3)

The motivation behind this generalisation stemmed from a desire to extend the
Cabibbo-GIM model to accommodate Charge-Parity (CP) violation. In this con-
text, charge symmetry (C) entails an operation that reverses particle charges to
transform them into their corresponding antiparticles, while leaving other quan-
tum numbers unaffected. Parity symmetry (P) refers to the transformation of spa-
tial coordinates, and specifically involves reversing the direction of all spatial axes,
effectively flipping the sign of each coordinate.

To describe these new states from the usual strong states, a 3×3 unitary matrix of
rotation such as

���
d′

s′

b′

""" =

���
1 0 0

0 c23 s23

0 −s23 c23

"""
���

c13 0 s13e−iδ13

0 1 0

−s13eiδ13 0 c13

"""
���

c12 s12 0

−s12 c12 0

0 0 1

"""
���

d

s

b

"""

=

���
c12c13 s12c13 s13e−iδ13

−s12c23 − c12s23s13eiδ13 c12c23 − s12s23s13eiδ13 s23c13

s12s23 − c12c23s13eiδ13 −c12s23 − s12c23s13eiδ13 c23c13

"""
���

d

s

b

"""
(1.4)

is needed, and includes not only the cosine and sine functions, abbreviated as ci j

and si j, but also a phase δ13. This matrix, known as the so-called “CKM matrix”,
contains the interaction strength that were introduced earlier, and can be also ex-
pressed for simplicity as in the following expression:

���
d′

s′

b′

"""=

���
Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

"""
� �� �

VCKM

���
d

s

b

""" . (1.5)
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It is worth mentioning that these interaction strengths and quark masses have a
common origin in the Standard Model. They arise from the Yukawa interactions
with the Higgs condensate,

LY =−Y d
i jQ

I
LiφdI

R j −Y u
i jQ

I
Liεφ

∗uI
R j +h.c. (1.6)

where i, j are generation labels, Y u,d are 3×3 complex matrices, Q I
L are left-handed

quark doublets, ε is the 2× 2 antisymmetric tensor, φ is the Higgs field, and dI
R

and uI
R are right-handed down-type and up-type quark singlets, respectively, in the

weak-eigenstate bases. The subsequent derivation of VCKM is available in [19].

The CKM matrix possesses the property of unitarity [19], which yields:

VCKM V∗
CKM ≡VCKM V †

CKM =V †
CKM VCKM = I3, (1.7)

where V∗
CKM ≡ V †

CKM is the conjugate transpose of VCKM. From this property, nine
equations involving the different elements of the matrix can be deduced. Three of
them involve the magnitude of the elements:

|Vud|2 + |Vus|2 + |Vub|2 = 1

|Vcd|2 + |Vcs|2 + |Vcb|2 = 1

|Vtd|2 + |Vts|2 + |Vtb|2 = 1

(1.8)

And the remaining six equations are expressed as follows:

VudV∗
us + VcdV∗

cs + VtdV∗
ts = 0 VudV∗

cd + VusV
∗
cs + VubV∗

cb = 0

VusV
∗
ub + VcsV

∗
cb + VtsV

∗
tb = 0 VcdV∗

td + VcsV
∗
ts + VcbV∗

tb = 0

VudV∗
ub + VcdV∗

cb + VtdV∗
tb = 0 VudV∗

td + VusV
∗
ts + VubV∗

tb = 0

(1.9)

For simplicity, Equations (1.8) and (1.9) can be reduced using Einstein summations
to

Vi jV
∗
ik = δ jk and Vi jV

∗
k j = δik. (1.10)

In particular, one of the element within the CKM matrix, denoted as Vus, encapsu-
lates the coupling strength between the up and the strange quarks. This coupling is
associated to interactions involving two different generations of quarks, also called
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“Cabibbo suppressed”. There are several ways of determining this element, whose
value is usually expressed as a magnitude |Vus|, as the matrix includes imaginary
numbers. These determinations are all summarised in Figure 1.4, but before com-
menting these results, the different methods are being discussed.

Figure 1.4: Measurements of |Vus|. Several methods are employed to measure its
value, such as unitarity and measurement from kaon and tau decays. All values,
coming from [20], represent a preliminary update of values available in [21].

The first method employs the property of unitarity of the CKM matrix. It follows
from Equation (1.8) that:

|Vus|2 = 1−|Vud|2 −|Vub|2, (1.11)

where |Vud| is determined from superallowed nuclear beta decays [22] and |Vub|
can be measured via B meson decays. One advantage of that method is that the
associated theory uncertainties are expected to be of the order of 0.025%. Another
important aspect is that the term |Vub|2 can often be neglected, as |Vub| ∼ 10−5 and
the experimental uncertainty of |Vud| ∼ 10−4, which gives

|Vus|2 ≃ 1−|Vud|2. (1.12)

Independent measurements of |Vus| are performed via other methods, one of which
uses kaon decays. These decays are either K− → ℓ−ν̄ℓ or K− →πℓ−ν̄ℓ labeled as Kℓ2

or Kℓ3 respectively [23], with ℓ= e, µ,.
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In the first case of kaon decays, a value of |Vus| can be extracted by the comparison
of the radiative inclusive decay rates [19] for K → ℓν(γ) and π→ ℓν(γ), such as

ΓK l2

Γπl2

= C
|Vus|2
|Vud|2

f 2
K

f 2
π

, (1.13)

where C is a constant translating a small error coming from electroweak radiative
corrections, and f 2

K / f 2
π are form factors calculated from lattice gauge theory.

In the second case, a value for |Vus| can be derived as follows [19]:

ΓK l3 =
G2

F m5
K

192π3 SEW (1+δℓK +δSU2) C2 |Vus|2 f 2
+(0) IℓK , (1.14)

where GF is the Fermi constant, mK is the kaon mass, SEW is the short-distance
radiative correction, δℓK is the mode-dependent long-distance radiative correction,
δSU2 is the deviation from one for the ratio of f+(0) for the charged to neutral kaon
decays, which is equal to zero for the neutral kaon, C2 is a constant equal to 1/2
for charged kaon decays, and to 1 for neutral kaon decays, f+(0) is the calculated
form factor at zero momentum transfer for the ℓν system, and IℓK is the phase-space
integral, which depends on measured semileptonic form factors.

It is worth mentioning that most early determinations of |Vus| using this method
were based solely on K → πeν decays as the K → πµν decays had a larger uncer-
tainties in IℓK . Indeed, theory uncertainties are also playing a major role in the
determination of |Vus|, as it is a precision measurement. In the case of kaon decays,
its precision is limited by uncertainties of the lattice QCD estimates of the meson
form factor f 2+(0) and decay constant in fK / fπ. This leads to an expected theory
uncertainty of the order of 0.50% for Kℓ2 and 0.58% for Kℓ3.

While |Vus| is most precisely determined from kaon decays [24, 25], it is possible to
use an alternative method that does not depend on lattice QCD, has small theory
uncertainties [26, 27, 28, 29, 30, 31, 32], and which uses another observable: tau
decays branching fractions.

Various types of tau branching fractions can be considered, one of which is at-
tributed to inclusive decays, denoted as B(τ → Xsν), as it includes all strange
modes. This first case relies on the fact that the tau hadronic partial width is the
sum of both tau partial widths of strange and non-strange hadronic final states,

Γτ,had =Γτ,strange +Γτ,non−strange. (1.15)

Ratios Rw
τ, X can be constructed by diving any partial width ΓX by the electronic
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partial width Γe, translating the decay τ− → e−ν̄eντ, which gives

Rw
τ,had = Rw

τ,strange +Rτ,non−strange. (1.16)

In terms of such ratios, |Vus| can be measured as

|Vus|2 =
Rw

τ, strange

Rw
τ, non−strange

|Vud|2
−δRw

τ

, (1.17)

where δRw
τ can be determined using perturbative QCD and partly relying on exper-

imental low energy scattering data. The associated theory uncertainty are expected
to be of the order of 0.23% up to 0.47%.

|Vus| can also be determined using the absolute branching fraction B(τ− → K−ντ),
as in the following:

B(τ− → K−ντ)= G2
F SEW

16πħ ττ m3
τ f 2

K |Vus|2
�
1− m2

K

m2
τ

�2 �
1+δRτ,K

�
, (1.18)

where ττ is the lifetime of the tau lepton, mτ is its mass, mK is the mass of the
kaon, and δRτ,K is a radiative correction to τ → Kντ. The other parameters have
been introduced in the previous equations. In that case, the theory uncertainties
are one of the highest, as they are expected to be at the order of 1.27%.

One last case uses a ratio of the branching fraction B(τ− → K−ντ) over B(τ− →
π−ντ), and using Equation (1.18), this yields

RK /π =
B(τ− → K−ντ)
B(τ− →π−ντ)

= f 2
K

f 2
π

|Vus|2
|Vud|2

�
1− (m2

K / m2
τ)

�2�
1− (m2

π / m2
τ)

�2

�
1+δRτ,K /τ,π

�
, (1.19)

where mπ is the mass of the pion, and the rest of the parameters have been pre-
viously introduced. The current most precise measurement using this determi-
nation is coming from the BaBar collaboration [33], and gives RK /π = 0.06531±
0.00056 (stat.)±0.00093 (syst.), which yields |Vus| = 0.2255±0.0024. Another im-
portant aspect to highlight is that they achieved a purity of 78.7% and an efficiency
of 0.324% in the pion channel, and a purity of 76.6% with an efficiency of 0.330% in
the kaon channel for this measurement.

All these methods led to results that are represented in Figure 1.4. It compares
the determination of |Vus| assuming unitarity (Equation (1.11)) versus the mea-
surement from kaon (Equations (1.13) and (1.14)) and tau decays (Equations (1.17),
(1.18) and (1.19)).
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A tension is observed between the different types of methods, but what raises more
pressing questions is the tension observed within tau decays methods. Another ob-
servation is that all determinations of |Vus| from branching fraction measurements
are lower than the CKM-unitarity assumption. This motivates an updated mea-
surement of channels accessible with Belle II data.
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2. The Belle II Experiment

The Belle II experiment is a high-energy physics experiment hosted at the High
Energy Accelerator Research Organisation (KEK) in Tsukuba, Japan. Belle II be-
gan construction in 2010 and took approximately seven years to complete, with its
commissioning phase starting in 2018. It was constructed as an upgrade to its pre-
decessor, the Belle experiment, which operated from 1999 to 2010.

The experiment operates at the SuperKEKB accelerator, an asymmetric beam en-
ergy electron-positron collider designed to produce large amounts of B mesons,
hence the frequent use of the term “B-factory” to qualify such experiments. The
collision data is collected at the interaction point (IP) by the Belle II detector. Belle
II’s primary goals are to search for new physics (NP) and to improve the measure-
ments of Standard Model parameters. But, like its predecessor, it also focuses on
exploring Charge-Parity (CP) violation and rare decays in B mesons to better un-
derstand the universe’s matter-antimatter asymmetry.

In fact, notable discoveries from Belle include the observation of rare B meson de-
cays [34], contributions to our understanding of CP violation [35] and precision
measurements of Standard Model parameters [36]. Belle II’s physics program en-
compasses a wide range of topics, including, among others, B, D and τ physics, and
investigations into dark matter and dark energy phenomena [37]. As it continues
its operation, the Belle II experiment holds the potential to make further discover-
ies.

2.1 SuperKEKB Accelerator

SuperKEKB is a circular electron-positron accelerator. As depicted in Figure 2.1,
it consists first of a linear injection system (linac) that accelerates the electrons e−

and positrons e+. As positrons are produced with higher emittance than electrons,
they have to go through an additional stage, the damping ring. This dedicated
positron damping ring prepares the positron beam by reducing its emittance and
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stabilizing its trajectory. Once the beam is sufficiently conditioned, it is injected,
like the electron beam is, into the main accelerator rings. This last part includes
two rings, one for each particle, and has a circumference of 3 km. The Belle II
detector, that will be detailed in Section 2.2 is situated at the interaction point of
both beams.

Figure 2.1: SuperKEKB Accelerator. Schematic view showing the injection system,
the positron damping ring, the electron ring (HER), positron ring (LER) and the
Belle II detector, from [38].

As mentioned earlier, SuperKEKB is an asymmetric beam energy accelerator, which
means that electrons and positrons are not accelerated with the same energy. The
electron ring is a high energy ring (HER) of 7 GeV, and the positron ring is a low
energy ring (LER) of 4 GeV. The asymmetry is a key element to allow for time depen-
dent charge parity measurements. In comparison, Belle had a LER of 3.5 GeV and
a HER of 8 GeV. This change of Lorentz boost from βγ = 0.42 to βγ = 0.28 enables
measurement improvements. Even if it reduces the beam loss due to Touschek scat-
tering in the lower energy beam, detailed in Section 2.1.1, which, in turns, reduces
the spatial separation between B mesons, it leads to improvements in solid angle
acceptance for missing energy decays, and therefore is advantageous for analysis
with neutrinos in the final state.

The beam energies are chosen not only to get boosted collision products, but also
such that the resulting center of mass system (CMS) energy is 10.58 GeV. This
energy corresponds to the Υ(4S) resonance, depicted in Figure 2.2. This resonance
maximises the production of the B mesons through the decay e+e− → (Υ(4S)→ BB̄),
as the branching fraction of Υ(4S)→ BB̄ itself is higher than 96% [19]. Even though
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the majority of the data is collected at the Υ(4S) resonance, the beam energies are
flexible enough to cover other resonances as well, from Υ(1S) at 9.46 GeV to Υ(6S) at
11.24 GeV. These resonances do not necessarily decay into the same final products,
allowing further analysis to be undertaken. The CMS energy is confined within
this specific resonance range; the upper limit is set by the constrained power of the
linear injector, and even if this limit could be circumvented, the beam transport
limit due to magnet strength would only allow a restricted increase. The lower
limit is due to the current lattice design not being sufficient to accommodate lower
energies.

Υ

Res.
M

[GeV/c2]

(1S) 9.46

(2S) 10.02

(3S) 10.36

(4S) 10.58

(5S) 10.86

(6S) 11.02

Table 2.1: Υ resonances.
Mass values from [19].

Figure 2.2: Υ spectroscopy. Cross section for inclusive
production of hadrons vs m or ECMS, from [39].

The performance of an accelerator can be expressed by the luminosity it is capable
of delivering. The luminosity, denoted as L , is a measure of the number of events
N that are produced in a certain amount of time t, which takes into account their
cross-section σ, as:

L = 1
σ

dN
dt

.

It is expressed in the units of cm−2s−1 or b−1s−1, where 1 b = 10−24 cm2. A useful
related quantity is the integrated luminosity Lint, which is:

Lint =
�

L dt.

The luminosity can be estimated by different methods that mainly relies on count-
ing the number of events of a very specific type of controlled events produced in
great quantities.
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During its first run period, called Run 1, SuperKEKB collected a data set corre-
sponding to an integrated luminosity of 426.478±0.022 (stat.)±2.750 (syst.) fb−1,
and achieved a luminosity world record of 4.71 × 1034 cm−2s−1 (which corresponds
to 47.1 nb−1s−1). These remarkable numbers have been reached thanks to a num-
ber of upgrades or modifications that have been made in comparison to KEKB. This
includes a change of the beam current, which has almost doubled, a reduction of
the beam size by a factor 20 at the interaction point, going from 1 µm to 50 nm, an
increase of the crossing angle from 22 mrad to 83 mrad and the use of a new final
focus superconducting magnet system (QCS) at the interaction point, which con-
sists of quadrupole magnets, corrector magnets and compensations solenoid coils
cancelling the effect of the solenoid field of the Belle II detector on the beams. This
is known as the so-called “nano beam” scheme [40].

As of the writing of this thesis in spring 2024, the Belle II run period is divided into
three main parts. Already mentioned earlier, the first run period Run 1, comprising
three different phases, started in February 2016 and lasted until July 2022. A long
shutdown (LS1) then took place until January 2024 when the second run period
Run 2 started, and is meant to continue until 2026 or 2027.

The first phase of Run 1 corresponds to the commissioning of SuperKEKB from
February to June 2016, without the Belle II detector and aforementioned super-
conducting magnet system. The second phase then took place, during four months
of which the first data was taken, corresponding to an integrated luminosity of
0.5 fb−1. As the full vertex sub-detector, detailed in Section 2.2.1, was not yet
completed during these first runs, different background sensors were instead in-
stalled [41]. The third and last phase of Run 1 started in March 2019, when the
full detector, including the vertex sub-detector, was installed. This last phase corre-
sponds to the data-taking period detailed in Figure 2.3.

As highlighted in the timeline on the right-hand side, this data-taking period is
divided into several parts, called “Experiment”. There is a total of 14 different Ex-
periments, all categorised as “physics runs”, i.e., runs during which physical data
is acquired. The Experiments correspond to specific run conditions; while the ma-
jority of these Experiments translate a production of data at the Υ(4S) resonance,
there are two Experiments which solely translate either another resonance, or off-
resonance data: Experiment 21 and 25. As for the Experiments 8, 12, 18 and 22,
they not only correspond to a production of data at the Υ(4S) resonance, but also a
production of data at either another resonance, or by a scan of a certain resonance.

LS1 was necessary to make modifications and improvements to the accelerator. It
includes, among other things, the replacement of the beam pipe, the reinforcement
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Figure 2.3: Belle II data-taking and luminosity. Total recorded integrated luminos-
ity before Long Shutdown 1 (LS1), from [42]. Experiments numbers are detailed on
the right hand side according to the year in which they were measured.

of radiation shielding around the interaction point, the replacement of the cap at
the head of the QCS, the installation of a new collimator in a straight section of the
accelerator, and the chamber modification of the HER injection section. But also
other upgrades of the Belle II detector, which will be detailed later, in Section 2.2.

After these upgrades, SuperKEKB was ready to resume operations in January
2024, when Run 2 started. After a few tests, the first collisions were observed in
February 20, continuing the data-taking at experiment 30. Three main goals were
set for the year 2024: run stably at 1035 cm−2s−1, reach 150 fb−1 per month, and
exceed 1 ab−1 of data. It is hard to predict now whether these goals will be achieved,
but all the means are in place to achieve them.

2.1.1 Beam Backgrounds

There exists several sources of beam background that are expected from SuperKEKB.
The five most dominant in the Belle II detector environment and which should im-
pact performances are the following:

⋆ Touschek effect: It describes the phenomenon when electrons in a particle
bunch undergo scattering, resulting in energy deviations and potential par-
ticle loss within the beam pipe. When such losses occur in proximity to the
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interaction point (IP), the resulting shower of particles may reach the active
detector material. At SuperKEKB, this effect is magnified due to the nano-
beam scheme in place; the scattering rate is influenced by factors such as
the beam bunch current and the number of bunches, while inversely propor-
tional to the beam size and the third power of the beam energy. To counteract
this, horizontal and vertical collimators are strategically positioned around
the ring and immediately preceding the interaction region.

⋆ Beam-gas scattering: Residual gas molecules present in the beam pipe may
scatter beam particles. This effect can manifest through either Bremsstrahlung
scattering, leading to a reduction in particle energy, or Coulomb scattering,
affecting particle direction. The expected impact of this background is con-
tingent upon factors such as the beam current, vacuum pressure within the
rings, and the material surrounding the magnets. Similar mitigation strate-
gies to those employed for the Touschek effect are implemented to address
this phenomenon.

⋆ Radiative Bhabha processes: Photons generated by the radiative Bhabha pro-
cess e+e− → e+e−(γ) may propagate along the beam axis before interacting
with the iron components of the magnets. This interaction results in a signifi-
cant production of neutrons via the giant resonance process within the nuclei
of the magnets. The rate of neutron generation correlates directly with the
luminosity, necessitating additional shielding within the accelerator tunnel
to mitigate potential risks.

⋆ Two-photon processes: The occurrence of luminosity-dependent background
attributed to low momentum electron-positron pairs generated through the
two-photon process e+e− → e+e−e+e− have the potential to spiral along the
solenoid field lines. This can result in multiple hits within the inner detectors.

⋆ Synchrotron radiation: Synchrotron radiation (SR), primarily emitted by elec-
trons from the HER beam, is proportional to the square of the beam energy
and the square of the magnetic field strength. To prevent SR photons from
reaching the inner detectors, the inner surface of the beryllium beam pipe is
coated with a gold layer.

2.2 Belle II Detector and Sub-Detector Systems

The Belle II detector surrounds the interaction point (IP) of the HER and LER [43],
and is used to detect particles resulting from ee collisions. The whole detector is
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approximately 8 m high × 8 m wide × 8 m long, and weighs about 1400 tons.

As depicted on Figure 2.4, the Belle II detector is composed of several sub-detector
systems, each responsible for detecting a specific property of a given group of parti-
cles, thereby defining their location within the detection system. These sub-detectors
undertake various tasks together, encompassing the measurement of particle pas-
sage, position, time, momentum, energy, and identity. To this end, they capitalise on
diverse physical effects such as ionisation in gases, liquids, and solids, deflection in
magnetic fields, electromagnetic showers, and Cherenkov radiations. Despite their
fundamental differences, all sub-detector systems have one thing in common: their
detection principle is based on the particle’s passage through matter, hence their
strong dependence on the type of particle they have to detect.

Figure 2.4: 3D rendering of the Belle II detector and sub-detector systems. The dif-
ferent sub-detector systems are indicated and the interaction point (IP) is detailed
with its coordinate system. The rendering is coming from [44].

The seven sub-detectors comprise an inner part that reconstructs vertices and tracks
(PXD, SVD and CDC), a hadron identification system (TOP and ARICH), an elec-
tromagnetic calorimeter (ECL), a solenoid to deflect charged particles trajectories,
and an outer K0

L and µ chamber (KLM), all mentioned from the nearest to the far-
thest from the ee interaction point. The position of all sub-detectors are detailed in
Figure 2.5, on which the Belle II detector is shown from the side.

Before introducing all sub-detectors mentioned previously in greater detail, it is
worth mentioning the upgrades that have been introduced by the change from the
Belle to the Belle II detector, as well as the improvements undertaken during LS1.
The changes from the Belle detector include the readjustment of the PXD detector
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Figure 2.5: Side view of the Belle II detector and sub-detector systems. The different
sub-detector systems are projected on the YZ-plan. The sketch is coming from [45].

at a smaller distance from the IP, a larger SVD acceptance, an improved K /π sepa-
ration from the TOP and ARICH detectors, improved trigger systems adapted to a
higher event rate, an improved coverage of almost the full solid angle, a higher re-
construction efficiencies for charged particles, a better momentum resolution and
a more precise measurement of photons energy and direction [37, 43]. During
LS1, the full two-layer pixel detector was installed and the photo-multiplier tubes
(PMTs) of the time-of-propagation (TOP) detector were replaced.

2.2.1 Decay Vertices Reconstruction and Tracking

The reconstruction of decay vertices and particle tracking are two tasks that are un-
dertaken by two detectors close to the interaction point: the vertex detector (VXD)
and the Central Drift Chamber (CDC). These two detectors are the closest to the
interaction point as they measure the impact parameters of charged tracks, recon-
struct the primary and secondary decay vertices of particles decaying close to the
IP, e.g., B or D mesons, and perform high-precision tracking of charged particles
through magnetic fields. The latter is crucial to provide information on the momen-
tum of charged particles and hence on their mass.

The VXD detector is more precisely divided into two parts: the Pixel Silicon Sensor
(PXD), positioned as close as possible to the IP, and the Silicon Strip Sensor (SVD)
that is situated right after, as detailed in Figure 2.6.
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Figure 2.6: PXD and SVD. Illustration of the innermost tracking sub-detectors,
from [46]. The behaviour of four tracks in this particular sub-detector system is
highlighted.

2.2.1.1 Pixel Silicon Sensors (PXD)

The challenging criteria for detectors functioning near the IP include requirements
for timing precision, spatial resolution, and long-term operational performance un-
der radiation exposure. Currently, these standards are fulfilled by pixel detectors,
which consist of two distinct components: the particle sensing element, known as
the “sensor”, and the integrated electronics circuitry, referred to as the “read-out
chip”.

The underlying principle of the sensor lies in its use of Depleted P-channel Field
Effect Transistor (DEPFET) [47] active pixels embedded within fully depleted sili-
con bulk. When the sensor is traversed by incoming charged particles, it generates
a charge that is then collected by the electric field. Subsequently, the charge is
brought to contacts where the read-out chip collects the charge for further process-
ing.

The detector comprises two nearly cylindrical layers positioned just outside the
beam pipe, with radii of 14 mm and 22 mm, respectively. Each layer consists of
mirrored modules bonded together to form ladders. The inner layer accommodates
eight ladders, while the outer layer holds twelve, totaling 20 ladders and 40 sensors.
Overall, the detector comprises nearly 8 million pixels. Due to delays in ladder as-
sembly, only the two ladders of the outer layer and the complete inner layer were
installed for Run 1. The installation of the full detector was done for Run 2.
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2.2.1.2 Silicon Strip Sensors (SVD)

The SVD is designed to enhance the functionality of the PXD detector, tasked with
reconstructing decay vertices beyond the IP. As is it positioned at a greater distance,
the SVD adopts a slightly modified design, utilizing double-sided strip technology
for particle detection, while maintaining the fundamental operational principle as-
sociated with semiconductors.

Comprising four layers positioned at radii of 38, 80, 115, and 140 mm, the SVD
spans the entire Belle II angular acceptance of 17◦ < θ < 150◦. Each layer features a
barrel-shaped region housing rectangular sensors, with the three outermost layers
adopting a lamp-shade geometry hosting trapezoidal sensors in the forward direc-
tion. With 8 to 17 ladders per layer, each containing 2 to 5 sensors, the SVD boasts
a total of 49 ladders and 187 sensors [43]. Achieving an impressive resolution of ap-
proximately 50 µm, the SVD ensures precise particle tracking across its detection
layers.

2.2.1.3 Central Drift Chamber (CDC)

The CDC, depicted in Figure 2.7, complements the tracking module by being in-
serted around the VXD. Unlike the first two sub-detectors, the CDC operates on
the fundamental principle of drift chamber technology. As charged particles tra-
verse the CDC, they ionise the He-C2H6 gas mixture within. Guided by an electric
field generated by the field wires, the resulting charges drift towards the nearest
sense wire, among a total of 14336 arranged in layers, at an average velocity of
3.3 cmµs−1, with a maximum drift time of approximately 350 ns. Subsequently, the
read-out is is performed once charges have been accumulated at the sense wires.

The CDC consists of adjacent layers that group together to form superlayers, to-
taling six or eight in number. These superlayers alternate between axial (A) and
stereo (U, V) orientations. Axial wires align with the beam axis, while stereo wires
are oriented at an angle of 45.4 to 74 mrad relative to the beam axis in both pos-
itive and negative directions. Hits recorded in both axial and stereo wires can be
combined to achieve complete 3D track reconstruction.

With its extensive coverage spanning up to 2.3 m long × 2.2 m of radius in the
tracking volume, the CDC enables high-resolution reconstruction of charged par-
ticle tracks; its acceptance range extends from 17◦ to 150◦ in polar angle, with a
resolution of approximately 100 µm. Additionally, it facilitates particle identifica-
tion through the measurement of energy loss within the gas volume, particularly
benefiting particles that do not interact with the sub-detectors outside of the CDC.
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Figure 2.7: CDC. Illustration of the outermost tracking sub-detector, from [46]. The
behaviour of six tracks in this particular sub-detector system is highlighted.

2.2.2 Hadron Identification System

Akin to the BaBar’s Detector of Internally Reflected Cherenkov Light (DIRC), Belle
II features a dedicated sub-detector systems aimed at hadron identification, specifi-
cally for distinguishing K from π; the identification of other particles occurs through
the integration of multiple outputs from all detectors, resulting in likelihood esti-
mates, as detailed in Section 2.3.

In contrast, the LHCb detector uses sub-detectors called Ring Imaging Cherenkov
Detectors (RICH1 and RICH2) to identify all particles, supported by the Preshower
(PS) and Scintillating Pad Detector (SPD) to further differentiate between electrons
and photons.

In all three cases of experiments, the detectors rely on “Cherenkov” radiation pro-
cesses for identification. The underlying principle is the following: when a charged
particle with a velocity v travels faster than the speed of light c in a medium, also
known as “radiator”, with a reflective index n, it emits light. The angle θc at which
the light is emitted is given by:

cosθc = 1
n v

c
= 1

nβ
. (2.1)

It is worth nothing that here the subscript c is used to attribute this angle to Pavel
Cherenkov, and not to Nicola Cabibbo. The precise handling of hadron identifi-
cation is shared by two distinct sub-detectors: the Time-Of-Propagation Counter
(TOP) and the Aerogel Ring-Imaging Cherenkov Counter (ARICH). Their location
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is also different. While the TOP is located in the region surrounding the innermost
detectors, called “barrel”, the ARICH is positioned in the region of the detector that
covers the direction from the IP with small polar angles, called “forward endcap”.
Their shape and location are shown in Figure 2.8.

Figure 2.8: TOP and ARICH. Illustration of the sub-detectors responsible for the
hadron identification, from [46]. The behaviour of a track in the barrel region and
in the forward endcap is highlighted in blue shades.

The need for two separate detectors originates from several requirements within
the Belle II experiment. While the ARICH effectively handles the identification of
charged hadrons, the TOP detector complements it by providing precise timing mea-
surements and time-of-flight-based particle identification. This division ensures
comprehensive coverage and improves the overall particle identification. On top
of that, having two separate detectors adds redundancy, enhancing its robustness
against various experimental uncertainties and potential detector malfunctions; if
one detector fails or provides unreliable data, the other detector can still provide
useful information.

2.2.2.1 Time-Of-Propagation Counter (TOP)

The TOP is a unique type of Cherenkov detector that utilises two-dimensional in-
formation from a Cherenkov ring image, provided by the time of arrival and impact
position of Cherenkov photons at the photo-detector situated at one end of a quartz
bar. Its coverage spans from 31◦ to 128◦ in polar angle θ and consists of 16 modules
arranged along the outer wall of the CDC. The modules feature quartz bars of 2.6 m
length, each measuring 45 cm in width and 2 cm in thickness. Each module com-
prises four distinct components: two quartz bars serving as Cherenkov radiators,
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a mirror positioned at the front end of the bar, and a prism coupling the bar to an
array of microchannel plate photomultiplier tubes (MCP-PMTs). Due to the high re-
fractive index of quartz (n = 1.44 at λ= 405 nm), some Cherenkov radiation emitted
by particles traveling through the bar becomes trapped by total internal reflection
and propagates to the MCP-PMT. The Cherenkov image is reconstructed by amal-
gamating the information on photon position coordinates and the measurement of
their detection time.

2.2.2.2 Aerogel Ring-Imaging Cherenkov Counter (ARICH)

The key components of ARICH consist of aerogel tiles serving as the radiator, an
array of position-sensitive photon detectors, and a readout system. The aerogel
radiation was deliberately designed to be inhomogeneous, comprising multiple lay-
ers with varying refractive indices, aimed at maximizing the number of detected
Cherenkov photons while simultaneously preserving the resolution of Cherenkov
angle [48].

The chosen refractive indices ensure that Cherenkov rings from consecutive lay-
ers overlap at the photo detection plane, with values of n = 1.045 for upstream
tiles and n = 1.055 for downstream tiles, respectively. For photon detection, the
Hybrid Avalanche Photo-Detector (HAPD) is employed, which is developed jointly
with Hamamatsu. It boasts high sensitivity to single-photon detection, immunity to
magnetic fields, and the ability to provide position information. The HAPD sensor
has dimensions of 73 mm long × 73 mm wide with 144 channels, where photo-
electrons undergo acceleration over a potential difference of 8 kV and are subse-
quently detected in avalanche photodiodes (APD). The detector’s performance en-
compasses an acceptance range of 14◦ < θ < 30◦, and is especially capable of distin-
guishing pions and kaons within a momentum region spanning from 0.4 to 4 GeV/c.

2.2.3 Electromagnetic Calorimeter (ECL)

The Electromagnetic Calorimeter (ECL), as its name suggests, is specifically de-
signed to measure the energy of incoming particles, and therefore must effectively
stop them as much as possible to have an accurate measurement, as suggested in
Figure 2.9. Consequently, it is strategically positioned further from the IP, allowing
the measure of other properties before reaching the calorimeter.

The primary function of the ECL is to detect photons, accurately measure their
energy and position, identify electrons, and generate trigger signals. Its objective is
to completely halt electrons, minimise photon attenuation, and induce showers.
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Figure 2.9: ECL. Illustration of the sub-detector responsible for the energy mea-
surement, from [46]. The behaviour of a track entering this sub-detector system is
highlighted.

The ECL is divided into three distinct detector regions: the barrel section, forward
annular endcap, and backward annular endcap. These regions are equipped with
a total of 8736 thallium-doped caesium iodide (CsI(Tl)) crystals, covering approxi-
mately 90% of the solid angle in the CMS. Each crystal is paired with two photo-
diodes affixed to its rear end, with signals emitted by both photodiodes processed
by field programmable gate arrays (FPGAs). These devices measure the magnitude
and timing of energy deposits in the crystal and extract additional waveform in-
formation to enable pulse shape discrimination (PSD). PSD serves as an effective
means for distinguishing between hadron and photon showers and marks the first
application of this technique at an electron-positron collider [49]. The ECL provides
an effective coverage within the range of 12.4◦ < θ < 155.1◦, with two small gaps sit-
uated between the barrel and the endcaps, spanning from 31.4◦ to 32.2◦ and 128.7◦

to 130.7◦.

2.2.4 Detector Solenoid

While not traditionally considered a sub-detector component, the solenoid holds
significance in the detection process due to its role in generating the magnetic field
necessary for deflecting charged particles, and therefore allows for measurements
of the mass of the particle through other parameters.

The solenoid generates a magnetic field of 1.5 T within a cylindrical volume measur-
ing 3.4 m in diameter and 4.4 m in length, surrounding the ECL sub-detector [50].
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It is integrated into a multi-layer structure comprising iron plates and calorimeters.
Over the past decade, upgrades to the solenoid’s power supply have significantly im-
proved stability and reduced ripples, maintaining its performance while enhancing
efficiency.

Additionally, the cryogenic system supporting the solenoid benefits from the reuse
of much of its hardware, ensuring consistent heat load levels. Optimisation of op-
erating conditions presents an opportunity for substantial cost savings through im-
proved efficiency, aligning with successful strategies employed in other cryogenic
systems [51].

2.2.5 K0
L and µ Chamber (KLM)

The last sub-detector to conclude the list of all sub-detectors defining the Belle II
detector, and which is furthest from the IP is the K0

L and µ Chamber (KLM), which
has two distinct behaviours that are depicted in Figure 2.10.

Figure 2.10: KLM. Illustration of the sub-detector responsible for the identifica-
tion of K0

L and µ, from [46]. The behaviour two different tracks entering this sub-
detector system is highlighted.

The KLM detector comprises alternating layers of iron plates and active detector
elements, forming its structure in both the barrel and two endcaps, enveloping the
superconducting solenoid. The detector elements are primarily glass-electrode re-
sistive plate chambers (RPCs), where gas-filled gaps between glass electrodes are
subjected to distributed high voltage. As charged particles traverse the chambers,
they ionise gas molecules along their path, inducing an accelerated motion of elec-
trons and ions towards the anode and cathode, respectively. This phenomenon,
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intensified by a strong electric field (4.3 kVmm−1) in the gap, triggers more ionisa-
tions and results in a streamer discharge between the electrodes, detectable by the
RPCs. Hadronic showers generated by kaons and lambdas interacting in the iron
plates are detected via this process.

To mitigate the long dead time of RPCs during recovery after a discharge, particu-
larly under high background rates, RPC layers have been replaced with scintillator
strips and silicon photomultipliers for read-out in the endcaps and inner barrel lay-
ers. The alternating design features 4.7 cm thick iron plates and active detector
elements, resulting in a total of 15 detector layers and 14 iron plates in the barrel,
and 14 detector layers and 14 iron plates in each endcap.

The detector’s coverage spans five distinct polar angle regions: the forward endcap
from 18◦ to 37◦, the forward overlap from 37◦ to 47◦, the barrel from 47◦ to 122◦, the
backward overlap from 122◦ to 130◦, and the backward endcap from 130◦ to 155◦.

2.3 Particle Identification (PID)

All Belle II sub-detectors contribute to the particle identification (PID) determina-
tion, with the exception of the PXD. Their contribution is more precisely defined by
the computation of likelihoods L d

x , used to assess the identity of a particle. These
likelihoods depend on several parameters that vary given the sub-detector d ∈ {
SVD, CDC, TOP, ARICH, ECL, KLM}≡ D. And is also generated for each long-lived
particle x ∈ {e,µ,π,K , p,d} ≡ X . They are generally further combined into ratios of
log likelihoods to consolidate the hypothetical identity of the particle and mitigate
floating-point errors.

In the case of the SVD, the likelihood relies on the measurement of the energy
loss (dE/dx) of charged particles traversing its sensors. A track typically provides
eight measurements of dE/dx (two for each sensor), with their average exhibiting a
Landau distribution. The determination of the peak position is further improved by
truncation, i.e., eliminating the two highest energy measurements. The likelihoods
is measured as

L SVD
x =$

i
P x

�
(dE/dx)i, p

�
, (2.2)

where the product runs on all the SVD remaining hits, and P x is the two-dimensional
probability density function (pdf) for particle hypothesis x.

In the CDC, measurements of (dE/dx) are obtained from individual drift cells, where
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the pulse signal is digitised, and values surpassing a certain threshold are inte-
grated to create the raw ADC readout. Prior to utilizing these values in an average,
various corrections are necessary, including geometrical path length adjustments
and disparities among individual electronic channels. Variations in CDC gas gain,
arising from fluctuations in pressure, temperature, and gas mixture composition,
are monitored, determining a unified scale factor for each data-taking run. To ap-
proximate Gaussian behavior, we exclude the lower 5% and higher 25% of the cor-
rected ADC measurements when calculating the average (dE/dx)m. The likelihoods
is expressed as

L CDC
x = exp

�
−1

2

� (dE/dx)m − (dE/dx)p

σp

 2
�

, (2.3)

where (dE/dx)p is the predicted truncated average and σp is the expected resolution
on the dE/dx measurement, which depends on the polar angle, the number of hits
on the track and the value dE/dx itself.

As for the TOP, it is the Cherenkov photons, produced by the passage of relativistic
charged particles and internally reflected through the bar until their detection at
one extremity of each bar, that will be used. More precisely, their number, their
arrival times and impact positions will serve to compute the likelihood, as

L TOP
x = exp

�)
i

log
�

NxSx(ci, ti)+NBB(ci, ti)
Nx +NB

 
+ logPN(Nx +NB)

�
, (2.4)

where Nx and NB are the number of expected signal and background photons,
Sx(c, t) and B(c, t) are the signal and background pdf ’s, which depend on the po-
sition of the pixel defined by the index c and on the time of arrival of the photon t,
and P is the Poisson probability to detect N photons while expecting Nx +NB.

For the ARICH, the likelihood assessment relies on comparing the observed spatial
distribution of photons, i.e., hits, on the photo-detector plane with the pdf describ-
ing the anticipated distribution based on the parameters of a track traversing the
ARICH and the assumed charged particle hypothesis. Typically, approximately 13
photons per relativistic charged particle are detected on average. The likelihood
function for each hypothesis x is formulated by multiplying the probabilities of in-
dividual pixels being in the observed state, whether on or off, with no distinction
made for pixels hit by single or multiple photons. As the probability of a pixel being
hit by photons follows a Poisson distribution, it is given by (1− e−nx,k ), where nx,k is
the expected average number of photons on pixel k for hypothesis x. The likelihoods
is determined by
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L ARICH
x = exp

�
−Nx +

)
k

(nx,k + log(1− e−nx,k ))

�
, (2.5)

where Nx is the expected total number of hits and the sum runs only over the pixels
that were hit in an event.

In the case of the ECL, the likelihood is currently based only on the E/p ratio,
which is the ratio between the measured energy Ecluster of a calorimeter cluster
associated to the track connected to the particle hypothesis, and the momentum
plab ≡ p determined by the tracking system. The likelihood is there given by

L ECL
x =P x(E/p), (2.6)

where P x(E/p) is the pdf for particle hypothesis x.

Finally, for the KLM, the likelihood determination is based on the distance traveled
by a charged particle within the detector; muons are able to traverse most or all of
it, while hadrons are typically stopped within the first layers. The computation of
the likelihood involves two main stages. First, the track is extrapolated from the
outermost layer of the CDC that registered a hit. Then, the likelihood is computed
for each particle hypothesis, but if the extrapolated track fails to intersect with the
KLM, the algorithm assigns an identical likelihood to all particle hypotheses. The
KLM likelihood comprises two components: the “longitudinal” term evaluates the
observed penetration depth against the expected depth, while the “transverse” term
is based on transverse shower characteristics. The total likelihood is expressed as:

L KLM
x =L

KLM,L
x ·L KLM,T

x =
�$

k
L L

x,k

�
·L KLM,T

x (2.7)

where L
KLM,L
x corresponds to the longitudinal term, L

KLM,T
x is the transverse term,

L L
x,k represents the probability of hits for a particle of type x in the kth layer of the

KLM. L L
x,k = px,k if the hit has been recorded, and L L

x,k = (1− px,kεk) otherwise,
with εk the measured detection efficiency of the kth layer.

As already mentioned, these likelihoods, detailed now for all sub-detectors partici-
pating in the PID determination, are basic ingredients of all PID variables that are
employed. In the form of ratios, they define all high-level hID variables today in
use at Belle II. There are actually three main families of variables that have been
developed. The default approach relies on the assumption that sub-detectors like-
lihoods are independent, and thus can be all combined to obtain the full likelihood
for a particle hypothesis x as:
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logLx = log

� $
d∈D

L d
x

�
= )

d∈D
logL d

x . (2.8)

In order to discriminate between the hypothesis x and all the other stable particle
hypotheses, a ratio considering them all is built, and is given as:

Pi =
exp

�*
d∈D logL d

i

�*
x∈X exp

�*
d∈D logL d

x
� = %

d∈D L d
i*

x∈X
�%

d∈D L d
x

� = exp
�
logLi

�*
x∈X exp

�
logLx

� . (2.9)

The ratio presented in Equation (2.9) is known as the “Global” PID variable. It is
worth noting that if no information is available for a specific particle x and a detec-
tor d, i.e. L d

x = NaN, this particular likelihood is set to 1 and does not contribute.
Another ratio, defined on the same principle, but relying on only two hypotheses,
can be also expressed as:

Pi vs j =
exp

�
logLi

�
exp

�
logLi

�+exp
�
logL j

� . (2.10)

As two hypotheses are used, the variable built with the ratio computed in Equa-
tion (2.10) is known as the “Binary” PID variable.

The advantage of this approach, which directly uses the likelihoods, is its simplicity,
since combining the information from all the sub-detectors is straightforward. It is
also possible to further customise these variables by discarding a sub-detector that
was not optimally calibrated in some data taking period, or by adding more particle
hypothesis in the likelihood ratio, in case we want to discriminate among additional
particle hypotheses.

There are nevertheless significant drawbacks, such as the fact that potential cor-
relations between the sub-detectors likelihoods are not taken into account, or that
some detectors might spoil the information provided by the other sub-detectors, or
that the discrimination power of a sub-detector between two particle hypotheses
x or y may not guarantee equal probabilities favoring x over y. The latter would
indeed result in a slightly biased binary or global likelihood ratio as, in the default
combination, one of the two sub-detectors might be unfairly weighted compared to
the other. These reasons motivated the development of more advanced PID vari-
ables, such as the following two approaches.

In this second approach, calibration weights are applied to the individual likeli-
hoods to overcome some of the limitations of the default approach. These weights
wx,d are defined for each detector d and particle hypothesis x. Using Equation (2.8),
a weighted likelihood can be computed as:
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logL ′
x = log

� $
d∈D

�
L d

x

�wx,d

�
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wx,d logL d

x , (2.11)

which gives the following ratio:

P ′
i =

exp(
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d∈D wi,d logL d
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d∈D wx,d logL d
x )

= exp
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logL ′
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x∈X exp
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logL ′

x
� . (2.12)

This variable is referred to as the “Reweighted” PID variable. The calibration
weights used in Equation (2.11) and Equation (2.12) are organised in the form of a
6×6 matrix, expressed as:

w
0.80897 2.27021 0.43437 0.59494 2.46420 0.15824

svd cdc top arich ecl klm

w =

�������������

0.80897 2.27021 0.43437 0.59494 2.46420 0.15824

1.36293 1.95849 0.42866 0.61061 1.96239 0.48289

1.06375 1.43302 0.42645 0.59816 2.01812 0.18273

1.79259 1.90825 0.42230 0.60463 1.66284 0.21942

1.71904 1.86573 0.41388 0.64555 1.96317 0.22059

1.26471 2.02610 0.38130 0.69305 4.08499 0.14939
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These weights are obtained after training a neural network (NN) on a sample of
simulated single-particle events in which all six categories are equally represented.
They are more precisely implemented as in a usual neural network, where the pro-
cedure aims at minimizing the cross entropy loss function. An additional binary
cross entropy term is added to the loss function, in order to increase the separation
between pions and the other particles, as they are the most abundantly produced
particle and have a significant probability to be misidentified as leptons, kaons and
protons. One observation is that setting all weights to 1 would lead to the default
likelihood ratio.

A third and last approach that is employed to improve the default implementation
relies on multivariate methods, such as neural networks or boosted decision trees
(BDT).

The variable known as the “BDT” or also “MVA” PID variable was developed in a
view of improving the separation between electrons, muons and pions. For that, the
likelihood of the ECL, depending on the E/p ratio as detailed in Equation (2.6), is
modified. Even if this variable is in general very powerful in discriminating elec-
trons and muons against hadrons, such as pions, it shows a reduction of discrim-
inating power towards low momentum ranges. Indeed, in that specific scenario,
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electrons have a stronger bending of their trajectory, which leads to longer paths
through material and therefore increasing energy losses from Bremsstrahlung, af-
fecting the separation power between muons and electrons. The hadronic inelastic
interactions rate is also higher in that case, which impacts the separation power
between muons and pions.

To counter these effects, several variables related to the lateral and longitudinal
shower shape development, and track penetration depth into the ECL are com-
bined into a BDT to allow further discrimination. As these variables are expected
to be highly correlated, the use of a BDT is preferable to provide a better handle at
exploiting non-trivial dependencies across inputs to improve classification perfor-
mance. The BDT is trained in multi-class mode to separate leptons from all other
particle hypotheses, but it is also possible to train it in binary lepton vs pion mode.
In order to exploit the particle ID capability in its entirety, these inputs are com-
bined with the high-level likelihoods for the electron, muon and pion hypotheses
from the other sub-detectors, and gives the following ratio of likelihood:

P̃i =
exp(

*
d∈D logL̃ d

i )*
x∈X exp(

*
d∈D logL̃ d

x )
= exp(logL̃i)*

x∈X exp(logL̃x)
, (2.13)

where logL̃x is defined using Equation (2.8). Another emerging variable, called
“NN” PID variable, uses neural networks to discriminate pions from kaons. Ongo-
ing advancements aim to extend its capability to discriminate among all particle
hypotheses. However, since this feature is still under development, additional de-
tails are currently lacking.

2.4 Trigger System and Data Acquisition

During Belle II operations, each sub-detector transmits its readout data upon re-
ceiving an external trigger signal, and the combined data from all sub-detectors
triggered by a specific event constitutes what is known as “one event”, that can be
subsequently stored as data.

The trigger system operates on two levels: a hardware-based low-level trigger, the
“L1” trigger, and a software-based high-level trigger, the “HLT” trigger.

The L1 trigger, responsible for generating trigger signals for significant collisions,
processes a live stream of data from the CDC, ECL, and KLM sub-detectors, with
the TOP sub-detector also contributing data, as shown in Figure 2.11. This streamed
data undergoes near real-time processing using specialised fast electronics such as

37



The Belle II Experiment Trigger System and Data Acquisition

PXD

SVD

CDC

ARICH

TOP

ECL

KLM

L1 Trigger
disk

Event...

HLT Unit 1

HLT Unit 2

HLT Unit 3

more HLT units

ONSEN

Event...

Express Reco

Trigger input
Trigger signal
Data

Figure 2.11: Belle II data flow. Simplified diagram that explains the relationship
between the different component involved in the data acquisition, from [52].

Field Programmable Gate Arrays (FPGAs), and is continuously evaluated against
predefined trigger conditions. Upon detection of an interesting collision event, the
L1 trigger issues a signals to all sub-detectors, capable of generating up to 30 kHz
of triggers at full SuperKEKB luminosity, with a latency of 5 microseconds. The
DAQ system ensures synchronised delivery of trigger signals to all sub-detectors
and facilitates high-speed data transfer to the HLT system, responsible for reading
out detector L1 trigger signals. Additionally, the Online Selection Nodes (ONSEN)
system reduces background data [53], and the particle collision events are quickly
reconstructed by a system, referred to as Express Reco, while the data is seamlessly
transferred to storage systems.

Efficient operation of these triggers poses a significant challenge, particularly given
the substantially high background rates, detailed in Section 2.1.1, that are expected
from SuperKEKB. To prevent data storage overload, it is sometimes necessary to
introduce a pre-scale factor, which will further decrease the rate at which the events
are acquired. These pre-scale factors can be associated to the triggers bits for a
certain run period, and are not necessarily the same for all of them.

Further trigger combinations, called also “trigger bits”, have been developed through-
out the Belle II operation; there exists now a wide trigger assortment that covers
the needs of almost all analyses. In the context of this thesis, ECL- and CDC-
based trigger bits are deemed preferable, as they are able to trigger low-multiplicity
events and decay topologies with several tracks within their detection range. It is
worth noting that the triggger bits respect a naming convention, that is summarised
in Table 2.2.
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Name Brief description

f There is a CDC full 2D tracks, which requires 4 clustered
hits in 5 axial super layers (0, 2, 4, 6, 8).

s There is a CDC short track, which requires 5 clustered hits
in 5 inner most super layers (0, 1, 2, 3, 4).

y There is a CDC full 3D track, which requires -40 cm < dz <
40 cm, measured by the Neural Network 3D module.

z There is a CDC full 3D track measured by conventional 3D
module.

o There is an opening angle of CDC tracks φ bigger than 90◦.

b There is an opening angle of CDC tracks φ bigger than 150◦.

hie, lowe The energy sum of ECL clusters in barrel and part of
forward endcap passes the high or low energy threshold.

lmlx, x ∈ 0, ...,13 There are ECL low energy multi clusters correspond to the x
combination.

cx, x ∈ 1, ...,5 The number of ECL cluster is more than or equal to x.

Table 2.2: Trigger naming convention. These letters or group of letters are used to
name the different trigger bits that are available. Not all possible names are shown.
The number of instances represents the number of tracks. For instance, ff signifies
two CDC full 2D tracks.

2.5 Real Data and Monte Carlo Simulation

Belle II, just as any other high-energy physics experiment, involve a complex pro-
cess from data collection to publication. The analysis itself takes months or years,
and could not be completed without real data processing, usually referred to simply
as “data”, and Monte Carlo (MC) simulations. These two key points result from the
simplified process described by the diagram shown in Figure 2.12.

Real data are obtained from the detector through inputs from various sub-detectors,
described in Section 2.2, processed by the data acquisition (DAQ) system to convert
signals into usable computer values, as mentioned in Section 2.4. Monte Carlo
simulation involves event generation and simulation to mimic detector behavior.
Reconstruction is then performed on both real data and Monte Carlo simulation to
minimise differences, with an additional calibration step needed for real data.

Analysts use the Belle II analysis software framework, called “basf2” [54, 55] to
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Figure 2.12: Belle II Data scheme. Making of data and Monte Carlo samples.

reconstruct events. It is an open source framework based on C++ and Python mod-
ules, which evolves over time through releases, each identified by a keyword and
the corresponding month and year of accessibility. It also contains useful tools for
data analysis. The latter is performed on reconstructed events, on top of which a
skim can be applied to reduce further the data set size. This helps streamlining and
accelerating analysis processes.

Having provided a rather general overview regarding Monte Carlo simulations and
real data, the following two sections are dedicated to providing more detailed in-
sights about the different steps happening before event reconstruction, in the con-
text of Belle II.

2.5.1 Real Data

Real data undergo two primary processing stages: prompt processing and repro-
cessing; the distinction between them lies in the extent of calibrations applied dur-
ing processing.

“Prompt” processing occurs immediately after data collection: Data is gathered over
a fixed period, typically two weeks, then calibrated and processed iteratively. The
dataset resulting from this operation is referred to as a “Bucket”. Prompt data al-
ways utilises the latest major software release and undergoes thorough calibration,
with quality comparable to reprocessed data. Consequently, most calibrations per-
formed during prompt processing are retained for reprocessing.

Reprocessing involves recalibrating and reprocessing all data collected up to a spe-
cific time. Reprocessing, labeled as “Proc” and representing a total of five “Chunks”,
occurs annually (or biennially from 2023). Recalibration starts from prompt calibra-
tion and is refined with improved or new calibration algorithms. Full reprocessing
utilises a major software release, ensuring a coherent processing of the entire data
set. Both prompt and reprocessed data sets are accessible on the grid via corre-
sponding collections, stored in the micro data summary tapes (mDST) format.
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2.5.2 Monte Carlo Simulation

As previously discussed, event generation and simulation are two distinct processes
that take place before the event reconstruction.

Event generation involves simulating particle collisions based on the initial condi-
tions of electron and positron collisions, according to specific physics models like
Standard Model, SUSY or dark matter. Based on that choice, the particles position
and four-vectors are generated, which takes a few milliseconds per event at Belle II.
Various generators like KKMC [56, 57], PYTHIA [58], BabaYaga@NLO [59, 60, 61,
62, 63], TAUOLA [64, 65, 66, 67, 68], PHOTOS [69], AAFH [70, 71, 72], TREPS [73]
or even EvtGen [74] cater to different physics processes and analyses needs. Ta-
ble 2.3 summarises the generators of the main e+e− processes observed at Belle
II.

These processes can be described by their Feynman diagrams, which are illustrated
in Figure 2.13. The order of the diagram gives a sense of the order of magnitude of
the contribution of the process.
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Figure 2.13: Feynman diagram of the main ee processes observed at Belle II. Only
one representation per process is given.

A generator called Madgraph [75] is also available, and is particularly useful for
dark sector analysis. It generates and simulates specific signals as defined by the
user.
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Process σ [nb] Selection Criteria Generator

cc̄ 1.30 - KKMC, PYTHIA

dd̄ 0.40 - KKMC, PYTHIA

ss̄ 0.38 - KKMC, PYTHIA

uū 1.61 - KKMC, PYTHIA

e+e−(γ) 300 ± 3 10◦ < θ∗e < 170◦, E∗
e > 0.15 GeV BABAYAGA.NLO

e+e−(γ) 74.4 pe > 0.5 GeV/c and e in ECL -

µ+µ−(γ) 1.148 - KKMC

µ+µ−(γ) 0.831 pµ > 0.5 GeV/c in CDC -

µ+µ−γ(γ) 0.242 pµ > 0.5 GeV/c in CDC, ≥ 1γ
(Eγ > 0.5 GeV) in ECL

-

τ+τ−(γ) 0.919 - KKMC, TAUOLA,
PHOTOS

e+e−e+e− 39.7 ± 0.1 Wℓℓ > 0.5 GeV/c2 AAFH

e+e−µ+µ− 18.9 ± 0.1 Wℓℓ > 0.5 GeV/c2 AAFH

e+e−τ+τ− 0.01836 - KKMC

e+e−p+p− 0.0117 - TREPS

e+e−K+K− 0.0798 - TREPS

e+e−π+π− 1.895 - TREPS

B0B̄0 0.51 - EvtGen

B+B− 0.54 - EvtGen

Table 2.3: Generators of the main ee processes observed at Belle II. The cross section
as well as selection criteria, if any, are indicated. Wℓℓ is the minimum invariant
secondary fermion pair mass, as detailed in [37].

Once the four-vectors are generated, the subsequent stage involves replicating the
real detector’s output, a process known as simulation. The real detector captures
various interactions of particles with its materials, encompassing ionisation, scin-
tillation, Bremsstrahlung, pair production, and Cherenkov radiation. Simulation
software has been developed to emulate these processes, with GEANT4 [76] emerg-
ing as the foremost choice. GEANT4 models how particles engage with a virtual
Belle II detector, resulting in energy deposition and particle generation in each
sub-detector. Simulating the entire detector is computationally intensive, typically
requiring around a second for Belle II.

The simulation process can be further categorised into two main types: “run-inde-
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pendent” and “run-dependent” Monte Carlo simulations. The distinction between
these lies in the fact that run-dependent simulations aim to replicate the back-
ground conditions corresponding to various run periods in the data. Following the
simulation, an mDST file is generated, akin to those produced for real data.

2.6 τ Physics at Belle II

Even though Belle II is mostly known as a B-factory, it is also de facto a τ-factory;
the production cross section of tau lepton pairs σ(e+e− → τ+τ−), highlighted in Fig-
ure 2.14, is equal to 0.919 nb, which is approximately the same as B meson pairs
σ(e+e− → BB̄), which is equal to 1.05 nb.

e−

e+ τ+

τ−

γ, Z

Figure 2.14: Feynman diagram of the process e+e− → τ+τ− . An annihilation dia-
gram (s-channel) is required to get two tau leptons in the final state.

Therefore, and not just in the interest of this thesis, it is pertinent to provide an
overview of τ physics and detail the fundamental properties of the tau lepton.

The tau lepton distinguishes itself from the other leptons by its mass [19], as re-
ported in Equation (2.14). Additionally, it emphasises the comparatively greater
uncertainty in the determination of the tau lepton mass, which exhibits an uncer-
tainty magnitude several orders larger than that of other leptons.

me = (0.51099895000±0.00000000015) MeV/c2

mµ = (105.6583755±0.0000023) MeV/c2

mτ = (1776.86±0.12) MeV/c2

(2.14)

Because its mass is so large, the tau lepton can decay not just into the two other
leptons, but also into hadrons, as depicted by the Feynman diagrams in Figure 2.15.

These two examples are part of a set of many other decays. The resulting final
states are well-documented and understood. Most of them have a branching frac-
tion measurement, which is shown in Figure 2.16.
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Figure 2.15: Feynman diagram of the processes τ− → X−. Here, X is either a
hadronic system, e.g., ππ0, or a leptonic system, e.g., ℓνℓ.
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Figure 2.16: Tau decay modes. All observed tau decays final states, sorted according
to their respective values, from top to bottom and left to right. The representation
is divided into two parts to ease the readability. The values are taken from [19].

As previously shown in Figure 2.14, the tau lepton is produced in pairs in e+e−

collisions. In the CMS, the tau lepton pairs are produced back-to-back. This partic-
ularity allows the definition of two hemispheres in space, which are separated by
the so-called “thrust” axis, depicted in Figure 2.17. The latter corresponds to the
maximal momentum projection of all visible particles, from which the thrust value
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can be further derived as:

thrust max= )
i

| p⃗CMS
i · n̂thrust|* | p⃗CMS

i | , (2.15)

where p⃗CMS
i is the momentum in the CMS of the ith particle and n̂thrust is the

unit vector in the direction of the thrust axis. The thrust value, by definition, is
dimensionless. Hence, according to Equation (2.15), tau lepton pairs are expected
to exhibit a thrust value nearing 1.

τ−
τ+

thrust axis

Figure 2.17: Thrust axis sketch. Illustration of a case where the tau lepton pair
decays into one and three charged particles.

In general, due to its well-established production mechanisms and decay properties
governed by the weak force, τ physics is convenient to conduct precision measure-
ments within the Standard Model framework.
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3. Physics Performance

As explained in Section 2.5, simulations are used to study real data collected by
detectors. Even if their accuracy is generally acceptable, it is impossible to simulate
data identically. Some features will remain imperfect, and will affect variables such
as the ones related to particle identification (PID). To correct the simulations, a
correction factor is established by comparing the PID efficiency between data and
simulations of a relatively pure particle sample.

This chapter presents a performance study which aims at computing correction
factors for pion identification (πID) using hadronic tau decays. A specific emphasis
is put on a low multiplicity channel as the already available corrections were solely
determined on high multiplicity channels, such as D∗+ → D0(K−π+)π−, sometimes
abbreviated as “D∗” and Ks → π+π−, also referred to as “Ks”. And the use of a tau
decay satisfies a topology closer to that studied in Section 4. Charge conjugation is
always implied, except where explicitly stated otherwise.

3.1 Methodology Overview

A particular tau decay topology resulting from the electron-positron collision is cho-
sen: given the two tau leptons produced in the collision, one is required to decay
into one charged track (labeled as “1-prong”), while the other tau decays into three
charged pions (labeled as “3-prong”).

This “3×1-prong” topology, along with a corresponding Feynman diagram, is illus-
trated in Figure 3.1. With this distinctive event shape, it is possible to select tau lep-
ton pair events on data with a low level of background from other processes. The sig-
nal side is defined as the 3-prong side, and corresponds to the decay τ+ →π+π−π+ντ.
The tag side, on the other hand, is the 1-prong side, and corresponds to τ− → X−ντ,
with X being any charged particle system.

A tag-and-probe approach is used to get a pure sample of pions. It consists of ap-
plying tight requirements on the identification variable of two of the pion tracks to
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Figure 3.1: Diagrams of targeted processes. Illustration of the 3×1 prong topology
and Feynman diagram for the e+e− → (τ+ → π+π−π+ν̄τ)(τ− → X−ντ) process tar-
geted by this study.

tag a third charged pion used as a probe track. This method is motivated by the
fact that the decay τ+ → π+π+K− is highly suppressed, as its branching fraction is
of the order of 10−11. Hence, the probability of mistagging a kaon as a pion in the
probe track gets negligible up to π→ K fake rates in the tag tracks.

This study had to undergo several iterations and adjustments to accommodate
evolving data sets. Multiple revisions and corrections were thus needed, and are
promptly detailed here to give a context to this study.

It began by examining Monte Carlo samples, corresponding to the Belle II 14th

official campaign of run independent Monte Carlo, referred to as “MC14ri”, to es-
tablish a selection procedure. This procedure was explored through two distinct
approaches. The first method involved employing a series of rectangular cuts ap-
plied sequentially, with additional optimisation steps implemented. And the second
approach utilised a Boosted Decision Tree (BDT), a multivariate method for event
selection. Given that the BDT selection demonstrated only slight improvements of
selection performance in comparison to the rectangular cut one, only the latter has
been retained as the preferred selection procedure. At this stage of the study, tables
of correction factors, binned in momentum p and cosine of polar angle θ were pro-
duced. These factors correspond to the ratio of efficiency in data over Monte Carlo,
computed with the reprocessed data matching the same release as Monte Carlo,
called “Proc12”, and Prompt data sets.

These factors did not contain systematic uncertainties yet, only statistical ones.
The systematic uncertainties were evaluated only with the next and currently lat-
est iteration of Monte Carlo samples, which corresponded to the Belle II 15th official
campaign of run-independent and run-dependent Monte Carlo, called “MC15ri” and
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“MC15rd” respectively, and the corresponding reprocessed “Proc13” and Prompt
data sets.

The use of run-dependent Monte Carlo samples prompted a reevaluation of certain
selection choices done for this study, emphasizing its integration into the System-
atic Corrections Framework. This framework is a tool that can provide analysts
the uncertainties associated to the particle identification variables they use. It is
still under development, but already provides corrections, e.g., hadron identifica-
tion (ID) and hadronic misidentification (misID) rates. One advantage of having
corrections already available is that it is possible to assess the consistency of the
new corrections by making comparisons, which is done in Section 3.5.2.

The integration in the Systematic Corrections Framework consists of several steps,
the first of which is to reconstruct the events according to the optimised selection.
This step is, at the time of the thesis, about to be completed. The second step, which
has been delayed for the time being, is to calculate the efficiencies. As it happens,
the efficiency calculation based on the number of events is not yet implemented in
the framework, and only calculations based on a peak fit are integrated. Which is
why full implementation has been put on hold.

3.2 Input Samples

For this study, the data collected by Belle II from 2019 to 2022 was used. Called
also “LS1” data set, it corresponds to a total integrated luminosity of 364.093 fb−1.
LS1 can be further separated into Proc13 and Prompt data, and into Chunks and
Experiments as detailed in Table 3.1, along their corresponding integrated lumi-
nosity.

The simulated samples are taken from the official Belle II 15th Monte Carlo cam-
paign of run dependent samples. They correspond to generic and low multiplicity
samples, and are detailed in Table 3.2, along their cross section, integrated luminos-
ity and number of events. The generators used to get these samples are described
in Section 2.5.2.

3.3 Event Selection

In order to accurately determine the correction factors linked to a specific particle
species, it is essential to establish a sample with high purity. For this reason, the
decay τ+ → π+π−π+ντ was not chosen at random, since it represents the largest
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Sample Experiments
�

L dt [fb−1]

Proc13

Chunk 1

7 0.508±0.002±0.004

8 1.673±0.003±0.011

10 3.703±0.002±0.024

Chunk 2 12 55.277±0.005±0.348

Chunk 3 14 16.657±0.006±0.105

Chunk 4
16 10.449±0.004±0.066

17 10.866±0.005±0.069

Chunk 5 18 91.296±0.011±0.575

Prompt

20 3.854±0.003±0.024

22 32.578±0.007±0.205

24 86.805±0.011±0.547

26 55.646±0.009±0.351

Total 364.093±0.021±2.331

Table 3.1: Proc13 and Prompt data set. Samples are defined with Chunk and Exper-
iment numbers. Their luminosity is indicated in the last column, with the central
value, and the statistical and systematic uncertainties.

proportion of 3-charged particles decays, as reported in Figure 2.16, and amounts to
8.987% in total. The second highest 3-charged particles decay is τ+ → π+π−π+π0ντ

with 2.740% and the third is τ+ → π+(ω→ π−π+π0)ντ with 1.949%, containing also
pions.

The selection of events has to not only yield a high purity, but also an efficiency
high enough to result in relatively low statistical uncertainties. As these correction
factors are computed using the whole LS1 data set and corresponding Monte Carlo
simulations, representing respectively 364.093 fb−1 and 1455.052 fb−1 for generic
samples, the efficiency does not represent a major challenge, and allows selection
optimisation to focus more on purity.

The cuts employed for the selection of the signal are applied during the reconstruc-
tion of the decay, but also after this first selection to adjust more precisely the cuts.
These two steps are often called “online” and “offline” selections, but in what follows
they are defined as “preselection” and “selection cuts”.
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Process σ [nb]
�

L dt [fb−1 ] N [106]

e+e− → τ+τ− 0.919 1455.052 1337.19

e+e− → cc̄ 1.329 1455.052 1933.76

e+e− → dd̄ 0.401 1455.052 583.48

e+e− → ss̄ 0.383 1455.052 557.28

e+e− → uū 1.605 1455.052 2335.36

e+e− → B+B− 0.54 1455.052 785.73

e+e− → B0B̄0 0.51 1455.052 742.08

e+e− → e+e−(γ) 295.8 36.3731 10759.16

e+e− →µ+µ−(γ) 1.148 1455.052 1670.40

e+e− → e+e−e+e− 39.55 363.767 14386.98

e+e− → e+e−µ+µ− 18.83 363.767 6849.73

e+e− → e+e−τ+τ− 0.01836 363.767 6.68

e+e− → e+e−K+K− 0.0798 363.767 29.03

e+e− → e+e−π+π− 1.895 363.767 689.34

e+e− → e+e−p+p− 0.0117 363.767 4.26

e+e− →µ+µ−τ+τ− 1.441 × 10−4 363.767 5.24×10−2

e+e− → τ+τ−τ+τ− 2.114 × 10−7 363.767 7.69×10−5

e+e− → K+K−(γ) 0.0163 363.767 5.93

e+e− → K0K̄0(γ) 0.008864 363.767 3.22

e+e− →π+π−(γ) 0.1667 363.767 60.64

e+e− →π+π−π0(γ) 0.02378 363.767 8.65

Table 3.2: Simulated processes with their cross section, corresponding integrated
luminosity and number of events. The generators used to get these samples are
described in Section 2.5.2.

3.3.1 Selection Assessment

The performance of the events selection is assessed by two factors: the purity p and
the efficiency ε, which are expressed as:

p= Nsig

Nsig +Nbkg
(3.1)

and
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ε= Nsig

2 ·Ngen ·B3p ·B1p
, (3.2)

where Nsig is the number of signal events, Nbkg the number of background events,
Ngen =σττ ·

�
L dt = Nττ the number of generated tau lepton pairs events indicated

in Table 3.2, and B3p = 9.31% and B1p = 84.58% the branching fraction [19] of the
3-prong and 1-prong side respectively.

Combined, they evaluate how pure the sample is, and how large it remains after
the selection. A figure of merit (FOM) is needed to optimise the event selection
according to these two criteria, and is expressed in this case as:

FOM= Nsig(
Nsig + x ·Nbkg

, (3.3)

where x is a penalty coefficient that encourages the optimisation to favour purity
over efficiency. If not specifically mentioned, this coefficient it set to 100. This value
was chosen to enhance the purity of the sample.

3.3.2 Selection Variables

Before delving into the selection process, it is essential to establish clear definitions
for the variables involved. These variables must satisfy two criteria: first, they
need to effectively isolate the signal while discriminating against background, and
second, they should be accurately modeled to minimise discrepancies between data
and Monte Carlo simulations.

One first variable that fulfills these criteria is the thrust, which was previously
introduced in Section 2.6, Equation (2.15), and which is in particular useful to dis-
tinguish tau lepton pair, qq̄ and Bhabha events. A variable related to the thrust is
the cosine of the polar angle component of the thrust axis (cosθthrust). To enhance
the differentiation between various processes, it is necessary to incorporate events
associated with both shape and kinematics. For that, the polar angle component of
the missing momentum of the event in the CMS frame (θpCMS

miss
), the missing mass

squared of the event (m2
miss) and the visible energy of the event in the CMS frame

(ECMS
vis ) particularly suit well this condition. Another type of variables, constructed

with event and shape parameters, are related to the Fox-Wolfram moments [77,
78]. These moments are rotationally-invariant parametrisations of the distribution
of particles in an event. Their normalised moments, noted as Rℓ, with ℓ = 1, ...,4,
are more usually used, and are defined as
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Rℓ = Hi

H0
, (3.4)

with

Hℓ =
)
i, j

pi p j Pℓ(cosθi, j), (3.5)

where pk are the momentum vectors, Pℓ is the Legendre polynomial of ℓ-th order
and θi, j is the angle between pi and p j.

Concerning the tag side variables, only the transverse momentum, denoted as pT,τ, tag ≡
pT, tag, is considered. It is computed as

pT, tag =
&

p2
x, tag + p2

y, tag, (3.6)

where px, tag is the tag side momentum projection on the X-axis and py, tag is the tag
side momentum projection on the Y-axis. As for the signal side, the momentum in
the CMS frame (pCMS

τ,sig), energy (Eτ,sig) and mass (mτ,sig) are providing direct infor-
mation for selecting pions on the signal side. The result of the chi-square statistical
test of the track fit, (χ2

τ,sig) is, in turn, useful for further constraints.

The number of neutrals are useful variables, which are notably also used to build
the events during the reconstruction. More precisely, the number of neutral pions
in the signal and tag sides (nπ0,sig and nπ0, tag) and the number of photons in the
signal and tag sides (nγ,sig and nγ, tag) are used.

3.3.3 Particle Identification (PID)

As the particle identification performance is the main focus of this study, it is neces-
sary to first select a particle identification variable for which the correction factors
are computed. Belle II offers several types of particle identification variable, as
detailed in Section 2.3. Three types of variables are selected: The Global PID, cor-
responding to Equation (2.9), the Reweighted PID, detailed in Equation (2.12) and
the BDT PID, defined by Equation (2.13). To facilitate readability, previously intro-
duced equations are reiterated here for the reader’s convenience. Considering D ≡ {
SVD, CDC, TOP, ARICH, ECL, KLM} a set of sub-detectors and X ≡ {e,µ,π,K , p,d}
a set of long-lived particles, we get:
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(3.7)

The correction associated to particle identification are usually binned in momentum
p and polar angle θ. This choice is motivated by the unequal population of particle
species within the phase space. Implementing a global factor could potentially lead
to larger uncertainties, as it would need to accommodate variations across both fa-
vorable and unfavorable regions. In addition, the polar angle bins used for hadrons,
in particular for pions and kaons, take into account the different sub-detector re-
gions, while remaining more or less equal in size. Their coverage spans from 17◦

to 150◦. The details regarding the momentum and polar angle bins can be found
in Table 3.3. A sketch of the Belle II detector from the side with the regions corre-
sponding to the polar angle bins is shown in Figure 3.2. If not otherwise specified
in the following sections of this chapter, this binning is the one used by default for
all aspects related to particle identification corrections.

momentum

p [GeV/c]

[0.5, 1]

[1, 1.5]

[1.5, 2]

[2, 2.5]

[2.5, 3]

[3, 3.5]

[3.5, 4.5]

polar angle

θ [rad] θ [deg] cosθ [-] number

[0.297, 0.489] [17, 28] [0.883, 0.956] 8

[0.489, 0.698] [28, 40] [0.766, 0.883] 7

[0.698, 1.047] [40, 60] [0.500, 0.766] 6

[1.047, 1.344] [60, 77] [0.225, 0.500] 5

[1.344, 1.676] [77, 96] [-0.104, 0.225] 4

[1.676, 2.007] [96, 115] [-0.423, -0.104] 3

[2.007, 2.321] [115, 133] [-0.682, -0.423] 2

[2.321, 2.618] [133, 150] [-0.866, -0.682] 1

Table 3.3: Momentum and polar angle binning. This binning is used for both pion
and kaon corrections. The polar angle bins are given in radian, degrees and as their
cosine value.
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Figure 3.2: Side view of the Belle II detector and sub-detector systems. The different
sub-detector systems are projected on the YZ-plan. The sketch is coming from [45].
The blue markers correspond to the polar angle bins defined in Table 3.3.

3.3.4 Preselection

Events are reconstructed using charged tracks originating from the interaction re-
gion, which is delimited by restricting the radial and axial impact parameters as
dr < 1.0 cm and |dz| < 3.0 cm. Events are required to contain exactly four charged
tracks, and their sum is required to be equal to zero.

Neutral particles are divided into neutral pion candidates and photons not com-
ing from a neutral pion. Neutral particles are used to compute event shape and
kinematics variables for the above-mentioned charged tracks.

Four different corrections are applied on the events. The correction applied on data
includes a tracking momentum scale factor and a photon energy bias, and the cor-
rection applied on Monte Carlo is composed of a correction of the photon efficiency
and a correction of the neutral pion efficiency. In particular, the two corrections ap-
plied on Monte Carlo samples are intended for application within the same Monte
Carlo campaign, but on run independent samples. Despite this difference, they
provide a highly accurate approximation.

A skim is applied on the event to reduce the data set size and accelerate the recon-
struction of the events, as explained in Section 2.5.

3.3.5 Selection Cuts

To fulfill the requirements of the tag-and-probe method, a tight particle identifica-
tion cut of 0.9 is applied on the tag tracks composing the signal. The PID variable
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used in this case corresponds to the Global PID detailed in Equation (3.7). Follow-
ing the recommendation for any performance study using hadrons, the number of
hits recorded by the CDC is required to be higher than 20 for both tag tracks. The
trigger selection corresponds to the use of any trigger bits available.

An optimised cut selection has been chosen, and the underlying principle is the
following: first, a set of discriminating variables is defined. Variables are used one
by one, and for each of them, the range of the cut applied on it is defined by the
maximum of the figure of merit computed in Equation (3.3). In some cases, the cut
is adjusted in the pursuit of higher purity. The cut is then applied, before moving
on to the next variable in the list. These steps are repeated until all variables have
been used.

An algorithm to refine these cuts is put in place to enhance the purity in a system-
atic way. It is based on the assumption that a better figure of merit can be attained
in the close neighbourhood of the initial range. And so by shifting one or both end-
points to a lower or upper value of a width that is decreasing up until a limited
value, this new range provides a better overall performance. The final set of cuts is
reported in Table 3.4

The composition of the remaining Monte Carlo samples after the selection is re-
ported in Table 3.5, along the result of the truth-matching of the probe track in
all samples. The pion fraction amounts to 98.749% in the probe track, which repre-
sents the purity of the sample. The largest contamination of other sample is coming
from qq̄ events, which represents 0.904% of the events. And the two largest truth-
matched particles after the pions are attributed to muons with 0.284% and kaons
with 0.254%.

3.4 Measurement of Correction Factors

The corrections for both πID efficiency and π→ K misidentification rates are calcu-
lated across several working points ranging from 0.05 to 0.95. Each measurement
includes a central value along with statistical and total systematic uncertainties.
The systematic uncertainties are assessed with a conservative approach to facili-
tate the integration of this study in the Systematic Corrections Framework. Four
sources have been identified, taking into account tag side modeling, trigger selec-
tion, dominant fake rates and non-tau lepton pair backgrounds. A particular em-
phasis will be placed on the πID efficiency in Section 3.5, and in particular on its
correction tables.
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Feature Cut Unit

1 pt, tag ∈ [0.3101,5.31] GeV/c

2 ECMS
vis ∈ [2.4101,8.3001] GeV

3 θpCMS
miss

∈ [0.55101,2.6] rad

4 Eτ,sig ∈ [2.481,6.511] GeV

5 pCMS
τ,sig ∈ [2.489,5.101] GeV/c

6 cosθthrust ∈ [−0.47,0.881001] -

7 R3 ∈ [0,0.9] -

8 R4 ∈ [0.308999,0.98] -

9 m2
miss ∈ [−47.8,53.0] GeV2/c4

10 nπ0, tag ≤ 1 -

11 nγ, tag = 0 -

12 nπ0,sig ≤ 1 -

13 nγ,sig ≤ 2 -

14 mτ,sig ∈ [0,1.5901] GeV/c2

15 χ2
τ,sig ∈ [0.00999,0.99999] -

16 thrust ∈ [0.90901,1] -

Table 3.4: Selection cuts. Features and ranges defining the cuts applied to select
signal. The numbers on the left designate the order in which the cuts have been
applied.

3.4.1 Correction Factors Computation

The performance of the PID variables is evaluated through the computation of the
pion efficiency, but also the rate at which pions are faking kaons. The latter is
conventionally denoted as “π → K” misidentification rate. These two quantities
are computed using ratios, and are computed differently for Monte Carlo and data
samples, such as:

εMC = Nprobe
MC −Nprobe,bkg

MC

Ntag
MC −Ntag,bkg

MC

= Nprobe,sig
MC

Ntag,sig
MC

and εdata =
Nprobe

data −Nprobe,bkg
MC

Ntag
data −Ntag,bkg

MC

, (3.8)

where Nprobe is the number of truth-matched events remaining after a hID cut
applied, Ntag the total number of truth-matched events and Nx,y, x = probe, tag,
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Process Comp. [%] π [%] K [%] p [%] µ [%] e [%] none [%] other [%]

τ+τ− 98.967 98.908 0.129 0.004 0.284 0.045 0.630 0.000

qq̄ 0.904 81.822 13.957 2.940 0.295 0.144 0.767 0.074

ℓ+ℓ−X+X− 0.124 98.193 0.261 0.022 0.283 0.479 0.762 0.000

BB <0.001 37.705 18.033 0.000 0.000 29.508 3.279 0.000

e+e− 0.004 0.000 0.000 7.692 0.000 0.000 0.000 0.000

e+e−ℓ+ℓ− <0.001 0.000 0.000 0.000 0.000 0.000 100.000 0.000

Total 100.000 98.749 0.254 0.031 0.284 0.047 0.631 0.001

Table 3.5: Composition of the remaining samples. The particle listed in the ta-
ble header correspond to the probe track Monte Carlo truth-matching results. The
category “none” corresponds to no identification of the particle, whereas “other” cor-
responds to other types of particles not listed in the table. The ℓ+ℓ−X+X− sample
groups decays with e+e−K+K−, e+e−π+π−, e+e−p+p−, e+e−τ+τ−, µ+µ−τ+τ−, and
τ+τ−τ+τ− final states. And e+e−ℓ+ℓ− groups decays with e+e−e+e− and e+e−µ+µ−

final states.

y = sig, bkg the number of signal and background events truth-matched in Monte
Carlo samples with and without the application of hID cut respectively.

The efficiency and misidentification rate are first computed on the integrated mo-
mentum and polar angle spectrum, i.e., without any further requirement applied
on these two quantities. In total, 19 values of hID cut are used, starting at 0.05 and
repeated every 0.05 until 0.95. To further refine the correction factor, bins of mo-
mentum and polar angle are used, and correspond to the ones presented in Table 3.3
in Section 3.3.3. The associated correction factor are defined as:

Rε = εdata

εMC
. (3.9)

The uncertainty associated to the correction factors are divided into statistical and
systematic components. The statistical uncertainties are determined by assuming
a Poisson distribution associated to the number of events, and then propagated in
the ratio assuming that they are independent. As for the systematic uncertainties,
several sources have been identified, and are detailed in Section 3.4.2.

3.4.2 Systematic Uncertainties

The systematic uncertainties were deduced from the difference of efficiency ratio
with and without the corresponding variation applied. They are computed differ-
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ently for Monte Carlo and data samples, as follows:

σsyst = εdata

εMC
− εdata

ε′MC
and σsyst = 1

2

�
ε′data

εMC
− εdata

εMC

�
, (3.10)

where ε′MC and ε′data are the efficiencies computed with the corresponding variation.
This assumption is very conservative. It is motivated by the fact that relying on the
central values rather that the uncertainties would benefit for the implementation
in the Systematic Corrections Framework, as they are assumed to be stable over
time, unlike the uncertainties. A list of possible sources has been established, and
each of them are detailed in the next sections.

3.4.2.1 Signal Side Modeling

The current generator that is employed for the tau lepton pair sample is TAUOLA,
as detailed in Table 2.3. The systematic uncertainty associated to the model gen-
erator is evaluated through a variation on the Monte Carlo reconstructed samples,
which results from the use of two other models. These two models are the Res-
onance Chiral Lagrangian initialisation [65] and the CLEO form factor [79]. For
each configuration of charge, a sample corresponding to an integrated luminosity
of 100 fb−1 has been produced. It is possible to compute the variation ε′MC for each
sample by exchanging the nominal tau lepton pair sample with each differently gen-
erated ones. The biggest difference between the two configurations is translated as
a systematic uncertainty.

3.4.2.2 Trigger

In order to determine the variation associated to the trigger selection, the trigger
efficiency has to be evaluated in both data and Monte Carlo samples. It is computed
as follows

εt =
Ntm∧tr

Ntr

, (3.11)

where Ntm∧tr is the number of events after the use of a main and a reference trigger,
whereas Ntr is the number of events after the use of a reference trigger only.

A reference and main trigger have to be selected. For this study, a CDC-based
selection is opted for the main trigger, and an ECL-based combination is used as
a reference trigger. Their definition is discussed in Section 2.4. These two kind
of triggers are assumed to be independent, as they are coming from two different
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detectors. The CDC triggers that are used correspond to three tracks triggers fff, ffo,
ffy and fyo. The ECL reference trigger is hie. Their definition is given in Table 3.6.

Name Base Definition

hie ECL total ECL energy > 1 GeV and no ECL Bhabha veto signal

ffy CDC ≥ 2 full tracks and one track reconstructed using a Neural
Network

fyo CDC 1 full track and 1 Neural Network reconstructed track,
with ∆φ> 90◦

fff CDC ≥ 3 full tracks

ffo CDC ≥ 2 full tracks, with ∆φ> 90◦

Table 3.6: ECL and CDC-based trigger bits. A short definition is provided for each
trigger bit.

The trigger selection is corrected by the ratio of efficiency of data over Monte Carlo.
It is applied on Monte Carlo to correct Nprobe,bkg

MC and Ntag,bkg
MC in Equation (3.8) to

compute the data sample variation ε′data.

3.4.2.3 Misidentification Rates

The dominant identified particle sources after pions are muons and kaons, as demon-
strated in Table 3.5. As µ→π misidentification rates are not available from official
production, only the K → π misidentification rates are taken into account. The
misidentification rates were produced using the same binning used for the correc-
tion factors. The variation is performed on Monte Carlo samples by correcting the
nominal sample for the K →π misidentification rates, and results in ε′MC.

3.4.2.4 Background

This systematic source involves mostly qq̄ events, as it is the dominant non-tau lep-
ton pair background sample as reported in Table 3.5. A correction factor accounting
for these events is computed using a side-band region. This region is defined by
changing the cut on the signal mass, such that mτ,sig > 2 GeV/c2, and by selecting
the events that have a thrust value below 0.99 as to avoid Bhabha events. The
trigger selection employed in Section 3.4.2.2 is as well applied.

In order to understand more the differences between data and Monte Carlo, the
side-bands are divided into Chunks (Chunk1 to Chunk5) and Prompt data sets.
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Their corresponding luminosity can be found in Table 3.1. The correction factors
are computed as follows:

εcorr
qq̄ = Ndata −Nother

MC

Nqq̄
MC

, (3.12)

where Ndata is the number of data events, Nother
MC is the number of events that

are coming from all sources except qq̄, and Nqq̄
MC the number of qq̄ events. The

correction factors are displayed in Figure 3.3 for the different data sets.
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Figure 3.3: qq̄ correction factors. The factors are computed for Chunks and Prompt
data sets.

The result of the fit, which is ε
corr,fit
qq̄ and is equal to 0.818, is applied to correct

the qq̄ background events present in Nprobe,bkg
MC and Ntag,bkg

MC from Equation (3.8), to
compute the data sample variation ε′data.

3.5 Selected Results

A few selected results highlight the performance of these correction factors. The
efficiencies as well as a comparison with already available channels are provided in
what follows. More results are available in Appendix A.

3.5.1 Efficiencies

The integrated efficiencies computed for the Global, Reweighted and MVA PID vari-
ables, as well as for both Monte Carlo and data samples are shown in Figure 3.4.
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Figure 3.4: πID efficiency and π → K misID rate. πID efficiency (left) and π → K
misID rate (right) computed for the Global, MVA and Reweighted hID variables
once the cut-based selection is put in place. The solid lines correspond to Monte
Carlo simulations, whereas dashed lighter lines represent data. The bottom part of
the plot shows the ratio of data over Monte Carlo. The statistical uncertainties are
represented by vertical lines, which are in this case too small to be visible.

Several observations can be deduced from this result. First, for the πID efficiency,
the best performance is attributed to the Reweighted hID variable, and not only in
terms of efficiency value, but also because it yields reduced discrepancies between
Monte Carlo and data. In comparison, the Global hID variable has a lower effi-
ciency and larger discrepancies. The MVA hID variable performance manifests an
interesting behaviour, as its efficiency is rather low, but the difference observed be-
tween data and Monte Carlo is almost negligible, as opposed to the other variables.
The same conclusion applies in the case of the π→ K misID rate.

Tables providing the efficiency computed for Monte Carlo, along their propagated
statistical and systematic uncertainties obtained for each hID variable with a work-
ing point of 0.5 are displayed in Figure 3.5.

The region determined by the first bin of the cosine of the polar angle highlights a
different behaviour than that shown in other bins, in all hID variable cases. Indeed,
the TOP detector, as depicted in Figure 3.2 and which is responsible for the detec-
tion of hadrons such as pions and kaons, is not covering this region, which might
explain the poorer performance that is obtained. In the case of the Reweighed hID
variable, the efficiency seems to suffer less from this effect, probably because it is
compensated by the weights applied on its likelihoods. The second bin of cosine
polar angle seems to also suffer from this effect, although to a reduced extent. As to
avoid redundancy, the results for the data is not shown. However, the corresponding
efficiency corrections are displayed in Figure 3.6.

The same problematic bins are emerging from the computation of the ratio Rε, and
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Figure 3.5: Monte Carlo efficiencies. The PID variables used to get the correction
factors binned in momentum and polar angle correspond to the Global (top), the
Reweighted (middle) and the MVA (bottom) variables.

are this time more striking in the case of the Global hID variable.

3.5.2 Comparison with Other Studies

To compare this study with the already available ones, the Global πID efficiency is
used, as it provides a fair basis. Its performance is compared to the one resulting
from the use of D∗+ → D0(K−π+)π+ decays. The comparison is done by computing
the ratio of the correction factors, with their uncertainties propagated assuming
that they are independent. This assumption might be revisited, as this study is
correlated to the misidentification rate corrections used in the estimation of the
systematic uncertainties associated to the misidentification.
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Figure 3.6: Efficiency correction factors. The PID variables used to get the correction
factors binned in momentum and polar angle correspond to the Global (top), the
Reweighted (middle) and the MVA (bottom) variables. The correction factors are
multiplied by 100 in order to ease their readability.

The ratio alone in fact does not give a direct sense of measure of the agreement
between the two samples. It is preferable to add pulls, which are computed as
follows:

pulls= Rετ −RεD∗

σtot
(3.13)

with
σtot =

&
σ2
τ+σ2

D∗ and σX =
&

σ2
X ,stat. +σ2

X ,syst.

The resulting comparison is shown in Figure 3.7. It demonstrate in particular that
both samples are in good agreement.
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Figure 3.7: Comparison with the D∗ sample. The ratio of correction factors (top), as
well as the associated pulls (bottom) are displayed.

Another comparison of performance is done with results coming from the use of
Ks → π+π− decays. As in the previous case, the ratio and pulls are computed, and
are displayed in Figure 3.8. Here, a disagreement is observed between the two
samples, and is located in low and medium momentum bins, and in medium cosine
polar angle bins.

As to further understand the relation between the three samples, and in order to get
a comprehensive result, a comparison between the D∗ and Ks samples is provided
in Figure 3.9. Here, discrepancies are also observed, although to a smaller extent.

3.6 Discussion

In this performance study, a 3×1 prong tau decay topology was used to compute
correction factors in bins of p and cosθ for three different PID variables.

The events were selected by applying a cut based selection. It reached a total purity
of 98.749%.

The set of PID variables was composed of the Global hID, defined as the ratio of
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Figure 3.8: Comparison with the Ks sample. The ratio of correction factors (top), as
well as the associated pulls (bottom) are displayed.

likelihoods of all detectors and particles, the Reweighted hID, being a weighted
version of the Global hID, and the MVA hID, whose likelihoods L ′ are relying on
an improved e−µ, π separation.

The performance of each hID variable was assessed by computing their correspond-
ing πID efficiency and the π → K misID rate on integrated samples as well as in
bins of p and cosθ. Several observations can be made on the results. First, the
MVA hID performed the worst as its curved dropped significantly while the cut
value increased. Second, the Reweighted hID outperforms the Global hID not only
in terms of performance, but also in terms of discrepancy between data and Monte
Carlo. Correction tables were produced for each of these hID variable, and for 9
values of hID cut in bins of p and cosθ. Their associated statistical uncertainties
were assessed and are indicated on these tables as well as systematic uncertainties.

These are divided into four categories: systematic uncertainties related to the mod-
eling of the τ→ πππ decay, to the fake rates of kaons, to the trigger selection and
the qq̄ background level. These assessments were done in a very conservative way.

A comparison with the D∗ sample as been made with matching versions of sam-
ples. A first comparison in bins of momentum p or cosθ has revealed a reasonable
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Figure 3.9: Comparison between the D∗ and Ks samples. The ratio of correction
factors (top), as well as the associated pulls (bottom) are displayed.

agreement between the two samples. On the contrary, the comparison with the
Ks samples demonstrated a non negligible discrepancy between the two samples,
which was especially visible for higher cut values, as also highlighted by the pulls.
An additional comparison between the D∗ and Ks sample provided a comprehen-
sive understanding of the agreement between the different studies, by highlighting
further discrepancies between these two channels.

Although the results of this performance study are not yet available through the
Systematic Corrections Framework, it is nevertheless encouraging to see that they
are in agreement with one of the two available corrections. This indicates that low
multiplicity channels using tau lepton pairs can reliably use the available correc-
tions.

There are several ways of improving this measure. Firstly, discrepancies were ob-
served between data and Monte Carlo due to an issue related to the skimming
process: several runs were duplicated in data but not in Monte Carlo samples.
Additionally, the systematic framework tables were produced some time ago, and
changes have occurred since then, leading to increased systematic uncertainties
that could impact the computed pulls when comparing different channels.
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In terms of assessing systematic uncertainties, the side-band used for qq̄ factors
may not exactly match the region selected for correction factors, potentially intro-
ducing uncertainty into the correction factor value. Furthermore, observed pat-
terns in the computation of these factors during different data-taking periods are
suspected to be related to changes in triggers.

The fake rates used as another source of systematic uncertainty are corrected for
kaons but not for muons, which are a major component, and the none category still
requires thorough understanding as it is also a significant contributor.

Regarding systematic modeling on the signal side, evaluation is limited to certain
models due to inaccuracies in the CLEO form factors. However, using a conservative
approach by leaving out certain models can be advantageous despite the limitations.

Additionally, the MVA PID variable was optimised for lepton identification rather
than hadrons, resulting in less effective performance as anticipated.
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4. Physics Analysis

The CKM matrix is subject to scrutiny aiming to detect deviations from unitarity
that could signify the presence of New Physics (NP), while acknowledging the po-
tential theoretical origins of the observed tension.

In this chapter, we discuss the measurement of the magnitude of the CKM matrix
element Vus, which is the essence of this thesis. This measurement is performed
using a ratio of branching fractions of hadronic tau decays, called RK /π. Belle II
lend itself well to the use of tau decays, as it both produces tau lepton pair events
abundantly, and that systematic uncertainties are kept to a minimum through Belle
II continuous efforts to reduce them. Charge conjugation is always implied, except
where explicitly stated otherwise. Comparison with the BaBar collaboration [33] is
provided when relevant, as a final measurement on data has not been obtained.

4.1 Methodology Overview

A tau decay topology similar to that presented in section Section 3.1 is used. This
3×1-prong topology, along with its corresponding Feynman diagram, is illustrated
in Figure 4.1. Unlike in the previous chapter, the signal side is defined as the 1-
prong side, and corresponds to the decays τ− → π−ντ or τ− → K−ντ. The tag side,
on the other hand, is the 3-prong side, and corresponds to τ− → X−X+X−ντ, with
X being any charged particle system. This topology allows for the selection of tau
lepton pair events with reduced background level from other processes.

The selection of signal events involves three steps, strategically optimised for the
given conditions. The initial step involves implementing cuts designed to suppress
background events, but also regions where discrepancies exist between data and
Monte Carlo simulations. These discrepancies arise due to incomplete simulation
of all potential decay processes, rendering the simulations inadequate to accurately
describe certain regions. Only 10% of data is used in this step to mitigate unblind-
ing issues. The second step is directly related to the third and final step. In fact,
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Figure 4.1: Diagrams of targeted processes. Illustration of the 3×1 prong topology
and Feynman diagram for the e+e− → τ+τ− with on the signal side either τ− →π−ντ

or τ− → K−ντ, and on the tag side τ+ → X+X−X+ν̄τ, which is the process targeted
by this analysis.

the last selection step uses multivariate methods such as Boosted Decision Trees
(BDT). Since these methods depend on variable shapes, it is needed to ensure they
accurately describe data. Hence, the second step focuses on identifying and com-
puting correction factors related to the events or specific selection steps that are
performed.

Differences might arise with a different selection that is tailored to each decay.
Therefore, for the whole selection of the events, the samples are combined as to
mitigate these differences. Several checks have been performed as to ensure that
the performance of the selection is not impacted by this decision, especially in the
case of the multivariate selection.

The measurement of |Vus| is performed on these selected events. As demonstrated
in Equation (1.19), this computation relies on the ratio RK /π, as well as on other
factors, such as the mass of the two hadrons (mh) and the tau lepton (mτ), hadronic
form factors ( fh), radiative corrections (δRτ,K /τ,π), and another CKM matrix element
magnitude (|Vud|). These additional factors are independent from the measure-
ment conducted with the selected events. Therefore, our primary emphasis lies in
measuring RK /π, and subsequently, we propagate uncertainties onto |Vus| using the
latest values available.

The ratio RK /π is measured with a template fit method. This allows for a compre-
hensive assessment of the ratio using maximum likelihoods estimations, since it
simultaneously evaluates the associated uncertainties. We identify several sources
of systematic uncertainties that are added as well-defined modifications of the tem-
plate. Once all systematic uncertainties are implemented, the evaluation of the
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total uncertainty on the RK /π ratio can be performed on Monte Carlo simulations.
Regrettably, certain uncertainties could not be fully assessed within the given time
constraints and availability of necessary corrections. The evaluation methods for
these missing uncertainties are still discussed, as it is intended to address them in
the near future.

4.2 Input Samples

For this measurement, the data collected by Belle II from 2019 to 2022 was used,
and corresponds to a total integrated luminosity of 364.093 fb−1. The details con-
cerning this data set, called also “LS1”, can be consulted in Table 3.1.

The simulated samples are taken from the official Belle II 15th Monte Carlo cam-
paign of run dependent samples. They correspond to the same generic and low
multiplicity samples detailed in Table 3.2. They are reiterated here for the reader’s
convenience:

⋆ Tau lepton pair samples: from e+e− → τ+τ− process

⋆ qq̄ samples: from e+e− → qq̄ processes, with q = c, d, s and u

⋆ B meson samples: from e+e− → B0B̄0 and e+e− → B+B− processes

⋆ Radiative dilepton samples: from e+e− → ℓ+ℓ−(γ) processes, with ℓ= e, µ

⋆ Two-photon samples: from e+e− → e+e−ℓ+ℓ− processes, with ℓ= e, µ, τ

⋆ Low-multiplicity samples: from e+e− → e+e−h+h− and e+e− →µ+µ−ℓ+ℓ− pro-
cesses, with h = K , π, p and ℓ=µ, τ

⋆ Initial state radiation samples: from e+e− → h+h−(γ), e+e− → K0K̄0(γ), and
e+e− →π+π−π0(γ) processes, with h = K , π

4.3 Event Selection

To accurately measure RK /π and therefore |Vus|, the signal events have to be se-
lected. The signal in this case is defined by two decays: τ− → π−ντ and τ− → K−ντ.
These decays, as indicated on Figure 2.16, have a branching fraction of 10.816% and
0.696% respectively. The selection process is done on the combined signal samples.
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The cuts employed in the first part of the selection are applied during the recon-
struction of the decay, but also after this first selection to adjust more precisely the
cuts. These two steps corresponds in what follows to the “preselection” and “selection
cuts”.

Before continuing and finalizing the selection with a multivariate selection, correc-
tion factors are computed in order to reshape the Monte Carlo simulation. These
correction factors depend on the selection of the events. The multivariate selection
is needed to enhance the purity of the sample. As this last sepp accomplishes a
selection of events in a very effective way, we refrain from implementing any overly
complex or finely tuned selections in the first step.

4.3.1 Selection Assessment

The concepts of purity, efficiency and figure of merit have already been introduced
in Section 3.3.1 (in Equations (3.1), (3.2), and (3.3)). The only element that differs
in this measurement from the performance study is that the branching fraction of
the 3-prong and 1-prong sides are given by B3p = 15.2%, BK = 0.696% and Bπ =
10.816%. Therefore, this section is intended to introduce multivariate methods,
related concepts and ways of assessing their performance. They are introduced in a
similar way to that used in [80].

Multivariate analysis techniques, utilizing machine learning algorithms, are em-
ployed to identify patterns and use this knowledge to predict outcomes for com-
parable, but unknown datasets. To accomplish this objective, MVA methods use
three primary inputs: sets of events used to train and test the MVA method to
recognise patterns, referred to as “test” and “training” sets, key variables defin-
ing these events, known as “discriminating features”, and a set of computational
configurations, known as “hyper parameters”. Given the nature of MVA methods,
which involve event classification, the output, representing a prediction, is com-
monly referred to as a “classifier”. Various methods are available for supervised
learning classification. This measurement employs in particular Boosted Decision
Trees (BDT).

Decision trees are effective tools for classification tasks, operating on a recursive
splitting approach based on input features. This method involves making decisions
at each step (denoted as “nodes”) and ultimately reaching endpoints (called “leaves”)
that correspond to class labels or probabilities. The criteria for splitting nodes aim
to maximise information gain or minimise entropy [81]. The visualisation of this
process in Figure 4.2 shows the tree-like structure characteristic of this method.
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The ensemble of trees that leads to a classification is interpreted as boosting.

Node 1

no yes

Node 2

no yes

Node 3

no yes

Leaf 1

Leaf 2

Leaf 3 Leaf 4

Figure 4.2: Illustration of a decision tree. Two branches arise from each decision,
corresponding to whether or not the criterion is met. This process progressively
draws branches constituting a so-called decision tree. This particular tree is grow-
ing leaf-wise, and not level-wise.

In supervised learning, the prediction ŷ is computed using the input x. Generally,
predictions are assumed to be proportional to inputs. The factors of proportionality
θ are determined through model training, which aims to find the factors that best
fit the inputs and predictions. The objective function O(θ) is defined to measure the
accuracy with which the model fits the training data. This function is the sum of
two terms, which are the training loss L(θ) and regularisation Ω(θ), such that:

O(θ)= L(θ)+Ω(θ) (4.1)

The regularisation term Ω(θ) handles issues, related to the concept of “overtrain-
ing”, that can arise when a model is too complex. It will be touched on later, in
particular in Figure 4.4. The training loss term L(θ), on the other hand, measures
the predictability of a model. The objective function is enhanced based on the choice
of boosting technique selected for classification, which improves the process of cre-
ating decision trees [82, 83].

Ensuring the effectiveness of a BDT method involves a consideration that is some-
times overlooked: incorporating the necessary features while adhering to Occam’s
razor principle, which advocates for simplicity by including no more features than
required. This implies an evaluation of each feature necessity, assessing both its
separating power and possible redundancy, to ensure that only the most influential
attributes are used as inputs.
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These two conditions are evaluated respectively by performing a ranking of the
features, and computing their correlations. The latter is assessed by a correlation
coefficient C ∈ [−1,1], which is attributed to two features at a time. It can be either
positive or negative, depending on their relation of dependency. Mathematically,
the Pearson’s correlation between two features X and Y is computed using a data
set reduced to these features, being A and B respectively. If two features have a
weight w, their correlation is computed as follows:

CX ,Y = CY ,X = cov(A,B,w)(
cov(A, A,w)cov(B,B,w)

, (4.2)

where

cov(A,B.w)=
*N

i=1 wi(ai − ā)(bi − b̄)*N
i=1 wi

and ᾱ=
*N

i=1 wiαi*N
i=1 wi

, (4.3)

where cov(A,B,w) is the weighted covariance, and a, b, the elements composing
A, B respectively.

The performance of the BDT is evaluated through its ability to establish the differ-
ent categories it is asked to distinguish, and its reproducibility on other samples.
The receiver operating characteristic (ROC) curve visually represents the classifica-
tion performance of a BDT. An example of ROC curve is represented in Figure 4.3.

ROC

AUC

10

1

FPR

TPR

Figure 4.3: Illustration of a ROC curve. The area under the ROC curve (AUC)
measures the BDT classification performance.

In the case of binary classification, the computation of the ROC curve is solely based
on the classification interpretation [84]. Given binary class labels (positive, P; nega-
tive, N), four possible outcomes exist depending on whether the prediction matches
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(true, T) or does not match (false, F) the actual value. These definitions yield the
computation of a true positive rate (TPR) and a false positive rate (FPR) as:

TPR= TP
TP+FN

and FPR= FP
TN+FP

. (4.4)

The area under this curve (AUC), normalised to a value of 1, quantifies the effec-
tiveness of the classification. An AUC close to 1 signifies excellent classification
accuracy, while an AUC close to 0 indicates poor performance. An AUC value of 0.5
represents random classification.

The reproducibility of a BDT method is directly related to the concept of overtrain-
ing (also called “overfitting”). It occurs when a model’s complexity is excessively
high, leading it to capture every detail and nuance of the training dataset, result-
ing in a fit that may not generalise well to new or unseen data. An example of
classification of events that could potentially lead to overtraining is provided in
Figure 4.4.

Fit 1
Fit 2

Figure 4.4: Illustration of overtraining. Fit 1 represents a regularized model,
whereas Fit 2 represents an overtrained model.

While some kinds of BDTs are more prone to overtraining than others, there is a
common belief that using simplified models can effectively prevent this issue during
training. Applying the BDT on a test set enables verification of its reproducibility. If
a significant difference is observed in the BDT’s classification between the test and
training sets, it suggests that overtraining is occurring. One widely used method
to measure overtraining is the Kolmogorov-Smirnov test [85]. This test yields a
uniformly distributed value between 0 and 1, assessing the similarity of outcomes
between test and training sets. The BDT method is generally considered not to
exhibit overtraining when the test result is equal to 0, but this value also depends
on the implementation of this test.
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4.3.2 Selection Variables

The variables selected for this measurement must efficiently separate the signal
from background, while accurately representing real data.

The thrust, introduced in Section 2.6, Equation (2.15), is used to distinguish signal
from other processes, especially qq̄ and Bhabha events. Other variables defined
using the thrust are the cosine of the polar angle component of the thrust axis
(cosθthrust), and the momentum flow in cones defined around the thrust axis, known
as “CLEO cones” [86] (CCi). There is a total of nine cones separated each by a polar
angle intervals of 10 degrees, covering the regions defined by angles from i × 10
degrees to −i×10 degrees from the thrust axis. Forward and backward intervals
are combined. Three of the cones are illustrated in Figure 4.5. The momentum flow
in each cone is calculated as the scalar sum of all tracks and clusters in that cone.

thrust axis

Figure 4.5: CLEO cones. Illustration of the first three of the nine cones.

Other variables related to event shape and kinematics used to remove two-photon
and radiative dilepton events are the visible energy of the event in the CMS frame
(ECMS

vis ), the missing mass squared of the event (m2
miss), the missing momentum in

the lab and CMS frames (pmiss and pCMS
miss ), the polar angle component of the missing

momentum of the event in the CMS frame (θpCMS
miss

) and the Fox-Wolfram normalised
moments (Rℓ).

Tag side variables consist of the mass (mτ, tag), the energy in the CMS frame (ECMS
τ, tag)

and the sorted transverse momenta (pith
T,τ, tag ≡ pith

T, tag). These momenta are defined
as follows:

����������
p1st

T, tag ≡ max(pT, track1, pT, track2, pT, track3)

p2nd
T, tag ≡ not

�
max or min

�
p3rd

T, tag ≡ min(pT, track1, pT, track2, pT, track3)

(4.5)
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Signal side variables are needed to constrain the phase space region of the mea-
surement. In particular, the momentum (pτ,sig) and the cosine component of the
polar angle (cosθτ,sig ) are used.

Finally, the number of neutrals are valuable variables, which are notably needed to
build the events during the reconstruction. More precisely, the number of neutral
pions in the signal and tag sides (nπ0,sig and nπ0, tag) and the number of photons in
the signal and tag sides (nγ,sig and nγ, tag) are used.

Regarding the particle identification variables, we use two types: the Global PID,
corresponding to Equation (2.9), and the Reweighted PID, detailed in Equation (2.12).
To facilitate readability, previously introduced equations are reiterated here for
the reader’s convenience. Assuming a set of sub-detectors D ≡ { SVD, CDC, TOP,
ARICH, ECL, KLM} and a set of long-lived particles X ≡ {e,µ,π,K , p,d}, we obtain:

��������������

Glob. ≡ Pi = exp
�
logLi

�)
x∈X

exp
�
logLx

� = exp(
*

d∈D logL d
i )*

x∈X exp(
*

d∈D logL d
x )

Rew. ≡ P ′
i = exp

�
logL ′

i
�)

x∈X
exp

�
logL ′

x
� = exp(

*
d∈D wi,d logL d

i )*
x∈X exp(

*
d∈D wx,d logL d

x )

(4.6)

These two variables are not used simultaneously, but are explored separately, so
that the selection that minimises errors can be chosen. The same kind of PID vari-
able is used for both pions and kaons.

As for the trigger selection, CDC- and ECL-based trigger bits were selected. Us-
ing the definitions introduced in Section 2.4, they correspond to ffy, fyo, fff, ffo,
lml0, lml1, lml2, lml4, lml6, lml7, lml8, lml9, lml10, lml12 and hie, which are
three charged tracks, low-multiplicity and cluster energy triggers. Their definition
is given in Table 4.1.

4.3.3 Preselection

Events are reconstructed using charged tracks originating from the interaction re-
gion, which is delimited by restricting the radial and axial impact parameter as
dr < 1.0 cm and |dz| < 3.0 cm. Events are required to contain exactly four charged
tracks, and their sum is required to be zero.

Neutral particles are divided into neutral pion candidates and photons not com-
ing from a neutral pion. Neutral particles are used to compute event shape and
kinematics variables for the aforementioned charged tracks.
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Name Base Definition

hie ECL total ECL energy > 1 GeV and no ECL Bhabha veto signal

lml0 ECL Ncluster ≥ 3, one with ECM > 300 MeV,
1< θid < 17≡ 12.4◦ < θlab < 154.7◦, not an ECL Bhabha

lml1 ECL exactly 1 cluster with ECM > 2 GeV and 4< θid < 14
≡ 32.2◦ < θlab < 124.6◦

lml2 ECL Ncluster ≥ 1 with ECM > 2 GeV, θid = 2,3,15 or 16
≡ 18.5◦ < θlab < 32.2◦ or 124.6◦ < θlab < 139.3◦ and not an
ECL Bhabha

lml4 ECL Ncluster ≥ 1 with ECM > 2 GeV, θid = 1 or 17
≡ 12.4◦ < θlab < 154.7◦ and not an ECL Bhabha

lml6 ECL exactly one cluster with ECM ≥ 1 GeV, 4≤ θid ≤ 15
≡ 32.2◦ < θlab < 128.7◦ and no other cluster with
Elab > 300 MeV anywhere

lml7 ECL exactly 1 cluster with ECM > 1 GeV, θid = 2,3 or 16
≡ 18.5◦ < θlab < 31.9◦ or 128.7◦ < θlab < 139.3◦ and no other
cluster with Elab > 300 MeV anywhere

lml8 ECL two clusters with 170◦ <∆φCM < 190◦ and ECM > 250 MeV
and no other cluster with ECM ≥ 2 GeV anywhere

lml9 ECL two clusters with 170◦ <∆φCM < 190◦ and one cluster
with ECM > 250 MeV, the other with ECM < 250 MeV and
no other cluster with ECM ≥ 2 GeV anywhere

lml10 ECL two clusters with 160◦ <∆φCM < 200◦ and
160◦ <*

θlab < 200◦ and no other cluster with ECM ≥ 2
GeV anywhere

lml12 ECL Ncluster ≥ 3, one with ECM ≥ 500 MeV,
2≤ θid ≤ 16≡ 18.5◦ < θlab < 139.3◦, not an ECL Bhabha

ffy CDC ≥ 2 full tracks and one track reconstructed using a Neural
Network

fyo CDC 1 full track and 1 Neural Network reconstructed track,
with ∆φ> 90◦

fff CDC ≥ 3 full tracks

ffo CDC ≥ 2 full tracks, with ∆φ> 90◦

Table 4.1: ECL and CDC-based trigger bits. A short definition is provided for each
trigger bit.
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Three different corrections are applied on the events. The correction applied on
data involves a tracking momentum scale factor and a photon energy bias, and
the correction applied on Monte Carlo is composed of a correction of the photon
efficiency. At the time of writing this thesis, the photon efficiency correction was
not available for this particular Monte Carlo campaign of run dependent samples;
therefore, the version intended for run independent samples was used. Despite this
difference, this version provides a highly accurate approximation.

A skim is applied on the event to reduce the data set size and accelerate the recon-
struction of the events, as explained in Section 2.5.

4.3.4 Selection Cuts

Before applying a multivariate selection, as described in Section 4.3.6, data-driven
and preselection cuts are applied. As highlighted in the distributions shown in Fig-
ure 4.6, the preselection is not sufficient to obtain a satisfying agreement between
data and Monte Carlo. In these distributions, the data set of real data corresponds
to 10% of the total data set, and the B meson, radiative dimuon, two-photon, low-
multiplicity and initial state radiation samples are combined, as they represent a
very small portion of the events.

This additional step ensures not only that the discrimination between signal and
background events will be improved in the next step, but also that the variables (or
features) entering as input of the BDT are correctly modeling data. The cuts that
are applied are detailed in Table 4.2.

A cut is applied on the thrust to remove qq̄ events on the lower side and Bhabha
events that peak at around 1. The cut on ECMS

vis allows to cut some two-photon non
simulated events in the lower region, and to remove Bhabha events in the higher
region.

Two-dimensional cuts relying on cosθthrust, m2
miss and θpCMS

miss
are such that they re-

move two-photon events [87]. These cuts are defined by slopes, providing a system-
atic and mathematically derived approach to delimit regions of interest. To compute
the slope between the point (x1, y1) and (x2, y2), the following formula is used:

y= x · y1 − y2

x1 − x2
− xi · y1 − y2

x1 − x2
+ yi (4.7)

This strategy enables a more nuanced selection process, leading to increased effi-
ciency while removing problematic regions.

The motivation behind imposing a cut on mτ, tag is rooted in the physical motivation

79



Physics Analysis Event Selection

0.0

0.5

1.0

1.5

2.0

E
v
e
n
ts

/(
1

.5
e
-0

1
 G

e
V

)

1e6 BelleII Preliminary dt= 36.4093fb 1

Data  sig  bkg qq ee other

0.0 2.5 5.0 7.5 10.0 12.5 15.0
visibleEnergyOfEventCMS [GeV]

0.8
0.9
1.0
1.1
1.2

d
a
ta

/M
C

0.0

0.5

1.0

1.5

2.0

E
v
e
n
ts

/(
5

.0
e
-0

3
)

1e7 BelleII Preliminary dt= 36.4093fb 1

Data  sig  bkg qq ee other

0.5 0.6 0.7 0.8 0.9 1.0
thrust [-]

0.8
0.9
1.0
1.1
1.2

d
a
ta

/M
C

0.0

0.5

1.0

1.5

2.0

2.5

E
v
e
n
ts

/(
4

.0
e
-0

1
 G

e
V

/c
2
)

1e7 BelleII Preliminary dt= 36.4093fb 1

Data  sig  bkg qq ee other

20 10 0 10 20
tau_3prong_M [GeV/c2]

0.8
0.9
1.0
1.1
1.2

d
a
ta

/M
C

0

1

2

3

4

E
v
e
n
ts

/(
1
.0

e
+

0
0
)

1e7 BelleII Preliminary dt= 36.4093fb 1

Data  sig  bkg qq ee other

0 2 4 6
nPi0s_1prong [-]

0.8
0.9
1.0
1.1
1.2

d
a
ta

/M
C

0

1

2

3
E
v
e
n
ts

/(
1
.0

e
+

0
0
)

1e7 BelleII Preliminary dt= 36.4093fb 1

Data  sig  bkg qq ee other

0 2 4 6 8 10
nPhotons_1prong [-]

0.8
0.9
1.0
1.1
1.2

d
a
ta

/M
C

0

1

2

3

4

5

E
v
e
n
ts

/(
1
.0

e
+

0
0
)

1e7 BelleII Preliminary dt= 36.4093fb 1

Data  sig  bkg qq ee other

0 1 2 3 4
nPi0s_3prong [-]

0.8
0.9
1.0
1.1
1.2

d
a
ta

/M
C

0

1

2

3

E
v
e
n
ts

/(
1
.0

e
+

0
0
)

1e7 BelleII Preliminary dt= 36.4093fb 1

Data  sig  bkg qq ee other

0 2 4 6 8
nPhotons_3prong [-]

0.8
0.9
1.0
1.1
1.2

d
a
ta

/M
C

0.0

0.5

1.0

1.5

2.0

E
v
e
n
ts

/(
1

.0
e
-0

1
 G

e
V

/c
)

1e6 BelleII Preliminary dt= 36.4093fb 1

Data  sig  bkg qq ee other

0 2 4 6 8 10
track_1prong_p [GeV/c]

0.8
0.9
1.0
1.1
1.2

d
a
ta

/M
C

0

2

4

6

E
v
e
n
ts

/(
3
.1

e
-0

2
 r

a
d
)

1e6 BelleII Preliminary dt= 36.4093fb 1

Data  sig  bkg qq ee other

0.0 0.5 1.0 1.5 2.0 2.5 3.0
track_1prong_theta [rad]

0.8
0.9
1.0
1.1
1.2

d
a
ta

/M
C

0.00

0.25

0.50

0.75

1.00

1.25

E
v
e
n
ts

/(
2

.0
e
-0

2
)

1e7 BelleII Preliminary dt= 36.4093fb 1

Data  sig  bkg qq ee other

1.0 0.5 0.0 0.5 1.0
thrustAxisCosTheta [-]

0.8
0.9
1.0
1.1
1.2

d
a
ta

/M
C

0

1

2

3

4

5

E
v
e
n
ts

/(
3
.2

e
-0

2
 r

a
d
)

1e6 BelleII Preliminary dt= 36.4093fb 1

Data  sig  bkg qq ee other

0.0 0.5 1.0 1.5 2.0 2.5 3.0
missingMomentumOfEvent_theta [rad]

0.8
0.9
1.0
1.1
1.2

d
a
ta

/M
C

0.00

0.25

0.50

0.75

1.00

1.25

E
v
e
n
ts

/(
1

.5
e
+

0
0

 G
e
V

2
/c

4
) 1e7 BelleII Preliminary dt= 36.4093fb 1

Data  sig  bkg qq ee other

50 25 0 25 50 75 100
missingMass2OfEvent [GeV2/c4]

0.8
0.9
1.0
1.1
1.2

d
a
ta

/M
C

0.0 0.5 1.0 1.5 2.0 2.5 3.0
missingMomentumOfEvent_theta [rad]

1.00

0.75

0.50

0.25

0.00

0.25

0.50

0.75

1.00

th
ru

s
tA

x
is

C
o
s
T
h
e
ta

 [
-]

data/MC

0.6

0.8

1.0

1.2

1.4

ra
ti

o

0.0 0.5 1.0 1.5 2.0 2.5 3.0
missingMomentumOfEvent_theta [rad]

50

40

30

20

10

0

10

20

30

40

m
is

s
in

g
M

a
s
s
2

O
fE

v
e
n
t 

[G
e
V

2
/c

4
]

data/MC

0.6

0.8

1.0

1.2

1.4

ra
ti

o

Figure 4.6: Features distributions. These distributions were obtained by applying
the preselection on the combined pion and kaon samples. The data set representing
real data corresponds to 10% of the total data set.

80



Physics Analysis Event Selection

Feature(s) Cut(s) Unit(s)

thrust ∈ [0.9,0.99] -

ECMS
vis ∈ [4.5,9] GeV

m2
miss and θpCMS

miss
m2

miss > (−760.0 × θpCMS
miss

)+228.0 and

m2
miss < (−6.5 × θpCMS

miss
)+39.6 and

m2
miss < (−26.3 × θpCMS

miss
)+84.2 and

m2
miss > 0 and θpCMS

miss
∈ [0.15,2.75]

GeV2/c4 and rad

cosθthrust and θpCMS
miss

cosθthrust < 0.85 and
(cosθthrust > (1.06 × θpCMS

miss
)−2.34 or

cosθthrust < (−2.33 × θpCMS
miss

)+5.13) and

cosθthrust > (0.02 × θpCMS
miss

)−0.75

- and rad

mτ, tag ∈ [0,2] GeV/c2

nπ0,sig = 0 -

nγ,sig < 4 -

nπ0, tag < 2 -

nγ, tag < 4 -

pτ,sig ∈ [0.5, 4.5] GeV/c

cosθτ,sig ∈ [−0.4226, 0.8829] -

hID > 0.5, 0.6, 0.7, 0.8, 0.9 -

trigger =
�

t∈trigg
t, for trigg=�

ffy, fyo, fff, ffo,

lml0, lml1, lml2, lml4, lml6, lml7,
lml8, lml9, lml10, lml12, hie



-

Experiment number ≤ 10 -

Table 4.2: Selection cuts. Features and ranges defining the cuts applied to select
signal. The cut on the signal hadron ID variable is not defined as several possibili-
ties are explored. The trigger selection requires that at least one of these CDC- and
ECL-based trigger bits is activated.

to ensure the presence of a tau lepton on that particular side. Some discrepancies
were also observed in higher region of nπ0,sig, nγ,sig, nπ0, tag and nγ, tag. A limit on the
momentum and polar angle in the signal side has been set such that it minimises
the PID corrections, as they are the lowest in this phase space region.

The cuts were sequentially applied not only to assess the agreement between the
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data and Monte Carlo samples, but also in evaluating the background level in the
Monte Carlo sample, while accounting for feature correlations.

Several hID selections were tested. A high cut value has the advantage of reduc-
ing sources of background, but could have the disadvantage of having correction
factors with higher average uncertainties. On the other hand, a lower cut value
would reduce the errors associated with the correction factors, but could increase
the quantity of background events. This same background could also be useful to
retain in reasonable quantities for selection with a multivariate method, given that
the latter also categorises the events using background events.

This last point raises another question, which is why the cut is not applied in this
case after the multivariate selection, or even why the hID selection is not split into
two parts, the first of which would be done before the multivariate selection with a
very small value, and the second, after the selection, with a higher value. Checks
have shown that it is preferable to keep the cut before selection, without splitting
it into two parts, as it leads to better efficiencies and purities.

For simplicity’s sake, the same type of variable and working point are used for both
pions and kaons, such that:

hID= KID> x or πID> x, (4.8)

where x is the working point. No PID requirement is applied on the tag side. The
PID working point of 0.9 of the Reweighted hID for the signal side is employed
subsequently in all cases where more points would create unnecessary repetitions,
given its superior performance, particularly highlighted in Section 4.4.5.

Trigger selection uses several CDC- and ECL-based triggers. The combination of
these two types of triggers, which are assumed to be independent, stems from the
need to increase the trigger efficiency.

The Experiment 7 and 8 are removed, as they present serious discrepancies be-
tween data and Monte Carlo events. They represent 0.6% of the total integrated lu-
minosity, and removing them yields Lint = 361.922±0.021 (stat.)±2.331 (syst.) fb−1.

By applying all selections mentioned, the purity amounts to 31.459%, and the ef-
ficiency to 18.663%. Distribution of discriminating features are displayed in Fig-
ure 4.7. The Monte Carlo simulations are in general quite in good agreement with
the real data, which corresponds to 10% of the total data set. With the exception
of the thrust that is showing a descending trend, and the tag side mass that is
known to be mismodeled. Again, the B meson, radiative dimuon, two-photon, low-
multiplicity and initial state radiation samples are combined.
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Figure 4.7: Features distributions. These distributions were obtained by applying
all selections and corrections on the combined pion and kaon samples; in particular,
the hID selection is using the Reweighted hID variable and a working point of 0.9.
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4.3.5 Corrections

Four additional correction sources have been added to those already applied on
Monte Carlo. The first one is related to the neutral selection that was put in place.
Unlike in Chapter 3, the neutral pions were not corrected during the reconstruction
of the events, because the associated corrections did not allow a straightforward im-
plementation. The second source of correction is related to the background sources.
The modeling of these processes sometimes require greater precision, which can be
achieved using correction factors computed in side-bands. The two last ones are
related to the hID and trigger selections that were used. These corrections are com-
puted using the selected samples, and by using tables of corrections, such as the
ones provided in Chapter 3 in the case of hID corrections.

4.3.5.1 Neutral Pion Efficiency

The neutral pion efficiency correction is not implemented in the reconstruction of
the events, due to correction factors exceeding 100%, as demonstrated in Table 4.3.
This specificity indeed would require that either additional Monte Carlo simulated
events would have to be created, or that the data events would have to be removed
to compensate the correction. Since neither of these two solutions seem to be con-
ceivable, the corrections are applied after the reconstruction of the events.

cosθ1 cosθ2 cosθ3 cosθ4 cosθ5 cosθ6

p1 89.5±3.1 100.5±4.7 101.1±2.7 100.6±4.3 99.9±3.6 88.5±4.0

p2 89.7±2.1 103.6±2.4 106.6±2.1 103.2±2.3 105.3±2.3 99.3±2.6

p3 96.6±1.7 103.4±1.5 105.5±2.3 105.7±1.5 104.4±1.3 99.3±1.5

p4 99.2±2.6 101.1±2.0 101.8±1.5 105.0±1.7 103.7±1.4 99.0±1.6

p5 97.2±3.1 100.8±2.8 106.6±2.9 101.7±1.8 104.0±1.5 101.1±1.7

Table 4.3: Correction factors attributed to neutral pions. These factors were com-
puted using tau decays, and for bins of momentum (pi) and cosine of polar angle
(cosθ j). The edges of the bins correspond to 0.6, 0.8, 1.0, 1.5, 2.0, and 3.0 for pi and
-0.65, -0.3 0.0, 0.3, 0.5, 0.7, and 1.0 for cosθ j. The corrections are given in percent.
The uncertainty next to the central value is only statistical.

The disadvantage that comes with this decision is that the event kinematic and
shape variables might not be reproduced properly. As these variables enter the
selection of events, this potential issue is consequent. But thorough investigations
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of the distribution of these features have revealed that the impact of this issue is
negligible.

The corrections presented in Table 4.3 are applied as a weight that is computed in
each momentum and cosine of the polar angle bin as:

εcorr
π0 = f m, (4.9)

where f is the central value of the correction factor and m is the multiplicity of the
neutral pion.

4.3.5.2 Background

Another important aspect involves addressing potential imperfections in the back-
ground modeling in order to get a representation of the observed data as accurate
as possible. An easy and efficient way of assessing the correction of background
modeling is to use side-bands.

This method is employed for non-tau lepton pair background such as qq̄ and Bhabha
events, which are the two dominant non-tau lepton pair backgrounds with 12.66%
and 0.05% after the selection of events. Compared to the qq̄ contamination, the
Bhabha events represent a second order effect. But, because it is still one order
higher than the rest of the background contributions, it was preferable to still as-
sess a correction factor for this type of background process.

Side-bands are obtained by either taking samples orthogonal to the one used in the
analysis, i.e., with reversed cuts applied, or by using a very specific region where
the events are concentrated. The Bhabha side-band is defined by applying the cuts
listed in Table 4.4, whereas the qq̄ side-band is defined with the cuts displayed in
Table 4.5.

These cuts were determined by following as closely as possible the selection detailed
in Section 4.3.4, while increasing as much as possible the number of events that we
wanted to observe. The neutral pion efficiency correction computed in the previous
section is applied.

In order to understand more the differences between data and Monte Carlo, the
side-bands distributions are determined for Chunk1 to Chunk5, and Prompt data
sets separately. It is worth noting that the Chunk1 sample corresponds to Experi-
ment 10 only.

The distributions for the side-band that defines Bhabha events are shown in Fig-
ure 4.8, whereas the results for qq̄ events are displayed in Figure 4.9.
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Feature(s) Cut(s) Unit(s)

thrust > 0.98 -

ECMS
vis > 9.5 GeV

nπ0,sig = 0 -

nγ,sig < 4 -

nπ0, tag < 2 -

nγ, tag < 4 -

pτ,sig ∈ [0.5, 4.5] GeV/c

cosθτ,sig ∈ [−0.4226, 0.8829] -

|mτ, tag| > 2 GeV/c2

trigger =
�

t∈trigg
t, for trigg=�

ffy, fyo, fff, ffo,

lml0, lml1, lml2, lml4, lml6, lml7,
lml8, lml9, lml10, lml12, hie



-

Experiment number ≤ 10 -

Table 4.4: Bhabha side-band cuts. The neutral and trigger selections were kept
identical to the signal selection as to keep a comparable phase space.
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Figure 4.8: Bhabha side-band. The distributions are divided into the different main
data samples. In this case, Chunk1 corresponds to Experiment 10 only.
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Feature(s) Cut(s) Unit(s)

thrust ∈ [0.9,0.99] -

ECMS
vis ∈ [4.5,9] GeV

m2
miss and θpCMS

miss
m2

miss > (−760.0 × θpCMS
miss

)+228.0 and

m2
miss < (−6.5 × θpCMS

miss
)+39.6 and

m2
miss < (−26.3 × θpCMS

miss
)+84.2 and

m2
miss > 0 and θpCMS

miss
∈ [0.15,2.75]

GeV2/c4 and rad

cosθthrust and θpCMS
miss

cosθthrust < 0.85 and
(cosθthrust > (1.06 × θpCMS

miss
)−2.34 or

cosθthrust < (−2.33 × θpCMS
miss

)+5.13) and

cosθthrust > (0.02 × θpCMS
miss

)−0.75

- and rad

nπ0,sig = 0 -

nγ,sig < 4 -

nπ0, tag < 2 -

nγ, tag < 4 -

pτ,sig ∈ [0.5, 3] GeV/c

cosθτ,sig ∈ [−0.4226, 0.8829] -

|mτ, tag| > 2 GeV/c2

trigger =
�

t∈trigg
t, for trigg=�

ffy, fyo, fff, ffo,

lml0, lml1, lml2, lml4, lml6, lml7,
lml8, lml9, lml10, lml12, hie



-

Experiment number ≤ 10 -

Table 4.5: qq̄ side-band cuts. The selection was kept very similar to the signal
selection as to keep a comparable phase space.

From these distributions, it is possible to extract the correction factor for each sam-
ple by performing a ratio of the number of event in data, corrected by the other
sources of Monte Carlo background, over the number of qq̄ or Bhabha events, as
previously done in Equation (3.12):

εcorr
qq̄ = Ndata −Nother

MC

Nqq̄
MC

and εcorr
Bhabha =

Ndata −Nother
MC

NBhabha
MC

. (4.10)

The correction of the data event is recommended, as there is a non-negligible con-
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Figure 4.9: qq̄ side-bands. The distributions are divided into the different main
data samples. In this case, Chunk1 corresponds to Experiment 10 only.

tamination from tau lepton pair events. These factors are reported in Figure 4.10
for each sample.
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(a) Bhabha correction factors

Chu
nk

1

Chu
nk

2

Chu
nk

3

Chu
nk

4

Chu
nk

5

Pr
om

pt

0.65

0.70

0.75

0.80

C
o
rr

e
c
ti

o
n
 f

a
c
to

rs

BelleII Preliminary

Average

Fit value: 0.720 ± 0.003
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Figure 4.10: Correction factors reported for each main data sample. The global
correction factor is determined by a fit, and is reported in the legend. On the left-
hand side is shown the factors for Bhabha events, and the qq̄ are on the right-hand
side.

This factor was determined by fitting the averages with a polynomial of degree 0.
A mean squared error (MSE) is subsequently estimated. The pattern observed in
Bhabha events is unexpected, and can be due to several factors combined. One
possible explanation could be that there might be a trigger bit that is prescaled

88



Physics Analysis Event Selection

during the first data-taking periods, and which was not taken into account in the
Monte Carlo simulation. But since the Bhabha correction represents a second order
correction, this effect does not have a significant impact on our measurement.

These correction factors, used to correct the corresponding non-tau lepton pair back-
ground events are applied, and correspond to ε

corr,fit
qq̄ = 0.720±0.003 and ε

corr,fit
Bhabha =

0.821±0.001.

4.3.5.3 Trigger

The trigger selection is corrected with the ratio of efficiency in data and Monte Carlo
simulation. Usually, the trigger efficiency is computed as

εt =
Ntm∧tr

Ntr

, (4.11)

where either CDC- or ECL-based trigger bits would be used as main triggers (tm),
and the other type would be used as a reference trigger (tr), as done in Equa-
tion (3.11) for the performance study. In the case of this measurement, it is slightly
different, as both types of triggers are combined, and instead requires the use of
inefficiencies, defined as:

ε1−inef = 1− (1−εECL)(1−εCDC), (4.12)

where εt, with t = ECL, CDC is computed as in Equation (4.11). The ECL reference
trigger bits correspond to the whole set of CDC main trigger bits, whereas the CDC
reference triggers are only hie and lml0. The idea behind this computation is that
this inefficiency should reproduce the absolute efficiency computed as:

εabs = NECL ∨ CDC

Ntot
,

but unlike the latter, can be applied to the data sample. Indeed, the total number of
events Ntot cannot be obtained in data reliably, as other selections are by default in
place. To make sure that this inefficiency computation can be used, it is necessary
to check that the inefficiency ε1−inef reproduces in Monte Carlo a similar behaviour
as εabs.

Figure 4.11 shows the comparison between these two efficiencies. There are three
different cases of samples, depending on the hID requirement: the samples em-
ployed were either combined, or separated into pion and kaon samples. In this
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case, the hID requirement is defined by the Reweighted PID variable, with a work-
ing point of 0.9.

The bins are also different, as to analyse the comparison in momentum and polar
angle bins separately. The maximum difference between ε1−inef and εabs is about
O (0.2)% for the momentum-binned results, and about the same for the polar angle-
binned results, except at high cosine values, where the difference amounts to ap-
proximately 5%.
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Figure 4.11: Comparison in Monte Carlo sample between the inefficiency ε1−inef and
absolute efficiency εabs. A Reweighted hID cut of 0.9 is applied on the samples. The
comparison is done between combined samples (top), pion samples (middle) and
kaon samples (bottom), separated by the corresponding hID cut. Bins of momentum
are used on the left-hand side, and bins of polar angle are used on the right-hand
side.

This substitution technique is validated by these results, as they still translate a
satisfying Monte Carlo modeling of the data. The resulting correction factors are
deduced by computing the ratio of inefficiencies between data and Monte Carlo, as
follows:
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εcorr
1−inef =

εdata
1−inef

εMC
1−inef

(4.13)

The resulting correction factors are shown in Figure 4.12. The corrections used for
the trigger selection are only binned in momentum for simplicity. These correc-
tion factors are really close to unity (O (0.998)), and will be translated into small
systematic uncertainties, as discussed in Section 4.4.5.
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Figure 4.12: Comparison of inefficiency ε1−inef between Monte Carlo and data sam-
ples. A Reweighted hID cut of 0.9 is applied on the samples. The comparison is done
between combined samples (top), pion samples (middle) and kaon samples (bottom),
separated by the corresponding hID cut. Bins of momentum are used on the left-
hand side, and bins of polar angle are used on the right-hand side.

4.3.5.4 Particle Identification (PID)

The particle identification selection is corrected using ratios of efficiency in data
and Monte Carlo, similar to the ones provided in Chapter 3.
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Several corrections have to be implemented, and comprises the pion and kaon effi-
ciencies, as well as their corresponding misidentification rates. Using the notation
introduced in Section 3.4.1, these rates are of hadronic nature, such as “π→ K” and
“K → π”, or leptonic nature, as in the case of “π→ e”, “π→ µ”, “K → e” or “K → µ”.
For the sake of clarity, they are summarised in Table 4.6. All hID variables and
working points (WPs) are accessible for the hID efficiencies, and hadronic misiden-
tification rates. Whereas for the leptonic misidentification rates, only the Global
hID variable and working point of 0.6 is available at the time of this thesis.

Correction type Particles involved Availability

particle ID efficiency π, K All hID variable, WPs

particle misID rate
π→ K , K →π All hID variable, WPs

e → K , µ→ K , e →π, µ→π Global hID, WP 0.6

Table 4.6: Summary of PID corrections. The same convention to describe the fake
rates is employed throughout this chapter. The availability of the corrections is also
indicated.

The correction are binned in momentum and polar angle. The bins used for this
measurement are the same as for the performance study. For the reader’s conve-
nience, they are repeated in Table 4.7. The sketch of the Belle II detector from
the side with the regions corresponding to the polar angle bins is available in Fig-
ure 3.2, and will not be repeated here to avoid redundancy. If not otherwise specified
in the following sections of this chapter, this binning is the one used by default for
all aspects related to particle identification corrections.

4.3.6 Multivariate selection

For this measurement, a Boosted Decision Tree (BDT) from the LightGBM imple-
mentation [88] was used. One specific feature of this implementation is that the de-
cision trees are not grown level-wise, but leaf-wise, such that not a maximum depth,
but a maximum number of leaves is set as a hyper parameter. Another advantage
is that it utilises two novel techniques called Gradient-Based One-Side Sampling
(GOSS) and Exclusive Feature Bundling (EFB), which allow the algorithm to run
faster while maintaining a high level accuracy.

The test and training sets are split as 30% and 70% of the total sample respectively.
Other fractions are possible, but given the size of the total sample, this splitting
should yield two data sets that can provide a reliable and reproducible method.
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momentum

p [GeV/c]

[0.5, 1]

[1, 1.5]

[1.5, 2]

[2, 2.5]

[2.5, 3]

[3, 3.5]

[3.5, 4.5]

polar angle

θ [rad] θ [deg] cosθ [-]

[0.297, 0.489] [17, 28] [0.883, 0.956]

[0.489, 0.698] [28, 40] [0.766, 0.883]

[0.698, 1.047] [40, 60] [0.500, 0.766]

[1.047, 1.344] [60, 77] [0.225, 0.500]

[1.344, 1.676] [77, 96] [-0.104, 0.225]

[1.676, 2.007] [96, 115] [-0.423, -0.104]

[2.007, 2.321] [115, 133] [-0.682, -0.423]

[2.321, 2.618] [133, 150] [-0.866, -0.682]

Table 4.7: Momentum and polar angle binning. This binning is used for both pion
and kaon corrections. The polar angle bins are given in radian, degrees and as their
cosine value.

The hyper parameters are first set to default as to mitigate the overtraining effects
that can occur if the method is too specific. In a second step, the hyper parameters
are optimised with the Optuna [89] library. As the results were showing a poorer
performance compared to the use of default parameters, we decide to proceed with
the default parameters. Their values are indicated in this documentation [90].

The multivariate selection is relying on distributions shapes defined by the features
that are used as input. Weights are needed to allow these features to describe data
as accurately as possible, to ensure that the selection trained on Monte Carlo is
indeed reproducible on data. These weights translate the luminosity of the different
samples that are used, but also all the corrections applied.

But another effect also has to be taken into account. As the pion and kaon sam-
ples are trained together to mitigate differences which would not cancel in the
ratio RK /π, a disparity arises. The kaon signal is by definition smaller than the
pion signal, due to their different branching fractions. An approximate factor of 16
separates the expected number of pion and kaon events. The issue with this non
negligible difference is that the multivariate method would most likely only catch
features from the pion sample, and not the kaon. Therefore, an additional weight
is attributed to the events, and Figure 4.13 illustrates this process.

First, the kaon signal events are weighted to match the number of pion signal
events. Then, the total signal is weighted to match the total background number
of events. These weights prevent effectively biases that can be introduced without,
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Figure 4.13: Illustration of samples weighting. The procedure is the following: the
kaon signal events are weighted to match the number of pion signal events, and
then the total signal is weighted to match the total background number of events.

and showed in particular a better performance than without this weight.

A total of 24 features are tested as input of the method. These features are the
nine CLEO cones (CCi), the four Fox-Wolfram normalised moments (Ri), the tag
side sorted transverse momenta (pith

T, tag), the tag side energy in the CMS frame
(ECMS

τ, tag), the missing mass squared of the event (m2
miss), missing momentum in the

lab and CMS frame (pmiss and pCMS
miss ), the polar angle component of the missing

momentum of the event in the CMS frame (θpCMS
miss

), the thrust, the cosine of the polar
angle component of the thrust axis (cosθthrust) and the visible energy of the event
in the CMS frame (ECMS

vis ). Figures 4.14 and 4.15 show the distribution of these
features as they are used as input of the method. As in the previous distributions
of features, the B meson, radiative dimuon, two-photon, low-multiplicity and initial
state radiation samples are combined. Some CLEO cones distributions are shown
with a logarithmic Y-axis scale to enhance their visibility.

The scikit-learn library [91] offers several methods to rank features. A 5-fold tech-
nique [92] with 3 repetitions is applied on the samples to split them into several
test and training sets. The performance of the features is evaluated while reducing
the dependency of the evaluation on the sample. The importance of each feature
is extracted at each stage, and the average is computed. The result is visible in
Figure 4.16.

It is worth mentioning that other hID selections, using both Global and Reweighted
hID variables, were also employed to rank these features. The results are very
similar to the one shown for the hID selection using the Reweighted hID variable
and a working point of 0.9, and are available in Appendix B.1.

Correlation coefficients are computed using Equation (4.2). A matrix of correlation
is obtained for both background and signal events. These matrices are shown in
Figures 4.17 and 4.18.

The determination of the ranking of the features and their correlations raise impor-
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Figure 4.14: Distribution of features used as BDT input (part 1). The selection and
corrections are applied; in particular, the hID selection is using the Reweighted hID
variable and a working point of 0.9.
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Figure 4.15: Distribution of features used as BDT input (part 2). The selection and
corrections are applied; in particular, the hID selection is using the Reweighted hID
variable and a working point of 0.9.
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Figure 4.16: Feature importance. Computed using a k-fold technique and repeti-
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of 0.9.
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Figure 4.17: Background correlations. The correlations are computed using the
weighted Pearson’s correlations. The hID selection is using the Reweighted hID
variable and a working point of 0.9.

tant points to consider when selecting the variables to be included in the method.

First, in Figures 4.17 and 4.18, the Fox-Wolfram normalised moment R2 and the
thrust are demonstrating a correlation value which is very close to one. Since the
ranking of R2 is lower than that of the thrust, as demonstrated in Figure 4.16, this
feature is removed from the set of features entering the BDT selection.
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Figure 4.18: Signal correlations. The correlations are computed using the weighted
Pearson’s correlations. The hID selection is using the Reweighted hID variable and
a working point of 0.9.

A closer look to the ranking makes us realise that there is a significant difference
of importance observed between the initial and final features. This observed dif-
ference prompts the removal of features, starting from the least important ones.
The question arises, however, as to how many features can be removed, given that
a clear separation is not observed. Several attempts lead to the conclusion that
removing 10 features does not significantly impact the performance of the BDT.
This is particularly highlighted in Figures 4.19 and 4.21, where both configurations
using either 23 or 13 features are shown. And this applies to all hID selections
tested. The features kept for the multivariate selection, and therefore used as in-
put of the BDT, are shown in Figure 4.14. The 11 features removed, on the other
hand, are shown in Figure 4.15. The process of removing features is not only aimed
at simplifying the selection criteria but also at avoiding the use of features that
could potentially impact the accurate assessment of systematic uncertainty, a topic
that will be further discussed in Section 4.4.5, and is more particularly relevant for
Section 4.4.5.5.

The performance of the multivariate method is evaluated through the AUC com-
putation and Kolmogorov-Smirnov test. The method demonstrated AUC values
ranging from 0.829 to 0.847, as represented in Figure 4.19. These values indicate
that the method struggles to classify the events. This difficulty may be coming from
different reasons. One possibility is that the features used as input of the method
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are not powerful enough to discern all patterns in signal and background. Unfor-
tunately, features that are more discriminating are also not modeled well enough,
and therefore cannot be added to the set of features entering the BDT.
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Figure 4.19: ROC curves. The area under the curve (AUC) corresponding to the hID
selection using the Reweighted hID variable and a working point of 0.9 is equal to
0.839 in the case of the BDT trained with 13 features (left). Also shown are the
performances obtained with 23 features (right).

The Kolmogorov-Smirnov test is applied on test and training sets of signal and
background samples. Figure 4.20 shows the distribution of these samples. The
test yields a very small statistic value, and a p-value that would indicate that the
hypothesis of overtraining remains improbable. For a more complete picture, we
have evaluated the statistic and a p-values for all hID selections. The result is
shown in Figure 4.21, and demonstrate the same conclusion formulated before. This
result is expected as no hyper parameter tuning was introduced in our models,
which helps prevent excessive complexity and in turn mitigates overfitting effects.

The output of the Boosted Decision Tree (BDT) is a value that falls within the range
of 0 to 1. But, in Figure 4.22, the BDT output distribution does not extend un-
til 1. There are several reasons that can explain a reduced power of the BDT in
identifying with certainty the signal events. A first hypothesis was that the use
of combined τ− → K−ντ and τ− → π−ντ signals would have introduced some sup-
plementary difficulties, as these decays have different kinematics. But training a
method on the separated samples did not result in an extended output distribution.
Another convincing explanation that was already discussed for the AUC value, is
that the variables that are used as input of the method are not powerful enough to
discriminate the signal more accurately. In any case, this particularity does not in-
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Figure 4.20: Distributions of signal and background data sets divided into test and
training sets. The method is trained on the training set, and is applied on the test
set to see if the method is reproducible. The distributions are displayed in linear
and logarithmic Y-axis scale. A Kolmogorov–Smirnov test value is indicated for both
data sets. The hID selection is using the Reweighted hID variable and a working
point of 0.9.
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Figure 4.21: Kolmogorov–Smirnov test values. The (statistical) value as well as the
p-values are indicated for all hID selections in the case of the BDT trained with 13
features (left). Also shown are the performances obtained with 23 features (right).

terfere with the rest of the analysis, as only a cut on the BDT output is needed, and
which could be placed at different values. To make the distribution of the different
samples clearer, they are separated and shown individually as well. As previouly
done, the B meson, radiative dimuon, two-photon, low-multiplicity and initial state
radiation samples are combined into one sample.

Since the tau lepton pair background is the dominant source of background, the
different decay modes associated to the signal side are studied in Figure 4.23 for
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Figure 4.22: BDT output distributions. The distributions are displayed either in
stacked or unstacked format. The hID selection is using the Reweighted hID vari-
able and a working point of 0.9.

the combined sample, as well as the kaon and pion samples separately. In the
case of the combined sample, it appears that the mode associated to the decay
τ− → π−π0ντ is the most dominant one, and has a slight peak around 0. The four
consecutive modes τ− → π−π0π0ντ, τ− → µ−ντν̄µ, τ− → π−K0

Lντ and τ− → K−π0ντ

are also present, but in lower quantities, and are more constant across the whole
BDT output range. Whereas the rest of the events, characterised by “other” in the
legend, are more concentrated towards lower values.

Given that the pion sample constitutes the majority of the combined sample, it is
expected to observe that the dominant modes of the combined samples are also
present in the pion sample. As for the kaon sample, it exhibits a broader range of
modes compared to the pion sample, reflecting its inherently suppressed nature.

From the BDT output distribution, it is possible to evaluate the purity, efficiency
and figure of merit, all described in Equations (3.1), (3.2) and (3.3), in order to as-
sess further the performance of the BDT method. Figure 4.24 shows the efficiency
and the purity performances, obtained for a serie of cuts applied on the BDT output
of several working points of Reweighted and Global hID variables. The result is
separated into the two different channels, with the value of the BaBar collabora-
tion [33] indicated as a reference. In particular, their efficiency is recalculated to
align with Equation (3.2) to ensure a more equitable comparison.

It is demonstrated later, in Section 4.4.5, that the hID selection relying on the
Reweighted hID variable with a working point of 0.9 used in the results shown pre-
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Figure 4.23: Tau lepton pair BDT output distributions. The stacked distributions
are displayed for the combined, K and π samples, with the main decays shown.
They are sorted in the legend according to their size, apart from “other”, which
represents all other modes. The hID selection is using the Reweighted hID variable
and a working point of 0.9.

viously indeed minimises the systematic uncertainty. Even though in Figure 4.24,
the very same selection seems to be leading to one of the worst efficiency and purity
performance.

The selection of an optimal cut on the BDT output is essential. One approach in-
volves evaluating a figure of merit (FOM) with varying penalty factors on the back-
ground, but this method exclusively considers the statistical aspect of the sample,
and does not account for systematic uncertainties. To address this limitation, mul-
tiple cut values are explored through subsequent analysis as a first approach. The
method is relatively time-consuming, but allows a very comprehensive evaluation
of the best BDT output cut.

In order to have an idea of the content of the sample we use for the rest of the
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Figure 4.24: BDT output cuts translated into efficiency and purity. The performance
obtained by all hID selections in the case of the BDT trained with 13 features (left)
are shown, as well as the performances obtained with 23 features (right). Three
markers indicate the optimisation done through the FOM using different penalty
factors, as introduced in Equation (3.3).

analysis, we provide in Table 4.8 the decays observed on the signal side that are
observed once a BDT cut of 0.5 is applied. This BDT working point is the same used
in Section 4.4.5, as it yields the best measurement.

4.4 Measurement of |Vus|
The measurement of |Vus| is performed through a ratio of branching fraction of
hadronic tau decays, denoted as RK /π. Using Equation (1.19), |Vus| can be expressed
as:

|Vus| = R1/2
K /π |Vud|

fπ
fK

1−m2
π/m2

τ

1−m2
K /m2

τ

�
1

1+δRτ,K /τ,π

�1/2

∝ R1/2
K /π, (4.14)

where

RK /π =
B(τ− → K−ντ)
B(τ− →π−ντ)

. (4.15)
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Process Events Fraction [%]

τ+τ− 24381938.71 96.51

- π−ντ 13794700.72 54.60

- π−π0ντ 7367497.90 29.16

- µ−ν̄µντ 936905.93 3.71

- π−π0π0ντ 857776.81 3.40

- K−ντ 595841.89 2.36

- e−ν̄eντ 212194.94 0.84

- π−K0
Lντ 192669.97 0.76

- K−π0ντ 113253.24 0.45

- π−π0γντ 72570.02 0.29

- π−K0
Sντ 59984.40 0.24

- π−3π0ντ 39497.27 0.16

- K−K0
Lντ 27412.84 0.11

- π−π0K0
Lντ 27971.77 0.11

- K−π0K0
Lντ 11291.43 0.04

- 2π−π+ντ 10837.97 0.04

- τ− → other 61531.61 0.24

qq̄ 801761.67 3.17

e+e−ℓ+ℓ− 63580.56 0.25

ℓ+ℓ−(γ) 12575.40 0.05

BB 3493.49 0.01

h+h−ISR 207.23 <0.01

total 25263557.07 100.00

Table 4.8: Signal for the combined channels, after all selections. The hID selection
is using the Reweighted variable with a working point of 0.9. The BDT output
working point is set to 0.5. The “other” category represents all other decays that are
not explicitly indicated.

As highlighted in Equation (4.14), this measurement is related to the events that
were selected only through the ratio RK /π. The other independent factors will be
used only to assess the resulting |Vus| measurement.

The ratio RK /π is measured with a template fit method, detailed in Section 4.4.1.
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The ratio is evaluated using a maximum likelihoods fit, and simultaneously evalu-
ates the associated uncertainties.

Several sources of systematic uncertainties have been identified, and are detailed
in Section 4.4.5. Due to time constraints, a choice of uncertainties had to be made.
As a result, not all uncertainties could be fully implemented, but priority was given
to the uncertainties expected to be major in this analysis. However, if a specific
result is not provided, the approach is elaborated to explain how to obtain it and
what outcome to anticipate.

4.4.1 Template Fit

Measurements typically rely on assessing the consistency of observed events with
theoretical predictions. In our approach, we employ the pyhf [93, 94] library to
perform a template fit that incorporates systematic uncertainties as nuisance pa-
rameters. It is an implementation of HistFactory [95], and can be used to build
models with binned likelihood methods.

Likelihoods capture the probability of observing the given data under the assumed
model. They are constructed to incorporate templates, which serve as theoretical
predictions or reference distributions for each bin in the histogram. Binning is
an important aspect of this analysis, and its choice can impact the sensitivity and
precision of the measurement. The templates are defined based on the expected
signal and background contributions to the data, and the fitting process adjusts
the model parameters to find the best agreement between the templates and the
observed data.

The general form of the fit function f (x|φ) is a product of two terms: one dedicated
to the simultaneous measurement of multiple channels, and one that summarises
the constraint terms for auxiliary measurements. It is expressed as:

f (n,a |η,χ)= $
c∈channels,

b∈bins(c)

Pois
�
nc

b | νc
b(η,χ)

� $
χ∈χ

cχ
�
aχ | χ

�
, (4.16)

where the calculated event rates of the channel c and the bin b associated to the
channel c are computed as:

νc
b(η,χ)= )

s∈samples
ν

c,s
b (φ)= )

s∈samples

�$
κ∈κ

κ
c,s
b (φ)

 �
ν

c,s,0
b (φ)+ )

∆∈∆
∆

c,s
b (φ)

�
. (4.17)

where f (x |φ) is the model, n is the channel data (or event counts), a is the auxiliary
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data, φ = {η,χ} represents all parameters, with η and χ free parameters and con-
strained parameters respectively, cχ

�
aχ | χ

�
is the constraint term for constrained

parameter, ν0 is the nominal event rates, ν(φ) is the calculated event rates, κ(φ) is
a multiplicative rate modifier and ∆(φ) is an additive rate modifier.

An overview of the available modifiers in pyhf and the corresponding constraint
terms is shown in Tables 4.9 and 4.10. The choice of modifier used for each sys-
tematic uncertainty hinges on the correlation between the template bins, distin-
guishing between uncorrelated and correlated shapes. In the context of pyhf, it’s
possible to employ the same nuisance parameter to influence multiple templates,
which is critical for correlating a systematic variation across various samples or
channels. Given that nuisance parameters are inherently independent by design,
modifiers are utilised specifically to model effects that are either fully correlated
or completely independent. However, there is a way to model arbitrary correla-
tion across template bins using multiple correlated shape modifiers, as described in
Section 4.4.3.2.

Description Modifier Name

1 Uncorrelated Shape shapesys κscb
�
γb

�
2 Correlated Shape histosys ∆scb(α)

3 Normalisation Uncertainty normsys κscb(α)

4 MC Statistical Uncertainty staterror κscb
�
γb

�
5 Luminosity lumi κscb(λ)

6 Normalisation normfactor κscb
�
µb

�
Table 4.9: Relevant modifiers and constraints (part 1). The indices correspond to
sample (s), channel (c), and related bin (b).

4.4.2 Measurement of RK/π

Employing a template fit enables us to obtain both the maximum likelihood esti-
mate and the associated uncertainty for the parameter RK /π. Notably, estimating
systematic uncertainties becomes significantly more straightforward compared to
methods based on event counting; uncertainties can be incorporated directly as
modifications to the templates and the results are then obtained through the fitting
process. To gain insights into the impact of individual systematic sources consid-
ered in this study, a toy approach is employed. This method allows for the compu-
tation of the relative expected uncertainty on RK /π attributable to each systematic
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Modification Constraint Term cχ Input

1 κscb
�
γb

�= γb
%

b Pois
�
rb =σ−2

b | ρb =σ−2
b γb

�
σb

2 ∆scb(α)= fp (α |∆α=−1,∆α=1) Gaus(a = 0 |α,σ= 1) ∆scb,α=±1

3 κscb(α)= gp (α | κα=−1,κα=1) Gaus (a = 0 |α,σ= 1) κscb,α=±1

4 κscb
�
γb

�= γb
%

b Gaus
�
aγb = 1 | γb,δb

�
δ2

b =
*

sδ
2
sb

5 κscb(λ)=λ Gaus (l =λ0 |λ,σλ) λ0,σλ

6 κscb
�
µb

�=µb - -

Table 4.10: Relevant modifiers and constraints (part 2). The indices correspond to
sample (s), channel (c), and related bin (b). Here, ∆α=±1 ≡ ∆scb,α=±1 and κα=±1 ≡
κscb,α=±1

source, providing a comprehensive understanding of their respective contributions.
Another advantage is that the evaluation of the systematic uncertainties can be
done by steps, and therefore allows a more flexible approach, as it does not require
the implementation of all systematic sources.

4.4.2.1 Likelihoods

To perform a fit of RK /π, we require two distinct channels: one for pions and one
for kaons. These channels are defined in both data and Monte Carlo based on a cut
applied to the corresponding hadron identification variable. In addition, as RK /π is
expressed as:

RK /π =
B(τ− → K−ντ)
B(τ− →π−ντ)

≡ BK

Bπ
, (4.18)

we need to introduce

κ(Bπ) =
Bπ

B
gen
π

and κ(RK /π) =
RK /π

Rgen
K /π

(4.19)

as the multiplicative rate modifiers that are needed in Equation (4.17). κ(Bπ) is
multiplied to all event rates of the signal template in the pion channel and κ(RK /π) ·
κ(Bπ) is multiplied to all event rates of the signal template in the kaon channel, as
shown in Equation (4.22). If we now normalise the calculated signal event rates νsc

in the kaon and pion channel by dividing them with the corresponding branching
fraction of the signal tau decay used in the generator, κ(RK /π) will be the estimate
of RK /π we are interested in. Additionally, the branching fractions used in the tau
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lepton pair generator are given by:

B
gen
K ≡Bgen(τ− → K−ντ)= 0.108164 and B

gen
π ≡Bgen(τ− →π−ντ)= 0.006964.

(4.20)

Therefore, in the case of RK /π, Equation (4.16) becomes:

f (n,a | RK /π,χ)= $
c∈K ,π

b∈bins(c)

Pois
�
nc

b | νc
b(RK /π,χ)

� $
χ∈χ

cχ
�
aχ | χ

�
, (4.21)

with the calculated event rates of the pion and kaon channel and the bin b computed
as:

νK
b (RK /π,χ)= νK

b (φ)= RK /π

Rgen
K /π

· Bπ

B
gen
π

·
�
ν

K ,sig
b (φ)+ν

K ,bkg
b (φ)+ν

K , fake
b (φ)

�
and

νπ
b(RK /π,χ)= νπ

b(φ)= Bπ

B
gen
π

·
�
ν
π,sig
b (φ)+ν

π,bkg
b (φ)+ν

π, fake
b (φ)

�
.

(4.22)

Three templates are anticipated in the computation of the event rates of both chan-
nels, and correspond to signal (sig), background with hadron correctly (bkg) or
wrongly (fake) identified. They are discussed in Section 4.4.2.3.

4.4.2.2 Binning

We define our templates based on the signal hadron momentum in the laboratory
frame. This approach is motivated by the fact that hadron identification corrections
and associated uncertainties are binned according to momentum, as discussed in
Section 4.3.5.4. By focusing on laboratory frame momentum, we aim to minimise
the influence of bins where hadron identification is poorly understood and uncer-
tainties are significant. The bins used in the fit are detailed in Table 4.11.

To leverage the shape of the templates effectively in the fit, we subdivided each
bin into two equal-sized bins, thereby incorporating more detailed information. In-
creasing the number of bins generally captures more information and enhances
sensitivity. However, this could also introduce more nuisance parameters and could
extend the optimisation duration. In channels with low statistical significance, like
the kaon channel, the likelihood of encountering bins with zero events increases.
Moreover, excessive binning can render the fit more susceptible to template mis-
modeling. Therefore, splitting into two bins was deemed a balanced compromise
between advantages and disadvantages. Using a range from 0.5 GeV/c to 4.5 GeV/c,
each template consists of 14 bins.
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momentum momentum

number p [GeV/c] number p [GeV/c]

1 [0.5, 1]
1 [0.5, 0.75]

2 [0.75, 1]

2 [1, 1.5]
3 [1, 1.25]

4 [1.25, 1.5]

3 [1.5, 2]
5 [1.5, 1.75]

6 [1.75, 2]

4 [2, 2.5]
7 [2, 2.25]

8 [2.25, 2.5]

5 [2.5, 3]
9 [2.5, 2.75]

10 [2.75, 3]

6 [3, 3.5]
11 [3, 3.25]

12 [3.25, 3.5]

7 [3.5, 4.5]
13 [3.5, 4]

14 [4, 4.5]

Table 4.11: Momentum binnings. These binnings are used for both pion and kaon
channels. The nominal bins (left) are divided into two equal-sized bins (right).

4.4.2.3 Templates

To measure RK /π, we require one template to represent the signal component, along
with one or more templates to describe the background, for each channel. Given
that the majority of the background originates from tau pair events, subdividing the
background templates by types of process is not conceivable. However, a meaningful
distinction can be made based on the particle type of the signal hadron.

Some of the background events will contain accurately identified hadrons, specif-
ically pions or kaons, while others will involve misidentified particles, known as
fakes. For backgrounds with correctly identified hadrons, the uncertainty in hadron
identification due to efficiency corrections will be fully correlated with the signal
template. Conversely, for templates involving fakes, we will apply separate cor-
rections for misidentification and uncertainties based on samples containing the
respective particle type. As indicated in Table 4.8, a majority of the fakes consist of
muons or even electrons misidentified as hadrons. Therefore, three templates are
defined for each channel, as illustrated in Figure 4.25.
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Figure 4.25: Templates used for the fit. The templates for the kaon channel are pre-
sented in the top row, while those for the pion channel are in the bottom row. Each
row includes three templates: one representing the signal components (left), an-
other depicting background with correctly identified hadrons (middle), and a third
showing background with other particles misidentified as hadrons (right). These
three templates per channel are combined and fitted simultaneously to the data.
The hID selection is using the Reweighted variable with a working point of 0.9.
The BDT output working point is set to 0.5.

4.4.3 Treatment of template variations

Template fit methodology encompasses various considerations to handle systematic
uncertainties effectively. Modifier vetos may be implemented to control the impact
of certain variations, ensuring a more robust analysis. Additionally, addressing cor-
related uncertainties is carefully taken into account to avoid overlooking potential
interactions. Common treatments of template variations include symmetrisation or
smoothening techniques, which are applied to ensure stability and mitigate fluctu-
ations in the templates. It even extends to the nuanced handling of uncertainties
through techniques such as a split of variations.

4.4.3.1 Split of variations

The templates variations can be split into into normalisation (normsys) and shape
(histosys) components, both of which are fully correlated with each other. This split
is mathematically equivalent to using a single histosys component, but it offers
the advantage of potentially improving the behavior of the fit. The normalisation
component κup/dn

norm and the shape component nup/dn
b,shape are computed as:
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κ
up/dn
norm = )

b∈bins

nup/dn
b

nnom
b

and nup/dn
b,shape =

nup/dn
b

κnorm
. (4.23)

where nup/dn
b are the up or down variations and nnom

b are the nominal values of the
templates in bin b.

In our approach, whenever we use a correlated shape modifier (histosys), we con-
sistently split it into two components. In pyhf, if the nuisance parameter for these
components shares the same name (denoted as α in Equation (4.21)), it is shared
across the modifiers. The allocation of nuisance parameters by both normsys and
shapesys components counts as one combined parameter.

4.4.3.2 Correlated uncertainties

Effectively representing the correlation is not a trivial task. This requires the com-
bination of two mathematical expressions. First, we consider the relation between
the covariance matrix Csys

ik and a correlated shape variation Γi j, such as:

Csys
ik =

Ns)
j=1

Γi jΓk j, (4.24)

where Γi j is a variation of bin i associated to some systematic source j and the
sum is over Ns independent systematic sources. Secondly, we use the fact that
any arbitrary covariance matrix Csys can decomposed into Ns = dim(Csys) shape
variations via eigendecomposition, as follows:

Csys =VUV T = (V
�

U)(V
�

U)T , (4.25)

where V is a matrix with columns corresponding to eigenvectors, and U is a diag-
onal matrix with the corresponding eigenvalues. Combining Equations (4.24) and
(4.25) yields the following expression:

Γ=V
�

U . (4.26)

Each eigenvector, multiplied by the square root of the corresponding eigenvalue,
gives a correlated shape variation that we can implement with histosys modifiers.
Collectively, these distinct shape variations encapsulate the overall correlation. In
certain instances, eigenvalues may approach zero or be exactly zero. This situa-
tion can occur with highly correlated uncertainties, where only one predominant
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shape variation is evident. To avoid incorporating unnecessary parameters into the
fitting process, one can establish a threshold for the eigenvalues below which the
corresponding variation is disregarded. This technical detail is discussed in the
next section.

4.4.3.3 Modifier veto

To avoid potential fit instabilities, we we want to identify parameters that are cre-
ating minor template modifications, or having a negligible impact on the likelihood,
in order to remove them. To handle these situations, we define certain conditions
under which systematic uncertainties are excluded from the model. If a modifier
affects multiple samples, it must be removed from all templates to be excluded.

For correlated shape variations (histosys), both of the following conditions must be
satisfied:

⋆ emphEither the p-value of a χ2 test comparing the shape component to the
nominal histogram exceeds 0.99, or the largest deviation of the shape compo-
nent from the nominal histogram is less than 10% of the smallest expected
statistical uncertainty in the data, defined as:

σstat
exp, cb =

' )
s∈samples

ν0
scb.

where ν0
scb represents the nominal event rates in Monte Carlo. The smallest

expected statistical uncertainty in the data is always determined from all bins
within the corresponding channel.

⋆ The deviation of the normalisation component from unity is less than 10% of
the smallest relative expected statistical uncertainty in the data.

For uncorrelated shape variations (shapesys), the veto is applied to individual bins
if the uncertainty in a bin is less than 10% of the expected statistical uncertainty in
the data for that specific bin.

In the figures shown in Section 4.4.5, the relative expected statistical uncertainty in
the data will be represented by hatched areas corresponding to template variations.
The legend will display the smallest relative expected statistical uncertainty for
each template.

For correlated shape variations, the figures will also include separate displays of
p-values from χ2 tests and normalisation components (minus one) for both up and
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down variations. Additionally, each plot will indicate whether individual variations
pass (green) or fail (red) veto conditions. If all samples are vetoed, the template
modification will not be included in the model, as indicated by a checkbox on the
plots.

For uncorrelated shape variations, the legend will reflect the largest relative varia-
tion observed for each template. Since the veto is applied bin-wise in this case, the
color of individual variations (red or green) will indicate whether the modification
is included.

4.4.3.4 Symmetrisation

All template variations with separate up and down components are made symmet-
rical before integration into the model. Symmetrisation is achieved by maintaining
a constant difference between the up and down variations, adjusting only to ensure
that their deviation from the nominal template is consistent. This process typically
has minimal effect on most scenarios covered. In cases where only the up variation
is provided, the down variation is always included as the symmetric counterpart of
the up variation.

4.4.3.5 Smoothening

A smoother fits a curve through data, separating it into a smooth signal and rough
residuals, where the rough component includes additive noise and outliers; meth-
ods like moving averages or running medians address this task but differ in their
susceptibility to outliers and preservation of level shifts. In all generality, data from
an equidistant set {x1, x2, ...xn} are smoothed by replacing each value xi with a cal-
culated smoothed value yi derived a function f taking a window around xi of width
defined by the minimum and maximum elements xi±k, such that:

yi = f (xi−k, xi−k+1, ... , xi, ... , xi+k−1, xi+k)

The methods available are typically identified by a sequence of alphanumeric char-
acters, which correspond to operations detailed in [96]. The meanings of these op-
erations are provided in Table 4.12.

In particular, the 353QH algorithm [97] is applied specifically to the relative varia-
tions involving the nominal histogram to address fluctuations within the variation
itself. It is applied twice on histogram variations before incorporating them into the
model. This smoothening process is used to mitigate statistical fluctuations, espe-
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Operation Description

2, 3, 4, 5, ... Window size

R Median smooth: Follow a median smooth, if no changes
occur

H Hanning: Convolution with a symmetrical kernel such that
yi = 1

4 xi−1 + 1
2 xi + 1

4 xi+1, with end values unchanged

G Conditional hanning: Only non-monotone sequences of
length 3

S Split: Dissect the sequence into shorter subsequences at all
places where two successive calues are identical, apply a 3R
smooth to each sequence, reassemble and apply a 3 smooth

Q Quadratic interpolation: Follow a quadratic interpolation of
flat 3-areas

Table 4.12: Main smoothening operations. Possible operations extracted from algo-
rithm names. The operations are detailed in [96].

cially when the up and down variations of the histogram result from independent
reprocessing of Monte Carlo or data samples with parameter adjustments.

4.4.4 Statistical Uncertainties

Unlike systematic uncertainties that must be explicitly incorporated into the model,
statistical uncertainty is already included in template fitting using pyhf. Conse-
quently, any measurement inherently encompasses this uncertainty. When con-
ducting the fit on Asimov data, the statistical uncertainty is calculated to align
with the expected data luminosity.

4.4.5 Systematic Uncertainties

Systematic uncertainties are included as modifications of the templates through
nuisance parameters. A toy approach is used to compute the relative expected un-
certainty on RK /π that can be attributed to each of the sources that are described
in the next sections. In particular, Table 4.13 shows the treatment applied on each
systematic uncertainty source. If not explicitly stated otherwise, all uncertainties
put in bold are implemented. They correspond mostly to uncertainties expected to
be dominant, and were complemented with uncertainties that could be added rela-
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tively quickly. Asimov data has be used to assess the uncertainties later propagated
on RK /π. Real data has only been used to assess up and down variations, that are
then propagated on Monte Carlo samples.

Uncertainty source Mod. Split Corr. Veto Smooth. Symm.

Luminosity lumi ✗ ✗ ✗ ✗ ✗

Charged PID hsys ✓ ✓ ✓ ✗ ✗

Trigger hsys ✓ ✗ ✓ ✗ ✗

Misalignment ssys ✗ ✗ ✓ ✗ ✗

Tag side MC modeling ssys ✗ ✗ ✓ ✓ ✗

BDT efficiency hsys ✓ ✗ ✓ ✓ ✗

Bkg normalisation nsys ✗ ✗ ✗ ✗ ✗

MC stat stat ✗ ✗ ✗ ✗ ✗

Signal side p modeling hsys ✓ ✗ ✓ ✓ ✗

Tracking p scale factor hsys ✓ ✗ ✓ ✓ ✓

Tracking efficiency nsys ✗ ✗ ✗ ✗ ✗

π0 efficiency hsys ✓ ✗ ✓ ✓ ✓

γ efficiency corr. hsys ✓ ✗ ✓ ✓ ✓

γ energy bias hsys ✓ ✗ ✓ ✓ ✓

Table 4.13: Treatments applied to the different systematic sources. The correspond-
ing modifiers are also indicated, and are written in a succinct form, such that hsys
corresponds to histosys, ssys to shapesys, nsys to normsys, and stat to staterror. The
X mark is deliberately smaller to make the table easier to read. If not explicitly
stated otherwise, all uncertainties put in bold are implemented.

4.4.5.1 Luminosity

The luminosity value corresponding to the experiment number going from 10 to 26
is given by:

Lint = 361.922±0.021 (stat.)±2.331 (syst.) fb−1.

This yields a total relative uncertainty of 0.6%. This uncertainty is implemented
in the model using the lumi modifier, affecting all templates uniformly. Despite
this modifier acting as a global scaling factor, one might anticipate minimal impact
on RK /π. However, unlike the expected full cancellation seen in simple ratio cal-
culations with background-subtracted yields, a small effect on RK /π can still occur
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during fitting. This is because a global scaling of the data can influence the deter-
mination of correction factors for other sources of mismodeling, such as qq̄ normal-
isation or π0 efficiency, which may vary differently across templates and thereby
affect RK /π.

4.4.5.2 Charged PID

Systematic uncertainties resulting from the use of hID corrections have to be as-
sessed on Monte Carlo templates. We adopt the method outlined in Section 4.4.3.2
to integrate correlated uncertainties into our model. However, for effective imple-
mentation, understanding the correlation of the hID uncertainties is essential. The
statistical component of the hID corrections is inherently independent across all
correction bins. Currently, the correlation of the systematic component remains
unknown, necessitating conservative assumptions to ensure a model capable of ac-
curately describing the data. The corrections are binned across three dimensions,
which correspond to:

⋆ Charge: Combining positive and negative charged tracks in our measurement
while assuming fully correlated uncertainties will result in the largest overall
uncertainties.

⋆ Polar angle: Similarly, when integrating over polar angle bins, assuming fully
correlated uncertainties for this dimension will result in the largest uncer-
tainties.

⋆ Momentum: Performing the fit with templates binned in momentum makes
it highly sensitive to the correlation of hadron identification uncertainties. A
priori, it is unclear which correlation assumptions are the most conservative.
However, after conducting toy studies to explore different correlation assump-
tions, it seems that assuming uncertainties as fully correlated is the optimal
choice given our current model.

We obtain the covariance matrices that we need as input to our model with a toy
approach. We create 2000 sets of correction factors using k-dimensional multivari-
ate Gaussian distributions, ensuring that the correlations between different dimen-
sions are represented in the generated variations. We describe the statistical com-
ponent of the corrections with a random vector X, such as:

X∼N (µ,Σstat.), (4.27)
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where Σstat is a diagonal matrix containing the corresponding variances and µ is
the central value of the individual weights. For the systematic component, we use
a random vector Y, such that:

Y∼N (0,Σsyst.), (4.28)

where Σsyst. contains all the information about the assumed correlations. In the
most general case, it can be expressed as:

Σsyst. =


σx1 0

σx2

. . .

0 σxk




1 ρx1,x2 · · · ρx1,xk

ρx2,x1 1 · · · ρx2,xk
...

... . . . ...

ρxk,x1 ρxk,x2 · · · 1




σx1 0

σx2

. . .

0 σxk

 , (4.29)

where σxi are the systematic uncertainties corresponding to each bin. If the uncer-
tainty is asymmetric, we consider the larger magnitude between the up and down
components as σxi . The correlations between uncertainties are denoted as ρxi ,x j .
Under the mentioned assumptions, this leads to ρxi ,x j = 1. The covariance matrices
encompass all momentum, theta and charge bins associated with a specific type of
hadron ID correction. The correction types used in this analysis are categorised
as outlined in Table 4.6, and they are treated as completely independent from one
another. We obtain a k-dimensional random weight vector w at the end, such that:

w=X+Y, (4.30)

and from which we generate 2000 toy weights. We perform this process separately
for each type of correction, applying corresponding toy weights to our Monte Carlo
sample. This allows us to generate 2000 sets of templates binned according to signal
momentum, following the binning scheme outlined in Section 4.4.2.2. Using the set
of toy templates, we can compute the sample covariance between bin j and bin k as
follows:

C jk =
1

N −1

N)
i=1

�
xi j − x̄ j

�
(xik − x̄k) , (4.31)

where xi j denotes the ith toy value of the jth bin, x̄ j is the sample mean of the cor-
responding bin, and the sum is over all N toys. Therefore, from the six templates,
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we derive four covariance matrices that characterise the efficiencies and misiden-
tification rates listed in Table 4.14, which follows the same distinctive parameters
mentioned already in Table 4.6.

Correction(s) Templates Channel Description

πID efficiency 2 pion sig + bkg with true π

KID efficiency 2 kaon sig + bkg with true K

e →π misID

1 pion bkg with fake πµ→π misID

K →π misID

e → K misID

1 kaon bkg with fake Kµ→ K misID

π→ K misID

Table 4.14: Corrections used for each template. A description is provided with the
different categories, as well as the channel.

To illustrate the toy study, the total number of events in the signal template for the
pion and kaon channels are shown in Figure 4.26.
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Figure 4.26: Total number of events in the signal templates obtained with differ-
ent generated toy weights. Dashed lines show the values obtained when varying
the weights up/down by their total uncertainty. The hID selection is using the
Reweighted variable with a working point of 0.9. The BDT output working point is
set to 0.5.

The vertical dashed lines represent values obtained by adjusting weights up and
down based on their uncertainties, combining statistical and systematic compo-
nents in quadrature. This approach corresponds to a fully correlated variation,
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including for the statistical component. The uncertainties in both efficiency correc-
tions are primarily driven by the systematic component. Therefore, in Figure 4.26,
the fully correlated variations fall within the distribution observed from toy simu-
lations.

The corresponding correlation matrices are shown in Figures 4.27 and 4.28 for the
K and π efficiencies, and K and π fakes respectively.

Figure 4.27: Correlation matrices for K and π efficiencies, obtained from toys. On
the right-hand side, the correlation is shown when using eigenvalues. The nominal
momentum bins are used. The hID selection is using the Reweighted variable with
a working point of 0.9. The BDT output working point is set to 0.5.

To reduce the number of required parameters, we can disregard shape variations
corresponding to small eigenvalues, thereby decreasing the parameter count. As a
verification step, we reconstruct the covariance matrix using the remaining shape
variations according to Equation (4.24) and compare it to the original matrix. The
rebuilt correlation is displayed alongside the eigendecomposed matrices, revealing
no significant differences compared to the original.
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Figure 4.28: Correlation matrix for K and π fakes, obtained from toys. On the right-
hand side, the correlation is shown when using eigenvalues. The hID selection is
using the Reweighted variable with a working point of 0.9. The BDT output working
point is set to 0.5.

The resulting relative variations of individual templates are illustrated in Fig-
ure 4.29. Each color represents an independent histosys variation, collectively mod-
eling the desired correlation. Notably, the individual shape variations for signal
and background templates of the same hadron type are fully correlated within each
channel, as these shape variations are identical for both templates.

One key benefit of template fits is their ability to generate results even when not all
uncertainties are accounted for. Exploiting this advantage, we conduct a compari-
son of various hID selections, as described in Section 4.3.6. To do so, the statistical
uncertainty, as well as the luminosity uncertainties are also implemented.

The propagation of the resulting uncertainty on the ratio RK /π is shown in Fig-
ure 4.30. The hID selection criteria are provided at the end of each section of the
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Figure 4.29: Relative shape variations of the templates due to hID uncertainties.
Each template is affected by independent histosys modifiers, shown in different
colours. These shape variations model together the desired correlation between the
template bins. The hID selection is using the Reweighted variable with a working
point of 0.9. The BDT output working point is set to 0.5.

plot, with the variations obtained within this selection corresponding to different
BDT output working points. A pattern emerges indicating that the propagated
uncertainty decreases as the hID selection becomes tighter, for both types of vari-
ables. The Reweighted hID was selected as it appears to yield the minimum value,
indicated in red. Other related results are available in Appendix B.2, where the
different uncertainties are detailed.
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Figure 4.30: Propagation of uncertainties on RK /π using different hID selections.
Each hID selection is decomposed into several BDT output working points. Two
limits provided by the BaBar collaboration [33] are shown: a comparable limit that
takes into account the hID and statistical uncertainties, and their total uncertain-
ties. The red dot corresponds to the minimum value achieved across all selections.
A grey line indicates the position of the minimum value.

4.4.5.3 Trigger

To address discrepancies between trigger simulation and data, we apply a correc-
tion to each bin individually of the Monte Carlo templates. This correction includes
an associated uncertainty, which serves as a systematic uncertainty for our mea-
surement. Details about the triggers bits are provided in Section 4.3.4.

Figure 4.31 displays the trigger efficiency comparison between data and Monte
Carlo for both kaon and pion channels. In data, we only have access to the trig-
ger inefficiency coming from Equation (4.12). However, in Monte Carlo simulations,
we can also compute the absolute efficiency, as in Equation (4.3.5.3). The differ-
ence in efficiency observed in Monte Carlo between the two methods represents a
systematic uncertainty.

The ratio of trigger inefficiency between data and Monte Carlo is used as a cor-
rection factor for adjusting the Monte Carlo templates. This correction factor is
illustrated in the subplot of Figure 4.31, with error bars indicating the statistical
uncertainty derived solely from the sample sizes of the data and Monte Carlo sim-
ulations.

A total of 42 histosys modifiers are needed to describe these variations. They are
implemented such that they are independent across momentum bins and channels,
but fully correlated for the individual momentum bins across the three samples in
each channel. The relative uncertainty assigned to each bin is shown in Figure 4.32.

The reason for using the inefficiency computation in the first place becomes under-
standable when looking at the resulting small systematic uncertainty. Tests us-
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Figure 4.31: The trigger (in)efficiency in data and Monte Carlo for both channels.
For Monte Carlo, both inefficiency and absolute efficiency are shown. The ratio
of data over Monte Carlo of the trigger inefficiency, shown in the bottom part of
the plot, is used to correct the templates. The error bars on the ratio include the
statistical uncertainties. The hID selection is using the Reweighted variable with a
working point of 0.9. The BDT output working point is set to 0.5.

ing the typical trigger efficiency computation, such as outlined in Equation (4.11),
would increase this uncertainty significantly.
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Figure 4.32: Relative uncertainty associated with the trigger correction. The uncer-
tainty is assigned independently to each template bin. The hID selection is using
the Reweighted variable with a working point of 0.9. The BDT output working point
is set to 0.5.

123



Physics Analysis Measurement of |Vus|

4.4.5.4 Detector Misalignment

The alignment of the Belle II tracking system involves optimizing 60’000 parame-
ters, ranging from local sensor and wire alignments to the relative global alignment
of sub-detectors. These alignment parameters are determined during the calibra-
tion process using cosmic ray tracks and various data sample topologies. More
information on the alignment procedures can be found in [98, 99].

The systematic distortions of the detector, known as weak modes, can adversely
affect physical observables. To assess the impact of residual misalignment on the
determination of RK /π, we generated Monte Carlo samples of tau lepton pair de-
cays under conditions matching the official Belle II 15th Monte Carlo campaign of
run independent samples, using both nominal and varied alignment configurations.
These configurations can be described as the following:

⋆ Configuration 1: Residual misalignment in the iteration of the full global
alignment (from zeros), including CDC wires.

⋆ Configuration 2: Difference between the prompt alignment and reprocessing
alignment. This is expected to be a realistic misalignment estimation for the
prompt calibration and a safe upper limit for prompt reprocessing.

⋆ Configuration 3: Supplementary alignment with all parameters for VXD sen-
sors scaled by factor 0.3.

⋆ Configuration 4: Supplementary alignment with all parameters for VXD sen-
sors scaled by factor 0.5.

⋆ Configuration 5: Difference from data in the day-to-day alignment of VXD and
CDC detectors.

⋆ Configuration 6: Residual misalignment after VXD and CDC detectors align-
ment.

In each alignment configuration, the recalibration of the beam spot was incorpo-
rated. Using the same set of events from generation and simulation across all
samples, we applied specific configurations to emulate misalignment during the
reconstruction step.

Figure 4.33 shows the distribution of signal momentum in bins of 1 GeV/c width
with the different alignment configurations. The ratio plot shows the ratio of the
special alignment configurations to the nominal alignment configuration.
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Figure 4.33: Estimation of the misalignment systematic with different alignment
configurations. The distribution of signal momentum with the different alignment
configurations is shown in the upper plot. The ratio of the special alignment config-
urations to the nominal alignment configuration is shown in the lower left shows.
The resulting statistical and systematic uncertainties are shown in the lower right
plot. They are computed based on the deviation of the ratio from 1. The hID selec-
tion is using the Reweighted variable with a working point of 0.9. The BDT output
working point is set to 0.5.

Following recommendations regarding alignment uncertainties, we use the varia-
tion from Configuration 5 to estimate the statistical component of the uncertainty,
and the largest bin-wise variation of Configuration 1, 2, 3, 4 and 6 to estimate the
systematic component. We then sum both components in quadrature, and obtain
the result shown on the right side of Figure 4.33. We take the largest variation
of the four bins and apply it as an uncorrelated shape variation to each bin of the
templates. The uncertainty resulting from this conservative assumption amounts
to 0.467%, and is implemented using a shapesys modifier.

4.4.5.5 Modeling of Monte Carlo on the tag side

To assess the influence of Monte Carlo modeling on the tag side, we use a signal
embedding method. This involves taking the combined sample of K and π events
and embedding truth-matched signal events (either τ− → K−ντ or τ− → π−ντ) into
both data and Monte Carlo, as illustrated in Figure 4.34.

The embedding process entails randomly selecting a true signal event and replacing
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Figure 4.34: Illustration of the embedding procedure. As two signals are embedded
in both Monte Carlo and data, four different samples result from this operation.

the corresponding signal track in the target sample that is being embedded. This
technique allows for a direct comparison of modeled signals within the Monte Carlo
simulation against real data.

We perform the replacement of signal tracks within quintiles of the signal momen-
tum in the CMS frame, ensuring that the momentum magnitude of the new track
is reasonably similar to the original. The replaced signal track is then rotated to
align its momentum direction with that of the original track in the CMS frame.
The sample on which the exchange of track is operated has a minimal selection
applied, and in particular, has a loose momentum, polar angle and BDT selection.
The loose momentum and polar angle selections correspond to pτ,sig ∈ [0.1,5.6] and
cosθτ,sig ∈ [−0.6,0.95].

Subsequently, variables that depend on signal momentum, especially event kine-
matics, are updated to reflect the characteristics of the replaced signal. As this
procedure is done once all properties are reconstructed, it is not straightforward to
update all event kinematics. In particular, the thrust, CLEO cones CCi and Fox-
Wolfram normalised moments Ri are not currently updated.

Following this, we apply again all analysis selections computed on the updated vari-
ables, and thus obtain four embedded samples.

Before comparing data and Monte Carlo embedded samples, we check how well
the embedding works by comparing the distributions of the embedded Monte Carlo
samples to the distributions of the true signal events used for the embedding. To
gain meaningful insights without excessive computational resources, only a reduced
sample of the tau lepton pair sample is used currently. This reduced sample cor-
responds to approximately to 10% of the whole sample, and events are selected
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randomly. Several attempts were made to obtain a satisfactory agreement between
the two samples. In these attempts, the following parameters were tuned:

⋆ Quintiles: the number of quintiles was set nominally to 6, but 2 and 10 were
also tested.

⋆ BDT selection: as the BDT selection takes place before and after the em-
bedding procedure with nominal and updated features respectively, it has a
significant influence on the result. The number of features was set nominally
to 23, but a BDT selection using 13 features appeared to be preferable. The
BDT cuts were nominally set at 0.4 and 0.5. However, alternative settings of
0.75 and 0.8 were also evaluated during the testing process.

Given the multitude of features used in the selection, we decide to focus on the BDT
output first, as it provides a direct indicator of any mismodeled features entering it
as input. The nominal setting is displayed in Figure 4.35 along the configuration
where only the number of features entering the BDT selection is changed to 13.
The configuration using more BDT features is showing a greater discrepancy, as
it is using more event kinematics features that are not necessarily updated in the
embedding process.

(a) BDTs with 13 features (b) BDTs with 23 features

Figure 4.35: Distributions of combined, embedded and true signal samples of Monte
Carlo. The same configuration in both cases is employed, except the BDT selection,
which uses either 13 or 23 features. The hID selection is using the Reweighted
variable with a working point of 0.9.

As these numerous checks provided a result similar to that displayed in Figure 4.35,
this systematic uncertainty could not be implemented in the model.
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As next steps, we would compare the data and Monte Carlo agreement within the
pion and kaon sample using the embedded samples. This can be done safely as the
same signal sample is used for embedding data and Monte Carlo, any discrepancies
we might observe come from the tag side and will cancel when we measure RK /π.
To quantify the difference between the discrepancies in the two samples, we would
use the signal momentum distribution with the same binning as for the template
fit, with the whole selection applied. This uncertainty would be implemented with
uncorrelated shape (shapesys) modifiers.

4.4.5.6 BDT efficiency

The embedded samples explained in Section 4.4.5.5 would also be employed to de-
rive a variation that is fully correlated across all templates, reflecting discrepancies
in the ratio of data over Monte Carlo. While many of these discrepancies are likely
accounted for by other systematic uncertainties or are simply statistical fluctua-
tions, we avoid treating the ratio as a shape variation. Instead, we aim to mitigate
most of these effects by calculating the BDT efficiency, expressed as:

εBDT = Npass

Npass +Nfail
, (4.32)

where Npass is the number of events passing BDT selection and Nfail is the number
of events removed by the cut on the BDT output. This efficiency would be calculated
separately for each momentum bin within both the π and K samples. The ratio of
the BDT efficiency in data to the BDT efficiency in Monte Carlo would be used to
quantify the change in the ratio of data over Monte Carlo before and after applying
the BDT cut.

4.4.5.7 Background normalisation

We intend to address systematic effects affecting the overall normalisation in all
bins by introducing a normalisation uncertainty (normsys) for each physics process.
To estimate a normalisation uncertainty for the tau lepton pair process, we would
use a control sample. To account for potential normalisation differences arising
from non-tau lepton pair processes, we would conduct a simple two-component fit
using templates corresponding to tau lepton pair and non-tau lepton pair events.
We would assign a normalisation uncertainty (normsys) to the non-tau lepton pair
template and an uncorrelated shape uncertainty (shapesys) to the tau lepton pair
template. Additionally, we would assign an overall normalisation uncertainty to
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the non-tau background. To achieve this, we would group different backgrounds
together, so that we obtain the following samples:

⋆ qq̄ samples: uū, dd̄, cc̄ and ss̄

⋆ e+e−ℓ+ℓ− samples: e+e−e+e− and e+e−µ+µ−

⋆ ℓ+ℓ−(γ) samples: e+e−(γ) and µ+µ−(γ)

⋆ BB samples: B0B̄0 and B+B−

⋆ h+h−ISR samples: h+h−(γ), K0K̄0(γ) and π+π−π0(γ)

For each of these groups, we will independently assign a normalisation uncertainty
based on the ratio of data over Monte Carlo discrepancies observed, some of which
were identified during the computation of correction factors in Section 4.3.5.2. We
plan to implement these normalisation uncertainties with correlated shape modi-
fiers (histosys).

4.4.5.8 Monte Carlo statistics

The Monte Carlo sample on which the model is determined has a finite size. To
account for fluctuations arising from this, pyhf provides a dedicated modifier, called
staterror. This modifier is used to implement this uncertainty in the model.

4.4.5.9 Modeling of p on the signal side

Systematic effects that equally impact both the pion and kaon channels will cancel
out in the ratio. To address any effects that could alter the shape of the distri-
bution in a manner not covered by the included shape variations, we introduce a
global shape systematic uncertainty. This involves adding uncertainties for each
of the 14 bins in our template, which are fully correlated across all six templates
but affect only one momentum bin at a time. This is implemented by incorporating
correlated shape modifiers (histosys) shared across all templates, where the shape
deviates from the nominal template in a single bin. This introduces an additional
nuisance parameter per template bin. The magnitude of this uncertainty is esti-
mated in a data-driven manner based on the ratio of data over Monte Carlo spread
of the combined π and K samples, using the same binning scheme intended for the
fit. To avoid bias from the shape or normalisation of the ratio of data over Monte
Carlo in the combined sample, we compute the standard deviation without directly
inspecting the ratio itself.
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4.4.5.10 Tracking p scale factor

As discussed in Section 4.3.3, a tracking momentum correction is applied using a
scale factor. To assess the associated systematic uncertainty, we reprocess the data
using both the up and down variations of this scale factor, derived from the addition
or subtraction of the combined statistical and systematic uncertainties. We then
compute the relative variation of the templates corresponding to the varied scale
factor compared to the data obtained with the nominal scale factor. This relative
variation is then used as a correlated shape variation (histosys) applied to the Monte
Carlo templates. These shape variations are shown in Figure 4.36.
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Figure 4.36: Shape variations originating from the varied tracking momentum scale
factor in data. The smoothed variations are shown. The hID selection is using the
Reweighted variable with a working point of 0.9. The BDT output working point is
set to 0.5.

4.4.5.11 Tracking efficiency

Following recommendations regarding the tracking efficiency uncertainty, we as-
sign a per-track systematic uncertainty of 0.27 % to Monte Carlo. This uncertainty
is fully correlated across all samples and is included in the model through a normsys
modifier.
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4.4.5.12 π0 efficiency

To correct for π0 efficiency in Monte Carlo, we use a technique similar to that ex-
plained in Section 4.4.5.10. The correction associated to π0 efficiency along their
statistical uncertainties are provided in Table 4.3. As the systematic uncertainty
has not been evaluated yet, only the statistical uncertainty is taken for the up and
down variation operated on Monte Carlo. These variations are produced using ad-
ditional Monte Carlo samples with varied π0 efficiency corrections. The resulting
relative variation is displayed in Figure 4.37. This relative variation is then used
as a correlated shape variation (histosys) applied to the Monte Carlo templates.
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Figure 4.37: Relative variation of the templates due to the π0 efficiency correction
uncertainty. The smoothed variations are shown. The hID selection is using the
Reweighted variable with a working point of 0.9. The BDT output working point is
set to 0.5.

4.4.5.13 Photon efficiency correction

The corrections related to photon efficiency pertain to an earlier version of Monte
Carlo samples, as described in Section 4.3.3. Since these corrections are anticipated
to be comparable to those for the Monte Carlo version used in this chapter, we
would estimate systematic uncertainties by analyzing the corresponding up and
down variations. These variations would be produced using additional Monte Carlo
samples with varied photon efficiency corrections considering the statistical and
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systematic uncertainties combined. The resulting relative shape variation would
be implemented in the model as a correlated shape variation (histosys).

4.4.5.14 Photon energy bias

A photon energy bias correction, as discussed in Section 4.3.3, is applied on data.
To assess the associated systematic uncertainty, we would reprocess the data using
both the up and down variations of this correction. We would then compute the rel-
ative variation of the templates corresponding to the varied scale factor compared
to the data obtained with the nominal correction. This relative variation would
then be used as a correlated shape variation (histosys) applied to the Monte Carlo
templates.

4.5 Results

Several intermediate result have been discussed and shown in the previous sec-
tions. Here, we will elaborate on the outcomes following the template fit. Among the
thirteen identified sources of systematic uncertainties, eight contributed to these re-
sults. The remaining systematic uncertainties are planned for implementation in
the near future, pending any potential obstacles.

4.5.1 Template Fit Results

Once the statistical model is created using the available systematic uncertainties,
we fit it on Asimov data (Monte Carlo sample). The resulting pre-fit and post-fit
distributions are shown in Figures 4.38 and 4.39. The distributions are separated
into kaon and pion channels. Since the model is applied on Monte Carlo, it is ex-
pected to obtain such a good agreement between the two distributions, as shown in
the bottom part of the plots. This step will be more relevant when real data will be
used.

Nevertheless, this fit offers an assessment of all implemented systematic uncer-
tainties propagated on RK /π, which are detailed in Table 4.15. In particular, uncer-
tainties highlighted in bold are integrated into the model. These uncertainties are
presented as both relative and absolute values, along with the associated modifier
and the number of parameters used.

The particle identification uncertainty appears to be the leading source of uncer-
tainty. It is further categorised into its different contributions, which reveals that
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Figure 4.38: Pre-fit distributions of templates with Asimov data. The different tem-
plate contributions are separated. The fit distributions are split into the kaon chan-
nel on the left-hand side, and the pion channel on the right-hand side. The hID
selection is using the Reweighted variable with a working point of 0.9. The BDT
output working point is set to 0.5.

Figure 4.39: Post-fit distributions of templates with Asimov data. The different
template contributions are separated. The fit distributions are split into the kaon
channel on the left-hand side, and the pion channel on the right-hand side. The hID
selection is using the Reweighted variable with a working point of 0.9. The BDT
output working point is set to 0.5.

the X → K misID rate is the leading component. The second most significant source
of uncertainty is attributed to misalignment, while the remaining sources are one
magnitude lower in magnitude.
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Uncertainty source Modifier Parameters
Uncertainty

Rel. [%] Abs.

Luminosity lumi 1 0.057 0.00004

Charged PID hsys 37 0.896 0.00058

- πID hsys 14 0.112 0.00007

- KID hsys 9 0.301 0.00019

- X →π misID rate hsys 7 0.319 0.00021

- X → K misID rate hsys 7 0.692 0.00045

Trigger hsys 42 0.010 0.00001

Misalignment ssys 42 0.388 0.00025

Tag side MC modeling ssys (42) - -

BDT efficiency hsys (1) - -

Bkg normalisation nsys (6) - -

MC stat stat 1 0.330 0.00021

Signal side p modeling hsys 21 0.104 0.00007

Tracking p scale factor hsys 1 0.062 0.00004

Tracking efficiency nsys 1 0.050 0.00003

π0 efficiency hsys 1 0.020 0.00001

γ efficiency corr. hsys (1) - -

γ energy bias hsys (1) - -

Total syst. uncertainty 1.022 0.00066

Total stat. uncertainty 0.706 0.00045

Total uncertainty 1.243 0.00080

Table 4.15: SUmmary of uncertainties. The modifiers as well as the number of
parameters used to model the corresponding systematic uncertainty are detailed.
If the uncertainty is not indicated, the systematic uncertainty has not been yet fully
implemented. The hID selection is using the Reweighted variable with a working
point of 0.9. The BDT output working point is set to 0.5.

4.5.2 Estimation of |Vus|

The fitting procedure yields:

RK /π = 0.06438±0.00045 (stat.)±0.00066 (syst.). (4.33)

This value is used to derive a value of |Vus|, following Equation (4.14). This es-
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timation involves several additional factors, and their central values along with
uncertainties are shown in Table 4.16. These values are the most updated ones as
of the time of this thesis. The mass values are from [19], while the other factors
values are from taken [21].

Factor Central value Uncertainty Unit

|Vud| 0.97373 0.00031 [-]

fK / fπ 1.1932 0.0021 [-]

δRτ,K /τ,π 0.001 0.008 [-]

mπ 139.57039 0.00018 [MeV/c2]

mK 493.677 0.016 [MeV/c2]

mτ 1776.86 0.12 [MeV/c2]

Table 4.16: Summary of factors used to compute |Vus|. The mass values are coming
from [19] and the other factors values are coming from [21].

Taking the value of RK /π shown in Equation (4.33) and the factors detailed in Ta-
ble 4.16, this yields

|Vus| = 0.2229±0.0017. (4.34)

The values of both RK /π and |Vus| are summarised in Table 4.17, along the value
obtained by the BaBar collaboration [33].

Measurement Central value
Uncertainty

Rel. Abs.

RK /π
Belle II 0.06438 0.012426 0.00080

BaBar 0.06531 0.01670 0.00109

|Vus|
Belle II 0.2229 0.0076 0.0017

BaBar 0.2255 0.0106 0.0024

Table 4.17: Summary of RK /π and |Vus| values. The values displayed for the BaBar
collaboration come from [33].

4.6 Discussion

Hadronic tau decays with 3×1 prong decay topology have been used to compute the
CKM matrix element magnitude |Vus| through the ratio of branching fractions RK /π.
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The events were selected in three steps: first, a selection of events relying on rect-
angular cuts was operated in order to remove regions in the date not well described
by the Monte Carlo simulations. A computation of several correction factors then
took place is order to adjust the shape of the Monte Carlo simulation to match the
data more accurately.

Following these two preliminary steps, a selection of the events was operated using
a Boosted Decision Tree (BDT). A set of 24 variables was initially defined, and their
correlations and ranking were assessed to reduce this set further in order to use
only what is necessary, and simplify the BDT selection.

Several hID selections were explored, comprising two variables and five different
working points. The BDT output of these ten configurations were scrupulously
analysed to determine the most favorable selection. As the figure of merit only
provides an assessment of the best BDT output working point in terms of statistics,
and that the measurement is expected to be systematically driven, the choice of the
working point was postponed during the evaluation of systematic uncertainties.

A template fit method was put in place to evaluate the ratio RK /π, which is quadrat-
ically proportional to the value of |Vus|, and has the advantage of not relying on
external factors. The fit provided the central value, and the statistical and sys-
tematic uncertainties. The latter are implemented in the model as nuisance pa-
rameters, through specific modifiers. Not all systematic uncertainties have been
implemented yet, but all have been identified, described and will be added in due
time.

A preliminary assessment of RK /π, using the implemented systematic uncertainties,
yields RK /π = 0.06438±0.00080, which in turn gives |Vus| = 0.2229±0.0017.

While these results offer an initial insight into the measurement of |Vus|, there are
already identified areas that can be further refined and improved.

The corrections for the leptonic fake rates were not accessible through the Sys-
tematic Corrections Framework, and therefore only few tables were available. In
particular, it was only possible to obtain the correction tables for the hID selec-
tion involving the Global hID variable, with a working point of 0.6. Several efforts
are ongoing to make other tables accessible, but as this represents not just one be
several major studies, it will take time.

Other corrections should be updated: the π0 efficiency correction will be assessed for
different channels, and will have an associated systematic uncertainty. As for the
photon efficiency correction, their central value as well as their total uncertainty
should be soon accessible. The measurement will have to be reiterated with these
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new central values, and uncertainties.

Once these corrections are in place, the BDT method will be able to undergo several
other possible optimisations. As the optimisation of its hyper parameters did not
result in an improved performance, this aspect will be necessarily revisited. But
one could think for example that another method such as a Neural Network could
improve the results.

It will be also possible to assess again the systematic uncertainties related to RK /π.
In particular, the systematic uncertainty associated to π0 efficiency will be stud-
ied more carefully, as its result for the background templates led a value close to
0. As for the systematic uncertainty related to misalignment, it might be revis-
ited as its propagated uncertainty on RK /π is significant, and might be more under
control after the production of larger samples of misalignment, or by making less
conservative assumptions.

On top of that, the other systematic sources, detailed in Sections 4.4.5.5, 4.4.5.6,
4.4.5.7, 4.4.5.14 and 4.4.5.13 will be implemented, in order to give a solid measure-
ment of RK /π. Their final implementation might slightly change from the initial
description, given unknown challenges that can be encountered.

Once the fit validated, it will be possible to use data. At first, a reduced amount
of data will be used to study potential issues that could arise at that stage without
unblinding the measurement. After several checks to validate the measurement,
and iterations on the possible issues, the whole LS1 dataset will be used to finalise
the measurement.
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“Attendre et espérer!”
- Alexandre Dumas, Le Comte de Monte-Cristo, (1846)

Several key elements related to the measurement of |Vus| have been explored through-
out this thesis.

It began with the study of pion identification corrections, as the understanding of
hadron identification limitations was an important aspect of the systematic un-
certainties related to |Vus|. For this, a 3×1 prong tau decay topology was used to
calculate correction factors in p and cosθ bins for three PID variables, employing
a cut-based event selection that achieved a purity of 98.749%. The PID variables
included Global, Reweighted and MVA hID variables.

Each performance was evaluated by computing πID efficiency and π → K misID
rate across integrated samples and in p and cosθ bins. Observations included the
MVA hID performing the poorest with increasing cut values, while the Reweighted
hID outperformed the Global hID in both performance and data and Monte Carlo
consistency. Correction tables were generated for each hID variable across 9 cut
values in p and cosθ bins. Associated statistical and systematic uncertainties were
assessed and indicated on these tables, categorised into modeling of τ→πππ decay,
kaon fake rates, trigger selection, and qq̄ background. Comparisons were made
with D∗ and Ks samples, showing reasonable agreement in p or cosθ bins with D∗,
but notable discrepancies with Ks, particularly highlighted by the pulls. Further
comparisons between D∗ and Ks samples highlighted discrepancies between these
channels. While the study results are not yet available via the Systematic Correc-
tions Framework, they align with the available corrections.

The CKM matrix element magnitude |Vus| was determined using hadronic tau de-
cays with a 3×1 prong decay topology, through the ratio of branching fractions RK /π.
Event selection involved three key steps: initial event selection using rectangular
cuts to align data with Monte Carlo simulations, computation of correction factors
to better match simulation shapes with data, and a subsequent selection using a
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Boosted Decision Tree (BDT) with optimised variable sets.

For hID selections, various configurations were explored and evaluated based on
BDT outputs to identify the most effective working point. A template fit method
binned in momentum was used to evaluate RK /π, which is quadratically related to
|Vus|, providing central values and both statistical and systematic uncertainties.

A preliminary assessment yielded RK /π = 0.06438±0.00045 (stat.)±0.00066 (syst.),
corresponding to |Vus| = 0.2229±0.0017. Additional systematic uncertainties were
identified and will be incorporated into the final analysis in the near future.
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Appendix

A Physics Performance: Additional material

Additional material related to Chapter 3 is shown in what follows. The section
naming convention used here is such that it repeats the relevant sections from the
original chapter.

A.1 Efficiencies

Tables providing the efficiency computed for Monte Carlo, along their propagated
statistical and systematic uncertainties obtained for each hID variable with a work-
ing point of 0.1, and 0.9 are displayed respectively in Figures A.1 and A.2. Finally,
tables providing the ratio of the data and Monte Carlo efficiencies computed for a
working point of 0.1, and 0.9 are displayed respectively in Figures A.3 and A.4.

A.2 Comparison with Other Studies

Comparison with the performance resulting from the use of D∗ sample, with a
working point of 0.1, and 0.9 are displayed in Figures A.5. Comparison with the
performance resulting from the use of Ks sample, with a working point of 0.1, and
0.9 are displayed in Figures A.6. Comparison between the D∗ and Ks samples, with
a working point of 0.1, and 0.9 are displayed in Figures A.7.
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Figure A.1: Monte Carlo efficiencies. The PID variables used to get the correction
factors binned in momentum and polar angle correspond to the Global (top), the
Reweighted (middle) and the MVA (bottom) variables. A working point of 0.1 is
selected.
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Figure A.2: Monte Carlo efficiencies. The PID variables used to get the correction
factors binned in momentum and polar angle correspond to the Global (top), the
Reweighted (middle) and the MVA (bottom) variables. A working point of 0.9 is
selected.

157



Appendix Physics Performance: Additional material

-0.866 -0.682 -0.4226 -0.1045 0.225 0.5 0.766 0.8829 0.9563
cos  [-]

0.5

1

1.5

2

2.5

3

3.5

4.5

p
 [

G
e
V

]

103.6±1.4±0.3 106.1±0.9±0.6 97.5±0.6±0.1 98.9±0.5±0.2 100.1±0.5±0.1 100.8±0.5±0.3 99.6±0.8±0.4 98.2±1.1±0.3

103.4±1.9±0.4 101.4±1.0±0.4 97.8±0.6±0.3 97.8±0.5±0.5 99.1±0.5±0.3 99.2±0.5±0.3 100.9±0.8±0.4 101.3±1.3±0.6

103.6±2.8±0.2 98.4±1.3±0.2 98.6±0.8±0.2 98.2±0.6±0.4 98.6±0.6±0.4 98.0±0.5±0.4 99.3±0.9±0.4 101.1±1.5±0.6

100.4±4.2±0.4 90.5±1.7±0.3 97.9±1.1±0.3 97.3±0.8±0.3 97.8±0.7±0.2 96.6±0.7±0.4 98.6±1.0±0.3 100.7±1.8±0.4

101.8±8.0±0.7 88.0±2.7±1.3 98.5±1.6±0.1 98.2±1.1±0.2 98.7±1.0±0.1 96.1±0.8±0.2 99.0±1.3±0.4 101.5±2.3±1.2

102.2±21.0±3.5 90.9±5.5±1.1 98.5±2.7±0.1 99.0±1.7±0.5 99.6±1.4±0.3 97.3±1.1±0.4 99.8±1.7±0.4 100.4±3.1±1.3

107.7±98.8±9.4 91.7±18.1±2.2 99.9±6.0±1.0 101.3±2.9±0.6 99.8±1.9±0.7 97.2±1.3±0.4 102.8±2.0±2.3 103.8±3.8±2.4

R  [%], Global ID > 0.1

80

90

100

110

120

-0.866 -0.682 -0.4226 -0.1045 0.225 0.5 0.766 0.8829 0.9563
cos  [-]

0.5

1

1.5

2

2.5

3

3.5

4.5

p
 [

G
e
V

]

100.8±1.3±0.1 101.7±0.8±0.3 99.4±0.6±0.1 99.3±0.5±0.2 99.8±0.5±0.3 100.0±0.5±0.3 99.7±0.8±0.3 99.1±1.1±0.3

100.0±1.8±0.1 99.4±0.9±0.1 99.5±0.6±0.2 99.1±0.5±0.3 99.5±0.5±0.2 99.3±0.5±0.3 100.5±0.8±0.1 103.2±1.2±0.6

99.8±2.6±0.3 97.9±1.2±0.3 99.3±0.8±0.2 98.6±0.6±0.3 99.0±0.6±0.3 98.9±0.5±0.2 100.0±0.9±0.1 101.9±1.4±0.4

99.2±4.2±0.3 94.6±1.7±0.1 98.7±1.1±0.2 97.7±0.8±0.1 97.8±0.7±0.2 97.8±0.7±0.3 99.1±1.0±0.3 101.0±1.7±0.2

97.4±7.6±0.5 93.4±2.8±0.6 98.5±1.6±0.3 97.5±1.1±0.2 96.2±1.0±0.1 96.4±0.8±0.4 97.7±1.3±0.4 101.8±2.2±1.1

98.9±20.0±0.9 94.8±5.5±0.3 99.0±2.7±0.4 97.2±1.7±0.2 95.1±1.4±0.1 95.2±1.1±0.2 96.7±1.7±0.5 100.5±3.0±0.9

94.2±87.4±8.9 86.0±16.3±1.4 98.3±5.9±0.6 98.5±2.8±0.2 96.0±1.9±0.3 94.7±1.3±0.5 96.3±1.9±0.8 101.2±3.6±2.4

R  [%], Reweighted ID > 0.1

80

90

100

110

120

-0.866 -0.682 -0.4226 -0.1045 0.225 0.5 0.766 0.8829 0.9563
cos  [-]

0.5

1

1.5

2

2.5

3

3.5

4.5

p
 [

G
e
V

]

99.7±1.4±0.2 100.5±0.9±0.2 99.2±0.6±0.2 98.7±0.5±0.2 99.6±0.5±0.2 100.0±0.5±0.2 99.4±0.8±0.2 98.4±1.1±0.5

100.7±2.0±0.1 100.2±1.0±0.2 99.9±0.6±0.4 99.8±0.5±0.3 100.2±0.5±0.3 100.2±0.5±0.3 102.0±0.9±0.3 102.4±1.3±0.2

100.1±2.8±0.1 98.4±1.3±0.2 100.0±0.8±0.2 100.0±0.6±0.2 100.1±0.6±0.3 99.8±0.5±0.4 100.8±0.9±0.3 101.9±1.5±0.6

100.6±4.4±0.3 95.5±1.8±0.3 99.9±1.1±0.2 100.2±0.8±0.2 100.3±0.7±0.2 100.1±0.7±0.2 100.4±1.1±0.5 100.9±1.8±0.5

100.3±8.2±0.7 95.0±3.0±0.7 100.2±1.6±0.1 100.2±1.1±0.1 100.5±1.0±0.1 100.1±0.8±0.1 100.7±1.4±0.3 100.5±2.3±1.0

99.3±20.6±3.1 98.3±6.0±0.3 100.5±2.8±0.2 100.5±1.7±0.4 100.7±1.4±0.1 100.8±1.1±0.5 101.0±1.8±0.1 99.6±3.0±0.4

107.7±98.8±19.3 98.8±19.0±2.5 99.9±6.0±1.1 101.6±2.9±0.2 100.9±1.9±0.4 101.0±1.3±0.1 103.2±2.0±1.6 101.4±3.6±2.8

R  [%], MVA ID > 0.1

80

90

100

110

120

Figure A.3: Efficiency correction factors. The PID variables used to get the correc-
tion factors binned in momentum and polar angle correspond to the Global (top),
the Reweighted (middle) and the MVA (bottom) variables. The correction factors
are multiplied by 100 in order to ease their readability. A working point of 0.1 is
selected.
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Figure A.4: Efficiency correction factors. The PID variables used to get the correc-
tion factors binned in momentum and polar angle correspond to the Global (top),
the Reweighted (middle) and the MVA (bottom) variables. The correction factors
are multiplied by 100 in order to ease their readability. A working point of 0.9 is
selected.
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Figure A.5: Comparison with the D∗ sample. The ratio of correction factors (top
part), as well as the associated pulls (bottom part) are displayed. A working point
of 0.1 (top in each part) and 0.9 (bottom in each part) are selected.
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Figure A.6: Comparison with the Ks sample. The ratio of correction factors (top
part), as well as the associated pulls (bottom part) are displayed. A working point
of 0.1 (top in each part) and 0.9 (bottom in each part) are selected.
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Figure A.7: Comparison between the D∗ and Ks samples. The ratio of correction
factors (top part), as well as the associated pulls (bottom part) are displayed. A
working point of 0.1 (top in each part) and 0.9 (bottom in each part) are selected.
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B Physics Analysis: Additional material

Additional material related to Chapter 4 is shown in what follows. The section
naming convention used here is such that it repeats the relevant sections from the
original chapter.

B.1 Event Selection

Figures B.1 displays the feature rankings obtained for various hID selections, and
complements the result given in Figure 4.16. Generally, the ranking of these fea-
tures remains highly consistent across different configurations.

B.2 Measurement of |Vus|

As demonstrated in Section 4.4.5.2, the Reweighted hID with a working point of
0.9 yields the smallest propagated uncertainty on RK /π. Figure 4.30 displays the
resulting uncertainty on RK /π computed considering the statistical, luminosity and
hID uncertainties. Figures B.2, B.5, B.4 and B.3 give further information. As in
Figure 4.30, the hID selection criteria are provided at the end of each section of the
plot, with the variations obtained within this selection corresponding to different
BDT output working points. The minimum value is indicated in red.

We provide in Figures B.6 the systematic uncertainties assessed with all current
sources implemented, computed for different BDT output working points than that
discussed in Section 4.4.

163



Appendix Physics Analysis: Additional material

0 100 200 300 400 500
Feature importance

cleoConeThrust8
cleoConeThrust7
cleoConeThrust6

mis..Mo..Event
vis..E..EventCMS

track_3prong_2nd_pt
track_3prong_1st_pt

cleoConeThrust5
mis..Mo..theta

missingMass2OfEvent
foxWolframR2

thrustAxisCosTheta
cleoConeThrust4

track_3prong_3rd_pt
thrust

mis..Mo..EventCMS
ECMS_3prong

cleoConeThrust3
cleoConeThrust2
cleoConeThrust1
cleoConeThrust0

foxWolframR4
foxWolframR1
foxWolframR3

(a) Global 0.5

0 100 200 300 400 500
Feature importance

cleoConeThrust8
cleoConeThrust7

mis..Mo..Event
cleoConeThrust6
vis..E..EventCMS

track_3prong_2nd_pt
track_3prong_1st_pt

cleoConeThrust5
mis..Mo..theta

missingMass2OfEvent
foxWolframR2

thrustAxisCosTheta
cleoConeThrust4

track_3prong_3rd_pt
thrust

mis..Mo..EventCMS
ECMS_3prong

cleoConeThrust2
cleoConeThrust3
cleoConeThrust1
cleoConeThrust0

foxWolframR4
foxWolframR1
foxWolframR3

(b) Global 0.6

0 100 200 300 400 500
Feature importance

cleoConeThrust8
cleoConeThrust7
cleoConeThrust6

mis..Mo..Event
vis..E..EventCMS

track_3prong_2nd_pt
track_3prong_1st_pt

cleoConeThrust5
mis..Mo..theta
foxWolframR2

missingMass2OfEvent
thrustAxisCosTheta

cleoConeThrust4
track_3prong_3rd_pt

thrust
mis..Mo..EventCMS

ECMS_3prong
cleoConeThrust3
cleoConeThrust2
cleoConeThrust1
cleoConeThrust0

foxWolframR4
foxWolframR1
foxWolframR3

(c) Global 0.7

0 100 200 300 400 500
Feature importance

cleoConeThrust8
cleoConeThrust7
cleoConeThrust6

mis..Mo..Event
vis..E..EventCMS

track_3prong_2nd_pt
track_3prong_1st_pt

cleoConeThrust5
mis..Mo..theta
foxWolframR2

thrustAxisCosTheta
missingMass2OfEvent

cleoConeThrust4
track_3prong_3rd_pt

thrust
mis..Mo..EventCMS

ECMS_3prong
cleoConeThrust3
cleoConeThrust2
cleoConeThrust1
cleoConeThrust0

foxWolframR4
foxWolframR1
foxWolframR3

(d) Global 0.8

0 100 200 300 400 500
Feature importance

cleoConeThrust8
cleoConeThrust7
cleoConeThrust6

mis..Mo..Event
vis..E..EventCMS

track_3prong_2nd_pt
track_3prong_1st_pt

cleoConeThrust5
mis..Mo..theta
foxWolframR2

thrustAxisCosTheta
missingMass2OfEvent

cleoConeThrust4
track_3prong_3rd_pt

thrust
mis..Mo..EventCMS

ECMS_3prong
cleoConeThrust2
cleoConeThrust3
cleoConeThrust1
cleoConeThrust0

foxWolframR4
foxWolframR1
foxWolframR3

(e) Global 0.9

0 100 200 300 400 500
Feature importance

cleoConeThrust8
cleoConeThrust7

mis..Mo..Event
cleoConeThrust6

track_3prong_2nd_pt
track_3prong_1st_pt

cleoConeThrust5
mis..Mo..theta

vis..E..EventCMS
missingMass2OfEvent

thrustAxisCosTheta
foxWolframR2

cleoConeThrust4
track_3prong_3rd_pt

mis..Mo..EventCMS
thrust

ECMS_3prong
cleoConeThrust3
cleoConeThrust2
cleoConeThrust1
cleoConeThrust0

foxWolframR4
foxWolframR1
foxWolframR3

(f) Reweighted 0.5

0 100 200 300 400 500
Feature importance

cleoConeThrust8
cleoConeThrust7

mis..Mo..Event
cleoConeThrust6

track_3prong_2nd_pt
track_3prong_1st_pt

cleoConeThrust5
vis..E..EventCMS

mis..Mo..theta
missingMass2OfEvent

foxWolframR2
thrustAxisCosTheta

cleoConeThrust4
track_3prong_3rd_pt

thrust
mis..Mo..EventCMS

ECMS_3prong
cleoConeThrust3
cleoConeThrust2
cleoConeThrust1
cleoConeThrust0

foxWolframR4
foxWolframR1
foxWolframR3

(g) Reweighted 0.6

0 100 200 300 400 500
Feature importance

cleoConeThrust8
cleoConeThrust7
cleoConeThrust6

mis..Mo..Event
track_3prong_2nd_pt
track_3prong_1st_pt

vis..E..EventCMS
cleoConeThrust5

mis..Mo..theta
missingMass2OfEvent

foxWolframR2
thrustAxisCosTheta

cleoConeThrust4
track_3prong_3rd_pt

thrust
mis..Mo..EventCMS

ECMS_3prong
cleoConeThrust3
cleoConeThrust2
cleoConeThrust1
cleoConeThrust0

foxWolframR4
foxWolframR1
foxWolframR3

(h) Reweighted 0.7

0 100 200 300 400 500
Feature importance

cleoConeThrust8
cleoConeThrust7
cleoConeThrust6

mis..Mo..Event
track_3prong_2nd_pt

vis..E..EventCMS
cleoConeThrust5

track_3prong_1st_pt
mis..Mo..theta

missingMass2OfEvent
foxWolframR2

thrustAxisCosTheta
cleoConeThrust4

track_3prong_3rd_pt
thrust

mis..Mo..EventCMS
ECMS_3prong

cleoConeThrust3
cleoConeThrust2
cleoConeThrust1
cleoConeThrust0

foxWolframR4
foxWolframR1
foxWolframR3

(i) Reweighted 0.8

0 100 200 300 400 500
Feature importance

cleoConeThrust8
cleoConeThrust7
cleoConeThrust6

mis..Mo..Event
vis..E..EventCMS

track_3prong_2nd_pt
cleoConeThrust5

track_3prong_1st_pt
mis..Mo..theta
foxWolframR2

missingMass2OfEvent
thrustAxisCosTheta

cleoConeThrust4
thrust

track_3prong_3rd_pt
mis..Mo..EventCMS

ECMS_3prong
cleoConeThrust2
cleoConeThrust3
cleoConeThrust1
cleoConeThrust0

foxWolframR4
foxWolframR1
foxWolframR3

(j) Reweighted 0.9

Figure B.1: Feature importance. Computed using a k-fold technique and repeti-
tions. Several hID selections using the Global and Reweighted hID variables were
employed.
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Figure B.2: Propagation of uncertainties on RK /π and |Vus| using different hID se-
lections. Each hID selection is decomposed into several BDT output working points.
Two limits provided by the BaBar collaboration [33] are shown: a comparable limit
that takes into account the hID and statistical uncertainties, and their total uncer-
tainties. The red dot corresponds to the minimum value achieved across all selec-
tions. The grey lines indicate the position of the minimum and maximum values.
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Figure B.3: Other uncertainties resulting from the propagation of errors on RK /π

using different hID selections. Each hID selection is decomposed into several BDT
output working points. The limit from the BaBar collaboration [33] is indicated for
the statistical uncertainty.
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Figure B.4: hID uncertainties resulting from the propagation of errors on RK /π using
different hID selections. Each hID selection is decomposed into several BDT output
working points. The limit from the BaBar collaboration [33] is indicated for the
combined error.
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Figure B.5: Purities and efficiencies resulting from the propagation of errors on RK /π

using different hID selections. Each hID selection is decomposed into several BDT
output working points. The limit from the BaBar collaboration [33] is indicated.
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Figure B.6: Systematic uncertainties assessed with all current sources implemented
in the model. Several BDT output working points are used for the hID selection
using the Reweighted hID variable with a working point of 0.9.
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C Papers and Additional Activities

Additional material related to additional activities activities carried out during the
PhD is shown in the following sections.

C.1 Z ′ Analysis

As mentioned in Section 1.1.2, rather straightforward possible extensions of the
Standard Model involve the addition of an extra U(1) gauge group, which in turns
gives rise to an additional gauge boson commonly denoted as Z′. One extension in
particular, known as the Lµ−Lτ extension, allows the Z′ to couple to the Standard
Model only through µ, τ, νµ and ντ with coupling g′, and offers explanations for
anomalies such as the anomalous magnetic moment of the muon [13]. The search
for the Z′ has been performed in the process e+e− → µ+µ−(Z′ → inv.), where the Z′

is radiated off a muon, as illustrated in Figure C.1.

e+

e−

µ+

µ−
g′

ν̄ℓ, χ̄

νℓ, χ

γ, Z Z′

Figure C.1: Feynman diagram of the process e+e− → µ+µ−(Z′ → inv.). The invisible
final states allowed are composed of either νℓ for ℓ= e, µ or χ.

Two different scenarios are considered: in the first one, called “Vanilla Lµ − Lτ

model”, the invisible decay happens only through Standard Model particles, which
are in this case a neutrino pair, whereas in the second scenario, referred to as “Fully
invisible Lµ−Lτ model”, the Z′ decays into a pair of dark matter particles χχ̄. Sam-
ples of e+e− collisions collected by Belle II at the CMS energy of the Υ(4S) resonance
(10.58 GeV) between 2019 and 2020 has been used, and correspond to a total inte-
grated luminosity of 79.1 fb−1. Results are provided for each of the two scenarios for
MZ′ < 9 GeV/c2, and are reported in [15], whose abstract is displayed in Figure C.2.

In the analysis, my task involved, on top of following discussions, creating an entry
in HEPData and filling it with all the relevant information from the published pa-
per. This effort aimed to make the data easily accessible to any analyst interested
in consulting it. The entry can be consulted in [100].
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Figure C.2: Abstract of Belle II second search for an invisible Z′ particle paper. The
full paper is available in [15].

C.2 ECFA ECR activities

The European Committee for Future Accelerators (ECFA) Early Career Researcher
(ECR) Panel discusses key aspects impacting the future of particle physics and ad-
vises ECFA through regular reports and annual presentations. Panel members,
typically PhD students or postdocs within 8 years of their PhD, are nominated by
ECFA countries and major laboratories for 2-year terms. They represent the views
of early-career researchers and appoint observers for ECFA meetings. The panel or-
ganizes meetings, working groups, and studies to support the early-career physics
community within ECFA countries. The ECFA ECR Panel activities between 2021
and 2022 are reported in [101], whose abstract is provided in Figure C.3.

In this panel, my role involved collaborating with a team to study the career outlook
and experiences of ECRs, as well as investigating diversity and sociological aspects
within particle physics research. In particular, results of a survey distributed to
ECRs in academic particle physics between September 2022 and March 2023 have
been studied, and are presented in [102], whose abstract is made available in Fig-
ure C.4.

170



Appendix Papers and Additional Activities

Figure C.3: Abstract of ECFA ECR Panel description of activities paper. The full
paper is available in [101].

Figure C.4: Abstract of ECFA ECR Panel analysis of survey on career prospects and
diversity paper. The full paper is available in [102].

.
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