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Kurzfassung

Diese Dissertation befasst sich mit der Frage, wie die Interaktion mit Robotern so gestaltet werden
kann, dass Endbenutzer:innen Einfluss auf das Verhalten des Roboters haben können. Ich unter-
suche die Kombination von Entscheidungen beim Interaktionsdesign und bei der Systemarchitektur,
und wie sich diese auf die Interpretation der Technologie durch die Endbenutzer:innen auswirken
und diese in die Lage versetzen, mit der Technologie zu agieren.

Warum sollte das Interaktionsdesign von Robotersystemen berücksichtigt werden? Unterschiedli-
che Roboter können so programmiert werden, dass sie unterschiedliche Dinge tun, selbst wenn
sie die gleiche Gestalt haben. Die Gestalt eines Roboters kann bestimmte Erwartungen hinsichtlich
der Fähigkeiten des Roboters hervorrufen. Zum Beispiel können humanoide Roboter Erwartungen
an menschenähnliche Interaktionsmöglichkeiten hervorrufen, die der Roboter möglicherweise nicht
erfüllen kann. Oft werden Kommunikationsmodelle aus der zwischenmenschlichen Kommunikation
entlehnt und von anderen Forschern auf die Mensch-Roboter-Interaktion übertragen. Dabei handelt
es sich um symmetrische Modelle, die den Menschen und den Roboter mit gleichen Fähigkeiten
ausstatten. Ich vertrete die Ansicht, dass wir die Mensch-Roboter-Interaktion stattdessen als asym-
metrisch betrachten sollten. Welche Fähigkeiten ein Roboter besitzt, sollte durch dessen physische
Form und Verhaltensdesign kommuniziert werden. Dies kann z.B. dadurch geschehen, dass das
Robotersystem transparent gestaltet wird, das heißt, dass das System den Endbenutzer:innen klar
macht, welche Informationen das Robotersystem verarbeitet und wie das System Entscheidungen
trifft.

Warum ist es entscheidend die Endbenutzer:innen einzubeziehen? Zum Zeitpunkt der Entwicklung
ist es schwierig alle potenziellen Nutzungsformen vorherzusagen. Wenn Roboter auf die reale Welt
treffen, werden sie mit einer Vielzahl an unvorhersehbaren Situationen konfrontiert. Daher argumen-
tiere ich, dass Endbenutzer:innen in die Lage versetzt werden sollten, das Verhalten des Roboters
zum Zeitpunkt der Nutzung kontextgerecht zu adaptieren. Ein zweiter Grund für die Einbeziehung
von Endbenutzer:innen ist, dass Endbenutzer:innen über implizites Wissen verfügen (tacit knowled-
ge), das sich aus dem Körper und seinen situativen Interaktionen ergibt. Aus diesem Grund müssen
wir Systeme und Methoden entwickeln, die das Einbeziehen solcher Expert:innen fördern. Drittens
wird die Möglichkeit, das Verhalten des Roboters anzupassen, die Handlungsfähigkeit und Selbst-
wirksamkeit der Endbenutzer:innen unterstützen. Damit wird ihnen ermöglicht, im Sinne ihrer Ziele
zu handeln und sich selbst dazu befähigt fühlen.

In der Dissertation untersuche ich verschiedene Methoden, um (stellvertretende) Endbenutzer:innen,
Stakeholder und Personen mit spezifischem Wissen in den Gestaltungsprozess des für die jeweiligen
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Anwendungsgebiete relevanten Roboter-Verhaltens einzubeziehen. Bewohner:innen von Pflegehei-
men und Pflegepersonal werden für eine zu entwickelnde Technologie in die Diskussion von Anwen-
dungsszenarien im Rahmen einer partizipativen Designstudie mit einbezogen. Ich analysiere und
entwickle Schnittstellen für die Endbenutzerprogrammierung in der Fertigung und für die Program-
mierung von Roboteranimationen in der sozialen Interaktion und im Tanz. Ich führe eine Studie über
die Darstellung der Roboterkenntnisse für Endbenutzer:innen in einem Szenario zur Objektorganisa-
tion durch. Der Beitrag meiner Arbeit ist ein besseres Verständnis der Faktoren und Methoden des
Interaktionsdesigns, die die menschliche Handlungsfähigkeit in HRI-Szenarien verbessern, indem
sie es ermöglichen, das Roboterverhalten zu beeinflussen.



Abstract

This dissertation is focused on how to design for interactions with robots in ways that enable end
users to impact robot behavior. I consider the combination of interaction design and system architec-
ture choices, and how these affect how end users interpret the technology and are able to act on and
with the technology.

Why consider interaction design of robotic systems? Different instances of robots can be pro-
grammed to do different things, even if they have the same embodiment. The embodiment of a
robot may raise certain expectations regarding what the robot is capable of. For example, humanoid
robots may raise expectations of humanlike interaction capabilities that the robot may not be able to
meet. Often, models are borrowed from human-human communication and applied to Human-Robot
Interaction by other researchers. These are symmetrical models that depict the human and the
robot agent to have similar capabilities. I argue that we should instead see human-robot interaction
as asymmetric, and that what the robot is (capable of) doing should be communicated through the
robot’s physical and behavioral design. This can be done, for instance, by making the robotic sys-
tem transparent, meaning that the system makes it clear to end user(s) what information the robotic
system is processing and how the system makes decisions.

Why involve end users? It is difficult to foresee potential use at design time. When robots meet the
real world, they are bound to encounter all kinds of unforeseeable situations. Therefore, I argue that
end users should be enabled to make the robot’s behavior more context-appropriate at use time. A
second reason to involve end users is that end users have tacit knowledge, which is the knowledge
that arises from the body and its situated interactions. This is why we need to design systems and
methods that promote the inclusion of such experts. Third, I argue that when it is possible for end
users to adapt the robot’s behavior, this supports their agency and self-efficacy, so that people are
enabled to act in accordance with their aims and perceive themselves as capable of doing so.

In the dissertation, I investigate different methods to include (representative) end users, stakehold-
ers and domain experts in the process of determining robot behavior, in several different contexts.
Care home residents and care workers are involved in discussing application scenarios of a to-be-
developed technology in a co-design study. I study and develop end-user programming interfaces in
manufacturing and for programming robot animations in social interaction and dance. Finally, I con-
duct a study on representing a robot’s knowledge base to users in an object organization scenario.
The contribution of my work is a better understanding of interaction design factors and methods that
enhance human agency in HRI scenarios by making it possible to impact robot behavior.
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CHAPTER 1
Introduction

This chapter is partially based on the following book chapter: Frijns, H. A., Schürer, O.
(2022) Design as a Practice in Human-Robot Interaction Research. Book chapter. In
S. T. Köszegi, M. Vincze (Eds.), Trust in Robots (pp. 3–29). TU Wien Academic Press.
https://doi.org/10.34727/2022/isbn.978-3-85448-052-5_1

This dissertation is concerned with the question how to design for interactions with robots, in a way
that makes robot behavior understandable for human interaction partners and makes it possible to
impact robot behavior. Recent years have seen developments in robotics. Applications of new robotic
solutions are explored in the care context (see, e.g., [40, 166]). In manufacturing, collaborative robots
(cobots) are investigated and implemented that operate in close proximity with humans and interact
with them [77]. Research has described implementations of robots that take on social roles, and how
humans respond and adapt to robots in their social space, for instance, in households (e.g., robot
vacuum cleaners [93]) and public space (e.g., delivery robots [68]). This raises questions regarding
how people will (want to) interact with robots, and how robots can become part of human social
spaces in ways that enable humans and robots to mutually affect each other. However, it is an
open question how robots can be sufficiently adaptive to different contexts. Towards this end, it is
necessary to consider how interactions with robots can be shaped in such a way that end users (with
little programming expertise) are able to interpret and affect the robot’s behavior. In this dissertation,
I investigate how to make the capabilities of robotic systems transparent through design. Moreover, I
investigate how end users can be enabled to impact robot behavior through end user programming,
in the context of interaction, and through being involved in design processes of robotic technology.

Interpreting robot behavior: When encountering a robot, it is not immediately apparent how one can
expect this robot to behave. Its programming may be different from a robot that looks exactly the
same. Moreover, the robot’s behavior may not change over time nor be adaptive to the context or to
users. Humanlike interaction and embodiment designs have frequently been applied, based on the
assumptions that this will make the robot more acceptable, familiar, and predictable [86]. Research
has been conducted on the design and effects of humanlike embodiments [30, 120, 181] and which
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1. Introduction

features make a robot appear humanlike [213]. Others have worked on developing robot capabil-
ities for interaction between humans and robots, such as recognizing people and generating and
interpreting verbal communication, nonverbal behavior, intentional actions, socially aware naviga-
tion, and affect [275]. However, there are limitations and disadvantages to purely relying on human
interaction metaphors and humanlike embodiments. While there is a plethora of research investi-
gating humanlike communicative behaviors for robotics, there is a limited theoretical understanding
regarding if and how communication between people would apply to HRI. In this dissertation, I ar-
gue that robots are (at this point in time and for the foreseeable future) asymmetric to humans with
regard to their perception and action capabilities. Very humanlike interactions may be familiar, thus
facilitating interaction, but also raise expectations that cannot (yet) be met. Robot form alone only
partially discloses the robot’s task or how it can be expected to behave, as its behavior depends on
its programming. I argue that humans and robots should be understood as asymmetric regarding
perception, action and decision-making capabilities. To avoid mismatches between expectations and
capabilities, it is important to consider how to design the interaction in a way that people are able to
interpret its capabilities and current system state and processing. In other words, we need to con-
sider how interactions can be designed for in such a way that it is transparent what kind of information
the robotic system is processing. An improved understanding of robots can help people meet their
own needs in interacting with the technology.

Impacting robot behavior to make it more context-appropriate and include tacit knowledge: Besides
making it easier to interpret robot behavior, I investigate ways to impact robot behavior. Being able
to impact robot behavior also requires that it is in some way apparent what the robot is doing, why,
and how to change the robot’s behavior. Thus, in this dissertation, being able to impact the robot’s
behavior and making it possible for end users to interpret the robot’s behavior are seen as connected.
Investigating how to enable end users and other stakeholders to affect robot behavior will identify and
create opportunities for bringing in (tacit) knowledge of people with domain expertise (for instance,
from the contexts of dance, social interaction, care, and manufacturing). Inclusion of domain ex-
perts in the process of robot behavior design can make the interaction more contextually appropriate.
Alves-Oliveira et al. [11] argue for user involvement in social robot design, as not doing so can lead
to wrong assumptions regarding user needs. I investigate how to integrate end users in all phases
of robot behavior design.

Supporting human agency and oversight: This dissertation contributes to the question of how to
translate ideals of supporting human agency and oversight [124] into practice. Agency refers to the
“capacity to make a difference” [234, p.22] or to exercising the capacity to act [242]. Exercising
agency can be understood as performance of intentional (and potentially also additional uninten-
tional) actions [242]. Supporting human agency is taken to mean a consideration of how to design
technology in a way that spaces are opened for influence; specifically, influence by the people who
are affected by the technology’s actions and shaping powers. This requires giving users insight
into how robotic systems work and enabling them to affect robot behavior, even if they have little
programming knowledge.

In Section 1.1, I describe related work. Section 1.2 contains descriptions of the relevant terms
that are used in this dissertation. In Section 1.3, I outline the methodology. Section 1.4 contains
summaries and research questions of the individual chapters of this dissertation. Section 1.5 outlines
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1.1. Related work

the contributions of the dissertation, Section 1.6 contains further discussion, and Section 1.7 lists the
publications that are part of this thesis, as well as supporting publications.

1.1 Related work
Related work includes design frameworks, methods and technologies that enable end users and
stakeholders to adapt systems in the contexts of development and use. This requires systems design,
interaction design, making it possible for end users to adapt robot programs, and making the way
robots function understandable to end users.

Several authors proposed design frameworks aimed at integrating end users in the Human-Computer
Interaction (HCI) context, notably the meta-design framework for end-user development (EUD) by
Fischer and Giaccardi [87]. The meta-design framework presupposes that not all situations can be
foreseen at design time. Users should be supported in becoming co-designers by creating systems
that are built to evolve by user actions. They contrast design time (when designers and representa-
tive end users develop systems) to use time (when systems may need to be adapted towards user
needs) [87]. At design time, designers and representative end users develop systems for what they
call a “world-as-imagined”. At use time (“world-as-experienced"), systems may need to be adapted to-
wards the user’s needs. The authors discuss underdesign as a strategy in meta-design that involves
creating environments or design spaces for end users at design time, to allow system modification at
use time. To allow for this, infrastructures for participation in the socio-technical system need to be
created. Responsibility is not transferred to the user, but some control is [87]. In a similar vein, Dix
proposes design for appropriation, a strategy that enables technology to be used in ways unforeseen
by the designer, or even subverting intentions of designers [67]. Underdesign in the meta-design
framework and designing for appropriation share conceptual similarities. Both aim to create open-
ness for end users so they can adapt the system at use time, and the artifact and its use can evolve.
Strategies for meta-design include task-specific languages, hiding low-level computational details,
transparent programming environments, collaboration, and supporting customization and reuse [87].
Similarly, strategies for design for appropriation include making the way the system works clear to the
user, making it explicit why the system works the way it does, making reconfiguration of the system
possible, and encouraging sharing and learning from the ways users appropriate the technology [67].
While more or less established strategies exist for such interactions with desktop computers, laptops,
and mobile phones, this requires more work in the context of HRI. Robotic systems are embodied,
potentially even distributed in space, and a variety of interaction modalities are used to establish the
interaction. Robots can move around in space and have a degree of autonomy. They may or may
not have screens as part of their embodiment. Therefore, I investigate what such strategies could be
for HRI. The main methods I use to explore this are co-design, End-User Programming (EUP) and
transparency.

Several works describe research on participatory design (PD) or co-design for HRI [14, 16, 102, 170,
221, 257]. Co-design makes it possible for stakeholders to have a say in the design of robotic technol-
ogy. Co-design processes often include activities that enable participants to express tacit knowledge
and facilitate mutual learning between stakeholders and researchers [170, 233]. In PD projects for
robots in the care context, the application scenario is usually predetermined (e.g. [14, 204]), while in
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1. Introduction

this dissertation (Chapter 3), application scenarios are co-determined with stakeholders. Moreover,
both care workers and care home residents were included in ideation activities.

EUD focuses on methods that are applicable throughout the life-cycle of software systems, including
EUP [56]. The research area of EUP for robotics aims to make it possible for end users to re-specify
robot behavior to better support their needs [4], or for domain experts on social interaction to de-
velop complex, contextually appropriate robot behavior for social interactions [56, 216]. In contrast
to methods such as PD and human-centered design that focus on integrating end user and domain
knowledge prior to implementation, systems that allow for EUD enable end users to modify robot
programs both at design time and at use time [56]. Similar work that aims to make robot program-
ming easier for end users includes work on synthesizing programs from demonstration for social
HRI [216, 217] and open-source software development for social robots (e.g., [10]). In this disser-
tation, I investigate interaction design for EUP and its connection to design choices regarding the
system architecture.

Transparency is proposed to make robotic systems understandable to end users during interaction.
Related terms include understanding, explainability, interpretability, and intelligibility [246]. Theodorou
et al. [273] write that so far, the topic of transparency has mainly received attention in relation to
human-robot collaboration, but they argue transparency should be a general requirement that will
enable end users to develop more accurate mental models of systems over the course of interaction.
In HRI, transparency can take the form of conveying a robot’s decision-making or inner workings to
a user, so the user is better able to understand (correct) functioning of and decision-making by the
system; understanding what the technology does and to what end [84, 246]. The concept of trans-
parency can be framed in different ways in the context of robotics and artificial agents, namely as
the absence of deception regarding the artificial nature of the agent, a means for reliability and error
communication, or a way to convey the system’s decision-making [273]. For designing transparent
systems, Theodorou et al. [273] argue that communication methods should convey information that
is relevant, have the appropriate level of abstraction, and contain an appropriate amount of informa-
tion, which will depend on the user and the application. Schött et al. [246] describe that robots can
be made transparent by design, robot actions, or external explanations. In this dissertation, I further
argue for transparency as a means to support asymmetric HRI. Moreover, I implement it in designing
interfaces.

The research gap addressed by this dissertation concerns the role of interaction design in creation
of spaces that allow for affecting robot behavior by end users, from the perspective that asymmetry
between humans and robots should be addressed. While there is existing work on EUP and trans-
parency, my work focuses on the connection of system architecture to interaction design. My work
investigates the connection between interpretation of the way systems work, system architecture con-
siderations, and how to enable end user impacts at various stages in design processes. Interaction
design forms a bridge between the way technology is implemented and the user’s interpretation of it.

1.2 Description of terms
In this section, I explain what I mean by interaction design, robots and end users in the context of
this dissertation.
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1.2. Description of terms

1.2.1 Robots

The word robot has been defined as a “programmed actuated mechanism with a degree of autonomy
(...) to perform locomotion, manipulation or positioning" [140, 3.1], where autonomy refers to the “abil-
ity to perform intended tasks based on current state and sensing, without human intervention" [140,
3.2]. In the context of this dissertation, the word robot refers to robotic systems; configurations of
components (hardware and software) that achieve a coupling to the environment and enable the
robot to sense and act on this environment. This configuration of components can be adapted and
impacted by humans, for instance, through programming or exchanging a component. Moreover, fol-
lowing the definitions, robotic systems have a degree of autonomy. This means that the system can
adapt its state and behavior execution, for instance, based on sensing a change in the environment.

The robotic systems under consideration in this dissertation are intended for interaction with humans
in close proximity. The specific robotic platforms (specific implementations of robotic hardware and
software that are, in this case, sold by manufacturers) that I worked with throughout this dissertation
are the Pepper robot [253], the Franka Emika Panda cobot [106], and the UR5 [232]. Moreover, indi-
vidual technical functionalities were presented as part of the co-design workshop series in Chapter 3,
namely computer vision and conversational AI.

In the dissertation, I frequently refer to Human-Robot Interaction and social robotics. Social robots,
according to Breazeal et al. [34], are designed to be capable of interacting with people in a human-
centric way. Social robots can, for instance, be developed to be able to engage in verbal and nonver-
bal communication, have social skills [34], evoke responses from humans (e.g., anthropomorphizing
the robot), or have the ability to respond to a social environment around the robot [91]. Human-Robot
Interaction (HRI) is the core research field of this dissertation. It is a multidisciplinary research field
that integrates disciplines such as HCI, robotics, psychology, philosophy, design, and more [23]. In-
terdisciplinary collaboration is required to achieve successful human-robot interactions but can be
challenging due to differences between disciplines (in epistemologies, methods, and goals).

1.2.2 Design in HRI

Several discourses on design exist, with different epistemological origins, which range from constru-
ing design as a problem-solving activity, to design as creation, a form of reflection, or reasoning [148].
Problem-solving views of design involve judgments that are made in determining an improved state.
In making these judgments, the act of designing has a normative character (see also Section 1.6.1).
Such views are common in HRI. For instance, the introduction to a special issue on design in HRI
contained the statement: “In essence, design is about understanding the current state and then de-
signing an improved future state" [133, p.1]. See also Bartneck et al. [22], who see transforming
reality as the aim of HRI designers and engineers.

Design is one of the disciplines relevant to HRI. Lupetti et al. [180] discuss the notion of designerly
HRI, which refers to the work in HRI that has a design orientation, such as developing robotic proto-
types and involvement with design methodologies. When discussing the design of a robotic system,
we cannot treat the system in isolation. Rather, we should consider it as designed for people and
for specific situations. Botero et al. [31] describe the design space as a co-constructed space that
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1. Introduction

is formed by stakeholders, technologies, and social processes. Design activity takes place in this
complex socio-technical context.

Several authors describe design spaces or frameworks for social robots and HRI [20, 66, 109] that
include factors such as the robot’s appearance, social capabilities, role, autonomy, and information
exchange. According to Deng et al. [66], the design space of social robots is made up of its social
role, embodiment, and communicative behavior. These factors correspond to aspects of interaction
design, industrial design, and robot animation design. HRI design methods include, for instance,
animation studies, 3D modeling, sketching, brainstorming, interviews, questionnaires, PD methods,
focus groups, observations, and personas [180].

1.2.3 Interaction design
Interaction design, or designing for interaction, involves shaping the appearance and behavior of
systems in response to input, as well as the quality of interaction, in a way suitable to the context,
in order to improve current systems or build new ones [81, 108, 252]. Interaction design is not only
concerned with designing the shape of objects, but also with intended use and how the artifact is
experienced over time [224]. Interaction design for Human-Robot Interaction (HRI) involves affecting
the appearance and interaction modalities of robotic systems and behavior in response to input (see
also [108]).

Fallman [81] describes interaction design as involving combinations of activities from design practice,
design exploration, and design studies. Design practice involves the development of products and
prototypes with a design research question in mind. Design exploration questions the status quo,
current narratives, and preconceptions, and proposes alternatives and counternarratives. It can
involve critical and speculative design (for an example of speculative design of robotic domestic
products, see [15]). Design studies develops knowledge on design research and results from design
research activity [81].

User Interface (UI) design is a relevant aspect. However, in the case of interacting with co-located
robots, a person interacting with a robot will use more than screens as sources of information in the
interaction. For instance, the robot’s entire embodiment becomes informative to the user, including
such things as motor sounds. The interaction also involves, for instance, the person(s) interacting
with the system, the physical and social environment, and can include external processing of infor-
mation on remote servers. To give an example, consider a concept such as “intuitive use", which in-
volves (semi-automatic) application of prior knowledge due to familiarity with similar interactions [195].
Achieving a high level of ease of use, or intuitive use, thus appeals to prior experience, familiar cul-
tural metaphors, motor memory, etcetera. Interaction involves more than information flow between a
user and a system through predefined interaction modalities. When considering interaction design, it
is beneficial and necessary to consider the (target) context, diversity of users and other stakeholders,
as well as ethical and social implications.

In this dissertation, design functions as a bridging discipline between the technical possibilities of the
system and its users. Designing for interactions with robotic systems that empower users requires
developing systems with a high ease of use and that communicate the current system state and
action possibilities, in a way that is understandable for users with limited expertise in programming
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1.3. Methodology

and robotics. My work applies what can be called “interaction design research", in which systems
are developed for interaction with people and learnings are gathered from building these prototypes.
The focus of the dissertation is on robot behavior specifically, not embodiment design, though con-
sideration will be given to audiovisual feedback modalities. The aim is to demonstrate how spaces
can be created in human-technology relations for interpretation and action by end users and other
stakeholders by studying technical systems and design processes.

1.2.4 End users and other stakeholders

The term user is a core term in discourse on technology design. While the term is too narrow to
adequately describe people - there is of course more to people than technology use, and there can
be more to relations mediated by technology than just use relations - in this dissertation I often use
the term user as it is a generally accepted term to indicate a person interacting with technology. Red-
ström [224] discusses how labeling people users in the context of a design process assumes that
they are already using what is not designed yet. In this dissertation, I design for and with “represen-
tative" end users (see also [87]), stakeholders, and other domain experts. These participants may
not have programming expertise, but do have domain expertise, where domain refers to the intended
context of use, such as a care context. As non-designers participate, there are some similarities to
the approach taken in open design practices, which involves developing open products such as open
source software [3]. However, my focus is not necessarily on system access for the general public
(though publications are open access) but rather on inclusion of representative stakeholders and end
users with domain expertise in design processes and building systems that enable them to affect
robot behavior.

A key point is that interactions are situated, and humans interacting with robotic technologies are
all different. User(s) and other stakeholders, the robotic system and associated technologies, and
the context are interrelated. Different users have different abilities, different information needs, and
different expertise.

1.3 Methodology
The main research question of this dissertation is:

Main Research Question. How can we design robotic technologies and develop design pro-
cesses in ways that support end users in impacting robot behavior?

To answer the research question, three sets of studies were conducted with different ways of involv-
ing end users in idea generation and (re)specification of robot behavior. The three sets of studies in-
volved co-design, end-user development, and transparency, to investigate different methods towards
supporting human agency in HRI. This involved theoretical work, practical work to build functional
systems, and conducting user studies. A variety of contexts, methods, application scenarios and
robotic systems was explored. The studies are related through their joint focus on creating spaces
in technology design to enable end user impacts on robot behavior. In this section, I will discuss the
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Figure 1.1: This dissertation considers how to incorporate user impacts on robot behavior at various
points in the design cycle; (1) in deciding application scenarios of robotic technology (Section 1.3.2),
(2) End-User Programming (EUP) (Section 1.3.3), and (3) in the context of direct interaction (Sec-
tion 1.3.4). The design time-use time continuum (top) is inspired by Fischer and Giaccardi’s meta-
design framework [87].

main components of the dissertation, namely theory on communication models in HRI, and practical
studies on co-design, end-user development, and transparency.

To investigate forms of involvement, a variety of methods were applied at different stages of the de-
sign time-use time continuum (see Figure 1.1). The first practical study was a co-design study (Fig-
ure 1.1, (1)). Subsequent practical studies included studies on end user programming (Figure 1.1,
(2)) and a study on the design of transparent interfaces (Figure 1.1, (3)). Figure 1.2 shows what types
of interactions these studies involved. The co-design study (1) involved interactions between design-
ers/developers and representative end users/stakeholders to identify potential applications of robotic
technology, with the idea that the designers/developers then translate findings into development of
systems. The studies on end-user programming (2) involve direct impacts of end users on the robot’s
program. The transparency study (3) involved direct interaction between users and a robot, including
interaction via a shared representation.

In Section 1.3.1-1.3.4, I briefly explain how these studies connect to each other and the design
time-use time continuum. In Section 1.4, I describe each chapter in more detail.

1.3.1 Theory on interaction
A review of existing models and understandings of communication in HRI was conducted [100] (Chap-
ter 2). The aim was to develop a more appropriate understanding of what communication in HRI en-
tails. Anthropomorphic design strategies are frequently applied to capitalize on the human tendency
to anthropomorphize [34], with the idea that human-likeness will mean that people semi-automatically
know how to interact with the system. However, there are differences between humans and robots
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Figure 1.2: The different interaction scenarios under consideration. The dissertation considers dif-
ferent types of interaction, (1) interaction between users/stakeholders and designers/developers of
technology, so that stakeholders can communicate preferences and are involved in determining the
application scenario, (2) users directly impacting the robot program, and (3) interaction between
user(s) and robot, including via a shared representation.

in terms of, e.g., perceptual processing and action capabilities. Thus, the application of human-like
design metaphors requires careful consideration to prevent communication failures. A conceptual
model of asymmetry between humans and robots was developed, which informed interaction design
recommendations [100]. Due to this asymmetry, it is important to make robot capabilities explicit and
to signify how the robot can be interacted with, for instance, through transparency. Transparency is
a way to convey, e.g., robot decision-making to a user, who is then better able to understand how
the system works [84, 246, 273]. Another example design recommendation is the use of shared
representations to keep track of common ground between humans and robots involved in interaction.

1.3.2 Co-Design

A co-design study was conducted that involved care stakeholders (12 care home residents and 13
care workers) in the process of determining application scenarios of (robotic) technology in the care
context. The aim of this study was to highlight needs that exist in the care context and to enable a
process of mutual learning between technology developers and care stakeholders. The co-design
process included workshops on robotic technology, conversational AI and computer vision, with tech-
nology demonstrations. Thus, it aimed to make the way technologies process information insightful
for participants so that they could better reflect on potential uses of such technologies. This resulted
in considerations on how to conduct a co-design process in which the application scenario and tech-
nology are fully open, with both care home residents and care workers.
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1.3.3 End-User Programming

The second way of involving end users was through an approach that combined EUP and interaction
design, by investigating design factors important in UI design and interaction design for EUP appli-
cations. Programming is a way of making a robot’s behavior concrete and shaping how it will react
in context, even if the behavior in context cannot fully be determined at design (/programming) time.
EUP can, however, allow for reprogramming in the context of use. This dissertation investigates easy
to use input forms and programming tools, bringing programming tools for robotic systems closer to
the domain expert. This is a case of robot behavior redesign by end users.

The first study involved cobots for manufacturing. Cobot design guidelines were developed in an
iterative process, by conducting a literature search, and iteratively revising guidelines with experts in
robotics and cobot User Experience (UX) design. This resulted in guidelines that designers can use
to improve existing cobot UI design for EUP [99].

In a second study, an interactive prototype was developed to be able to program/animate robot
motion without programming expertise. Previously, I co-developed a pose-matching imitation system
for the Pepper robot [260], which was used for the purpose of robot animation in this dissertation.
The goal was to develop a way to use full-body human motion demonstrations to efficiently prototype
and record motions, for use in dance performances or social interaction scenarios. The prototype
development resulted in interaction design considerations for systems for robot animation.

1.3.4 Transparency

The third investigation into involving end users focused on transparency. Informed by the theoretical
work on interaction as described in Section 1.3.1, a user study was conducted with 31 visitors of a
museum of science and technology. They were asked to interact with the Pepper robot. The robot
was programmed to detect objects and communicate object locations back to the user verbally, visu-
ally, or with a combination of modalities. Participants were asked to indicate if the robot’s knowledge
base contained errors. The first aim was to find out how to design shared representations to support
human-in-the-loop error detection. A shared representation is understood here as a shared basis
of knowledge; a representation of common ground between human(s) and robot(s) involved in the
interaction. The second aim was to find out how failures that occurred during the user study fit the
current understanding of failure in HRI. Over the course of the interaction, some participants were
found to test the system to find out more about its limitations.

1.4 Overview of Chapters

See Table 1.1 for an overview of the chapters in this dissertation with their associated research
questions. In the following sections, I briefly summarize each chapter.
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1.4. Overview of Chapters

(Phase) Topic Chapter Research question

Theory on interaction 2

What concepts and models of communi-
cation have been applied in HRI? When
arguing from the perspective that interac-
tion between humans and robots is fun-
damentally asymmetric, what are design
strategies we can employ that facilitate the
interaction?

Design
time

Co-design 3

How can we conduct participatory work-
shops about robotic technology compo-
nents in ways that enable care home res-
idents and care workers to envision use
cases for technology in their care?

EUP
4 What are important design factors for

cobot UIs for programming?

5

What are interaction design considerations
for a system for robot animation that im-
plements a human-humanoid imitation sys-
tem?

Use time Transparency 6

How to support human-in-the-loop error
detection in an object organization task
with a robot? How do the failures that
occur with a functional system fit into cur-
rent understanding of failure in HRI?

Table 1.1: Overview of the chapters.

1.4.1 Chapter 2: Communication Models in Human-Robot Interaction

Research Question Chapter 2. What concepts and models of communication have been applied
in HRI? When arguing from the perspective that interaction between humans and robots is
fundamentally asymmetric, what are design strategies we can employ that facilitate the interaction?

What are underlying theoretical assumptions when we talk about interaction or communication in
HRI? The article identifies different ways communication and sociality with robots are conceptual-
ized in the literature. Anthropomorphic design strategies are frequently applied to capitalize on the
human tendency to anthropomorphize [34], with the idea that humanlikeness will mean that peo-
ple semi-automatically know how to interact with the system because they can apply schemas from
human-human interaction. In this chapter, I specifically argue for seeing interaction between hu-
mans and robots as asymmetrical. Capabilities are not symmetrically distributed. For example, there
are differences between humans and robots regarding perceptual processing and action capabilities.
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Based on these asymmetries, I argue that this makes it important to design the robot’s embodiment
and behavior in a way that makes the robot’s capabilities explicit. This can be achieved by signifying
how the robot can be interacted with, and communicating the robot’s perceptual, action, data pro-
cessing, and decision-making capabilities (transparency and explainability). I focus on collaboration
processes, in which external representations of the joint activity can support the end user in keeping
track of task progress (e.g., using a GUI).

1.4.2 Chapter 3: Co-design of Robotic Technology with Care Home
Residents and Care Workers

Research Question Chapter 3. How can we conduct participatory workshops about robotic tech-
nology components in ways that enable care home residents and care workers to envision use cases
for technology in their care?

For the co-design workshops, a mutual learning format was developed, where researchers gave
technical input and then discussed potential applications of the technology in the care context with
care home residents and care workers. This enabled the researchers to learn more about what is
important for care stakeholders. We developed a series of five workshops: one where we discussed
admission to the care home, one on robots, one on computer vision, one on conversational AI, and
a final workshop on participatory design. The workshop series was conducted three different times
with different group configurations. In total, 13 care workers and 12 care home residents took part.
For the workshops, handouts, explanations, and worksheets were prepared, as well as technology
demonstrations. One technology demonstration covered object detection and pose detection, while
during the other one participants could ask a conversational system questions. The takeaways from
the workshop series are as follows. (1) Including both care workers and residents offers comple-
mentary perspectives. (2) An interactive conversational prototype sparked most engagement from
residents and facilitated joint sensemaking of the technology. (3) There are both advantages and
disadvantages to leaving the application scenario open. While it leaves more space for identifying
stakeholder needs, it can also be challenging to imagine applications if the scenario is open (4) Group
activities offer the advantage of different perspectives, but potential group dynamics require consid-
eration (e.g., hierarchies among care workers). Documentation Support was an application scenario
that was frequently mentioned by care workers that could potentially be supported by technology.

1.4.3 Chapter 4: Design Guidelines for Collaborative Industrial Robot
User Interfaces

Research Question Chapter 4. What are important design factors for cobot UIs for programming?

This study involved collaborative robots (cobots) that are programmed with kinaesthetic teaching
(lead-through programming) [4], which involves physically moving the cobot arm while recording
intermediate points to program them, or programming them with a teach pendant (a physical device
with a GUI), usually in a manufacturing context. This type of interaction is often described as fast,
intuitive, or straightforward and as lowering cognitive load [4, 77]. However, the GUI design of current
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systems leaves room for improvement [5, 243]. For this case study, existing cobot UIs were tested,
literature on design factors for cobot and robot UIs was reviewed, and cobot UX experts in industry
and academia were interviewed. Based on these different sources, design guidelines for cobot
programming UIs were developed that can be used for heuristic evaluation [99].

1.4.4 Chapter 5: Programming Robot Animation Through Human
Body Movement

Research Question Chapter 5. What are interaction design considerations for a system for robot
animation that implements a human-humanoid imitation system?

This study involved the interaction design of a system for programming (or animating) a humanoid
robot’s motion (Pepper) by human demonstrations. The goal was to develop a way to be able to
use full-body human motion demonstrations to easily record motions for the Pepper robot, for use
in dance performances or social interaction scenarios. A prototype system for robot animation was
developed on the basis of a pose-matching imitation system [260], using human demonstrations
to record robot motions by means of Kinect and a GUI. Based on the development of the prototype,
interaction design factors of such systems were outlined according to an interaction design framework
for robot animation. For this purpose, an interaction design framework for computer animation [293]
was extended to be suitable to describe the development of robot animation using human-humanoid
imitation systems.

1.4.5 Chapter 6: Human-In-The-Loop Error Detection in an Object
Organization Task with a Social Robot

Research Question Chapter 6. How to support human-in-the-loop error detection in an object
organization task with a robot? How do the failures that occur with a functional system fit into
current understanding of failure in HRI?

This study involved comparing different ways of communicating object positions detected by a robot,
to understand how participants construe the way the robot works and to find out what their prefer-
ences are in relation to the way the robot’s knowledge is communicated. In a within-subject user
study (N=31), different representations of detected objects were conveyed back to the study partic-
ipant. This was done in the form of speech, by means of visualization on the tablet, or through a
combination of both speech and visualization (multimodal condition). These representations sup-
ported error detection in the study task. Participants preferred multimodal representations. In the
study, participants increased the complexity of the way they organized objects to determine if the
robot would still detect objects correctly. In other words, they appeared to test the system limitations.
This trial-and-error behavior challenges existing classifications of failure in HRI that tend to focus on
failures that are purely technical in nature or stem from user behavior (usually focusing on deliberate
violations or mistakes). However, the type of failure we described stems from the combination of
technical limitations, objects in the environment, user motivations (e.g., curiosity) and user actions.
This is a more holistic understanding of failure in HRI.
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1.5 Contributions
Overall, this cumulative dissertation contributes to a better understanding of interaction de-
sign factors and methods that enhance human agency in HRI scenarios, specifically by making
it possible to impact robot behavior.

The High-Level Expert Group on Artificial Intelligence published ethics guidelines for trustworthy AI
(also applicable to embodied AI) [124]. They argue that the development, deployment, and use of
such systems should meet human agency, human oversight, and transparency requirements. This
dissertation contributes to an improved understanding of how such ethics guidelines can be trans-
lated into practice. The report’s human agency requirement states that users should be supported
in decision-making with regard to AI systems [124]. Through the provision of knowledge and tools,
they should be supported in understanding and interacting with AI systems. Systems should support
user decision-making that aligns with user goals and allow for some form of human oversight. The
transparency requirement in the AI ethics guidelines [124] states that the system’s decision-making
process should be traceable (traceability) and understandable to humans (explainability). Users
should be informed that the system they are interacting with uses AI and should be informed re-
garding system capabilities and limitations. In this dissertation, these requirements come back in
the following ways. In Chapter 2 I reflect on transparency and indicating system capabilities in HRI.
The co-design workshops in Chapter 3 included discussions of robot strengths (e.g., precision) and
weaknesses (e.g., empathy), as well as the capabilities and limitations of computer vision and con-
versational AI technologies. Cobot UI guidelines in Chapter 4 included, for instance, system state
awareness and accessibility of information to end users. In the study in Chapter 6, representations
were developed to give users information regarding objects that are currently perceived by a robot.

The contributions of the individual chapters are as follows. The contributions of Chapter 2 are (1)
an overview of communication models as applied in HRI, (2) the argument to understand HRI as
asymmetric, (3) an asymmetric model of HRI, and (4) design recommendations based on this model
and asymmetric understanding. For the co-design study in Chapter 3, the contributions are (1) the
design of the co-design workshop series and (2) recommendations for co-design workshops with
care home residents and care workers in different group constellations. The focus of Chapter 4 is
on cobot UIs that are used for reprogramming the cobot. The contribution of the chapter consists of
design guidelines for such cobot UIs. For the study on robot animation as described in Chapter 5,
the contributions are (1) an implementation of a prototype for robot animation based on a human-
humanoid imitation system and (2) interaction design considerations for such systems described
according to a design space for robot animation. The contributions of the transparency study in
Chapter 6 are (1) multimodal representations of object configurations detected by a robot that can be
used for human-in-the-loop error detection, (2) results from a user study on these representations,
and (3) extension of failure understanding in HRI with the concept of productive failure.

I discuss the contributions of the dissertation across the chapters below. One component of enhanc-
ing human agency through interaction design concerns supporting learning how technology works
using formats for participation and mutual learning, and designing the robot’s behavior to disclose its
capabilities (Section 1.5.1). Furthermore, a contribution is the consideration of how human agency
can be supported by offering possibilities to affect robot behavior (Section 1.5.2).
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1.5.1 Disclosing robot capabilities and supporting user learning in
interaction

One cross-cutting theme was supporting user learning through interaction design. This required en-
abling users to build up an understanding gradually, and creating spaces for participants to test their
interpretations of the way a system works within the context of interaction. Learnability can be con-
nected to principles such as simplicity, predictability, and familiarity [297, p.3]. A familiarity argument
has been made for humanlike design (e.g., [120]). There are limits to relying on already familiar inter-
action concepts from interaction between people. In this dissertation, the argument is developed that
interactions of humans and robots are asymmetric regarding the capabilities of humans and robots
involved (Chapter 2). Robot capabilities, task and behavior may not be immediately apparent to hu-
man interaction partners. To facilitate interaction and end user impacts on robot behavior, I argue in
this dissertation that the behavior and design of robotic systems should disclose robot capabilities
and possibilities for interaction. Metaphors from interaction with other technologies and objects can
similarly be familiar and can also be combined with metaphors from interaction with people.

In this way, learning about technology in the context of interaction can contribute to the user’s tech-
nology literacy : “an individual’s abilities to adopt, adapt, invent, and evaluate technology to positively
affect his or her life, community, and environment" [117, p.117], which is argued to promote self-
efficacy [117, p.117]. Self-efficacy beliefs, or people’s self-judgment regarding their capability to
achieve intended actions, may be impacted through mastery experiences such as interacting with a
robot or observing others do so [219]. Davies [63] proposes a framework for technology literacy. At
the awareness level, the person is exposed to technology and discovers what it can do. The praxis
level involves trying out the technology, finding out how it can be used, and how functionalities can
be achieved. The phronesis level involves being able to reflect on why it is appropriate or not to use
the technology in a given situation. In the dissertation, participants could try out technologies and
discover their possibilities and limitations (as in, e.g., Chapters 3, 5, 6) and reflect on its use (as in,
e.g., Chapter 3). For example, in Chapter 3, formats for mutual learning were developed to support
stakeholders in learning about technologies and researchers in learning about stakeholder needs.
Formats included technology presentations (on Computer Vision and Conversational AI), discussion
formats, drawing activities, and direct interaction with a conversational prototype. In this study, it
was important to design the information materials and workshop formats to be suitable for the target
audiences. In Chapter 6, a user study is described in which errors were observed that played a
role in user learning regarding the way the system worked. Users tested the system’s limitations,
provoking some errors in the process. Communication and education about AI technologies, as well
as stakeholder participation, can play a role in establishing trustworthy AI [124].

1.5.2 Supporting end users in affecting robot behavior: Constraints on
design choices and mutual effects

One aim was to enable end users and other stakeholders to affect robot behavior and make it more
context-appropriate. In the dissertation, this required explicitly creating technical and social possibil-
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ities for changing robot behavior. In this section, I describe how end users and other stakeholders
could impact robot behavior in different ways in the dissertation. The possibilities for participants
in the studies to affect robot behavior included discussion formats (co-design study in Chapter 3),
consideration of interaction design aspects that make it easier to interpret and impact robot behavior
(Chapter 4, 6), and building systems for impacting robot motion (Chapter 5). In Chapter 5, the possi-
bility to include tacit knowledge in programming robot motion was investigated. A prototype was built
for human-humanoid motion imitation that allowed for recording of physical movement.

One part of the dissertation concerned the relation between system architecture, system capabilities
and interaction design (especially Chapter 2, 5, and 6). The system’s capabilities are determined by
programming and the system architecture (input modalities, output modalities, how the system can
be interacted with, how data is processed, how information is presented to the users). I considered
how system architecture choices affect interaction design, and how interaction design can make it
easier to interpret the system architecture, to better enable end user impacts on the system. The
system architecture choices that could be made in relation to the robot animation prototype directly
affect how the participant is able to interact with the system (Chapter 5). In the dissertation it is
apparent that in making design choices, many stakeholders and technologies are at play that pose
constraints on and mutually influence one another. For instance, one participant in the interview
study on cobot systems reported cultural differences regarding allowed information access by users
(Chapter 4). Such mutual effects and mutual constraints of different agents and system architecture
choices highlights the complexity of the question of agency (see Section 1.6.1).

What can be observed in the application of the different methods in the dissertation is that choices by
participants were increasingly constrained in going from design time to use time (see Figure 1.1). In
the co-design study (Chapter 3), the application scenario was still open and participants were asked
to speculate on potential use cases. Here, the space of design options is still large, and many design
choices can potentially be made. At the same time, this openness was experienced as challenging
by some participants. Disadvantages include that while many ideas may be generated, there is lim-
ited capacity to incorporate all ideas, and some ideas may not be feasible. The choices that can
be made in a co-design process prior to determining the application of a technology allow for com-
plete reconsideration of the problem framing, while other applied methods assume the existence of a
particular technology and task. Participant considerations during co-design workshops can be trans-
lated into system requirements later on and can thereby affect system architecture choices. While
the EUP environments in Chapter 4, 5 enable a direct impact on robot behavior, in the end, these
only allow for changes that are possible within the confines of technical choices that have already
been made, such as the programming possibilities that the EUP environment allows for. Program-
ming environments encode and enable specific forms of (social) interaction. System architecture
choices that have already been made open up and close large spaces of potential design alterna-
tives. Conversely, while the impact in the transparency study (Chapter 6) was limited to confirming
the configuration of objects, the interaction that takes place or can be expected to take place in the
“use phase" is much more pronounced. This study focused on a specific scenario, namely an object
organization task. The design space of possible choices that can be made in realizing design [31]
differs across a design process, or in other words, different parts of the design space are under
consideration.
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1.6 Discussion

1.6.1 Agency

When an objective such as enabling end users to impact robot technology is achieved, the “impact"
does not only go one way, from user(s) to robot(s). Robots also act on their environment. Moreover,
the design of technology involves making choices that influence humans who use or otherwise relate
to these technologies. Several authors discuss this as a form of mutual shaping. Šabanović [312]
proposes the mutual shaping framework in which society and robotic technology mutually influence
each other. Technologies have affordances that affect their use in society, while in the process of de-
signing technology, technical and social choices are made. Verbeek [290] argues that many relations
people have with technologies cannot adequately be described as use relations. Designers design
not just products, but also human practices, experiences, and human-world relations. Verbeek [289]
argues that technologies mediate human actions, as they have an impact on how humans interpret
their reality and how they can decide and act. Technologies are thus not neutral. Verbeek outlines
different forms of agency: the agency of the human interacting with the artifact, the agency of the
technology designer, and the agency of the artifact itself through its mediating role regarding human
action. While the technology’s action is not necessarily deliberate, it directs human action. The inten-
tionality of the technological artifact only exists through this technological mediation of human action
and decision-making, constituting hybrid intentionality. Due to the ability to physically affect and nav-
igate the environment, and the increased capability of robotic systems to use language, this has the
potential to mediate human action even further (than other technologies or objects) and affect human
norms in the process [144].

Several authors have written about the question if (social) robots have (social) agency. In discussions
of agency, a tension can be felt between agency, the existence of intentionality, and perceptions of
agency. An agent is, in the context of AI and robotics, usually understood as “anything that can
be viewed as perceiving its environment through sensors and acting upon that environment through
effectors” [237, p.31]. In this sense, robots are also agents that act on their environment. In contrast,
the concept of agency often presupposes internal states such as intentions. Alač [6] describes a
social robot as being both a thing and an agent, and describes these aspects as entangled. Jackson
and Williams [144] aim to avoid internal aspects such as intentionality in their definition of social
agency. Jackson and Williams [144] write that agency requires autonomy, interactivity, and adaptabil-
ity with regard to observables at a certain level of abstraction (LoA), e.g., the user’s or the developer’s
LoA. Social agency requires agency and social action. Social action affirms or threatens face of a
social patient. For an action to be social, it thus requires a face-affecting action, a social agent, and
a social patient [144]. According to this understanding, people can be both social agents and social
patients, but it is unclear to what extent robots can be. Jackson and Williams also state that it is
possible for a robot not to have face at the developer’s LoA, while having it at the user’s LoA [144].
Moreover, whether face is affected or not, is open for interpretation. Perception of agency may re-
main a more appropriate concept. It has been argued that perception of agency in HRI is becoming
more important as robots are increasingly social and capable [280]. Zafari and Koeszegi, who write
about machine agency as an attributed capacity [307]. Trafton et al. write: “People perceive agency
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in another entity when the entity’s actions may be assumed by an outside observer to be driven
primarily by its internal thoughts and feelings and less by the external environment." [280, p.3].

While the agency of humans and machines mutually affect one another, I argue that asymmetry
remains, at this point in time. In the double dance of agency model by Rose and Jones, humans
and machines exhibit agency. Human and machine agency are seen as having different properties,
but also as interrelated in terms of process, outcomes, and sociomaterial conditions under which
interactions between humans and machines take place [234, 307]. Suchman argues that there
is “a durable asymmetry among human and nonhuman actors.” [262, p.11]. The combination of
asymmetry, perceived agency, and the potential to affect human norms mean that it is also important
on a societal level to set expectations of (robotic) technology at an accurate level, communicate about
the possibilities and limitations of such technologies, and communicate existing external influences.

1.6.2 Inter- and transdisciplinarity
As stated before, HRI is a multidisciplinary research field. Research can take place within disciplines,
or in interdisciplinary or transdisciplinary ways. Multidisciplinarity juxtaposes disciplines without aim-
ing to integrate their perspectives [265]. Interdisciplinarity, on the other hand, involves “communi-
cation and collaboration across academic disciplines" [145, p.44]. Interdisciplinarity does aim for a
shared understanding, answering shared questions, and integrating methods and knowledge from
different disciplines. This requires team members to develop an understanding of the perspectives
of team members from other disciplines [265]. Transdisciplinarity is understood here as collabora-
tion across multiple academic disciplines and involving non-academic stakeholders to aim to answer
complex questions in a contextualized way [265]. Similar to Blackwell’s argument for viewing HCI
as an inter-discipline or trading zone in which researchers negotiate between and collaborate across
disciplines [28], HRI can be viewed as such. For instance, social robots have been described as
“boundary objects" in collaboration across disciplines, which means that social robots provide a com-
mon focus while functioning as a relevant object of research within the individual disciplines that are
involved [313].

The work that was conducted for this dissertation, took place in the context of the interdisciplinary
Doctoral College TrustRobots and the transdisciplinary project Caring Robots // Robotic Care. In
these contexts, I worked with people with different sets of expertise, such as expertise on cobots
for manufacturing, HCI, sociology, and computer vision. People with practice expertise were also in-
cluded in these transdisciplinary projects. Chapter 3 involved stakeholders from the care context and
Chapter 5 dancers. In short, conducting the work in the dissertation was an exercise in operational-
izing inter- and transdisciplinarity. What I found important, especially in finding topics to collaborate
on and in supporting project coordination, was facilitating communication, mutual learning and taking
the initiative to participate in joint efforts within the project team. It also involved actively looking for
shared goals and mutual benefit in collaboration with researchers and care stakeholders.

Against this backdrop, the work that was conducted for this dissertation is in line with the interdisci-
plinary nature of HRI research. For instance, there is a strong focus on connections between system
architecture choices and interaction design. Several methods were investigated to support end users
in (re)specifying and impacting robot behavior. This effort was inter- and transdisciplinary. In inter-
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and transdisciplinary HRI projects, an interaction design approach is relevant and valuable, as inter-
action design is a point of entry for HRI that touches on system architecture choices and how the
system is interpreted by, used by, and responded to by the user. It is concerned with core decisions
such as a robot’s task in human social space.

1.6.3 Knowledge contributions through interaction design for HRI
This dissertation involves both practical design work and theory development. In Chapter 2, a model
and asymmetric understanding of interaction and communication in HRI was developed, and a trans-
lation was made to design recommendations. One such recommendation, transparency, was practi-
cally implemented in the robot behavior design in the study in Chapter 6. The robot’s behavior was
designed to include a “scanning motion" during which the robot moved its head up and then down
in the direction of the cupboard, which indicated that the robot was performing its object detection
routine. Chapter 3 includes reflections on the conducted co-design process. Design guidelines were
developed in Chapter 4. In Chapter 5, a robot animation framework is outlined that was developed on
the basis of developing a technical prototype. These forms of exchange between theory and practice
raise questions such as: how do theoretical concepts influence system and experiment design in
HRI? How can the design of individual systems contribute to theory development?

One question in design research is how individual design instances can be connected to the de-
velopment of more generalized theories. This is often expressed as a tension between “ultimate
particulars" and “global knowledge production". Stolterman [261] describes outcomes of design
practice to be the manifestation of ‘ultimate particulars’, where design instances are different in every
implementation context due to differences in the organization and people involved. The concept of
intermediate-level knowledge has been discussed in the HCI context. Höök and Löwgren [137] argue
that design-oriented research can produce knowledge that lives someplace in-between particular in-
stances and general theories: intermediate-level knowledge. They emphasize that individual design
instances are still important in themselves, but intermediate-level knowledge can play a generative
role for new design instances. As generative examples they mention guidelines and methods, while
evaluative forms of intermediate-level knowledge include heuristics. They also propose quality crite-
ria for these forms of knowledge, namely that it is contestable (novel contribution), defensible (e.g.,
rigorous research process), and substantive (relevant for a community and its goals) [137]. Lupetti
et al. [180] argue for the concept of intermediate-level knowledge as useful towards an HRI design
epistemology, so that researchers can build on findings from design research.

The concept of intermediate-level knowledge has been criticized for its perceived lack of a shared
epistemological basis when considering the ends of the proposed spectrum (with ‘universal’ theories
being associated with positivism and individual design instances with social constructivism) [97]. The
in-between position of intermediate-level knowledge can further be criticized for both a potential lack
of rigor as well as a loss of contextualized knowledge [97]. Moreover, a notion such as “universal"
invites criticism, especially in connection to values [225].

Zimmerman et al. [310] propose a different spectrum of theory, and write that exploratory work in Re-
search through Design can contribute to “nascent theory" that can develop to more mature theory. In
HRI, an example of nascent theory is the product ecology framework by Forlizzi [94]. Redström [225,
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p.39] proposes an alternative, open-ended spectrum from product (what a design is) to paradigm
(what designing is). The spectrum includes product - project - program - practice - paradigm. “Thus
this is to be read not as a shift from design as a thing on one end to design as an activity on the
other, but rather as the span between a distinct outcome and the overall orientation of the effort
that produces such outcomes" [225, p.39]. This characterization fits design’s normative orientation.
For example, Oulasvirta and Hornbæk [205] construe design as a constructive activity that concerns
making choices that change the future. They focus on the idea of “counterfactual thinking", in which
theory leads to thinking of possible worlds and hypothetical events resulting from design decisions.
The work in this dissertation fits the characterization by Redström [225], in that I sought to connect
an orientation of a design effort (e.g., acknowledging asymmetry) to its implementation in individual
studies and systems.

Design artifacts such as models and guidelines serve to document as well as inform a certain attitude
to design; these document and inform choices made in design practice and its normative aspects.
While there is a risk that guidelines are interpreted as too prescriptive, it remains the designer’s re-
sponsibility to interpret and adapt such theoretical artifacts to the context at hand. In acknowledging
this normative aspect, I also emphasize that it is important for HRI research to outline how founda-
tional concepts (such as social interaction and communication) are interpreted. How concepts are
interpreted informs HRI research, whether made explicit or not. In this dissertation, I investigate how
such foundational concepts are interpreted and operationalized, and challenge their understanding
in HRI research, for instance, the understanding of failure in HRI in Chapter 6, and concepts and
models of communication in Chapter 2. Theories can be used to inform design choices, identify-
ing preferable choices, and reconsidering problems by showing new design spaces (see also [205]).
With my work, I hope that developing theory and challenging existing theory helps make the under-
standing of foundational concepts richer and more robust when applied in practice, and that it may
inform future HRI design and research.

1.6.4 Ethics
At the start of the dissertation, there was no ethics committee at TU Wien, and I followed the guide-
lines regarding informed consent as recommended by TU Wien. The studies reported in Chapter 3
and Chapter 6 were peer reviewed by the pilot Research Ethics Committee at TU Wien. In October
2023, this committee finished its pilot phase and was officially implemented. This committee does
not officially approve of the proposed studies, but provides an opportunity for reflection on the pro-
posed study and informed consent procedure. The committee requires submission of a research
ethics questionnaire containing questions regarding, e.g., human study participants and additional
documents such as an informed consent form.

In the studies conducted for this dissertation, participants were informed about what data would
be processed and how, that participation was voluntary and that they could opt out at any time.
Participants were informed about the study and were asked to sign informed consent forms regarding
study participation and data processing consent. In the cobot study, participants received a safety
briefing prior to working with the cobot. For the study with the Pepper robot at the museum, the study
facilitators explained the way the object detection functioned on the robot after participants interacted
with the robot, and answered participant questions. The ethical aspects of conducting studies in the
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care context have repeatedly been discussed with the ethics committee and within the project team.
Further details are included in the respective chapters.

1.6.5 Limitations

Transparency might be counterproductive for some applications. Making data collected by systems
inspectable can have security or privacy implications [273]. Similarly, allowing for changing the robot’s
programming by end users can also have safety implications. When enabling such changes, some
training to handle the technology safely will be necessary. When a robot functions in a (semi-)public
context, the type of changes that end users can make will be limited.

One aspect of the dissertation was the rather strong focus on cognitive aspects, namely interpreting
and learning about technology. Some people may not be interested in how technologies function or in
programming. Learning about technologies or programming them should not be imposed on people.
Moreover, finding ways to measure how people interpret a technology deserves more study. Robotic
technology is not (financially) accessible to everyone. The question remains if the development of
better programming tools is enough to allow for participation in end user programming practices due
to the cost and accessibility of robotic platforms.

Another limitation is that I mainly focused on dyadic interactions. Increasingly, there is attention in
the HRI community for non-dyadic interaction [244]. Van Wynsberghe and Li [287] explicitly propose
to reframe the model of dyadic interaction in HRI to one of human-robot-system interaction. Their
model construes bots as mediators between care recipients and the healthcare system. Vallès-
Peris and Domènech [284] develop the approach “Caring in the In-Between", in which they construe
robots as embedded in a network. A recent article proposes the research area of Interaction-Shaping
Robots, which is concerned with studying how robots influence the interaction between multiple other
(human and/or robotic) agents [104]. In the co-design study in Chapter 3, non-dyadic interaction was
explored to some extent, with a conversational prototype being part of a focus group. Here, the
system was an object of the group discussion that participants also interacted with. The technology
thus facilitated interaction between people in this group setting. However, the main type of interaction
under consideration in this dissertation was dyadic interaction, with emphasis that robot interaction
partners are open to outside influence (Chapter 2).

Instead of having one use case under study and investigating it in different phases of the design
time - use time continuum, this dissertation explored a variety of contexts and robotic platforms. This
enabled study of different methods while keeping the focus on end-user impacts on robot behavior.
For future work, it could be interesting to study a specific robot application from design time to use
time.

The COVID-19 pandemic limited end user inclusion, which led to choices to focus more on theory
development in Chapter 2, and limited (online and in-person) involvement of domain experts in Chap-
ter 4 and 5. Once it was possible again, studies were conducted for Chapter 3 and 6. More inclusion
of end users and more evaluation of developed prototypes could however have been beneficial, es-
pecially for Chapters 4 and 5.
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CHAPTER 2
Communication models in

Human-Robot Interaction: An
Asymmetric MODel of ALterity in

Human-Robot Interaction
(AMODAL-HRI)

This dissertation chapter has previously been published as the following publication:
Frijns, H.A., Schürer, O., Koeszegi, S.T., Communication Models in Human–Robot In-
teraction: An Asymmetric MODel of ALterity in Human–Robot Interaction (AMODAL-
HRI), International Journal of Social Robotics 15, 473–500 (Published May 3 2021,
Issue Date March 2023), Springer.
https://doi.org/10.1007/s12369-021-00785-7

2.1 Abstract
We argue for an interdisciplinary approach that connects existing models and theories in Human-
Robot Interaction (HRI) to traditions in communication theory. In this article, we review existing mod-
els of interpersonal communication and interaction models that have been applied and developed
in the contexts of HRI and social robotics. We argue that often, symmetric models are proposed in
which the human and robot agents are depicted as having similar ways of functioning (similar ca-
pabilities, components, processes). However, we argue that models of human-robot interaction or
communication should be asymmetric instead. We propose an asymmetric interaction model called
AMODAL-HRI (an Asymmetric MODel of ALterity in Human-Robot Interaction). This model is based
on theory on joint action, common robot architectures and cognitive architectures, and Kincaid’s
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model of communication. On the basis of this model, we discuss key differences between humans
and robots that influence human expectations regarding interacting with robots, and identify design
implications.

2.2 Introduction
In the Human-Robot Interaction (HRI) literature, models of interpersonal communication have been
applied (see for instance [167][300]), and several models for human-robot interaction and communi-
cation have been developed (e.g. [122][149][64]). Concepts from communication theory have been
discussed and applied, but often with little theoretical context. The present paper aims to fill this gap
through thorough reflection on existing models in the literature on communication between humans
and HRI, in order to (1) connect existing models and theories in the field of Human-Robot Interaction
to different traditions within communication theory, (2) critically discuss (symmetric) models of HRI
and (3) formalize an asymmetric model for human-robot joint action. Our main aim is to make the
asymmetries between a human and a robot agent that are engaged in a communication process
explicit, in order to provide design guidelines that mitigate potential communication failures arising
from these asymmetries.

The first aim of this article is to connect communication theory with HRI and social robotics, an
interdisciplinary endeavour. Researchers in HRI already apply concepts from semiotics [121], for in-
stance, but the connection to a broader research field and theory of what constitutes communication
is often lacking. We aim to go beyond simply borrowing concepts and models from communication
research, and instead connect these concepts and theories to the broader field of communication
theory. This will hopefully give HRI researchers a better overview of entry points and existing theory
on models of human communication. We also wish to point to the potential of communication theory
as a practical discipline that can serve to inform the design of robotic systems.

The second aim is to critically discuss communication models as currently applied in HRI. We iden-
tify shortcomings of existing models. We posit that current communication models of HRI are lacking
with respect to the context dependency of interactions, the influence of external actors, and asymme-
try between humans and robots. With asymmetry, we mean that robots and humans are at present
fundamentally different entities, and rather than focusing solely on their (theoretical) similarities in
models and designs, we should carefully consider their differences. Models for communication be-
tween two agents that are ‘symmetrical’ (reflectional or bilateral symmetry) presuppose that we can
use the exact same components to model any agent and that both agents have similar require-
ments and ways of functioning within the interaction. An asymmetric model, on the other hand, does
not assume this. We argue that acknowledging differences between humans and robots should be
embedded in models and robot designs. Other scholars have similarly argued that human-robot in-
teraction should be conceived as asymmetric [161][247], and emphasize that there are functional,
physical and cognitive differences between humans and robots [58]. Guzman and Lewis [113] ar-
gue that the similarities and differences between humans and robots need to be assessed. When it
comes to modelling human-robot communication, other researchers have argued that a new model
of human-robot communication is required: a model including facets of communication that remain
implicit in existing models (for example, knowledge of mission goals and cultural norms [300]). While
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the concept of asymmetry has previously been proposed by other researchers [119][161][240][247],
the consequences of this concept have not been analysed in detail with regards to communication
modelling and interaction design, which is what we set out to do here. See Section 2.3.3 for a more
detailed discussion of the concept of asymmetry.

Building upon this second aim, we propose a model for human-robot joint action and communication,
our third aim. We use this model to discuss the differences between the human and the robot side
of the model, and highlight design implications based on the model and the identified differences.
We will highlight how this model is asymmetric and how both the human and the robot agent can
be influenced by external actors. We argue that such a model contributes to an enhanced under-
standing of key differences between humans and robots, and how these differences can conflict with
human expectations of the interaction. This, in turn, can help us reconsider robot design (behaviour
and embodiment) and increase usability. The model is called AMODAL-HRI (Asymmetric MODel of
ALterity in Human-Robot Interaction). The name ‘AMODAL’ is deemed fitting, as amodal completion
(or “[t]he perception of complete objects behind occluders" [78, p.1188]) refers to the phenomenon of
perceiving an object as whole even if it is only partially perceivable. A similar phenomenon can occur
with respect to robots: people may perceive a robot as a being with agency, even though it is only
made up of a collection of technical components. By introducing a “model of alterity”, we uncover and
dismantle the differences between human and robot actors, which allows for making the best of use
of their complementary capabilities. Alterity , or otherness, refers to the term alterity as developed
in phenomenology. The phenomenologist Don Ihde uses the term alterity to describe a particular
set of human-technology relations, specific to relating to “technology-as-other” . The quasi-otherness
that Ihde describes, indicates that some technological artefacts occupy a status between objects and
human or animal otherness [138]. This understanding of certain technologies as quasi-other leads
to the understanding of relations to those technologies as alterity relations [139]. We emphasize that
this is the sense of ‘otherness’ referred to in the model name, not a human otherness. Otherness ap-
plied to the technological artefact refers to the fundamental otherness of the robot as a sociotechnical
assemblage that is subject to outside control. See also Section 2.3.3.

We argue that connecting communication theory on human-human interaction to HRI and highlight-
ing asymmetries is important, firstly because a robot is an embodied entity that acts (to some extent)
autonomously in physical space, with actions that are communicative to a human interaction partner
(and those actions can be expressive of, or be interpreted to be indicative of, agency), and sec-
ondly because of the anthropomorphic design strategies that are employed in social robotics and
HRI. We argue that there are both advantages and disadvantages to modelling robot communica-
tive behaviours based on human ones. The advantages are that theories on communication and
interaction between humans give us significant insight into what humans might expect from a robotic
interaction partner and what is necessary for their collaboration to be successful. Krämer et al. [163]
argue that there is no real alternative to using theory from human-human interaction, as humans will
expect communicative mechanisms similar to those they are familiar with from interactions with other
humans, though we should ensure that the theory we use is applicable to a device or robot context.
Potential disadvantages are (1) that human expectations of a robotic interaction partner may be too
high if humanlike communication behaviours are implemented on the robot [41], and (2) that a focus
on humanlike embodiments and behaviours may be restrictive (using alternative design strategies
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may lead to more diverse, more successful designs) [240]. Therefore, we argue that acknowledging
differences between humans and robots rather than pursuing similarity alone is a relevant additional
design strategy in order to (1) avoid communication failures when a human interacts with a robot and
expects human-level functioning, and (2) expand the range of possibilities and make it explicit that
we do not necessarily need to model robot bodies and behaviours on human ones.

The structure of this article is as follows. First, in Section 2.3, we discuss definitions of communication
and interaction as well as key research traditions in communication theory. We will also explain what
we mean with asymmetry in more detail. In Section 2.4, we discuss general communication models
that have been developed to model interpersonal communication and their application to HRI. In
Section 2.5, we discuss models that have been specifically developed in the context of HRI and the
different types of interaction they represent. In Section 2.6, we discuss different ways interaction and
communication are conceptualized in HRI. In Section 2.7, we propose an asymmetric model for HRI
(AMODAL-HRI) that is intended to be used for comparing human and robot agents, and identifying
differences in capabilities that can lead to problems regarding human expectations of the interaction.
We identify differences between the human and the robot agent in our model and give several design
recommendations based on those differences in Section 2.8.

Note that our discussion will focus on models of communication and their application to HRI and
social robotics. Additional topics, such as sociality, language, signs and signals are discussed as
important aspects within models of communication that have received attention in the context of
robotics, but are not the main focus of this article.

2.3 Interaction and communication: What do these terms
mean in the context of HRI?

In this section, we first provide some theoretical background from the field of communication theory.
In Section 2.3.2, we discuss the definition of interaction between one or more humans and one or
more robots. We also discuss whether the term ‘communication’ applies to interactions between
humans and robots. In Section 2.3.3, we explain the concept of asymmetry in HRI.

2.3.1 What is ‘communication’?
In this section, we establish that there are several different traditions in communication theory, and
that each tradition views communication in different ways. Definitions of communication differ in their
level of abstraction, whether they describe communication as intentional (having a particular goal)
and whether the definition includes a normative evaluation (for instance, effectiveness) [177]. A mul-
titude of definitions are possible, depending on the goal of the person who proposes the definition.
When we talk about communication, we can discuss this topic at different levels of detail. Littlejohn
and Foss distinguish between the level of the communicator, the message, the conversation, the
relationship, groups and organizations, the media, and finally society and culture, at increasing or-
ders of magnitude and complexity [177]. Guzman and Lewis [113], whose work is situated in the
research area of Human-Machine Communication, argue that interaction with AI departs from tradi-
tional communication theory, as AI technologies have begun to take on the role of the communicator,
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a role that, in communication theory, could previously only be performed by humans. We discuss
communication at different levels throughout this paper, but focus on the levels of the communicator,
the message and the conversation.

Craig proposed the constitutive theory or constitutive metamodel of communication [57]. This model
does not directly describe the communication process (it is not a first-order model), but is rather
a second-order model that incorporates different views and traditions in communication research.
Craig proposed that several traditions can be distinguished within the broad research field of com-
munication theory. Communication had been an object of study within many domains, but no clear
discipline had emerged by the time Craig wrote his article. The constitutive metamodel can be un-
derstood as an attempt to frame communication theory as useful as a metadiscourse (discourse
regarding discourse) and as a practical discipline, oriented to the discussion of practical, real-world
phenomena [57]. The traditions that Craig distinguishes are the rhetorical, cybernetic, semiotic,
phenomenological, sociopsychological, sociocultural, and critical traditions in communication the-
ory [177]. These traditions are not to be seen as incompatible or completely separate; combinations
and overlaps are common. In each tradition, communication is understood in a different way:

• Rhetorical tradition: communication as a “practical art of discourse" [57, p.135]

• Semiotic tradition: communication as “intersubjective mediation by signs" [57, p.136]

• Phenomenological tradition: communication as “dialogue" or the “experience of otherness" [57,
p.138]

• Cybernetic tradition: communication as “information processing" [57, p.140]

• Sociopsychological tradition: communication as “a process of expression, interaction, and
influence" [57, p.143]

• Sociocultural tradition: communication as “a symbolic process that produces and reproduces
shared sociocultural patterns" [57, p.144]

• Critical tradition: communication as “discursive reflection" [57, p.147]

Some of these traditions may be more useful to HRI researchers than others; however, it should be
kept in mind that one tradition by itself will not suffice for describing all that is relevant to communica-
tion. With regard to HRI, we can distinguish lines of research applying views of communication that
can be linked to the traditions identified by Craig. The views that are common in HRI are mostly in
line with the semiotic, cybernetic, sociopsychological and sociocultural traditions1.

1For a discussion of how semiotics is studied in the context of HRI, see Section 2.6.1. Theories that fall
within the sociopsychological tradition of communication theory, such as communication accommodation theory
and interaction adaptation theory [177], have been studied in the context of HRI as well, see interactional
synchrony for example [179]. For work in HRI in the sociocultural vein, see Section 2.5.2. Sandry applied
traditions in communication theory to different types of robots in order to analyse them. For instance, she
analyses the robot Kismet using the sociopsychological and sociocultural traditions [240].

29



2. Communication models in Human-Robot Interaction: An Asymmetric MODel of
ALterity in Human-Robot Interaction (AMODAL-HRI)

In the semiotic tradition, the capability to use (human) language2 is of particularly high importance.
However, we can also speak of communication in other animal species [176], and animals such as
dolphins have been shown to be capable of at least some aspects of language comprehension and
production [206]. Besides the capacity to use verbal or written language or other symbol systems,
we consider nonverbal behaviour, body language, and other ways of signalling to be part of commu-
nicating. Nonverbal behaviour includes gestures and body movements (including, for instance, eye
gaze), proxemics, touch, and appearance [275].

2.3.2 Can we speak of ‘communication’ with respect to interactions
between humans and robots?

Before discussing human-robot communication specifically, how might we define interactions be-
tween humans and robots? In the context of HRI, Bensch et al. propose a model that treats inter-
action as “an interplay between human(s), robot(s), and environment" [25, p.184]. Goodrich and
Schultz describe interaction in the context of HRI as “the process of working together to accomplish
a goal" [109, p.217]. They propose the concept of dynamic interaction as a characterization that
incorporates all five dimensions HRI designers can affect, namely autonomy, how information is ex-
changed, team structure, learning and training of the humans and robots involved, and the shape of
the task [109].

How does communication relate to interaction?

Goodrich and Schultz [109] take communication as a requirement for human-robot interaction; in
their view, interaction is, in some form, present in every robot application. They separate both com-
munication and interaction in HRI into the categories proximate and remote interaction. Based on
their text, we infer that their view of communication is that of exchanging information. Their descrip-
tion of information exchange in HRI focuses on the media used in communication processes and the
format of communication. Visual, auditory and tactile modalities are most relevant in HRI, and these
are typically present in forms such as: visual displays, gestures, natural language (text and spoken
language), audio, physical interaction, and haptics [109].

These interaction modalities can also be combined in multimodal interfaces, enabling the user to
interact with the system by means of multiple communication modes, and providing the user with
multimedia output. Advantages of multimodal interaction are that they can better support users’
preferences, enhance the expressive power of the user interface, reduce user errors, and lead to
small efficiency improvements [73]. Other reasons to use multimodal interfaces can include reducing
the human’s cognitive workload and increasing the ease of learning to use the interface [109].

2Language has been described as “a multifaceted and complex ability that allows us to assign arbitrary
symbols meaning and to use and understand these symbols in referential exchanges with others that draw joint
attention to agents, objects, and events both present and displaced in space and time" [206, p.1]. Lindesmith
et al. describe that language has the following properties: language consists of combinations of meaningless
sounds into words that are meaningful (duality) and new (productivity). The relation between symbol and
signified is arbitrary (arbitrariness). The speaker has the possibility to discuss things that are not in the same
time and location as the speaker (displacement), and capacity for cultural transmission (learning instead of
genetic transmission of information). Words have distinct functions (specialization) and speakers can recreate
and reproduce messages (interchangeability) [176].
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The user interface is what allows the human to interact with the robot, or allows the human to in-
teract with an environment using the robot. The concept of the user interface (as a restricted area
reserved for information exchange) is problematized in robotics for co-located robots, as in this case
we no longer have a restricted area that is reserved for interaction (such as a screen). Instead, the
entire embodiment of the robot, which acts (semi-)autonomously in its environment, becomes com-
municative or informative to the user. In remote interaction, as found in teleoperation applications,
by contrast, the user can access the robot and its environment by means of a screen and control
modalities, which is more similar to traditional device operation. Here, the user interface is restricted
to devices that allow the user to exchange information with the robot and to affect both the robot and
its environment.

Should we use the word “communication" to describe the interaction between human(s) and robot(s)?
According to Seibt, using intentionalist vocabulary to describe robots is confusing, inaccurate and im-
precise. She proposes OASIS, the Ontology of Asymmetric Social Interactions, which provides a de-
scription language for further theory developments, and offers the possibility to include non-humans
as social interaction partners while emphasizing differences with human social interaction. Seibt ar-
gues that in order to “work with" robots, for instance, robots would need to be capable of having the
phenomenological experience of working [247]. Instead of arguing that a robot is capable of com-
munication, we can apply Seibt’s framework and say that the robot is either functionally replicating,
imitating, mimicking, displaying or approximating the process of communicating. In the context of
this article, however, we are mostly concerned with the human-robot system and the way the robot
appears to the human (as opposed to what the robot is capable of by itself). We would argue that
to a human interaction partner, the robot will come across as communicating, at the very least in
the sense of exchanging information. Although it may be imprecise to speak of “communicating",
we maintain the term for sake of practicality. However, we urge the reader to keep Seibt’s proposal
in mind. While it can be argued that there is no communication with the robot but instead with its
designers or developers, this is not a sufficient explanation for communication or interaction with
(semi-)autonomous systems. In such a case, there is an element of unpredictability in the interaction
and how the human and the robot relate to the current situation. In such a case, the human could
be said to be communicating with a dynamic system consisting of a robot and its designers, develop-
ers, maintainers, et cetera, with the communication process focused on or enabled by the embodied
robot. For our purposes, we define communication in the context of HRI as actions performed by
human and robotic agents that have aims such as coordinating behaviour, reducing uncertainty, and
building a common understanding.

2.3.3 Asymmetry
Coeckelbergh [52] posits that human-robot relations can be described as social relations, since
robots perform roles in society and participate in interactions with humans that can be described
as quasi-social. He describes robots with the term quasi-others to indicate their appearance as
social actors. Alaç [6] proposes that in certain settings, both thing-like and agent-like characteris-
tics of social robots are present. These different characteristics surface at different moments in the
interaction.

While humans can experience a robot as a social entity, this does not take away from the fact that
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humans and robots are very different, and that robots are at present very limited in their abilities.
People may experience robots as social entities. However, robots do not have the same capabilities
or responses as humans with respect to social interaction. Therefore, we should in a theoretical
discussion highlight these differences and study how they can become relevant for the design of
robots and robot behaviours. This can also help identify when expectations on the human side may
arise regarding social responses by the robot.

Generally, it can be said that any two agents (humans or otherwise) who engage in a communication
process are different from each other to some extent. They bring different sets of background knowl-
edge to the interaction, different needs, different bodies, different (cognitive) abilities, etc. We can
describe this as a kind of ‘hidden’ asymmetry that needs to be made (more) explicit when discussing
communication and interaction at a high level of abstraction. However, in human-human interaction,
it can also generally be assumed that there is a significant level of similarity between the interaction
partners. We can assume some level of shared background knowledge when interacting with an-
other person, we can expect that our interaction partner will abide by similar conventions, will often
speak a language we are familiar with, and if not, at least have similar needs such as the need for
food and water, et cetera.

The situation is different for human-robot interaction, however. In this context, we cannot assume
similar processing mechanisms, similar background knowledge, or similar functional, cognitive or
physical capabilities. Instead, human-robot interaction and communication are better described as
asymmetric.

Other authors have made similar arguments, most notably with regards to agency (which refers to
the capability to act in an autonomous way [308]). Seibt [247] argues that interactions between hu-
mans and robots “form a new type of social interaction(“asymmetric social interactions") where the
capacities for normative agency are not symmetrically distributed amongst interaction partners and
which therefore are not by default potentially reciprocal, as this is the case with social interactions
among humans" [247, p.135]. Kruijff [161, p.154] has argued that robots are functionally asymmetric
to humans and has proposed the concept of asymmetric agency. This concept refers to a group
of agents in which individual members of the group have different understandings of reality (“asym-
metry in understanding"), which in turn can result in different expectations regarding ways of acting
in this (differently-understood) reality. In addition to asymmetry in understanding and capacities to
act, symmetry and asymmetry between humans and robots can also be identified on the level of
embodiment. Sandry [240] argues that the development of humanoid robots and of human-like com-
munication mechanisms for robots point to a pursuit of commonality and a view of communication as
the transmission of information. This could be described as using ‘sameness’ as a design strategy,
which she is critical of. Instead of striving for “complete comprehension", she argues for striving for a
“partial understanding" that recognizes the “alterity of the machine" [240, p.8]. Hassenzahl et al. note
that humans perceive robotic and AI systems as counterparts instead of tools and write “it creates
a fundamental shift from an embodied relationship with technology to one of alterity: Technology
becomes other" [119, p.54]. They call such systems otherware. Mimicking human or animal com-
munication strategies comes at the risk of stereotypical designs and disappointment. They propose
animistic design as an alternative design strategy, and point to a need for the HCI community to de-
velop new models, interaction paradigms, design patterns and design methods for otherware [119].
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Gunkel notes that “Communication studies (...) must (...) reorient its theoretical framework so as to
be able to accommodate and respond to situations where the other in communicative exchange is
no longer exclusively human"[112, p.2].

Sandry [240] argues that humans and robots are different entities and that this otherness of robots
can be valuable, instead of a problem to be overcome. She argues that this is made difficult by the
fact that in communication theory, communication is often framed as accurate information exchange
or a means to reproduce shared social patterns. In other words, communication is often viewed as
a means to emphasize what communicators have in common, and increase the similarity between
those who are communicating. However, this comes at a loss, as the other has different points of
view that are devalued in a communication process which is aimed at enhancing similarity. Based on
work by Pinchevski, she notes that such an understanding of communication can even be described
as “violent to the other" [240, p.5]. While this is a far greater issue in human-human communica-
tion, the disadvantage of not acknowledging differences is a potential loss of possibilities [240]. In
addition, a culture of emphasizing what humans and robots have in common comes at the risk of ren-
dering humans as computational. For HRI, this could result in missed opportunities to design other
behaviours and embodiments that are not based on the human model. In human-robot teams, not
acknowledging differences poses a risk for team functioning; we should acknowledge that capacities
are different across the members of a human-robot team and strive to make the most of comple-
mentary capabilities. Johnson et al. propose a method of interdependence analysis to analyse the
capacities of different team members and how they depend on one another, in order to make use
of complementary capabilities [149]. Sandry argues that it is the difference, the complementarity of
humans’ and robots’ skills and the coordination of these skill sets that makes collaboration success-
ful. While humans take responsibility and usually instructs other team members, robots have other
important roles to play [240].

To summarize, we view human-robot interactions as asymmetric, as the interaction partners function
in different ways due to differences in embodiment, cognitive capabilities, functional capabilities, and
capacities for social interaction. We expect this asymmetry to remain in place in the foreseeable fu-
ture, even with large improvements to robot (cognitive) functioning. Like Sandry, we view asymmetry
between human and robot interaction partners as a potentially productive, useful feature. However,
we argue if this asymmetry is not acknowledged (for instance, by striving to make humans and robots
function as similarly as possible, or by ignoring the existence of asymmetry), this can be problematic
and result in communication failures. Assuming symmetry where there is none can be productive
for initial engineering attempts, but fail to identify problems in interactions with humans. Asymmetric
models are more suitable tools that can foresee at least some of these problems. Therefore, we
propose an asymmetric model of Human-Robot social interactions in Section 2.7 and design recom-
mendations based on the identified asymmetries in Section 2.8.

2.4 Classical models of communication and interaction
In this section we discuss existing models of communication between humans. In Section 2.3.1, we
already introduced Craig’s constitutive metamodel [57]. One can distinguish several different types
of communication models, with two well-known types being transmission and transactional models.
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Authors have discussed communication in different ways, depending on their goals. For HRI, a key
challenge is to establish shared awareness of a team task and to coordinate actions to achieve the
task goals, which is why transactional models remain relevant in this context. Other types of models
that take a different perspective on communication (e.g. with a focus on power relations) can also be
insightful.

2.4.1 The transmission model of communication
In transmission models of communication (or also: linear or container models of communication),
communication is described as the one-way transmission of a message from a source to a receiver.
These types of models serve to depict the way technological communication functions, and are used
to study the process of making sure a signal arrives at its destination intact so that the original
message can be reconstructed [248]. In such models, feedback and context are not considered. The
message is viewed as a kind of container for meaning that is transferred from A to B (thus following a
postal metaphor [42]). The most well-known transmission model of communication is outlined in the
article The Mathematical Theory of Communication by Shannon and further developed by Weaver.
Their focus was on communication systems such as telegraph, radio, and telephone systems. The
model consists of a chain in which information moves from the information source, to the transmitter
(which sends a signal over a channel), to the receiver, which reconstructs the message and sends it
to the final destination. The message can be corrupted by a source of noise [248]. This model falls
within the cybernetic tradition in communication theory.

Transmission models have been criticized for being linear and one-way [154]. Such models exhibit
epistemological biases in that they treat information like a physical substance that can be carried
from point A to point B, and treat minds as disembodied entities, stripped of their context. Additionally,
Kincaid argues that such models focus on communication as a means of persuasion and focus on
individual psychological effects rather than effects on the social whole and social relationships. A
one-way model implies one-way causation; there is no space for mutual causation [154]. The signal
may be corrupted by noise, but otherwise the signal should stay the same until it is decoded by
the receiver. The model is useful for its purpose, which is to describe the technological process
of sending a message from A to B, but not sufficient for modelling how shared meaning arises in
interpersonal communication3. Even though the transmission model of communication has been
criticized, it has frequently reappeared in the HRI literature [122][191], often with feedback loops
added to turn it into a transactional model of communication.

2.4.2 Transactional models of communication
Transactional models of communication introduce the possibility for feedback from the receiver to
the sender; they depict humans involved in communication as both senders and receivers. Addi-
tionally, such models often include contextual factors that influence communication. With respect

3It should be noted that this was not the aim of Shannon and Weaver. They were mostly concerned with
the technical problem of transmitting symbols accurately across a communication system, which Weaver notes
has effects on other aspects of communication, such as semantics and the effectiveness with which meaning is
conveyed.
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to these models, communication can be described as having the goal of arriving at mutual under-
standing [154] or building shared meaning and reducing uncertainty [21]. Such models often aim to
identify relevant components or factors that influence human communication rather than describing
the technical process of communication.

Barnlund [21] describes communication as dynamic, continuous, circular, unrepeatable, irreversible,
and complex. People involved in communication construct meaning on the basis of the other per-
son’s messages, rather than reconstruct it. This construction of meaning should assist in deciding on
a course of action that is likely to be effective and fits the demands of the current situation. Barnlund
proposes ‘pilot models’ of a transactional model of communication. Barnlund discusses that there
can be limitless cues involved in a transactional communication process (public, private, natural, ar-
tificial, behavioural verbal and behavioural nonverbal cues). Kincaid [154] applies perspectives from
cybernetics to propose the convergence model of communication. This model views communication
as a process. The aim of arriving at mutual understanding is achieved by creating and sharing in-
formation, which the participants in the communication process interpret. While they may converge
on meaning and therefore increase their mutual understanding, they can never converge completely
because each individual brings their own set of experiences to the communication process. Com-
munication occurs within humans’ psychological, physical and social realities, and building mutual
understanding is supported by the actions and beliefs of both parties [154]. Because this model
describes the goal of communication as reaching mutual understanding, it can also be understood
as a transactional model. We will use this model later as the foundation for a model of human-robot
interactions from a joint action perspective.

Classical transactional models of communications have also been discussed in the context of HRI,
including the circular model of communication as proposed by Osgood and Schramm (which depicts
agents as processing a message via a decoder, interpreter and encoder, and the messages between
them being sent along a continuous loop, depicted by arrows between the entities) and Berlo’s model
of communication (with the main components source, message, channel, and receiver) [300]. Lackey
et al. [167] discuss the transactional model by Barnlund in the context of HRI.

Pickering and Garrod [214] criticize transactional models of language processing that explicitly sep-
arate production and comprehension processes. Instead, they propose that production and com-
prehension processes need to be tightly interwoven to support agents in coordinating their actions,
resulting in joint action. Agents not only predict their own actions, they also predict the actions of the
agent they are interacting with. Thus, the actions of both agents can become tightly coupled [214].

2.5 Communication and interaction models in HRI
As discussed in the previous section, models describing interpersonal communication have also
been applied to HRI. In this section, we review models that have been developed specifically for HRI.
Some of these models are based on models from the previous section (e.g. [122][191]). One of the
models we discuss in this section was developed to describe how agents can support each other’s
understanding through communicative actions [122], while another offers a long-term perspective on
trust development and calibration in human-robot teams [64]. Models have been developed to aid in
interaction design for HRI, for instance design for interdependence [149], to establish a theoretical
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design framework for how products evoke social behaviour [94] and to identify how different factors
influence the interaction experience [306]. We distinguish different ways of describing interaction
between humans and robots in the literature proposing models of HRI, namely control relationships
and social interaction including collaboration. Goodrich and Schultz identify a spectrum of different
levels of autonomy of the robot relative to the human in HRI, from direct control (e.g. teleoperation)
to dynamic autonomy (e.g. peer-to-peer collaboration) [109]. The models in Section 2.5.1 lie on the
direct control end of this spectrum, while the models in Section 2.5.2 lie on the opposite end. The
models in Section 2.5.2 can be placed across the spectrum. In Section 2.5.3, we critically discuss
the models and their shortcomings. As our aim is to focus on concepts of asymmetry and ‘otherness’
in human-robot interactions, the models that describe social interactions in Section 2.5.2 are most
relevant to the purpose of this paper.

2.5.1 HRI as control

In the models in this section, the relationship between humans and robots is one of control. The
human interacting with the robot determines the robot’s actions. Some models in this category aim
to model teleoperation, but others see general human-robot interactions as control relations.

An example of the control paradigm can be found in Yanco and Drury [305], who propose a taxon-
omy intended for general human-robot interactions, from situations such as controlling an unmanned
aerial vehicle (UAV) to social robots. The closest thing to a model in their taxonomy are their illustra-
tions of various configurations of a human-robot team [305, p.2843]. The interaction is understood
as one involving control of one or more robots by one or more human operators. The human op-
erators have different levels of interaction and shared agreement between them, while the robots
prioritize, deconflict and coordinate tasks issued by the human controllers. They write: “In human-
robot collaborative systems, communication mode is analogous to the type or means of control from
the human(s) to the robot(s) and the type of sensor data transmitted (or available to be transmitted)
from the robot(s) to the human(s)" [305, p.2841]. Sheridan [92] proposed modes of teleoperation
control: direct control, supervisory control, and full automatic control. The direct control model al-
lows the human to steer the robot and presents the human with the robot’s sensor input through a
UI. Supervisory control allows the human to formulate subtasks and monitor execution. The fully au-
tonomous control model allows the human to formulate high-level goals. Mirnig et al. [191] propose a
communication structure for human-robot itinerary requests in public places based on Shannon and
Weaver’s model, which we classify as control because the system’s purpose is to respond to itinerary
requests, which represents a device-like control relationship.

2.5.2 HRI as social interaction

In this section, we discuss both models of human-robot ‘ecologies’ and models of human-robot col-
laboration. We see collaboration as a specific form of social interaction, targeted at achieving a joint
goal. While the models in the previous section represented an interaction similar to device operation,
the inclusion of factors such as social context, joint goals, and autonomous and anticipatory action
means that we need to consider aspects of experienced agency or alterity and thus asymmetry in
the interaction. We discuss different conceptions of interaction in more detail in Section 2.6.
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Social interaction encompasses social, emotional, and cognitive elements [109]. Dautenhahn [62]
distinguished five different ways in which robots can be defined as social, namely socially evocative
robots, socially situated robots, sociable robots, socially intelligent robots and socially interactive
robots. Socially evocative robots rely on human tendencies to anthropomorphize, which is in line
with the media equation proposed by Reeves and Nass [226]. Socially interactive robots, on the
other hand, have high-level capabilities that enable them to collaborate with humans 4.

HRI as interaction in a social context

Several models of human-robot communication and interaction have been developed with the aim
of supporting interaction design. Several frameworks have been developed in which the robot can
perform multiple roles; the robot may function both as a social agent and as a tool. The rationale
for these models is that the social context is of high relevance to interactions between humans and
robots. The social context, in these models, refers to relationships between the robot and other
agents and the activities they undertake in a social environment. In the Domestic Robot Ecology
framework [264], for instance, the social context can be taken to refer to a domestic setting in which
other agents are family members and pets.

Young et al. describe the concept of holistic interaction experience as a way to analyse and de-
sign interaction between humans and robots and introduce the perspectives visceral factors, social
mechanics, and social structures [306]. Forlizzi introduced the Product Ecology Framework, which
proposes to study the social and physical context in which products such as robots are used [94].
Sung et al.’s Domestic Robot Ecology (DRE) framework is used to describe relationships with the
environment engendered by the robot. The main factors are space, domestic tasks, and social ac-
tors [264].

HRI as collaboration

Moving beyond control, some authors also characterize human-robot interactions in terms of collab-
oration (cf. mixed initiative interaction and dynamic autonomy in [109]). The focus is on human-robot
systems that are geared towards achieving joint goals. The interaction advances based on task
progress and the actions of the agents involved.

The collaborative control model for robot teleoperation as proposed by Fong et al. allows for human
intervention in the robot’s cognitive and perceptual processes. The robot can ask for the human’s as-
sistance, enabling humans and robots to collaborate as partners [92] (see also [250, p.761]. Johnson
et al. describe the Coactive System Model, which supports designing for interdependence in human-
robot collaboration [149]. Hellström and Bensch propose a model of interaction that describes how
humans and robots support each other’s understanding through communicative actions. This can
be seen as a requirement for enabling collaboration. Communicative actions by the robot seek to

4At an even more basic level than considering robots as socially evocative, we can also consider robots as
artefacts that are constructed within a human culture. As technological artefacts, they are the result of social
processes; they can be described as social facts. In addition, they can also support communication between
people and in this sense function as social media [101]. This means that robots that follow a control paradigm
can also encode human biases and stereotypes.
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decrease the mismatch between what the human thinks the robot’s state is and the robot’s actual
state. The model by Hellström and Bensch encompasses a double Shannon loop, with the addition
of an extra transmission chain to loop information back to the sender. They add a factor for the
general interaction context and note that the robot’s inferences regarding the human’s state-of-mind
are influenced both by the human’s communicative actions and the robot’s state, in order to address
the criticism that Shannon’s model disregards context [122]. Malik and Bilberg propose a model for
Human-Robot Collaboration (HRC) in the manufacturing domain, comprising the dimensions team
composition, interaction levels, and safety implications [182]. De Visser et al. present the Human-
Robot Team (HRT) Trust Model for the development of trust in teams comprising both humans and
robots. The model describes how two actors engage in a process of (social) trust calibration. They
propose that ‘relationship equity’ is an important aspect of trust building. This factor results from the
multiple positive and negative experiences that an actor encounters over the course of the interaction
history. During interaction, the actors adapt their trust stance (or attitude) towards the other agent.
This trust stance helps the actors decide whether it is a good idea to collaborate on a certain task,
and how to do so: is implicit agreement enough, or are formal work arrangements necessary? The
trust stance is determined by the perceptions an actor has of another actor: these perceptions in-
form a risk assessment procedure (passive trust calibration). The process of active trust calibration
involves the formation of a theory of mind on the part of each actor. This enables each actor to
reason about the mental model of the other actor [64].

2.5.3 Critical discussion of existing models in HRI
In this section, we identify shortcomings in current models, which we aim to address by means of a
new model in Section 2.7.

The way the interaction itself is depicted differs across the models described in Sections 2.5.1 and
2.5.2. For models that describe control relationships, the interaction is often depicted with nothing
more than an arrow between the human(s) and robot(s) [92][305]. However, such a description
or depiction is not informative with regards to which factors are relevant to the interaction and es-
pecially how the human is influenced by the exchange. The social and collaborative models are
more detailed in this regard. The most extensive interaction component can be found in the HRT
Trust Model [64]. This interaction model includes perception and collaboration components, with
collaboration encompassing the subcomponents of formal work agreements, costly and beneficial
relationship acts, relationship equity, and informal collaboration [64].

Something that is quite common in models of human-robot interaction or communication is that the
human and robot are both depicted as agents that function in similar ways. This is especially the
case in models in which we framed the human-robot interaction as collaboration. We find models in
which the human and the robot are depicted as equal entities in [122] and [64], for instance. In their
model, De Visser et al. assume advanced human-like social capabilities that robots may possess in
the future. These supposed capabilities include possessing representations and an understanding
of the behaviour of itself and other team members, and collaboration. At the moment, the authors
note, the relationship is asymmetric and involves compensation on the human’s part, as robots are
unable to perform at this level [64]. In line with our discussion in Section 2.3.3, we want to stress this
asymmetry. If interaction between humans and robots is depicted as two boxes with a double-headed
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arrow between them, this suggests that the agents are two individual entities with equal status in
terms of agency. We argue that collaborative models seem most useful for modelling asymmetric
agency, as they provide more detail regarding the interaction itself as well as cognitive factors and
requirements.

Most models that frame HRI in terms of control or collaboration as discussed in Sections 2.5.1 and
2.5.2 focus on the human and the robot in the interaction. While many of these models consider
the human and the robot in isolation, the models intended for interaction design take contextual and
social factors into greater consideration. For instance, the Domestic Robot Ecology framework de-
scribes how the robot invites relationships with its environment [264]. A risk of viewing human-robot
interactions as something strictly involving one human and one robot is that external influences and
power relationships are disregarded. In practice, the interaction is influenced by outside forces, such
as functionalities provided by companies. This is the case for all proprietary aspects of platforms
included in the robot’s hardware and software (e.g. operating system, sensors, data processing).
Intelligent virtual assistants such as Amazon Alexa typically store and process text and voice com-
mands in the cloud, and interface with other applications [45]. Functionality that depends on external
processing can play an important role in the interaction between humans and robots, which becomes
especially apparent in case of failure. For instance, when the company Jibo Inc. went out of busi-
ness, its servers were shut down, thereby severely limiting social robot Jibo’s functionality [285]. In
such cases, the robot does not function by itself, but interfaces with external entities. External influ-
ences should be made explicit in order to understand the ecosystem associated with the robot. This
becomes especially important over longer periods of time and when personal privacy is impacted.

2.6 How interaction and communication are
conceptualized in HRI models

In this section, we critically discuss the main ways in which interaction is conceptualized in the mod-
els in Section 2.5, with a particular focus on communicative aspects of interaction. We distinguish
different ways of conceptualizing interaction and communication, namely in terms of sending signals
(Sec. 2.6.1), as actions in which agents implicitly construct ideas regarding the beliefs of their in-
teraction partner (Sec. 2.6.2), interaction as joint action (Sec. 2.6.3), and interaction as a dynamic
system (Sec. 2.6.4). The types of interaction discussed in this section are listed in increasing order
of complexity. While discussing communication as the sending of signals can be conceived of as
seeing communication in terms of discrete events, interaction in Section 2.6.2 is viewed as a chain
of individual communicative actions in which agents build a conceptual model of the (mental) state
of their interaction partner. These two views also bring to mind a turn-taking view of communication.
Viewing interaction and communication as joint action or as a dynamic system, on the other hand,
implies a more continuous view of communication, in which interaction partners can monitor each
other and their environment and coordinate their actions. A joint action view of communication builds
on concepts such as (or similar to) Theory of Mind and offers conceptual tools to describe an embod-
ied coordination process between agents. The dynamic systems perspective goes one step further
and integrates concepts from the first three views into a view of communication as a multimodal
coordination process that is described as a self-organizing system.
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Although all levels of discussion are relevant, the third view is at present most useful to describe
situations in which robots are implemented to achieve shared goals in human-robot teams, which
is why we focus on this view in the model we propose in Section 2.7. It is at present not easy
to combine cognitive-level reasoning processes regarding common ground, for instance, with the
dynamical systems approach, as noted by Dale et al. [59, p.62]. We argue that the joint action
approach provides relevant conceptual tools to describe coordination, which is why this approach is
the focus of the present paper. Joint action implies that communication is a participatory process in
which participants have shared goals. The joint action perspective is especially useful for HRI, as it
offers concepts to think about the way collaboration can be achieved.

2.6.1 Interaction and communication as sending of signals

Communication and interaction can be discussed in terms of the exchange of signals and cues.
Such a discussion falls within the semiotic tradition of communication theory. Peirce and Saussure
are generally recognized for their contributions to the study of signs. In Saussure’s semiotics, a sign
consists of the signifier and the signified. These concepts cannot be disentangled [303]. The signifier
is the ‘sound-image’, and signified is the concept. A sound-image is the combination of what one
hears and sees in response to a spoken word. Signification is the process of making use of signs
with their associated meanings [176]. In Peircean semiotics, the symbol is treated as a process
(semiosis) with three components, namely the sign (representamen), object and interpretant. The
sign is the form of the symbol. What is represented by the sign is called the object . The interpretant
is an effect on the person that forms the relation between sign and object [266]. Saussure noted that
while the meaning of signs relies on convention, signs can also be interpreted in different ways. Signs
are used in an intentional way, and for a sign to be a sign it has to be interpreted as such. Peirce,
in contrast, saw signs as a means for people to think, communicate and make their environment
meaningful. This does not require the sign to be part of intentional communication [303].

Typologies and taxonomies have been proposed to classify signs and cues for HRI and conversa-
tional agents. For instance, Hegel et al. [121] propose a typology of signals and cues in HRI, and
distinguish between human-like and artificial signals and cues. Signals are designed to provide infor-
mation, while cues (such as motor sounds) are all those features that can potentially be informative
but were not necessarily explicitly designed as such. We note that the distinction between natural
and artificial can cause confusion when applied to robotics. All robot signs are (at least currently) ar-
tificial. There are degrees of human-likeness (and animal-likeness, plant-likeness). Human-likeness
is a spectrum, not merely a property. Feine et al. [83] propose a taxonomy of social cues for conver-
sational agents (CA) based on a systematic literature review. This proposed taxonomy contains the
main categories verbal, visual, auditory and invisible cues. The authors define a cue as “any design
feature of a CA salient to the user that presents a source of information" [83, p.141] and a social sig-
nal as “the conscious or subconscious interpretation of cues in the form of attributions of mental state
or attitudes towards the CA" [83, p.141]. These definitions are based on a view of cues as all those
features that can provide information to the user. Cues only become social signals if the cue leads
to attribution of sociality to the CA by the user. A social cue, then, is a cue that actually provokes a
social reaction on the part of the user, where a social reaction is a reaction to a conversational agent
that would also be appropriate if it were aimed towards another human [83]. Such a view of cues and
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signals is also useful for robotics, and avoids the question of whether we should regard the robot as
a social agent. This view focuses the discussion on the perception of the signal as a social signal by
the human.

Communication, at the level of analysing signals and cues, is used to affect the behaviour of an
interaction partner or to convey information. The signal or cue is discussed as a discrete event that
carries information. For instance, Hegel et al. [121] provide a table in which they note that an artificial
signal such as an LED can convey activity information, for instance, while a humanlike cue such as
body size conveys dominance information. While cues and signals convey information, we would like
to note that context is also relevant and, as also noted by Feine et al., signals and cues do not occur
in isolation [83]. Analysis at the level of signals and cues can serve as a basis for discussion, but
needs to go further.

2.6.2 Interaction and communication as communicative action

Bensch et al. define interaction events as tuples of perceived information and associated actions. In-
teraction events link together in chains to form interaction acts [25]. Hellström and Bensch define the
term communicative action as “(...) an action performed by an agent, with the intention of increasing
another agent’s knowledge of the first agent’s SoM" [122, p.115], with SoM referring to the agent’s
state of mind. The advantage of Hellström and Bensch’s definition is that it can be used to “compu-
tationalize" communication; it lends itself to being written in algorithmic form, in which the agent is
able to compare the contents of its own belief system to the one it estimates a second agent to have
regarding the first agent. While this can be advantageous for AI and robotics applications, we note
that this could also be a risk if important factors in the interaction are not (or incorrectly) captured
and processed. Hellström and Bensch’s definition also applies to the model they propose [122].

The concept of Theory of Mind (ToM) is central in such a view of communication processes. Krämer
et al. write that “Theory of mind (ToM) is the ability to see other entities as intentional agents, whose
behavior is influenced by states, beliefs, desires etc. and the knowledge that other humans wish,
feel, know or believe something" [163, p.54]. Krämer et al. argue that the concepts of common
ground, ToM and perspective taking are similar, as these concepts propose that humans have implicit
knowledge regarding how other minds work, which they use as a basis for mutual comprehension,
and that they enhance mutual knowledge through grounding processes [163]. In the context of
robotics, De Visser et al. define Theory of Mind as “An actor’s (e.g. actor A) estimation of another
actor’s (e.g. actor B) mental model of that actor (e.g. actor A)" [64, p.461]. There can be different
levels of ToM, in which each level encapsulates the former: for example, if Level 1 contains A’s
individually held beliefs, then Level 2 can contain A’s estimation of B’s beliefs, Level 3 contains A’s
estimation of B’s estimation of A’s beliefs, Level 4 contains A’s estimation of B’s estimation of A’s
estimation of B’s beliefs, and so on. Such a conception of Theory of Mind has some similarities with
the concept of ToM for interpersonal communication, but is clearly a much reduced form. Robots
do not attribute mental states to others in the sense that humans do, but may be equipped with
algorithms and mechanisms to estimate emotions or beliefs held by people.
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2.6.3 Interaction and communication as joint action
One perspective that is discussed in the context of HRI views communication and interaction between
a human and a robot as a form of joint action. This perspective treats (linguistic) communication and
coordination of actions as similar processes. Joint action can be defined as “any form of social
interaction whereby two or more individuals coordinate their actions in space and time to bring about
a change in the environment” [291]. The term can also be found in symbolic interactionism, which is
part of the sociocultural tradition of communication research. Social acts consist of the relationship
between a gesture by one actor, a response by another and a result. Blumer describes joint action
as an interlinkage of social actions [177]. The concept has been studied in cognitive psychology and
has previously been applied to interaction with artificial agents [54] and robots [128]. The current
section builds on the previous one, as coordination processes involve more than awareness of the
mental states of others.

Clark conceptualizes communicative acts between humans as participatory acts: the communica-
tive action by one individual who signals and another who recognizes the signal is a joint act [49].
This view expresses that the actors are both actively involved in constructing the meaning of the
information exchange. Clark discusses joint activity as an activity that is performed by two or more
participants. These participants have activity roles, which helps establish a division of tasks. Partici-
pants strive to achieve (joint) public goals, but may have private goals as well. Participants in the joint
activity have prior mutual knowledge or common ground, which accumulates over the course of per-
forming the joint activity [48]. Common ground refers to mutually held beliefs, see also Section 2.8.6.
Joint action involves coordinating content and process, which are themselves interrelated. Clark calls
joint actions a paradoxical concept, as a group of humans does not itself intend to perform actions.
Instead, individuals perform participatory actions. These actions are performed when coordination
is required in order to meet common goals [47]. Clark argues that joint activity cannot be separated
from language use and views language use itself as a form of joint activity. People use language
to coordinate their actions, and the language used does not make sense apart from the context of
action in which it is applied [48].

Krämer et al. [163] write that there are several basic communication capabilities that humans are
used to and that will also be required for successful human-agent and human-robot communication,
notably social perspective taking, common ground, and Theory of Mind. Coordination devices to
support joint action include explicit agreement, precedent, convention, and joint salience. Whether
something is salient to all participants in an interaction, depends on their common ground. Partici-
pants can usually assume the solvability and sufficiency (with respect to the available information) of
a current coordination problem, when one of the participants proposes the problem themselves [47].
Vesper et al. [291] discuss coordination mechanisms between humans in intentional joint action. Par-
ticipants in the joint action use mental representations of the joint action goal and the task in order to
monitor task progress. The co-actors share information throughout the task using mechanisms such
as shared gaze, predicting the actions of the other actors involved, sensorimotor communication,
and haptic coupling. They also express emotions and interpret those of others. The mechanisms
they use for joint actions are coordination smoothers (e.g. synchronizing actions), communicated
and perceived affordances, and cultural norms and conventions [291]. Mutlu et al. [193] describe co-
ordination mechanisms established in cognitive science, such as joint attention, action observation,
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task sharing, coordination of actions, and perception of agency. Mechanisms such as gaze, action
observation and conversational repair have also been investigated in the context of robotics [193].

Clodic et al. [51] present a framework for interaction between humans and autonomous robots with
the aim of achieving human-robot joint action. The authors align Pacherie’s theory of joint action
with a three-layered robot architecture. Clodic et al. write that joint action not only requires individual
agents to have common goals and be able to execute plans and actions, but that they must also be
able to coordinate their individual plans. This coordination of subplans needs to occur prior to as well
as during execution. This requires the capacity to monitor and predict the actions (and intentions)
of one’s partner. They note that motivational uncertainty (do the goals of the other agent align with
mine?), instrumental uncertainty (how do we achieve the goal?) and common ground uncertainty
(are we both on the same page regarding the goal and actions to take to get there?) can negatively
affect mutual predictability. The authors note that self-other distinction would be a required capability
for the robot: it would have to maintain ‘mental’ models of both itself and of the human [51]. Compare
this to the concept of Theory of Mind as described in Section 2.6.2.

2.6.4 Interaction and communication as a dynamic system

Interaction can also be conceived of in a different way, namely as a dynamic system in which the inter-
action partners are simultaneously monitoring each other and their environment for cues and signals.
Dale et al. [59] propose dynamical systems theory as a framework for a more comprehensive theory
of human interaction. The authors write that many theories and concepts have been proposed to
describe aspects of human interaction, such as perspective taking, joint action, ToM, and mimicry. In
order to understand how these different accounts and types of processes form a multimodal coordina-
tion process, they propose that human interaction functions as a synergetic, self-organizing system.
Sandry [240] refers to human-animal communication to argue that communication and interaction
are more like a dynamic system than a dialogue with strict turn-taking. She writes: “Communication
operates as a dynamic system during this type of embodied communicative situation, and signals
between communicators overlap as human and [animal] continually reassess each other’s position,
perceived intention and likely subsequent action" [240, p.40]. In this dynamic system, sometimes
the meaning of an individual communicative act can be understood easily, while in other cases the
meaning can only be derived from other communicative acts in context. This can also be applied
to robotics: consider the situation of monitoring a robotic system in a manufacturing context. The
interaction does not follow a script, but rather consists of the human paying attention to the system,
with events (such as being alerted by the robot if something goes wrong) provoking action on the
human side.

The idea of interaction as a dynamic system is echoed in the concept of interaction fluency. Hoff-
man [127] proposed fluency metrics to assess how fluently a human-robot team interacts. By mak-
ing an interaction more fluent, it is proposed, one moves away from a strict turn-taking interaction
towards an interaction in which the robot starts to anticipate on human actions, allowing for overlap
between human and robot actions instead of only one agent acting at a time. Conceiving of interac-
tion as such a dynamic system is one step beyond mixed-initiative interaction, as it not only involves
considering who takes initiative: it also requires anticipating the other agent’s actions.
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2.7 An Asymmetric MODel of ALterity in Human-Robot
Interaction (AMODAL-HRI)

In this section, we propose an Asymmetric MODel of ALterity in Human-Robot Interaction (AMODAL-
HRI). Humans and robots are very different entities. To model interaction or communication between
these different types of entities, they should be depicted in an asymmetric way. Robots can also
be subject to outside control (external influence). A model of human-robot interactions in which
the differences in functioning between human and robot agents are highlighted, can help identify
possible mismatches between robot capabilities and human expectations. Based on the discussion
of the models of communication and interaction between humans and robots found in the literature,
we propose that a model for collaboration between humans and robots that depicts the human and
the robot as different types of agents (thus, an asymmetric model) will be useful for identifying how
the human and the robot operate differently, and predicting mismatches between robot capabilities
and human expectations of those capabilities. A joint action perspective on interaction emphasizes
the collaborative co-construction of meaning by the agents involved, and is more suited to a scenario
of human-robot collaboration in which the robot supports human work, which is why we chose to use
this perspective on interaction from Section 2.6.

The model as depicted in Figure 2.1 shows a robot architecture with common components and
depicts the processes by which a human and a robot may establish common ground. This model
will be used as a basis to compare the human and the robot sides of the model in Section 2.8.
Moreover, based on the identified differences, we propose design recommendations in connection
with a version of the model, as illustrated in Figure 2.3. The models and design recommendations
are mainly intended for interaction designers in the field of HRI.

2.7.1 The model
We propose a model based on Kincaid’s diagram of the components of the convergence model of
communication [154], Christensen and Hager’s diagram of the robot sensing process [250, Ch.4] and
Bauer et al.’s diagram of mechanisms for robot joint action [24], see Figure 2.1. We draw a parallel
between theory regarding joint action and Kincaid’s convergence model of communication. Kincaid
views communication as a process that has the aim of arriving at mutual understanding, which is
achieved through creating and sharing information. His model contains components such as mutual
agreement and collective action. The terms used by Kincaid are similar to the vocabulary in the
literature on common ground 5. Here, we use the term joint action in line with the HRI literature. Kin-

5The combination of the terms ‘mutual understanding’ and ‘mutual agreement’ in Kincaid are similar to
the term common ground, while Kincaid’s term ‘collective action’ is similar to the term joint action. Kincaid
defines mutual understanding as “the combination of each individual’s estimate of the other’s meaning which
overlaps with the other’s actual meaning. In other words, mutual understanding is a combination of the
accuracy of each individual’s estimate of the other’s actual meaning" [154, p.32]. Kincaid describes mutual
agreement the following way: “When two or more individuals believe that the same statements are valid, they
become true by consensus, or mutual agreement with some degree of mutual understanding" [154, p.31] while
Clark describes common ground as “...The sum of (...) mutual, common, or joint knowledge, beliefs, and
suppositions" [46, p.93]. Both the definitions by Kincaid and the one by Clark refer to mutually held beliefs.
We refer to this concept as ‘common ground’. Collective action (Kincaid) is the “(...) result of the activities
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Figure 2.1: Here we propose an Asymmetric MODel of ALterity in Human-Robot Interaction
(AMODAL-HRI). This is a model with global similarity between the components/organization on the
human side and the robot side, which allows for comparison. However, the processes that occur are
different, to allow for identification of differences between the two agents. The ‘interface’ includes
everything that allows for communication/information exchange, including observed actions and ob-
servations of embodiment. On the human side: Interpretation of percepts leads to new beliefs,
which are added to short-term memory. When actions are executed, their effect is predicted and the
action execution is monitored. On the robot side: Moving from data to processed data requires fea-
ture extraction and data processing. Processed data is then further processed; algorithms determine
which information is salient through attention mechanisms, data fusion, and matching processed data
to patterns in the database. Between the buffer and the knowledge base, data updating and retrieval
processes occur. Solid-line arrows indicate processes, dotted arrows indicate a theoretical connec-
tion.

caid’s concept of mutual understanding can be related to the model and definitions by Hellström and
Bensch, as well as the concept of ToM as used in the robotics and AI literature (see Sections 2.6.2
and 2.6.3).

The proposed model in Figure 2.1 includes indications of processes that could occur in communica-
tion in human-robot teams. However, we note that the model of the human side is highly abstracted
and incomplete. We do not propose that this is an accurate, complete depiction of human processing,

of two or more individuals (A and B), built upon a foundation of mutual agreement and understanding" [154,
p.31], while joint action (Clark) is activity performed by two or more individuals based on common ground and
joint action goals.

45



2. Communication models in Human-Robot Interaction: An Asymmetric MODel of
ALterity in Human-Robot Interaction (AMODAL-HRI)

but we still include a sketch of the processes on the human side to allow for comparison between the
human and the robotic agent. The model in Figure 2.1 is structured in such a way that both agents
are as similar as possible on a high level, while still indicating differences in terms of processes. The
model visually expresses the asymmetry between humans and robots. The robot side displays pro-
cesses that may be lacking in many robots. The point is that the model depicts the human and the
robot with respect to similar processes, allowing for comparison, while still being expressive of major
differences between the agents that are relevant for interaction design in HRI. (If the model were
completely asymmetric, with no correspondence of components or processes on the human side
with components on the robot side, the two sides could not be compared. The asymmetry arises
partly by means of comparing the two sides.)

We now discuss the components listed in the ‘human’ component of the model, followed by a discus-
sion of the situation component and the processes occurring on the robot side.

2.7.2 Discussion of the proposed model: Human
The processes on the human side of the model are mainly intended for illustration, drawing parallels,
and illustrating contrasts with processes occurring on the robot side. The processes on the human
side are based on the model of human-human communication by Kincaid and Endsley’s models of
situation awareness, which models human-technology interaction. Endsley proposes a model of sit-
uation awareness (SA) and discusses its role in the context of human decision-making. SA plays a
role in applications ranging from air traffic control and tactical systems to decision-making in everyday
activities. Endsley distinguishes three levels of situation awareness: (1) perceiving information, as
well as (2) comprehension/understanding, and (3) forecasting future states to aid decision-making.
Endsley proposes a model regarding the interrelation between a person’s goals, mental models, and
situation awareness, as well as a model depicting the mechanisms that are important in establishing
situation awareness [79]. The components long-term memory, short-term memory, and the terms
situation awareness and mental models are derived from her models. The long-term memory com-
ponent expresses that the human does not have all their knowledge and experience at hand to apply
to a new situation, but instead retrieves a subset of knowledge in response to the current situation.

As mentioned earlier, Pickering and Garrod [214] proposed that human comprehension and pro-
duction processes should be understood as tightly interwoven, which supports human agents in
predicting the actions of their interaction partner as well as their own actions, interweaving actions
within a coordination process, and achieving joint action. Separating production and comprehension
would lead to a model that Pickering and Garrod [214] refer to as a “cognitive sandwich" (as coined
by Hurley [136]) in which cognition is sandwiched between perception and action. While this “cogni-
tive sandwich" may well exist in many robot architectures, we assume in the model that perception,
action and interpretation are tightly coupled on the human side, as denoted by lines (rather than the
arrows indicating one-way processing on the robot side). In contrast, the processes on the human
side are not one-way but can mutually influence each other.

When human behaviour or human cognitive processes are modelled, these models are necessarily
limited; the model developer is required to make assumptions regarding human behaviour, perception
and cognition. While models can be useful, as in the context of this paper, it remains important not
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to lose sight of people’s embodied, individual and varied experience. It should be noted that every
human is different, has individual needs and abilities as well as a personal background and identity.
This variety and these differences need to be kept in mind rather than assuming an imaginary ‘general
human’. Spiel argues that we should “appreciat[e] the plurality of human bodies instead of assuming
a specific embodiment” [256, p.2] in the context of technology design for embodied interaction. The
same goes for human cognitive processing, action and perception capabilities, and other components
of the model in Figure 2.1. The components listed on the human side are a limited selection and real-
world human capabilities go beyond what is included in the model, as they are far more complex and
more varied than what can be captured in an illustration.

2.7.3 Discussion of the proposed model: Robot

The model on the robot side is based on a model of the robot sensing process [250, Ch.4], a model
of mechanisms enabling joint action for robots [24] and theory on cognitive architectures. For a
discussion of how cognitive architectures can be structured, we refer to the survey by Kotseruba
and Tsotsos [159] and the review by Chong et al., who compare the cognitive architectures SOAR,
ACT-R, ICARUS, Beliefs-Desire-Intention (BDI), the subsumption architecture and CLARION [44].
The goal of research on cognitive architectures is to model the human mind and achieve human-like
intelligence. Cognitive architectures are also developed and implemented for robotic systems, see
for instance [274].

With regards to the model proposed in Figure 2.1, cognitive architectures and computational models
of human(like) behaviour are useful both for developing the system architecture on the robot side of
the model as well as for maintaining representations of the state of human interaction partners in
the robot’s memory, in order to facilitate collaboration. Perception, attention, action selection, mem-
ory, learning, reasoning, and meta-cognition are the main features of cognitive systems (and have
been developed further than, for instance, emotion and creativity) [159], and these are the features
we focus on in the proposed model. Based on the research on cognitive architectures, we included
short-term and long-term memory components (see, for instance, the SOAR architecture in [44]). In
the next sections, we provide more details regarding robot sensing, knowledge representations, rea-
soning, learning, action selection and actuation. The discussion will focus on the robot’s awareness
of humans and their behaviour, as this is relevant in a communication process.

Sensing

In the model in Figure 2.1, the sensing process consists of the components Sensors and External
Sensors that collect sensor data, the component Processed Data, and the component Salient Data.
The sensing and perception process in robotics has been described as a process that involves up-
dating an existing partial world model with sensor data. This process involves feature extraction,
matching or associating data with an already existing model, updating and integrating new knowl-
edge in the model, and prediction of future states (which influences data matching) [250, p.88]. Yan
et al. [304] identify feature extraction, dimensionality reduction and semantic understanding as key
components to social robot perception systems.
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According to Christensen and Hager [250, Ch.4], sensors for robotics applications can be classified
in the following way: tactile, haptic, motor/axis, heading, beacon based, ranging, speed/motion, and
identification. The types of sensors installed on a robotic system depend on the application; for in-
stance, medical robots and industrial robots will need different sensors than assistive robots intended
for social interaction. We can make a distinction between sensors for interoception and exterocep-
tion. Interoception refers to sensing the robot’s state (e.g. motor currents). Exteroception refers to
sensing the external world (e.g. distance to an object) [250, Ch.4]. Sensors can also be classified
as passive (does not emit energy) or active (emits energy in order to sense) [250, p.452]. They can
also be on-board or external (consider, for instance, the concept of the Internet of Things; in such a
scenario, the robot may have access to external sensors and devices).

The main types of signals that social robots make use of for interaction with humans are based
on visual, audio, and tactile interaction modalities, as well as ranging sensors [304]. Visual-based
signals can be captured using 2D and 3D cameras (using depth information with RGB-D cameras or
stereo vision). Audio data can be captured using microphones for subsequent speech recognition,
another key aspect in human-robot interactions [275]. Data from different sensors and interaction
modalities (vision, audio, touch) are combined and subjected to processing (for instance, by means
of computer vision methods using Hidden Markov Models (HMMs)) [275]. In order to make sense
of high-dimensional data, statistical techniques (such as principal component analysis) can be used
for processing the data and extracting features from the data in a lower-dimensional feature space,
after which the data can be used for applications such as object recognition [304]. Recognizing
humans and features of humans and their behaviours are of high importance for social interaction
with robots. Research on computational HRI has focused on topics such as detection of body pose,
face recognition, activity and gesture recognition, and interaction engagement [275].

The Salient Data component is included in the model to indicate that processed data may be fur-
ther processed to identify the features in the environment that are most relevant to the interaction.
Unimodal feature extraction is often not robust enough; therefore, multimodal feature extraction meth-
ods can be used, in which data from separate modalities are combined into a saliency map [304] or
measures of object saliency (e.g. [274]).

Knowledge representations, reasoning and learning

A suitable knowledge representation is required for reasoning about information and storing it. The
field of knowledge representation is concerned with finding representations that are adequate in an
epistemological sense (represent referents in the environment in a compact, precise way) and in a
computational sense (that is, efficient) [250, Ch.9]. The formalisms used for knowledge represen-
tations and making inferences are mainly based on logic and probability theory [250, Ch.9]. Rea-
soning has specific issues in robotics applications as compared to other types of knowledge-based
systems. Robots are embedded in dynamic environments and have to interpret and respond to en-
vironmental information (partially) autonomously in near real-time. Approaches that try to remedy
these issues include fuzzy logic approaches and embedding time constraints within the robot’s archi-
tectural design [250, Ch.9] (see also the KnowRob system for an example [269]). Learning on the
robot side can occur in different ways. Kotseruba and Tsotsos describe learning as “the capability of
a system to improve its performance over time" [159, p.50], based on experience. They distinguish
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between declarative and non-declarative learning, where non-declarative learning encompasses the
learning mechanisms perceptual, procedural, associative and non-associative learning [159]. One
specific type of AI is machine learning. Hertzberg and Chatila define machine learning in the con-
text of robotics as “the ability to improve the system’s own performance or knowledge based on
its experience" [250, p.219]. Methods include inductive logic programming, statistical learning, and
reinforcement learning. Learning can be supervised or unsupervised [250, Ch.9].

A robot architecture can also be designed to support some level of metacognition. Metacognition
includes introspective monitoring of the robot’s status and processing (e.g. self-observation) and
Theory of Mind (ToM) [159]. In order to accommodate social interaction with humans, robots can be
equipped with mechanisms based on ToM (which means, in the context of cognitive architectures,
that the system infers others’ mental states and uses this information for decision-making [159]) and
ways to explicitly model humans and human behaviour. Cognitive architectures have been proposed
that draw on the concept of ToM, in order to infer human intentions from goal-directed action [275].
However, most social robots are far from full ToM. At present, research has been conducted on the
development of capabilities such as parsing human attention, which may aid in the achievement of
human-robot joint attention, and predicting human action in order to be able to anticipate on it [275].
Hiatt et al. [123] review different ways of modelling human behaviour that can be implemented in
a robotic system with the aim of enabling the robot to understand a human teammate’s behaviour.
They write that computational approaches (such as conventional machine learning approaches) can
be useful in situations in which rational, ‘ideal’ or ‘typical’ performance by humans can be assumed,
but this leaves little room for human error or deviation from set norms, although such deviations are to
be expected in human-robot collaboration. They also discuss computational/algorithmic approaches
such as HMMs and the cognitive architecture ACT-R/E [123].

Action selection and actuation

Action selection can occur dynamically (choosing one option from a set of alternatives) or in the form
of action planning (as is common in traditional AI) [159]. Planning problems are usually described
as sets of states with actions that can induce transitions between states. The goal is to find a suit-
able series of actions from the start to the goal state. Action planning can involve working towards
a common goal for efficient human-robot collaboration [24]. Robot planning uses planning methods
that make use of formalisms from logic and probability theory to complement motion planning [250,
p.219]. In the research area of computational HRI, fluent meshing of actions, human-aware mo-
tion planning, object handovers, and collaborative manipulation are important research foci for robot
action planning [275].

Motion trajectories by the robot should be possible to execute; therefore, motion planning needs to
take the robot’s kinematic constraints into account. Aside from achieving task goals, robot actions
such as robot motion can communicate intent to an interaction partner or observer, whether or not
the action is planned to be communicative. Motion can also have a communicative aspect: instead
of purely functional motion planning, generating motion that is legible and/or predictable to human
interaction partners can also be considered [70]. Social robot navigation has a social component as
well, as demonstrated by the research topics of approaching humans, navigating alongside people,
and human-aware robot navigation [162][229][275]. The use of gestures and gaze cues, proxemics,
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haptics, affect, emotions, and facial expressions have been studied as nonverbal behaviour that
can be implemented in robots for communication [275]. The robot can also use other interaction
modalities as part of a communication process, for instance by making use of auditory signals (see
also Section 2.6.1) or changing the state of a graphical user interface that is part of the system.

2.7.4 Discussion of the proposed model: Situation and Interaction
In the model, the Situation refers to the current proximate physical and social environment (the in-
teraction context), the current constellation of agents, objects and environment, close to each other
in space and time. It includes other agents or actors that may be involved or referenced in the
communication process.

Joint action consists of actions involving both agents that have the aim of establishing common
ground or achieving shared goals. Joint action is a subset of all actions, including those actions that
advance the human and the robot in their joint action goal. Situational common ground is the subset
of the interaction partners’ beliefs and goals that are shared in the current situation. We included
the component situational common ground as something separate from common ground, based on
Endsley’s theory on situation awareness, which holds that not all information is in consciousness;
this is true only for a subset of information and mental models.

Joint actions are a subset of all actions carried out by the participants in the interaction. These
actions are the components of larger joint activities (cf. Clark, [48]) and move the participants closer
to a desired goal state. Clark differentiates between a joint act and a joint action. The former is
discontinuous, while the latter is a continuous coordination process. Clark distinguishes phases as
the distinctive elements that make up joint actions and that allow them to be coordinated, defining
phases as “a stretch of joint action with a unified function and identifiable entry and exit times” [47,
p.83]. Examples of joint actions are giving a person a handshake or asking someone a question. In
the proposed model, no distinction is made between actions and communicative actions. However,
a detailed look at research in the semiotic tradition and the work that has been done in HRI on
classifying signs and cues can be useful to specify the communicative aspects of actions further.

Clodic et al. identify three levels of uncertainty, namely instrumental uncertainty (related to joint
action), common ground uncertainty (related to common ground) and motivational uncertainty [51].
We can identify these levels of uncertainty in the model. Instrumental uncertainty occurs on the levels
of action and situated common ground. Common ground uncertainty and motivational uncertainty
both occur on the levels of situational common ground and common ground. The robot does not have
‘personal’ goals. This may result in increased motivational uncertainty on the human side regarding
the intentions of the developer of the robot, its software, or owner, if the motivations/goals of the robot
developer are not communicated.

Humans and robots can only have reduced common ground as compared to the common ground
shared by humans. If the robot can only sense and act, the common ground factor in the model
would become irrelevant, and instead of “joint action", we might label the aggregate of human and
robot action as a “collection of actions" instead.

Participants in the interaction have internal goals or goals that have been defined externally. Par-
ticipants are trying to achieve goals while engaging in joint activity, most notably the domain goal
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in Clark’s words, yet participants can also have procedural goals, interpersonal goals and private
agendas [48, p.34]. In human-human communication, high-level goals are usually internally defined
(and then possibly negotiated), but this is not the case for robots. High-level goals may be exter-
nally dictated by human interaction partners or the company or companies that produced the robot
and its components. Subgoals, on the other hand, might be either external or internal, derived from
high-level goals (e.g. moving to intermediate location B while moving from A to C).

Having a ‘joint intention’ or a common goal refers to a joint, participatory aim that is shared across
participants, “a joint commitment to perform a collective action while in a certain shared mental
state” in the words of Cohen and Levesque [54]. The notion of joint goals, or working towards
achieving a common goal, is not necessarily useful in all cases, especially if the robot is intended
for social interaction and/or operating in a (semi-)public space. For instance, if a (human) visitor to
a conference approaches a humanoid robot and starts waving in front of it and muttering phrases
to it to see if it will respond, this behaviour could be said to have a goal on the human side (even if
subconscious), namely to entertain themselves and figure out what the robot can do, but it cannot
really be said to constitute collaboration or ‘working together’. Joint action arises only when the
action is acknowledged or responded to by another agent, and the goals of both agents align. The
robot’s high-level goals are defined externally, but lower-level goals (such as moving to intermediate
location B while moving from A to C) can be defined internally.

One may read the agents as acting in a very goal-directed way on the basis of the preceding text
(in the way of Saussure, instead of Peirce). However, a view of actions and signals as supporting
a process of reflection is not excluded, and actions and communication can also be viewed in the
model as a means of thinking. For instance, consider a case in which a robot pushes over a stack of
blocks repeatedly and observes what happens.

2.7.5 Practical example

In this section, we walk through the model using the practical example of lexicon learning. We will
shortly elaborate on the example. The human teaches the robot new words by pointing to objects
on a table and naming the objects. The robot stores representations of the object and the words the
human uses to name those representations (accumulation of common ground). After the teaching
phase, the human asks the robot to name the objects on the table that the human points at (joint
action). In this fictive example, consider the robot to have a moveable head and to have pointing
detection, speech recognition, basic object recognition, and face recognition functionality.

We work this out in a script form in which each robot action is specified. Only human perceptions,
thoughts and actions are included. We do not presume to guess the human’s inner workings, but
propose one possible option for what the human may infer based on robot actions and other events.
This depends also on other factors, for instance whether the human is an expert user or a novice.
In practice, the expectations of (multiple different) human interaction partners can be elicited in the
context of interaction experiments by means of methods such as think-aloud and post-experimental
questionnaires or interviews. With regards to the interaction component, common ground uncertainty
is included at relevant points. Note that we discuss one action-response pair, so a single joint action.
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Figure 2.2: Marked in blue: Possibilities to influence. It is possible to directly influence all compo-
nents and processes on the robot side by reprogramming it. However, it is not possible to directly
influence the human side, except on the level of input/output: it is possible to give the human differ-
ent information or influence the way the human is able to execute actions. Note that it is possible to
influence human processing indirectly, as things such as hormones, food, and attention all influence
the way processes on the human side operate. It is also possible to change a person’s belief system
by changing the information environment they are exposed to.

What can be useful about working out such a script, is that it forces the developer to be very specific
regarding expected human thoughts and actions, which yields hypotheses that can be tested. It can
also help with identifying whether the robot’s behaviour needs to be modified.

The items labelled Human (X) indicate an action or process on the human side, while the items
labelled Robot (X) indicate an action or process on the robot side. They are presented here in a
sequential way, although some actions that are listed as sequential can also co-occur at the same
moment. The italicized items marked with quotes are thoughts or verbalized human thoughts, de-
pending on whether the items were elicited by means of brainstorming by the researchers (as they
are in this case) or the method of think-aloud.

Human common ground uncertainty (1) Uncertainty on the human side before naming the cup

• Instrumental uncertainty: “What can the robot do? How will the robot act?"

• Common ground uncertainty: “What does the robot know?"
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• Motivational uncertainty: “Does the robot have the goal of learning the names of these
objects? ... I suppose so, the researcher told me?"

Human (1) Perception

• “I see a yellow robot with large eyes, a torso and two arms"

Human (2) Interpretation

• “Cute! I guess it is looking at me. I wonder what it can do."

Human (3) Action

• The human points at a cup. The human pronounces the word “cup".

Robot (1) Data is captured by the robot’s sensors

• Audio is captured by the microphone.

• Image data is captured by the robot’s camera.

• Depth information is captured by the robot’s depth sensors.

Robot (2) Feature extraction

• A pre-trained image processing algorithm identifies that there are three objects in the
camera view that do not have a stored label associated with them. A pre-trained object
recognition algorithm recognizes a human face and a pointing hand.

• Speech recognition software recognizes the word “cup".

• The direction in which the hand is pointing is inferred using the video and depth informa-
tion, and stored as the approximate pixel area on the video image.

Robot (3) Attention and data fusion

• The object [object1] that the human pointed at is inferred.

• The location of the human face is inferred.

• The speech recognition result ‘cup’ (semantic label) is associated with the pixels from
the image that were labelled [object1].

Robot (4) Action selection

• The robot looks in the direction of the object that the human is pointing at.

Human (4) Perception

• “The robot is looking at the object"

Robot (5) Buffer: storing data in short-term memory

• The semantic label ‘cup’ and [object1] are placed in the buffer.
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• The location of the human face is stored.

Robot (6) Matching: storing data in long-term memory

• [object1] and ‘cup’ are stored in long-term memory.

Robot (7) Action selection based on successful storage of item in short-term memory

• After a delay of 2 seconds, the robot moves its head in the direction of the human face.

Human common ground uncertainty (2) Uncertainty on the human side after naming the cup

• Instrumental uncertainty: the robot acknowledged the human’s action when it looked at
the object. “The robot looked at the cup when I pointed at it, so it must have noticed what
I pointed at."

• Common ground uncertainty: “Did the robot understand that the object is called a cup?
Does the robot already know that the object is a cup?"

• Motivational uncertainty: “Is the robot currently trying to infer the object name?“

After this interaction, the common ground between human and robot can be constructed as follows:

Beliefs Human (ToM Level 1) Human knows “cup" is associated with the object cup.

Beliefs Robot (ToM Level 1) Robot inferred that ‘cup’ is associated with [object1].

Beliefs Human (ToM Level 2) The human does not know if the robot knows the object is a cup.

Beliefs Robot (ToM Level 2) Robot inferred that human calls [object1] ‘cup’ .

Beliefs Human (ToM Level 3) The human does not know if the robot knows that the human does
not know if the robot understood it is a cup.

Beliefs Robot (ToM Level 3) The robot did not acknowledge that the object is a ‘cup’ , so the robot
may infer that the human does not know that the robot knows [object1] is a ‘cup’ .

Situational common ground (after interaction) Both human and robot associate the object with
similar labels (“cup"/‘cup’), but the knowledge that the robot has associated the object with
the label is not common ground. The robot should use this information to communicate that
the word ‘cup’ is now common ground, or confirm otherwise.
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Figure 2.3: This figure is based on the architecture in Figure 2.1. It is a simplified version of the
model that is meant to clarify the model’s relation to the design recommendations.

2.8 Design recommendations
Norman identifies seven design principles for interaction design, namely discoverability, feedback, a
conceptual model, affordances, signifiers, mappings and constraints [199]. These principles point to
the importance of making sure a person interacting with a product or interface is able to determine
which actions are currently possible, what the state of the device is, making sure that the person has a
good conceptual model of how the device operates, and giving feedback in response to the person’s
actions. Such design principles have also been proposed for HRI [72][282]. Here, we propose several
design recommendations based on the AMODAL-HRI model for interaction designers in the field of
HRI.

The human and the robot are different types of entities. In the model in Figure 2.1, they are depicted in
an abstracted form, with similar-yet-different processes and components. This allows for comparing
the two sides. Such a comparison can help identify potential communication failures. Differences in
the capabilities of the robot versus the human can lead to communication failures if the human has
expectations regarding robot behaviour that the robot does not meet. In Section 2.8.1, we discuss
some of these differences, such as differences in perceptual capabilities.

In Sections 2.8.2-2.8.6, we discuss design recommendations that are aimed at overcoming or amelio-
rating these differences. In order to better illustrate the design recommendations and the factors that
are most relevant in the communication process, we have added an additional version of the model
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in Figure 2.3. The way the robot processes information is still the same as in the robot architecture
version in Figure 2.1.

The design recommendations in this section are related to the concept of transparency (and related
themes such as explainability, understandability, and interpretability). It has been proposed that
transparency can aid a user when it comes to understanding how an AI system works and performs
decision-making processes. Transparency for robotics and AI means that the system informs the
user regarding what the system is doing and why, (1) making it easier for the end user to predict the
system’s future actions and (2) in order to enhance the user’s trust in the system. The function of
transparency is to support the end user in understanding the reasons behind a system’s decisions
and actions, and it helps the user check if the system is working correctly [84].

2.8.1 Differences between the human and the robot
Before diving into a discussion of high-level differences between humans and robots, it should be
noted that there is an incredible diversity when it comes to human bodies and physical abilities, how
humans interact with technologies, a diversity of cognitive abilities, and so forth. Robots should be
designed in ways that ensure accessibility in order to accommodate a diverse group of end users.
While there is a large variety in robot morphologies and the ways robots can be programmed, robots
are far more generic, and the way one robotic system functions can in theory be replicated on (similar)
robotic systems.

Robots and humans have different perceptual capabilities, as there is a difference between robot
sensors and human sensing. Robot sensors have a different range and may perceive different in-
formation, compared to the human sensory organs. For example, the camera view may only cover
a fraction of the range and area that a human eye can perceive. Liu and Chai write that humans
and robots lack a shared perceptual basis due to differences in perception and reasoning. The
robot’s perceptual capabilities are limited and markedly different from those of the human interaction
partner due to, among other things, its specific computer vision algorithms (one particular problem
that is well-researched is the referential grounding problem, which in the context of HRI refers to the
problem of connecting references by a human interaction partner to objects in the environment to per-
ceptions of those objects by a robot) [178]. In addition to differences introduced by the particularities
of a machine learning algorithm, there are differences in sensor reliability in different conditions [250,
p.103], and different modelling conventions can be chosen to represent the world (environment) and
the state of the robot based on sensor data [250, p.104]. On the other hand, a robot can have addi-
tional sensors, such as infrared sensors, and obtain information a human does not (biologically) have
access to. This can lead to the problem that it can be difficult for a human to understand what the
robot is (in)capable of doing or perceiving. The robot’s capabilities and functionality can be conveyed
to the human through training [51] (different instruction methods such as video tutorials are possible,
as is trial-and-error exploration [37]). Others propose that the robot could assess the reliability of its
perceptions through human-robot dialogue [178].

Another difficulty with respect to robot perceptual and cognitive capabilities concerns asymmetries
in the recognition versus production of speech. Thomaz et al. note that it is much more challenging
to make robots capable of recognizing speech than it is to make them capable of producing speech
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with a similar level of complexity. However, if robots are capable of producing speech at a certain
level of complexity, this may lead people to infer that the robot will be able to understand their speech
at that level of complexity [275].

In addition, robot perception and reasoning can be biased due to biases in the datasets that were
used to train machine learning models. For instance, with regards to gender bias, Wang et al. write
that in dataset COCO, “images of plates contain significantly more women than men. If a model
predicts that a plate is in the image, we can infer there is likely a woman as well. We refer to this
notion as leakage" [295, p.5310]. If robots make use of machine learning algorithms that were
trained using such datasets, they may amplify and reinforce existing societal biases. While humans
are certainly biased as well, our biases are not amplified in a similar way.

With regards to physical movement, humans and robots have different action capabilities: they have
a different workspace, and different possibilities regarding motion speed and acceleration. (Again,
we note that there are differences among humans as well.) Humans and robots have different action
possibilities and communication modalities (for instance, a robot may be able to communicate using
LED lights) due to differences in embodiment and morphology. Hoffman et al. write that there is
a large variety in robot morphologies. For instance, the robot’s embodiment can be zoomorphic
or humanoid, some are able to manipulate objects with arms while other have wheels, et cetera.
They write that perceived robot morphology influences the capabilities that humans expect a robot to
have [132].

It can be expected that humans will adjust more easily to robot limitations than vice versa. Dale et
al. [59] describe that in studies of computer-mediated communication, people accommodate to their
interaction partner when they think their interaction partner is simulated, for instance by using less
complex language and by taking the other’s perspective more often, as they aim for a maximum level
of mutual understanding. While it may not be desirable to rely on humans to adjust to the limitations
of machines as a design strategy, we mention it here as a difference.

2.8.2 Affordances
Signifying affordances is useful in the context of communicating differences in robot sensing and
action capabilities to the human. The term affordance, coined by Gibson, refers to an agent’s possi-
bilities for action when interacting with an object or environment [199]. This agent could be a human
or a robot. The affordance concept can be applied to a human’s possibilities for action when inter-
acting with an object or device such as a robot. In this case, signifying the affordances (through
signifiers) in order to make them discoverable is a human-centered design challenge (see [88]). The
concepts of affordances and signifiers are closely tied to Norman’s concept of discoverability, which
is a human-centric notion that indicates that the human can find out how the device functions through
directed experimentation or applying mental models from similar devices.

For example, if the robot has the capacity to record audio and interpret speech, the robot affords
being spoken to by a human interaction partner. Affordances can be communicated to the human
interaction partner by using signifiers. That is, by communicating such things as what the robot can
read with its sensors, it can be communicated to the human how the robot can be interacted with.
The robot’s actions can give the human clues regarding the actions that are possible with the robot.

57



2. Communication models in Human-Robot Interaction: An Asymmetric MODel of
ALterity in Human-Robot Interaction (AMODAL-HRI)

For instance, if this particular robot can only understand the words “yes" or “no", it can signify this by
asking the participant to answer with “yes" or “no" after each question.

Another consideration regards embodiment design, for instance with respect to the placement of
sensors or how sensor placement is communicated. Humanoid robots are often designed to give
the impression of having eyes, but sensors that capture image data are not necessarily placed at
the same location. The same goes for microphone and loudspeaker locations. For instance, on
the Pepper robot, the microphones are placed on top of the head, while the speakers are at the
ear locations [253]. When it comes to signifying affordances, if a humanoid design is chosen, it
may be desirable to place sensors in a way that corresponds to the approximate location of human
sensory organs. If the sensor placement deviates from expectations significantly, this may need to
be communicated to human interaction partners.

Regarding the example in Section 2.7.5, we can identify various opportunities for communicating the
state of the teaching and coordination process by applying the concept of affordances. First of all, the
robot can indicate that it can be talked to by asking questions regarding objects in the environment
or through an attentive posture (affordances/signifiers). Secondly, the robot has already indicated
that it can focus its attention and attend to items the human talks about by looking at the object the
human is pointing at (see label Robot (4)).

Design Recommendation 1 Signify affordances to indicate how the robot can be interacted with.

Design Recommendation 2 Communicate the robot’s intended function and action possibilities in
different situations to novice users, so the human can understand how the robot functions.

See also Fischer [88], who argues that the robot can communicate affordances implicitly by means
of leading questions, and who argues that we can make use of the “downward evidence" signalling
strategy: when humans are presented with high-level capabilities, they expect the robot to have
lower-level capabilities as well. This is an implicit way of signalling affordances [88].

2.8.3 Mental models and design metaphors
Mental models have been defined as “the mechanisms whereby humans are able to generate de-
scriptions of system purpose and form, explanations of system functioning and observed system
states, and predictions of future system states" [236, p.7]. Interpretation and understanding in hu-
mans can be described as occurring through the application of certain frames or mental models [79]
to a situation, based on previously experienced situations6. In HRI, the mental model concept has

6Endsley relates the concept of the mental model to that of the situation(al) model, a way of understanding
the current state of a system. A situation model/mental model can be used to identify critical cues and
elements to attend to, understand the meaning of elements in a situation, predict future states, and identify
which actions are appropriate in this situation. Mental models and schemata are based on experience [79].
Similar terms have been proposed by different theories in communication research. For instance, similar terms
are recipe knowledge [26, p.57] and habitualized actions [26, p.71] in social constructionism (the sociocultural
tradition in communication theory). In action-assembly theory, a related concept is procedural knowledge, which
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been used to indicate people’s estimates of the knowledge, abilities, role and goals of the robot [152].
We also link the concept of mental models to the concept of the design metaphor . This concept was
discussed in the context of HRI by Deng et al. [65], and refers to how the associations that a partic-
ular robot design provokes lead people to have certain expectations regarding the way it functions.
For instance, if a robot has a humanlike appearance, it appeals to a human design metaphor.

Mental models or design metaphors can also be provoked by means of the robot’s behaviour. For in-
stance, Cha et al. [41] report that when a robot has conversational speech abilities, people perceive
the robot to have a higher level of physical capabilities than if the robot has functional speech, al-
though this depends on whether the robot is successful at achieving its task. They conclude that
functional speech is more effective at setting expectations at an accurate level. Conversational
speech, in their experiment, consisted of phatic expressions, while functional speech concerned
status information and next actions. This would suggest that conversational speech evokes expecta-
tions of social agency, while functional speech helps set expectations more correctly, as it is more in
line with a device mental model or device design metaphor.

Thus, appealing to specific design metaphors or mental models may help people build correct ex-
pectations of how the robot functions. We do note that designers should take care not to reinforce
societal stereotypes (e.g. regarding gender) when choosing to appeal to, for instance, human design
metaphors.

Design Recommendation 3 Use an appropriate design metaphor to set human expectations of the
robot and the interaction at a more accurate level.

2.8.4 Transparency
Another design recommendation is to make use of transparency mechanisms. Transparency involves
communicating such things as the robot state, (accuracy of) sensing capabilities and currently active
processes within the robot. By communicating the robot’s limitations and internal processes, humans
can form a more helpful mental model or perform behaviours that accommodate the robot’s limita-
tions [211]. Fischer’s notion of transparency involves communicating reasons for robot failure, the
robot’s reliability, and robot awareness of the human to the human interaction partner [88]. The con-
cept is related to Johnson et al.’s notion of observability [149], as well as understandability : making
sure the robot’s behaviour is understandable to its human interaction partner by making such things
as the robot’s beliefs and goals [122]. Transparency through visualization has been investigated in
the context of robotics [43][211][249]. Communicating speech recognition results is an example of
transparency regarding the sensing capabilities of the robot. A less taxing alternative with respect to
human attention may be to indicate the accuracy of its speech recognition. Indicating whether the
robot is currently processing input by changing the colour of a subset of its LEDs is an example of
transparency regarding internal robot processes.

helps an individual to determine what to say or do next (sociopsychological tradition of communication theory).
In Goffman’s frame analysis, we find the terms strips and frames [177] (sociocultural tradition). Goffman set
forth the notion of primary frameworks that, he says, individuals use as “schemata of interpretation" [107, p.21].

59



2. Communication models in Human-Robot Interaction: An Asymmetric MODel of
ALterity in Human-Robot Interaction (AMODAL-HRI)

Regarding the example in Section 2.7.5, the success or failure in sensing the human’s actions can be
indicated by mechanisms that enhance system transparency. For instance, (1) the robot can indicate
that the human’s speech was not understood by verbally informing the human or by providing speech
recognition results on a screen. (2) The robot may also provide transparency with respect to common
ground by indicating which objects were recognized (verbally, or on a screen).

Design Recommendation 4 Use system transparency to communicate status information, sensing
capabilities and currently active processes.

We note that finding the right level of transparency is a non-trivial task. A variety of communication
modalities can be used to different effects, and other factors such as cognitive overload may start
to play a role when a great deal of information is communicated to an end user. Testing the effects
of different ways of conveying information as well as different types of information can be a labour-
intensive process.

2.8.5 External influence
One difference between humans and robots is that external influences on the human side require
interpretation by the human to have an effect on the human (with the exception of direct physical
impacts), while external influence on the robot side is always direct. Humans can be directly influ-
enced by impacting which information reaches the human or manipulating their body (e.g. turning
their head to face in a certain direction). On the other hand, the robot has an ‘open’ nature; it is
permeable to external influences (provided it is reprogrammable and reconfigurable), see also Fig-
ure 2.2. External influences and connections are not always problematic, but a few cases require
further consideration. External influences and external data processing should be communicated to
end users, especially in cases in which the end user’s privacy is impacted. The external influences
should be made explicit for the end user, and the end user should be asked for consent regarding
external data processing. One can also think of the case of software updates. If it is important for
the robot to maintain functionality even in the absence of a stable internet connection, the system
developers should build a version of the system that still provides the desired functionality without
external processing.

Design Recommendation 5 Communicate external influences to end users and, if possible and
necessary, supply a product that is still functional without external processing.

Again, this problem is non-trivial, as regulations such as the GDPR need to be taken into account,
as well as rights such as the right to privacy. The European GDPR regulation requires companies
to provide end users with intelligible explanations regarding the way their data is used [80], which
is also related to the issue of transparency as described in Section 2.8.4. Felzmann et al. provide
considerations regarding robots, the GDPR and transparency, and propose a procedural checklist
for implementing transparency within robotics development. The checklist includes steps such as
identifying obligations, as well as stakeholders and their needs [84]. We also note that privacy and
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data processing must be even more carefully considered when it comes to social robots operating in
public space. While guidelines for video surveillance with static cameras have been developed in the
EU [76], for instance, social robots that move around in space autonomously and are equipped with
cameras would require more specific guidelines and regulations.

2.8.6 Common ground
Achieving mutual predictability would require that the robot shares representations with a human
interaction partner and ‘understands’ them in a similar way. Beliefs held by both entities can be
considered common ground, although these beliefs are present in different ways in the human and
the robot agent. For instance, on the robot side, beliefs can be stored in the form of logical statements.
Note that with respect to common ground in the example in Section 2.7.5, “cup", ‘cup’ , [object1] and
the actual cup are all different things.

With respect to instrumental uncertainty, common ground uncertainty and motivational uncertainty,
interaction designers can choose to design robot behaviour in a way that reduces uncertainty of a
human interaction partner. With respect to the example in Section 2.7.5, the robot could verbally
communicate its goal at the start of the interaction to reduce motivational uncertainty.

Design Recommendation 6 Integrate specific robot behaviours to reduce instrumental, motivational
and common ground uncertainty.

Solutions for disconnects in common ground include making robot capabilities explicit, e.g. by ver-
bally or textually informing a user (system transparency). Another mechanism is to include external
representations of the joint activity. This has been discussed by Clark, who gives the example of the
chess board, a device that keeps track of the joint activity, that is, chess [48, p.45]. In HRI, screens
and user interfaces can play the role of such an external representation. In the manufacturing domain,
collaborative robot systems often include a graphical user interface that displays status information
and task progress.

Design Recommendation 7 Use external representations of the joint activity to keep track of the
accumulated common ground, if necessary.

Note that the ‘common ground’ indicated in the model will always be minimal compared to the com-
mon ground shared by humans. For instance, even if two humans cannot speak each other’s lan-
guage, they can oftentimes still communicate and understand each other. If a person encounters a
robot that cannot interpret the language (or way of interacting) the human uses, the interaction will
completely fail. In interaction between humans, we can assume a substantial common ground, which
cannot be assumed in human-robot interaction [51].

2.8.7 Recommendations for modelling human-robot interactions
Based on the models surveyed in this paper and the process of modelling that led to the models
proposed in this paper, we would like to give HRI researchers some recommendations with regards
to modelling communication and interaction processes in HRI.
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Model Design Recommendation 1 Define the level of analysis when discussing and modelling
human-robot interactions or communication between humans and robots. It is not possible
to include every level of discussion, nor every relevant factor, when modelling an interaction.

Model Design Recommendation 2 Clarify design choices and consider the assumptions made in
choosing to model the interaction in a certain way. Be specific in presenting the supposed
functioning of the human, robot and interaction. Make it explicit and keep in mind that there is
a large variety of human bodies, abilities, behaviours and identities.

2.9 Limitations of the present work
There are limits to applying models of communication between humans to communication between
humans and robots. However, we posit that models of communication between humans are a useful
starting point, as they allows us to directly compare similar processes in communication between
humans to communication between humans and robots, and humans likely bring expectations from
communication between humans to their interactions with robots. This can give us insight into when,
why and how communication failures may arise.

The model by Kincaid is not the only model of human perception, cognition and action (see e.g. [174]).
Human cognition can most likely be depicted in a more accurate way, but this was not the aim of the
current paper. The model by Kincaid was chosen as it meshes well with a joint action perspective,
which is useful in the context of HRI and HRC. We hope we have given sufficient background to
demonstrate that other types of models and research on communication theory can also be applied.
We have outlined connections to different levels of discussion in communication theory. Here, we
see another potential area of future research: models on the level of group communication and
interaction, as well as on the level of organizations and society. At the group (or even media) level,
one-to-many and many-to-many types of interactions can be considered.

Timing is of high importance in joint actions. The models in Figures 2.1 and 2.2 are depicted as
processes, but do not detail exactly when communication is necessary. Changes in timing have
an effect on how the action is interpreted. We have taken some initial steps towards incorporating
the time dimension in the example in Section 2.7.5, but additional models and frameworks may be
necessary. The model by Hellström and Bensch proposes that communication is necessary when
one agent (agent X) determines there is a mismatch between the other agent Y’s estimation of agent
X’s state and agent X’s actual state [122]. This can be derived for the example in Section 2.7.5 in a
similar way. However, the time dimension is of such importance that it deserves more prominence in
a model of interaction. We would therefore also encourage other researchers to explore alternatives
and come up with proposals that better express embodied, spatio-temporal and contextual aspects.

One question that arose during this work was the question of whether we can speak of communi-
cation at all when it comes to HRI, as using intentionalist vocabulary to describe robot behaviour
may be too suggestive of human-level capabilities. However, as technologies advance, people may
attribute communication capabilities to the robotic system anyway. This means that there are ethical
consequences associated with this question, for instance regarding deception [53].
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In this article, we connect the literature on HRI to (mainly) the broad field of communication theory.
Our work has been especially influenced by symbolic interactionism and social constructionism [26].
Other influences are cognitive psychology and psycholinguistics (joint action), and theory on situa-
tion awareness [79]. We are aware that our thinking is highly influenced by tendencies common in
European thought and research traditions (rational, focused on intentionality, cognitive, individual).
For instance, it can be observed that the proposed model and the design recommendations place a
large emphasis on cognitive processes and understanding. We invite other researchers to criticize
perceived gaps in the arguments presented here and to propose alternatives.

2.10 Conclusion
The first aim of this article was to connect the research field of HRI to that of communication theory.
We surveyed models of interpersonal communication from communication theory and focused our
discussion on the transmission model of communication and transactional models of communication.
We discussed communication and interaction models that are presently applied in HRI. We identified
several models that fit a control paradigm of human-robot-interactions, and models that fit a social
interaction paradigm. We identified and discussed several problematic aspects of existing communi-
cation and interaction models in HRI. The main problem we identified, is that often, the human and
the robot are depicted as similar entities, while they clearly are dissimilar at the moment. This was
in line with our second aim: to identify the asymmetries in human-robot interaction and communi-
cation. Differences in capabilities do not have to be problematic, as the robot’s capabilities can be
complementary to those of a human. However, communication failures as a result of these differ-
ences may arise. Another problem is that the interaction itself is often depicted in a simplified way,
and understood as the ‘sending of signals’. A joint action approach is more appropriate. The third
aim of this article was to formalize an asymmetric model of joint action for HRI. We proposed the
Asymmetric MODel of ALterity in Human-Robot Interaction (AMODAL-HRI). We did not aim to make
the model as asymmetric as possible; instead, we aimed for the model to have similar processes on
the human and the robot side to allow for direct comparison. This allows for identifying differences
in a productive way: it allows for identifying asymmetries between human and robot capabilities and
for proposing strategies to improve the robot’s usability with respect to said asymmetries. In terms of
practical applications, the model can be adapted to fit a specific technical setup. We demonstrated
how the general model can be useful in practice, namely by means of the use of scripts as in the
example in Section 2.7.5 and by comparing components and critically discussing the results of the
comparison and differences with interpersonal interaction.

The main contribution of this work regards improving human mental models of robots, by investigat-
ing how interaction design can contribute to improving people’s mental models of robots and their
capabilities, in order to achieve successful human-robot interactions. By using this concept, we as-
sume that people’s previous experiences with technologies, objects, and even humans impact their
expectations of interactions with devices such as robots. People’s expectations can change by learn-
ing about or repeatedly interacting with the technology. We assume that if we achieve a better match
between expected and actual robot behaviour, we will foster social acceptance and trust. Supporting
accurate understanding of systems will help people know how to use the technology for their own
goals, and help people rely on technology appropriately [171].
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2.11 Future Work
As mentioned earlier, some aspects of the proposed model deserve more attention, such as timing
in interaction, aspects relating to the environment (such as embodiment, physical space), and the
involvement of other actors and team or group coordination. Future work can include surveying coor-
dination frameworks and cognitive architectures for coordination, as well as approaches that model
timing in interaction, with the aim of proposing additional communication and interaction models. We
may also propose additional models that operate on different levels of communication (e.g. the level
of group interaction, of organizations, the media, and society). Another interesting approach would
be to adapt the model so that it integrates an existing cognitive architecture, for instance one based
on a three-tiered architecture. This can be useful to see if the model still applies or breaks down. Fi-
nally, we propose that more work is required to detail how we can design transparent user interfaces
for HRI applications.
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CHAPTER 3
Co-design of Robotic Technology

with Care Home Residents and
Care Workers

This dissertation chapter has previously been published as the following publication:
Frijns, H.A., Vetter, R., Hirschmanner, M., Grabler, R., Vogel, L., Koeszegi, S.T. (2024)
Co-design of Robotic Technology with Care Home Residents and Care Workers. In
The PErvasive Technologies Related to Assistive Environments (PETRA) conference
(PETRA’24), June 26–28, 2024, Crete, Greece. ACM, New York, NY, USA, 10 pages.
https://doi.org/10.1145/3652037.3652070

3.1 Abstract
This paper reports on a co-design workshop series with residents and care workers in a care home,
in which we ideate robotic technologies by starting from basic functionalities. We investigate whether
introducing technology components to older adults and care workers in care homes enables them to
imagine usage scenarios for (robotic) technology in care, and compared outcomes and engagement
across groups: one group of care workers, one group of residents, and a mixed group. Having
an interactive prototype prompted most response in the resident-only group. Inclusion of both care
workers and residents highlighted the different and sometimes conflicting interests of the institutional
context, contrasting responsibility for safety and the experience of living in a care home.

3.2 Introduction
Increasingly, Human-Robot Interaction (HRI) researchers apply participatory design (PD) or co-
design (collaborative design [204]) methods to develop robot applications that are appropriate for
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Figure 3.1: Co-design workshops with residents and care workers in care homes, in three stages.
Stage 1: Introduction with (a) focus group on Admission and (b) workshop on Robots and their
strengths and weaknesses with a drawing activity. Stage 2: Technology Workshops on (c) Computer
Vision with a drawing activity and (d) Conversational AI with interaction with a conversational proto-
type; Stage 3: Final Workshop on (e) PD with further development of scenarios using canvases.

people’s needs in the care context and that make for more equitable design processes [204, 233, 170,
276, 135, 102]. An aging population and shortage of care workers pose societal challenges [166].
Though many applications for robotic platforms have been developed that aim to support care prac-
tices, by performing functions such as monitoring older adults, or providing cognitive or physical as-
sistance to older adults, robot use is not widespread [166]. In studies on application of social robots at
care homes, concerns have been raised regarding additional workload for care workers [187], fears
that care workers will be replaced by robots [39, 166], the use of a robot causing care workers addi-
tional stress [40] and accessibility issues for older adults when (social) robots were used [39, 187].
Further, there are the issues of high cost, limitations to the maturity and readiness of existing robotic
systems, concerns related to liability, privacy, technology acceptance, and limited research on long-
term HRI [166]. Issues regarding accessibility, technology acceptance, and workload concerns make
it all the more relevant to consider co-design methods for designing robot technologies.

In more general user-centered design methods, users tend to only evaluate (social) robot designs
that are predetermined by researchers and developers [170]; such methods offer a limited space for
users to be involved in the design process, and they are often treated rather as informants [204] than
equal partners in the design process. Advantages of PD or co-design methods are improved rep-
resentation of user needs and preferences in robotic technology design [233] and giving end users
an enhanced sense of ownership [102]. Participatory design or co-design is an approach to design
that enables stakeholders to impact design (in this case of robotic technology). Co-design processes
can include using a variety of (creative) methods to elicit tacit knowledge, and includes communi-
cation and mutual learning between technology designers and stakeholders [135, 233, 102]. Tacit
knowledge refers to experience-based knowledge that stakeholders have in relation to the context
that they operate in. For example, care workers in a care home have a wealth of experience-based
knowledge on how to care for, and communicate with care home residents. Co-design methods in-
volving stakeholders and researchers create the opportunity for mutual learning. Researchers can
gain a better understanding of what is important to end users and what the values of those end
users are [135]. Stakeholders on the other hand can learn about technical capabilities from re-
searchers [170]. This is also intended to address power imbalances between technology developers
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and users [170]. Communication about technology may decrease the information gap that exists on
the side of care workers, so they are better able to imagine the use of the technology for their own
purposes [40].

We report on a co-design workshop series on robots and technology components. The workshop
series aimed to engage stakeholders in a care home, that is, care home residents and care workers,
before a specific application scenario is chosen. The technical workshop topics in the series were
robots, conversational AI, and computer vision. We aimed to present technical knowledge in accessi-
ble ways. For example, the session on conversational AI included a prototype that participants could
ask questions with a chat interface. Moreover, we included creative activities to facilitate participation
in verbal and tangible forms. We explicitly embedded the opportunity to iterate on ideas in a final
workshop on PD. Bratteteig and Wagner [32] focus on design decisions as a key feature of user
engagement in PD. Design choices is what participants in PD are involved in: the creation, selec-
tion, concretization and evaluation of such choices. In the research project Caring Robots // Robotic
Care [98], we are in the phase of creation of choices, for which it is important not to close the space
of potential choices too soon. For this sharing of power, we consider it especially important to enable
stakeholders to learn about technical possibilities. The workshops took place with three different
groups: one group of care home residents, one group of care workers who work at the care home,
and one mixed group. Our main research question is: How can we conduct participatory workshops
about robotic technology components in ways that enable care home residents and care workers to
envision use cases for technology in their care? Sec. 3.3 describes related work. Sec. 3.4 includes
an overview of the workshop series (see also Fig. 3.1). In Sec. 3.5 we report on the outcomes of
the first four workshops, and in Sec. 3.6 on the outcomes and analysis of the final workshop. The
contribution of this paper consists of the design of the workshop series, as well as recommendations
for co-design workshops with care home residents and care workers in different group constellations
(Sec. 3.7).

3.3 Related work
Examples of works that report on PD/co-design work of robotic systems with older adults, include
e.g., [14, 170, 204, 102]. Common steps in PD processes are initial interviews, presentation of
existing robots (for example by means of videos), developing a robot design, and presentation of
ideas [233]. Antony et al. [14] report on co-design workshops with older adults to design robots that
assist with physical activity. The process included initial interviews with nine older adults, a workshop
with physical therapists, workshops with collaborative map making activities, personas, discussions,
and sketching. Three students worked out designs that were critiqued in a final workshop with three
older adults. Ostrowski et al. [204] describe a 12-month co-design process with older adults, con-
cerning social robots for use in the home. Their process included initial interviews, art-based image
making, living with the robot Jibo, discussing experiences, prototyping interactions with programming,
generating social robot design guidelines, and reflection interviews. Lee et al. [170] and Randall et
al. [221] report on a case study with older adults with depression. The process included initial inter-
views with older adults and therapists, a workshop in which existing robots were presented (videos
and demonstrations), focus groups on designing a robot, a workshop on robotic parts, and a focus
group with staff in which the designs by the older adults were discussed. The workshop on robotic
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parts included sensor cards that contained information about the sensors. Researchers gave demos
of sensors (e.g., a camera). Participants were asked to choose sensor cards and talk about how
these could support them in their life [221]. Gasteiger et al. [102] report on a four year project on the
development of an assistive robot for mood stabilization and cognitive training applications for older
adults that involved PD activities. Hsu et al. [135] report how they redesigned robot co-design work-
shops in order to make these more suitable for people living with dementia. The revised workshop
series contained more familiar activities such as storytelling, singing by the robot, dressing up the
robot and dancing with the robot [135]. Thunberg and Ziemke [276] report on a PD workshop with
one group of care home residents, one group of older adults living at home and one group of care
home staff. They asked participants what they know about robots and informed them about current
robots. Moreover, they applied the PICTIVE method, which involved supplying participants with an
image with four robots in a living room setting and materials for labelling the robots.

The main research gap addressed by our work regards the inclusion of both care workers and resi-
dents in the ideation phase of potential roles for robotic technology. Existing co-design processes for
robotic technology with older adults tend not to include care workers in the ideation phase. Rather,
care workers are consulted as informants or evaluators of designs by older adults, e.g., [14, 221].
Some other works also include care workers in the co-design process, but often they are not in-
volved in the ideation phase that the older adults are part of (e.g. [221]). The one exception is [276],
who ran a single workshop. Similar to [276], we include groups of care home residents and care
workers in a care home. However, instead of one workshop, our process included multiple work-
shops and a variety of activities to engage participants in the co-design process. We chose to run
the workshop in different constellations, including a group with both residents and care workers, to in-
vestigate how this influenced participation and idea generation. We expected different outcomes, as
different stakeholder groups have different priorities and needs (see [169]). Therefore, it is worthwhile
to investigate a longer co-design study with care workers and care home residents in the ideation
phase. We ran 4-5 workshops with a duration of 2 hours each, with three different groups, involving
different activities.

A second research gap is to enable learning about “robotic building blocks” through workshops on
robotic components and software functionalities such as conversational AI. Co-design studies for
robotic technology usually include existing robot embodiments and imply roles for robots [14, 204,
221, 276]. Existing works on participatory design for HRI often include existing robotic platforms
(e.g., [204, 170]) and predetermined application scenarios (e.g. [204, 14]). Randall et al. [221] write
that showing finished robots resulted in older adults either rejecting or accepting the system as a
whole rather than considering modification. An advantage they report is that participants referred
back to robot forms shown earlier [221], and it is useful to get responses to particular design in-
stances. However, the question remains whether there are other roles for technology that meet needs
that are under explored, but that can come to light when technology is introduced in a different way.
Existing robots imply certain ways of functioning and certain possibilities for social interaction, e.g.,
the robot Pepper implies a role or relation of a humanlike conversation partner. Instead of implying
certain roles for the technology, or introducing existing robot embodiments, we introduce technology
components and investigate whether this leads to participants being able to imagine different roles
for technology. With technology components, we mean software and hardware components that are
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commonly used in robotic systems for HRI scenarios and social robotics. Similar to [221, 170], we in-
troduce technical components and discuss robots, though our work differs; we include two dedicated
workshops on computer vision and conversational AI, and focus on the care home context. In our
work, we aim to leave the robot’s role open, and engage in ideation on the basis of an understanding
of technical capabilities. We relate this to the notion of sharing power in decision-making in PD [32].

3.4 Workshops
We report on a series of co-design workshops at a care home, see Fig. 3.1 for an overview. Work-
shops were conducted with three different groups, one consisting of residents, one of care workers,
and a mixed group of both. The topics of the workshops were an introductory discussion on admis-
sion, robotic systems, conversational AI, computer vision, and a final workshop on PD in which ideas
that had come up in previous workshops were developed further. The first session on admission was
intended to suggest a care practice/life period that a robotic technology may support, and to estab-
lish relationships. The second workshop on robotic systems aimed to illustrate different components
that are part of robotic systems, to discuss common assumptions about robots, and strengths and
weaknesses of robotic technology. We chose to introduce conversational AI functionality, as speech
interaction is a common aspect of communication in HRI. Computer vision is an aspect of robotics
that enables a robot to perceive and navigate its environment and to do meaningful tasks in relation
to objects and people in the environment. Based on recommendations in the literature, we included
opportunities for iteration in the workshop series, a variety of activities to promote different forms of
engagement [204, 233], and convergent and divergent activities [204]. We considered limitations
regarding sensorimotor skills and cognitive capacity in workshop material design, e.g., by having
workshop facilitators draw for older adults if required [233]. We conducted the workshops at two care
homes in Austria. These were care homes of a care organization that is a research partner in our
project. Each workshop was run by 3 to 4 facilitators from our pool of researchers with expertise on
PD, HRI and sociology, and one care expert. Some facilitators were kept constant between work-
shops to ensure familiarity for participants. The workshops took place in a separate space that was
used for occupational activities, where participants gathered around a table. A projector was used
for the Conversational AI and Computer Vision workshops. The workshop series was peer reviewed
by the Research Ethics committee at our university and was conducted in line with ethical guidelines
at our university.

3.4.1 Recruitment

We recruited participants with support of the care organization in two different care homes (care
home A and care home B). We approached participants personally before the first workshop and
discussed the study and their potential involvement. We prepared an information sheet about the
workshop, discussed the informed consent and data consent forms with potential participants, and
answered questions, after which they were asked to read and sign the documents. We aimed to
include the same participants across all workshops. However, due to limited availability (e.g., care
workers being on vacation; care recipients not feeling well), new participants could join at any stage
except the last workshop.
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ID Gender Age Role

CW1 F 44 Dementia expert
CW2 F 35 Qualified nurse, care station lead
CW3 F 37 Quality manager
CW4 F 37 Care worker, quality manager
CW5 M 43 Care assistant
CW6 F 55 Qualified nurse
CW7 F 41 Qualified nurse
CW8 M 55 Qualified nurse, quality manager
CW9 M 33 Qualified nurse
CW10 F 36 Qualified nurse, care station lead
CW11 F 48 Social worker
CW12 M 43 Care home director
CW13 F 59 Social worker
R1 F 83 Care home resident
R2 F 91 Care home resident
R3 F 93 Care home resident
R4 M 59 Care home resident
R5 F 61 Care home resident
R6 M 91 Care home resident
R7 M 74 Care home resident
R8 F 80 Care home resident
R9 F 87 Care home resident
R10 F 91 Care home resident
R11 F 75 Care home resident
R12 F 82 Care home resident

Table 3.1: Overview of workshop participants.

Inclusion criteria for care home residents were that potential participants were able to participate and
engage in 2-hour workshops, were expected to enjoy and benefit from it (based on the judgement
of care workers involved in recruitment), and that they were unlikely to experience stress or other
negative consequences from participation. Moreover, a requirement was that they were legally and
practically able to give informed consent prior to the first workshop, as well as process consent
(renewed consent for subsequent workshops). We recruited care workers of diverse qualification
levels (i.e., care home lead, station lead, qualified nurse, nursing assistant), who took part within the
context of their work and were reimbursed using project funds.

3.4.2 Participants
In total, 25 participants took part in the workshop series, see Table 3.1. Of the 25 participants, 13
were care workers (4 men, 9 women, age M=43.5 years, SD=8.4 years), and 12 were care home
residents (3 men, 9 women, age M=80.6 years, SD=11.5 years).
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3.4.3 Workshop series
Five different workshop formats were prepared. Each workshop was conducted three different times,
one time with residents, once with care workers, and once with a mixed group. In the resident group,
a care worker was present in case residents needed support. Due to short-term changes in the
availability of participants, the introduction workshop with the group discussion on admission and the
robotic assumptions workshop were combined for care home B. See Table 3.2 for an overview of
the workshops per location and per group. The start of every workshop included a short introduction
with a summary of the workshop contents, and the possibility to ask questions. New facilitators
were introduced. A facilitator would mention that the workshop would be audio recorded and switch
on the audio recording devices. The main components of every workshop included explanations of
technologies, creative activities, and group discussions. Handouts were prepared for each workshop.
All workshops and workshop materials were in German. The workshops took place approximately
once every 1-2 weeks. Each workshop took two hours. Note that the order of the Computer Vision
and the Conversational AI workshop are switched for care home B.

Introduction workshop and group discussion on admission

The aims of the first workshop were to get to know and build relationships with the participants, and
to present the structure of the workshop series. The facilitators of the workshop series introduced
themselves and the topics of future workshops, describing the technologies that would be introduced
and the planned activities. Participants were asked to introduce themselves. After the general intro-
duction, the remaining time was spent in a focus group format on admission. Residents were asked
to reflect on their admittance to the care home, and care workers were asked about their experiences
when new residents are admitted. Discussion themes included, for example, documentation of care
actions by care workers in the central documentation system (WS1B-CW), instances in which the ad-
mission of residents was unplanned (WS1B-R), the acclimatization period when residents arrived in
the care home (WS1A), and biography work (WS1A). Biography work refers to care workers collecting
biographical information on residents so that care workers are better able to provide person-centered
care that takes a residents’ preferences and life history into account.

Robotic assumptions workshop

The focus of this workshop was on robots. First, the themes from the previous workshop were re-
visited. Participants were asked to consider how a robot could support them, and were provided
with a worksheet on which the participant could visualize or textually describe the robot performing a
certain task. If a participant needed support with drawing, they could instruct a facilitator regarding
what should be drawn. Participants were asked to tell the group what they envisioned their robot to
do. After the creative activity, we discussed how robots work and what kinds of components robots
require to function. We used a schematic depiction of a robot containing different robot components.
The facilitators gave an example using the drawings from the creative activity. Then, the facilitator
introduced aspects that robots are good at (e.g., availability and precision, processing speech and
translation) and not good at or not capable of (e.g., empathy and emotion). These were inspired on
the concept of robotic superpowers, which refers the idea of making use of what robots are partic-
ularly good at to develop alternative forms of social interaction rather than building robots that have
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Workshop
(WS)

Topic Care
home

Group Participants
(codes)

Facilitator

WS1A Admission A Mixed CW1, CW2, R1, R2,
R3, R4

F1, F2, F3

WS2A Robots A Mixed CW1, CW2, CW3,
R1, R2, R4

F1, F2, F4,
F5

WS3A Computer
Vision

A Mixed CW1, CW2, R1, R4 F1, F3, F5

WS4A Conversational
AI

A Mixed CW3, CW12, R1,
R4

F1, F3, F4,
F6

WS5A Participatory
design

A Mixed CW2, CW12, R1,
R4

F1, F2, F3,
F5

WS1B-R Admission
and Robots

B Residents R5, R6, R7, R8, R9,
R10, CW11

F1, F2, F4

WS2B-R Conversational
AI

B Residents R5, R6, R7, R8, R9,
R10, CW13

F1, F2, F3,
F5

WS3B-R Computer
Vision

B Residents R5, R7, R10, R11,
R12, CW11

F1, F2, F5

WS4B-R Participatory
design

B Residents R5, R7, R8, R10,
R11, CW13

F1, F2, F5,
F6

WS1B-CW Admission
and Robots

B Care
workers

CW4, CW5, CW6,
CW7, CW8, CW9,
CW10

F1, F2, F4

WS2B-CW Conversational
AI

B Care
workers

CW5, CW6, CW7,
CW8

F1, F2, F3,
F5

WS3B-CW Computer
Vision

B Care
workers

CW6, CW7, CW8,
CW10

F1, F2, F5

WS4B-CW Participatory
design

B Care
workers

CW4, CW5, CW6,
CW7, CW8, CW10

F1, F2, F5

Table 3.2: Overview of all the workshops. Facilitators are included in the table to demonstrate con-
sistency across workshops. The facilitators presented content, asked the participants questions, and
answered those by participants. For an overview of residents (R) and care workers (CW), see Ta-
ble 3.1.
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humanlike capabilities [197, 74, 7, 75, 299]. This was followed by a focus group (a discussion set-
ting with participants to explore their attitudes [233]). For the focus group, questions were prepared
regarding what such a technology would mean for care, for privacy, and what participants took away
from the workshop (these questions were also asked at the end of the Computer Vision and Conver-
sational AI workshops below). Depending on the energy of the group, the creative activity was done
a second time.

Computer Vision workshop

This workshop started with a short demonstration of RGB and a depth camera. The live camera
stream was shown as a 3D point cloud on the projector. Next, participants were asked to imagine
how a technology could support them with seeing. This was a drawing/writing exercise. The work-
shop continued with an example using pictures of cats and pictures of animals with similar features
(e.g., whiskers, pointy ears). This example was given to illustrate the difficulty of specifying an ex-
haustive set of rules to assign the correct category label to a detected instance. After a short break,
the facilitator gave a high-level explanation of computer vision and neural networks with a step-by-
step example of how to detect handwritten digits. Two demo applications were shown. One demo
application was on object detection. In the demo, objects and people in the space were detected
and classified. A visualization was shown of the camera stream, with bounding boxes drawn around
the objects. Another demo application was on detecting body pose, with skeleton joint positions
that were drawn on top of the camera stream when a body pose was detected. There was further
discussion in a focus group setting.

Conversational AI workshop

For this workshop, a system was developed using OpenAI Chat Completion with the gpt-3.5-turbo
model [201] and macOS text-to-speech and speech recognition. This was combined with a visual
chat interface and a microphone and speaker. Participants could speak into the microphone to ask a
question and the OpenAI API was used to generate a response. To prevent sending personal data,
controls were built in so that the facilitator could check and alter the prompt before sending it to the
OpenAI servers. Similarly, server responses were first checked by the facilitator before being shown
to participants.

The workshop started with a demo in which the conversational program wished the participants a
good morning. The researcher explained, among other things, that large language models use many
sources of information and that these work by taking the next word in a sentence that has a high
likelihood of being correct. Participants were given a worksheet with the question what they would
ask a conversational program. They could pose these questions to the system. Then, the researcher
explained what such conversational programs are good at (e.g., translating) and bad at (e.g., no
personalization is included). There was a final discussion in a focus group setting.

Participatory Design workshop with scenario development

This workshop included a short introduction on the topic of PD and emphasized that participant input
was valued in the context of the workshop series. We brought in scenarios that participants had
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come up with during previous workshops (from discussion themes, worksheets) and worked these
out in smaller groups of 2-3 participants and 1-2 facilitators. The workshop was shaped differently for
the resident group, in response to how they had been able to contribute and participate in previous
workshops (see below). Moreover, different scenarios were selected for each group, depending on
outcomes of the creative activities in prior workshops, as described in Sec. 3.5. The scenarios and
the discussions in the smaller groups are described in Sec. 3.6.

Canvases were prepared, inspired on social robot co-design canvases by Axelsson et al. [16], which
are intended as a tool to structure multidisciplinary design processes. For our workshops, we pre-
pared individual, smaller canvases with one topic per canvas, which were mainly used to moderate
the discussion. Participants were presented with one scenario (e.g., a system for documentation
support for care workers) and several functionalities (e.g., making a summary of the night shift).
They were asked to select functionalities to work out further in the discussion. Questions on the
canvases focused on topics such as who would use the technology, the location and form of the
technology, when the technology would be active, how the functionality is achieved at the moment,
privacy, impact on work/life, input modalities, and output modalities. See Fig. 3.2 for the first canvas
that presents an overview of the discussion topics. The workshop ended with a final discussion, a
feedback round, and discussing images of robots, including pictures of robots at our lab.

3.4.4 Collected data
Collected data consisted of audio recordings of the 13 workshops, 13 audio recordings of reflection
discussions by researchers directly after each workshop, and pictures of worksheets participants
completed. The audio files of the workshops and the reflection discussions were transcribed with
a local installation of OpenAI’s Whisper [202], and were manually checked, corrected, and speaker
changes were annotated.

3.5 Outcomes of the creative activities
In this section, we report mainly on the engagement with creative activities and creative activity
outcomes from the workshops described in Sec. 3.4.3-3.4.3. An overview is provided of the types of
questions that were asked in the Conversational AI workshop and the types of scenarios envisioned
in the drawing activities.

3.5.1 Questions to a conversational program
Participants were asked to reflect on what they would like to ask a conversational program, and to
write these questions down. Some questions were entered in the system through speech or typing
in a demo setting. In W4A, questions were asked on practical matters such as the weather, who
has the night shift, translation, menu and activities for the day, doctor’s appointments, and what time
it is. There were also questions that were intended to make sense of the system. One resident
specified instructions (e.g., bring me lunch in my room). Other application ideas included input in the
documentation and engaging in conversation with residents if a care worker is occupied elsewhere.
Questions that were asked by residents in WS2B-R included questions about practical matters, such
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Figure 3.2: Main canvas that presents an overview of the topics of the other canvases for discussion
during the final Participatory Design workshop.

as what to cook tomorrow or how to reach a relative, and personal situation questions (e.g., "when
will I be able to walk again?"). Several questions related to making sense of the system, see 3.7.2.
In WS2B-CW, there were practical questions about diagnoses, active agents in medication, contact
data of doctors, prices of medical products, answering legal questions, and how the night shift went.
There were questions regarding capabilities of the system, for instance whether it recognizes if a
person is sad.

3.5.2 Drawing activities

Both the Robots and Computer Vision workshops contained activities where participants were asked
to envision a scenario by drawing and/or writing on a sheet. Drawings were analyzed by combining
the verbal descriptions of drawings from the workshop transcripts and the worksheets, which were
qualitatively analyzed and coded regarding the application scenario that the participant described,
see also [204].

Overall, ideas by residents from the Robots and Computer Vision workshops included robots for
physical assistance and rehabilitation, bringing objects/breakfast to residents, reading small fonts,
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and providing information such as the plan for the day. The main themes that were suggested by care
workers related to some form of documentation support, including documentation in all languages,
automatically doing measurements and entering these in the documentation, inferring care plans,
and providing training for care workers. Secondly, several ideas related to pressure injury prevention,
classifying wounds and tracking wound healing. There were ideas relating to fall prevention, tracking
the locations of residents who have a tendency of walking away, and providing information to relatives
and residents. Ideas that were suggested once included robots for distribution of medication or food
and for physical activation of residents.

Regarding engagement of participants during the workshops, in the Robots workshop all participants
in W2A came up with ideas in the first and second round. For two of the residents, the concept of
the robot failing or having weaknesses from the facilitators’ explanations seemed to have made an
impression. During the second creative activity, one resident talked about a robot that fails while
another robot comes to help the failing robot. Another brought in the concept of learning, suggesting
a scene in which a robot had to learn to cook different recipes. In WS1B-R, the drawing activity was
met with skepticism. For example, R7 stated: "I return this empty. What can happen? I’m lying on
the floor and a robot comes and helps me out. I don’t believe it." Two out of six residents drew or
wrote something. In WS1B-CW, all care workers completed a worksheet. One person drew a human
and a robot and stated not being able to imagine the robot. One participant drew two robots, stating
that they should "communicate at eye level", which means that there is no hierarchy. In the Computer
Vision workshops, all participants completed a worksheet in W3A. R1 first stated not having any idea.
After being prompted by R4, who asked if the robot could help her read small font, R1 proposed a
robot that read out text messages she gets on her phone. In WS3B-R, three out of six wrote or drew
something on the worksheet: a reading aid, a nightstand with a lamp and radio, and one resident
could not imagine anything and drew question marks. In WS3B-CW, all four care workers came up
with ideas.

3.6 Analysis of the PD workshop

The last workshop is described in more detail here, as it is exemplary of the iteration step we em-
bedded in the workshop series to work out participant ideas further. At this point, participants had
received all information and were familiar with us and the group, which makes it most relevant to
see how our approach impacted the outcomes and engagement in different groups. For the last
workshop, the ideas that were proposed by participants were iterated on in smaller groups. Selected
application scenarios were further discussed in the last workshop (Sec. 3.4.3). The transcripts of
the six group discussions in WS5A, WS4B-R and WS4B-CW were analyzed using summative qual-
itative content analysis [186]. This approach was used to reduce the material to obtain first results
on the focal points of the contents of the scenario discussion, the group dynamics, and the ways of
relating to the topic of discussion. The researchers used MAXQDA to categorize and translate the
material into summaries for each group discussion. F2 and F4 jointly discussed these summaries
of categorization by checking back with the original material for additional validation [186, p.165].
This process was based on the idea of Kuckartz [164] who developed Mayring’s method further by
taking into account case comparisons within qualitative content analysis. Being able to compare the
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cases (the different group constellations) was crucial to answering our research question regarding
participation and ideas of the different care stakeholders who were involved.

3.6.1 Mixed group
In WS5A, five scenarios were brought in based on ideas from prior workshops. The five scenar-
ios were (1) a personal assistant for residents that can bring objects and provide information, (2) a
monitoring system, (3) a documentation system for care workers, (4) a digital companion for biogra-
phy work, and (5) a system for rehabilitation and fitness support. Participants were divided into two
groups based on their interests.

In one of the groups (CW12, R1, F2, F3), the documentation scenario and an assistive robot scenario
that could perform tasks such as bringing food were discussed. Speech input, translation capabilities,
and automatic entry of data from different sensors (e.g., blood pressure) were deemed beneficial for
the documentation system. The conversation was carried by the care worker. The resident opted
to be in this group out of curiosity (and stated not needing technology that brings her something
or informs her of something). The resident related part of what the care worker said to her own
experience, for example to illustrate that she sees the use of a translation functionality or that an
emergency system in case of falls should be 100% reliable.

The discussion in the other group (CW2, R4, F1, F5) focused on a potential monitoring system
that could measure vital signs of care recipients. A hypothetical system of wearable sensors was
discussed that would alert care workers if values were out of the norm. Preferences were discussed,
such as manually setting personalized thresholds, between which the system should not alert care
workers. Both the care worker and the resident talked about current care practices and how a system
could function, look, etc. R4 was younger than the average care home resident and belonged to a
different generation. He brought a strong focus on logistics and considered the care relation as a
whole, not just from a care recipient’s perspective, for instance suggesting giving care recipients
access to the data and making care relations more equal.

3.6.2 Residents group
In WS4B-R, participants had suggested few potential application scenarios themselves in prior work-
shops. However, the topics of biography work and feelings of being monitored had previously come
up. Therefore, the scenarios of a digital companion for biography work and a monitoring system from
W5A were brought in. For this group, short stories were prepared that gave more detail on particular
aspects of the scenario.

One group (R5, R8, R10, F1, F6) discussed a digital companion for biography work. First, residents
were asked how biography talks were conducted. These talks happened during or shortly after
admission to the care home. Residents then talked about their own biography, though this was not
what facilitators intended talking about. Talking about their own biography was dominant in this group.
F1 introduced a scenario on biography talks between a resident and a care worker, which involved a
hypothetical robot that asked a question. The residents rejected the idea of talking directly to a robot,
which they deemed “impersonal”.
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The other group (F2, F5, R7, R11, CW13) discussed the topic of monitoring. This mainly led to one
of the residents indicating she is wearing a watch that notifies care personnel when leaving the ward.
The resident had voluntarily agreed to wearing the watch, but expressed feeling monitored. This
resident thus shared personal experiences relating to technology use and feeling monitored.

3.6.3 Care workers group
In WS4B-CW, only the documentation scenario was brought in, as participants had often mentioned
and proposed functionalities relating to this scenario in previous workshops.

In one group (CW5, CW8, CW10, F1), preferences were discussed relating to the design of a care
documentation assistant. The functionality of supporting translation and documentation in differ-
ent languages came up repeatedly. Hygiene and safety aspects relating to portable devices were
discussed, as well as privacy concerns relating to audio recording. Care workers reported on the
advantages and disadvantages of specific use cases, and practical considerations regarding form
factors. They discussed mostly in relation to how a technology would impact their workflow (e.g.,
disadvantages such as technology resulting in too much documentation, worries about people as-
suming the technology is always right). One care worker suggested a methodological change: an
additional topic for a canvas, namely a sheet on risks, negative effects, unwanted consequences.

In the other group (CW4, CW6, CW7, F2, F5), care workers discussed potential modification and use
cases of a documentation system intensively, going through the topics of the canvases, advantages
and disadvantages. The care worker with the lowest qualification level spoke least.

3.7 Co-Design with Care Workers and Residents
In this section, we outline key takeaways from the workshop series for co-design processes with care
home residents and care workers.

3.7.1 Complementary perspectives of residents and care workers
Takeaway: Including both care workers and residents in the co-design process gives a more
comprehensive picture of the care practice, e.g., care workers may often focus on safety
aspects while residents can give personal accounts of the way they experience this focus on
safety.

Competing values and expectations need to be negotiated in shared settings that take perspectives
of both care workers and residents into account. For example, we contrast a residents’ experience of
feeling monitored with the positive attitude of care workers to monitoring applications we observed,
e.g., in creative activity results.

What can be observed in care worker ideas is a focus on workflow, procedures, and resident health
and safety. Care workers carry responsibility for safety of residents. Documentation is a way to docu-
ment care actions that have taken place, to provide legal evidence, keep track of developments over
time, and make care plans. CW12 envisioned in W5A that an improved documentation system with
speech input could lead to higher efficiency and could lead to improved security when combined with
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monitoring systems. In WS4B-CW, care workers participated in the discussion from the perspective
how the technology would impact their workflow.

Residents on the other hand bring in accessibility perspectives and can provide personal accounts
of the way they experience (existing) technologies such as monitoring. In the story of the resident
in WS4B-R, Sec. 3.6.2, a negotiation was described between the care staff and the resident. In an
institutional context, there can be pre-existing issues that put a large onus on safety, but this can
result in feelings of surveillance and technological solutions being experienced as a compromise.
Different stakeholders can have conflicting interests and views (compare [169]). One accessibility
issue occurred in W4A, when a resident could not hear the tone that indicated that the system
was listening. R7 brought up accessibility perspectives in WS2B-R in relation to the conversational
system, stating that many residents had difficulties hearing and understanding, and that they would
not be able to interpret or use such a system.

3.7.2 Interpreting technology together
Takeaway: An interactive conversational prototype facilitated the workshops as it took a role
in the group discussion and joint sensemaking of the technology.

Having a concrete prototype that participants could interact with and ask questions helped to get
them engaged. In the residents group, this activity provoked most engagement compared to other
creative activities. While for workshop WS1B-R and WS3B-R there was little response to the drawing
activities, the possibility to ask the conversational system questions in WS2B-R was responded to
much more. Besides residents interacting with the technology itself, it also led to interaction among
residents. For example, after one resident asked a question about a singer, this prompted further
questions about composers and discussions about favorite operettas among the residents.

The prototype also enabled learning; R9 asked "What is a conversation program?" , reporting that
she could not imagine anything. The response of the conversational system was: "A conversational
program is a software or computer program designed to have conversations with people. It can
answer questions, provide information, or conduct general conversations. It uses artificial intelligence
to generate human-like responses." R9: "Aha, yes, now I understood it." Resident R7 stated doubting
that everyone had understood it. The care worker explained: "That is a computer program, (...) that
can answer our questions." R9: "Yes, it is called a conversation program." The facilitator let the
system repeat the answer in a simplified way. R9 then asked "But it can only answer, what you ask it,
I believe?"

This illustrates how the participant tried to make sense of the system, and that this was a joint process
of residents, the care worker, facilitators, and the system. On the other hand, questions in the care
worker group related to difficulties in the care practice, such as legal guardianship legislation (see
Sec 4.1), and integration of such technologies in care practices.

3.7.3 Openness and Ideation
Takeaway: Openness regarding the application will mean that participants may not be able
to imagine anything or may go in the direction of what they already know in terms of care
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practices and existing technologies they use. This is helpful for finding out their needs in a
co-design process, but may be less so if the aim is out-of-the-box thinking.

Care workers appeared to change their interpretation of technology over the course of the workshop
series, in order to use the openness of the activities to consider applications that supported them.
In the feedback round in WS4B-CW, CW7 stated: "At the beginning I was a bit skeptical, because I
think just like the others, could not imagine, now a robot in care, but now that we’ve seen more of it,
these are technologies that can possibly help us, or can support us, I now have so many ideas." CW4
in WS4B-CW stated that for her, a rethinking process had taken place. For her, it became possible
to focus on supporting processes in care with a networked way of thinking, instead of keeping a
focus on the device itself. In some cases, this resulted in shifting away from robots and towards
more generally considering how technology may be useful in care. This is exemplified by CW1, who
stated in W2A: "I’m not a fan of robots, but I was thinking what could be useful for us in care." when
describing the result of the drawing activity. Care workers suggested applications that go more in the
direction of general health IT (e.g., general care information systems, skin management [17]). This
could also be due to the practices and technologies that they are already familiar with and where
they see potential for improvement.

Few residents in the resident-only group proposed ideas in the drawing activities. This could partially
be due to the openness regarding the application scenario. In WS4B-R, responses often went in the
direction of their own lives/biographical information, either because they prefer talking about this or
because they have a hard time envisioning the use case but want to respond still. The discussion
focused often on residents’ biographies, which also means that there is a potential way to access
their experience there. The openness of the application scenario may also have led to residents
being unsure about the intentions of the technology, which could lead to skepticism or replacement
concerns. In WS1B-R, R8 responded as follows to the drawing activity: R8: "(...) our nurses, they
do it very well, the body care. Starting from the face to the toe. I don’t know if that’s how it does it,
the way a nurse does it. She does it more sensitively. I don’t know what its attitude is. Excuse the
expression, the tin idiot. (...) It does not have any feelings."

The difficulty of imagining a technology that does not exist yet was more easily overcome in the care
workers group, but residents needed more support. The aim was to leave the application scenario
open to create space to imagine new roles for robots. It can be difficult for participants to deal with
this openness. Hence, activities should be scaffolded appropriately. When working with residents,
it is important to reserve time for and include activities that enable sharing of personal stories and
relating to other group members, especially for larger groups. Working with smaller groups in which
residents collaborate with care workers can support them in reflecting on technology. Focusing on
technology in resident-only groups requires more active moderation. In the care workers group,
technology demonstrations and mutual learning established rapport, made them aware of design
opportunities afforded by technology functionalities, and increased their eagerness to contribute.

3.7.4 Group dynamics
Takeaway: Group activities offer the advantage of different perspectives on potential applica-
tions, but it is important to be aware of group dynamics. For instance, there may be profes-
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sional hierarchies among care workers.

In the care worker group, care workers had different job roles, which also meant that there was poten-
tially a hierarchy in the care worker group, which could also be reflected in how much each of them
spoke. However, care workers with different roles have different perspectives on the potential appli-
cations (e.g., a station lead suggested a system for making shift plans in WS3B-CW), which can be
a benefit. Particular group dynamics can make replication of co-design studies difficult [221]. Among
the residents, we observed large differences regarding technology skills and their apparent ability
to understand and relate to the contents of the discussions, and generational differences. Some
residents were more familiar with technologies, and had a smartphone or laptop, while others were
less familiar. Similarly, Antony et al. [14] report a large diversity in the older adult population. The
engagement of residents in the mixed group was very different from the engagement of residents in
the resident-only group. It is likely that group dynamics played a role there, with actively participating
care workers supporting/encouraging resident participation. While R1 in the mixed group often says
that she cannot imagine things, in this context she is with other people who propose ideas, and then
R1 also suggested ideas. It can be beneficial to consider how to make the environment encourag-
ing for idea generation, even if the participant may not be immediately comfortable with ideation or
creative activities.

As a researcher, it is important to familiarize oneself with the qualifications, responsibilities and hier-
archies that exist in the care context under study, and to balance inclusion of care workers at different
qualification levels of relevance. To balance group and power dynamics, designers can use active
moderation to include participants who speak less, smaller groups where participants are at similar
hierarchy levels, and take time to establish a practice of sharing ideas.

3.8 Limitations and future work
Limitations included that residents who participated in our study were not representative of the large
proportion of care home residents who are people living with dementia, for whom different participa-
tion formats will be necessary, see [135]. While we had initial individual talks on the workshop series
with potential participants, it is highly advisable to have individual preparatory talks with potential
participants regarding their technological skills, to be better able to prepare workshop materials that
are suitable to individuals. This is also an opportunity for residents to already share biographical
information that they may be happy to share. Combining the first two workshops for care home B
may also have impacted the results, as this meant there was less time for relationship building com-
pared to care home A. It is advisable to have smaller groups to be able to more actively involve all
participants.

For future work, inclusion of younger participants or people who are cared for at home in the co-
design process can be considered. Residents do have the perspective of what it is like to live in
a care home. However, future generations are likely more technically skilled and may be more
interested in technology being part of their life.

Future work for our project will include further developing the ideas that were worked out by par-
ticipants. Documentation was one of the central themes among care workers and reported to take
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a lot of time. There may be large potential gains regarding quality of documentation, care, work
experience, and efficiency there, but also open questions.

3.9 Conclusion
This paper reports on a co-design workshop series with three groups: one group of care home resi-
dents (4 workshops), one group of care workers (4 workshops), and one mixed group (5 workshops).
Workshop topics were admission to the care home, robots, computer vision, and conversational AI.
The final workshop included the opportunity to iterate on ideas: participants further discussed appli-
cation scenarios that were suggested by them in previous workshops.

We found that care workers and care home residents bring in complementary perspectives, which
can be conflicting at times. Care workers reflected on advantages and disadvantages in relation to
their workflow, while residents bring in personal perspectives that come with living in a care home.
The interactive prototype in the conversational AI workshop was integrated in the conversation be-
tween residents in the residents-only group, while care workers reflected on its integration in their
work practices. Over the course of the workshop series, care workers started to consider how
technologies could be useful in their work practice, while we observed several cases of residents
remaining skeptical, especially in relation to the idea of robots in care. Regarding group dynamics,
we remark that among care workers, professional hierarchies exist. While care workers with different
roles can bring in a rich set of perspectives, it is important to remain aware of potential hierarchies.
Moreover, the population of care home residents is diverse, with different levels of technology knowl-
edge.

Our work emphasizes the importance of participatory formats for robots in care, as such formats give
space for different, conflicting voices to be heard. Moreover, it highlights the challenges of openness
in co-design and suggests ways participants can jointly interpret technologies in such settings.
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CHAPTER 4
Design Guidelines for

Collaborative Industrial Robot
User Interfaces

This dissertation chapter has previously been published as the following publication:
Frijns H.A., Schmidbauer C. (2021) Design Guidelines for Collaborative Industrial Robot
User Interfaces. In: Ardito C. et al. (eds.) Human-Computer Interaction – INTERACT
2021. INTERACT 2021. Lecture Notes in Computer Science, vol 12934. Springer,
Cham. https://doi.org/10.1007/978-3-030-85613-7_28

4.1 Abstract
Collaborative industrial robot (cobot) systems are deployed to automate tasks or as a tool for Human-
Robot Interaction (HRI) scenarios, especially for manufacturing applications. A large number of
manufacturers of this technology have entered the cobot market in recent years. Manufacturers
intend to offer easy control possibilities to make cobots suitable for different user groups, but there
are few evaluation tools for assessing user interface (UI) design specifically for cobots. Therefore,
we propose a set of design guidelines for cobots based on existing literature on heuristics and cobot
UI design. The guidelines were further developed on the basis of modified heuristic evaluations by
researchers with robotics expertise, as well as interviews with cobot UI/User Experience (UX) design
experts. The resulting design guidelines are intended for identification of usability problems during
heuristic evaluation of the UI design of cobot systems.

4.2 Introduction
This paper is concerned with the design of robots and associated UIs that are part of collaborative
industrial robot systems (cobots). Cobots are systems that are intended for collaborative operation,
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i.e. the concurrent execution of tasks by human(s) and robot(s) in the collaborative workspace (as
defined in [143]). Such a system is not collaborative by itself; rather, the collaborative nature arises
from the way the application and interaction are designed. A cobot system usually includes a robotic
arm and a graphical user interface (GUI) with which, for instance, a factory worker can program the
robot to do a specific task in a manufacturing context. The last decade has seen increased interest in
the introduction of cobots to the shop floor [77]. Various manufacturers of automation solutions (e.g.,
ABB, COMAU, FANUC, KUKA, Stäubli, Yaskawa/Motoman, Doosan) have extended their product
portfolio with cobots, and new suppliers such as Universal Robots, Techman Robot, and Franka
Emika have entered the market. Examples of cobots are Universal Robots’ UR5 [283], Kuka’s LBR
iiwa [165], and Franka Emika’s Panda [95] (Fig. 4.1).

The design of current cobot UIs that are on the market can be improved. Researchers have eval-
uated several cobot systems and found them to have low usability scores1. High ease of use is
especially important, as the promise of cobot systems is that these will enable reprogramming by
factory workers with limited programming expertise [188]. The importance of making industrial robot
systems easier to use is further exemplified by several recent research projects that aim to make
cobot UIs easier to use or introduce different concepts for the design of programming environments
on cobot UIs [141, 156, 209, 259]. Companies are entering the market offering alternative UIs for
existing cobot hardware with the proposition that these are easier to use [71], which indicates that im-
provement of the usability of cobots is seen as a market opportunity. Other researchers have pointed
to the importance of designing cobots to be easy to use and intuitive to interact with [188, 292] and
that are positively evaluated by operators, in order to make the shift from traditional manufacturing
robotics to user-friendly cobot systems [183]. Therefore, we claim that establishing factors that are
important for cobot design and providing cobot UI designers with a tool for usability inspection is a
relevant endeavor.

In this paper, we propose design guidelines for heuristic evaluation of cobot UIs. We argue that cobot
UIs require a separate, more specific set of guidelines as the context these systems operate in is dis-
tinct from other HRI (Human-Robot Interaction) or HCI (Human-Computer Interaction) applications
for which heuristics have been developed previously. One of the main tasks is the programming of
the cobot’s task, which is a rather specific HRI application for which factors such as reuse of previ-
ous work are important. This sets it apart from applications such as teleoperation in field robotics.
Moreover, cobots have a specific use, as these systems are integrated in a work context in which
they are subject to interaction with operators repeatedly over long periods of time, which increases
the importance of human factors and accessibility [292]. Cobots also represent a challenge in terms
of the variety of users, who differ insofar as their roles, preferences, and abilities to modify the cobot
control program are concerned (levels of interaction [243]). The UI should support all these users in
programming, maintaining, and monitoring the cobot.

We propose a set of 24 design guidelines that can be used during the development, design, and
implementation phases of cobot systems to identify UI design problems by means of heuristic eval-
uation. The contribution of this paper is the identification and refinement of cobot design guidelines
based on literature and expert evaluation, thereby providing a resource for design and evaluation of

1Several usability evaluations yielded SUS scores between 50-70 for different cobot systems [85, 243],
which has been argued to indicate that a product is marginal in terms of usability and should be improved [19].
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Figure 4.1: Franka Emika Panda cobot

cobot UIs (a form of intermediate-level knowledge for HRI design [180]). In Sec. 4.3, a short liter-
ature review is provided. The procedure and database search to establish the initial guidelines are
described in Sec. 4.4. The guidelines were further developed by means of an evaluation study as
reported in Sec. 4.5, and interviews with UI/UX design experts as described in Sec. 4.6. Finally,
Sec. 4.7 contains the proposed guidelines.

4.3 Related Work
4.3.1 Interaction with cobot systems
With regard to design, several factors must be considered by a manufacturer to enter the market
and be competitive. Besides the main factors functionality and safety, other factors such as risk
and ergonomics assessment, risk reduction in the workspace, and specifications of use limits and
transitions to other operations are required for the design of cobot applications [143]. The interaction
is characterized by the levels of interaction based on safety implications of cobots. Cobots are partly
completed machinery; these systems have to be designed in compliance with regulations (e.g. [270])
and include safety mechanisms [182]. Cobots have particular challenges, as they are intended
to be operated in close proximity by end users with differing levels of programming experience, in
the context of different types of tasks. For instance, users can take on the role of programmer,
operator/supervisor, or maintainer [77, 183]. Programming and maintenance activities are usually of
limited duration or even restricted to single events, while supervision requires more continuous levels
of interaction and attention [183].

Another consideration is that of UI design. The cobot user interface is that part of the system that
enables the user to interact with the cobot. The interaction takes place by means of system inputs and
outputs, and can be realized using multiple different interaction modalities (multimodal interaction).
The design of the interface determines how commands can be given to the machine or application
and how information is represented to the user. Several different interaction modalities exist (e.g.
visual, acoustic, haptic) and are realized in different ways (keyboard, mouse, buttons, sounds, signal
lamps, projectors) (see [77, 243] for an overview). A common piece of hardware that is part of the UI
is the teach pendant, which is a hand-held device that is usually equipped with physical buttons and
a GUI. This is often the main interface for programming and maintenance activities [183]. Examples
of GUIs are Franka Emika’s web-based Desk interface [95] and the GUI of UR5, which runs on a
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teach pendant [283]. Teach pendants and other associated screens enable the user to program
and control the cobot and to observe status information. Programming environments often contain
representations of the robotic arm and its configuration, and location and trajectories of the end
effector.

In order to introduce cobots in industrial environments, research has been conducted into enabling
human awareness and so-called intuitive programming of cobots [77]. The term intuitive is often
used to characterize UIs and refers to an effective interaction between a user and a technical sys-
tem without conscious use of previous knowledge [195]. Moreover, it refers to the use of design
strategies that appeal to prior knowledge in a way that makes it easier to (learn to) use an interface
and reduces user effort. Another relevant term is usability , which has been defined as the “extent to
which a system, product or service can be used by specified users to achieve specified goals with
effectiveness, efficiency and satisfaction in a specified context of use" [142]. It has been argued
that making technologies more intuitive and easier to learn may promote access to jobs that typically
require higher skills [188]. Developments towards making cobot programming more intuitive include
integration of teach pendants and other input devices, programming by demonstration, multimodal
HRI, and virtual and augmented reality (VR, AR) [160]. A drawback of using communication modes
such as speech and gesture is that they add additional uncertainty; GUIs may be better suited for use
in industry. Ways of programming a cobot through a GUI include making use of cobot teach pendants,
Icon-based programming, CAD-based programming, and task-based programming. Another way to
control the cobot is by means of haptics and force [77]. Krot and Kutia distinguish between online,
offline, and hybrid programming approaches [160]. For more information on cobot programming we
refer to [77, 160].

4.3.2 Evaluating cobots: metrics, measures, methodologies

Several researchers have performed usability evaluations of cobot systems. Ferraguti et al. [85]
propose a methodology for executing a comparative analysis of cobots, which they apply to the
cobots KUKA LWR 4+, UR5, and Franka Emika Panda. They propose that technical data as provided
by the manufacturer, experimental verification, usability evaluation and required physical and mental
effort to program the robot should be taken into account for such a comparative analysis. For the
usability score, they used the SUS (System Usability Scale) and the Questionnaire for the Evaluation
of Physical Assistive Devices (QUEAD). Schmidbauer et al. [243] evaluated three cobots UIs (Franka
Emika, UR, Fanuc) using the SUS. Weintrop et al. [296] evaluated the time on task, task success,
ease of use, learnability and satisfaction of the CoBlox environment they developed using Blockly,
ABB’s FlexPendant, and Universal Robots’ Polyscope. For an overview of metrics, we refer to Marvel
et al.’s metrology framework for Human-Robot Collaboration in manufacturing [183]. We conclude
that for the evaluation of the usability of cobot systems, often qualitative and quantitative measures
are combined. Examples of quantitative metrics for assessing interfaces are learning time, expert
use time, and error cost, while qualitative metrics include the NASA-Task Load Index (NASA-TLX)
and the SUS scale [183].
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4.3.3 Design guidelines and heuristic evaluation
Heuristics are principles that can be used to identify usability problems with a particular UI. Exam-
ples of heuristics are: “Does the interface provide feedback?" [50] and “Provide indicators of robot
health/state" [1]. Heuristic evaluation refers to a type of evaluation that is usually conducted by
UI/UX experts, during which they use heuristics or design guidelines to identify usability problems.
Quiñones and Rusu [220] describe the method of heuristic evaluation. First, each evaluator indi-
vidually compiles a list of problems with the help of a set of heuristics. The evaluators combine
the problems to form a list of unique problems, which are then rated for severity, criticality, and fre-
quency by each individual evaluator. Advantages are (1) the low cost of heuristic evaluation, (2)
that no extensive planning is required, (3) the broad applicability of the method, especially early in
the software development process, and (4) that the method can help find many usability problems
without involving end users. On the downside, heuristic evaluation requires experienced evaluators
with task-specific knowledge. Additionally, the method helps identifying problems but does not offer
pre-packaged solutions to these problems [220]. Heuristics and design guidelines can be considered
as intermediate-level knowledge for HRI design [180].

Different sets of design guidelines and heuristics exist, many of which are targeted at the design of
computer software, such as the usability heuristics proposed by Nielsen [198]. For robotics, alter-
native sets have been proposed for applications such as field robotics [192], robot teleoperation [1],
assistive robotics [282], and HRI in general [50] (these have also been applied in video-based heuris-
tic evaluation [298]). Robots are embodied and HRI often requires different interfaces to support
multiple user roles, which sets HRI apart from HCI applications [192]. While these arguments apply
to cobots as well, cobots present a different application area compared to field robotics, teleopera-
tion, and assistive robotics. When interacting with a cobot, the human and the robot are co-located,
which distinguishes this type of interaction from scenarios such as teleoperation, as operators have
access to more contextual information [183] and users can, for instance, switch between physical
interaction and interaction through a GUI. Cobots can be interacted with and observed via different
means (e.g. programmed on a computer or using a teach pendant, or hand-guided). Cobot sta-
tus can be observed on the teach pendant or by looking at the cobot itself (e.g. checking indicator
LEDs). Interaction modalities such as AR, VR, and a variety of handheld devices are subjects of
ongoing investigation [292]. This makes it important to guarantee consistency with respect to the
way information is presented to the user across different modalities, as well as to support the user in
managing their attention. Teach pendants of cobots can be rather heavy, but existing sets of heuris-
tics (e.g. [50, 198]) do not refer to physical ergonomics, which is a relevant factor for usability of cobot
systems. This means that existing design guidelines for HCI or HRI in general are not sufficient, nor
are sets that have been developed for other applications such as teleoperation. In the next section,
the development of a set of guidelines for heuristic evaluation of cobot systems is described.

4.4 Development of the cobot UI design guidelines
With regards to the realization of a new set of heuristics, Quiñones and Rusu [220] recommend es-
tablishing which features of the target domain are application-specific, identifying existing heuristics
that can be reused, specification of heuristics according to a template, and validation of the heuris-
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tics. Common methods include collecting design recommendations from industry, from the public
domain [12], and from academia [1]. The collected guidelines can then be clustered using asyn-
chronous affinity diagramming [12] or other methods, and sorted using methods such as open or
closed card sorting [1]. Methods to evaluate heuristics include performing modified heuristic eval-
uations, user studies based on heuristic evaluation [12, 50, 282], and expert reviews [12]. Other
practices include the use of templates for problem reporting [50], customizing heuristics to the appli-
cation domain [50], and using an iterative process [12, 50, 220]. We make use of these methods and
recommendations to establish heuristics for cobots, as described below.

4.4.1 Procedure for establishing cobot UI guidelines

The methodology for establishing the cobot UI guidelines was as follows (see Fig. 4.2). Prior to
establishing the design guidelines, an informal heuristic evaluation was conducted using existing
sets of heuristics, namely [1, 198], to determine if these were sufficient or if some issues were
not appropriately covered by those heuristics. In order to establish which design guidelines had
previously been proposed in the academic literature, papers were collected that propose guidelines
for HRI design by searching academic research databases (ACM digital library, IEEE Xplore®, and
SpringerLink, Sec. 4.4.2). Design recommendations that were listed in those papers were collected
and categorized during an affinity diagramming session. This resulted in clusters of guidelines that
were summarized into individual heuristics. Additional heuristics and clusters were proposed on the
basis of literature on cobot systems in manufacturing (beyond literature focusing on design guidelines,
e.g. [77]). The preliminary heuristics were used in an evaluation of two cobot systems, after which
they were revised to make them more clear, actionable, and applicable. During the first empirical
evaluations (Sec. 4.5), study participants (early-career researchers with HRI expertise) were asked
to apply the guidelines in the context of a modified heuristic evaluation of a cobot system, and rate
the guidelines for clarity. Based on participant feedback, the guidelines were revised. Experts in
cobot UI/UX design (such as UX designers at companies developing cobot systems) were invited to
participate in interviews to collect feedback on the guidelines (Sec. 4.6), which led to a final revision
of the guidelines. For the final version of the guidelines, see Tables 4.1-4.3.

4.4.2 Literature review with database search

We performed a database search with the aim of finding design guidelines, recommendations, and
heuristics that have previously been proposed in the academic literature, especially for HRI and
cobots. The inclusion criteria were that the publication had to be in English, that it contained specific
recommendations and heuristics, and that its topic should concern design guidelines, heuristics,
or interaction design for an interactive technology or robotics. The research question was: What
are specific design guidelines, recommendations, and heuristics that have been proposed in the
academic literature, especially for HRI?

The databases ACM digital library, IEEE Xplore®, and SpringerLink were searched for combinations
of keywords. The timeframe was restricted to 1999-2019. Databases were searched for combina-
tions of one of the terms “Human Robot Interaction", “cobot", “collaborative robot", “robot", plus one
of the following terms: “heuristics", “design guidelines", “design recommendations", “usability guide-
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Figure 4.2: Overview of the research process, in which different sources of information were used to
propose design guidelines for heuristic evaluation.

lines", “design principles". If possible, it was specified that these terms needed to appear in the
abstract of the paper. After searching for combinations of keywords, duplicates were removed. Then,
the paper’s title, keywords, and abstract were reviewed and the paper was excluded if it did not meet
the inclusion criteria. For the ACM database search (conducted 25-11-2019, 28-11-2019), 354 re-
sults were checked, resulting in 32 papers. For the IEEE Xplore® database search (on 19-11-2019),
checking 2808 results led to selection of 53 papers. The Springer database search (on 3-12-2019
and 4-12-2019) yielded too many search results to check manually. For this database, we specified
the search terms as a combination: ((Human AND Robot AND interaction) OR robot OR (collabora-
tive AND robot)) AND (heuristics OR (design AND guidelines) OR (design AND recommendations)
OR (design AND principles) OR (usability AND guidelines)). This yielded a total of 35,851 results.
Results were sorted with SpringerLink’s “sort by relevance" feature and restricted to the first 500
items. Of these items, 51 papers met the inclusion criteria.

The database search yielded 131 unique papers after checking titles and abstracts for relevance.
Each paper was checked for concrete guidelines and recommendations, which resulted in 42 papers
containing 561 guidelines and recommendations. The main application domains that these papers
were concerned with, were HRI in general (11 papers, e.g. [298]), rescue robotics, field robotics,
safety-critical systems and tactical systems (11 papers, e.g. [1, 192]), assistive and service robotics
(10 papers, e.g. [282]), telepresence systems (3 papers), and industrial robotics (2 papers, [89, 184]).
After removing duplicate guidelines, this resulted in 480 guidelines, heuristics, and other recommen-
dations.

4.4.3 Clustering of guidelines based on affinity diagramming
All 480 design recommendations were clustered into groups of similar topics by means of affin-
ity diagramming (similar to [12]). This resulted in 38 clusters, each of which contained between 2
and 27 recommendations. Additional design issues specific to cobots were identified, mostly based
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on [77, 160], such as the use of multiple modalities and providing information on ways a user can
teach the cobot. Finally, some clusters were merged, changed, or deleted (e.g. the cluster “cultural
expectations" was deleted, as the recommendations collected in that section mostly applied to con-
versational agents). We summarized each cluster into a single design guideline, resulting in a total
of 35 guidelines.

4.4.4 Revision based on modified heuristic evaluation
The first version of the guidelines was applied by the authors of this paper in an evaluation session
that was structured as a modified heuristic evaluation modeled after [12]. The interface of Franka
Emika Panda and UR5 were evaluated. The Panda cobot was controlled from the Desk environment,
version 2.1.1 ced048bda3. The UR5/CB3 (version 3.9) cobot was equipped with software 3.9.1
64192 (April 1 2019), installed on a teach pendant (12 inch touchscreen) with the PolyScope GUI. A
Robotiq gripper [231] plus custom 3D printed safety encasing was attached to the UR5 robot, and
functionality of the gripper was embedded in the GUI with URCaps. During the evaluation, examples
of applications and violations of the guidelines were collected. If no applications or violations of
the guidelines were found, deleting the guideline was considered, as this was an indication that the
guideline would be difficult to evaluate by means of heuristic evaluation. If there was overlap between
applications and violations listed for different guidelines, we considered merging them. This resulted
in 26 guidelines. Items regarding technical capabilities, human-oriented perception, and safety were
removed, as these are basic requirements of robotic systems. Assessing safety or privacy is outside
the scope of UI/UX design or heuristic evaluation, as safety of the cobot system must comply with
(legal) standards [143].

4.5 Evaluation study based on modified heuristic
evaluation

After the database search and subsequent refinement of the proposed guidelines, an evaluation
study was conducted (N=9) that was based on modified heuristic evaluation of two cobot systems by
participants with robotics and/or cobot systems expertise. The goal of this evaluation study was to
find out if the formulations of the guidelines were clear and if they could be applied to existing cobot
systems. We used feedback by participants, clarity scores given by participants to guidelines, and
survey responses to revise the guidelines established in Sec. 4.4.

4.5.1 Procedure of the evaluation study
The evaluation study was structured as a modified heuristic evaluation. The evaluated cobots were
described in Sec. 4.4.4. The study took place at the teaching and learning factory at TU Wien [215].
Participants were asked to sign an informed consent form and complete a personal information sur-
vey. They were explained what heuristic evaluation is, what it is used for, and they were given some
examples of applications and violations of a heuristic in the context of HCI and HRI. Next, they re-
ceived a safety briefing for the cobot they were going to work with. Participants were asked to read
the guidelines and the survey form was explained to them (see next section). They were asked to

90



4.5. Evaluation study based on modified heuristic evaluation

identify applications and violations of each design guideline, to rate each guideline for clarity and to
make notes if they had any other feedback. Participants were informed that their performance on
the task would not be scrutinized and that constructive criticism was welcomed, as this would help to
improve the guidelines. Then, they worked with the cobot by themselves and completed the survey
form. Participants took about one hour to complete the evaluation study.

Participant task in the evaluation study

Each participant interacted with a cobot for an hour. They were supplied with a programming task,
but were allowed to deviate from it. The task contained instructions to program a movement trajectory
with several intermediate points for the cobot and to open and close the gripper. The task for UR5
was as follows: 1) Use the Move tab to program a trajectory. Program at least 3 points. 2) Change
the second point of the trajectory you programmed. 3) Open the gripper. 4) Add another Move
trajectory: Use the Freedrive button to move the robot and store some points for a trajectory. 5)
Close the gripper. The task for Panda was similar. We asked participants to complete a survey form
while programming the task on which they 1) gave a rating for clarity of each guideline, 2) wrote
examples of applications and violations of guidelines they encountered in the UI (for example, one
participant noted “It is not clear what is the exact location of the end effector” as a violation regarding
accessibility of information), and 3) gave feedback on guidelines. We asked for examples to check
whether people could apply the guidelines.

Survey forms

The personal information sheet included questions regarding participants’ professional occupation,
specialization, name of employer, and asked participants to estimate their experience working with
cobots in hours and robotics expertise in years. The survey form contained every guideline in the
set. The first question for every guideline was “The formulation of this guideline is very clear / clear
/ neutral / confusing / very confusing". Participants were asked to circle the answer they felt was
appropriate. There were open fields where participants could list applications and violations of each
guideline. They were informed that they did not need to list any examples if they did not find any, but
that they could also list multiple examples. The final question on the survey form asked participants
for feedback on the guidelines. Half of the participants received a survey form on which the guidelines
were sorted alphabetically and the other half in reverse alphabetical order.

4.5.2 Participants
A total of 9 participants (5 male, 4 female) took part in the first evaluation sessions. Participants were
recruited internally, thus 8 of 9 participants reported being employed by TU Wien. The participants
were mostly early-career researchers (average age M=29.3, SD=2.2 years), with specializations in
the areas of (industrial) robotics, mechanical engineering, assistive systems, HRI, and social robotics.
Regarding their robotics expertise, one participant reported that their robotics experience was limited,
3 reported between 18-24 months of experience, 3 reported 4-5 years experience, and 2 reported
10 years experience. All participants had experience directly working with cobots (e.g. programming
cobots).
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(a) Clarity scores for each guideline

(b) This figure shows the number of unique applications and violations of each guideline were listed for both the
Panda cobot and the UR cobot.

Figure 4.3: Results of the evaluation study.

4.5.3 Evaluation results
The explanation phase of the experiment, including reading the guidelines, took 20 minutes on av-
erage and the average working time was 63.3 minutes. Of the participants, 4 evaluated the UR5 UI
and 5 the Franka Emika Panda UI. See Fig. 4.3a for an overview of the clarity scores for each of the
guidelines. Then, the listed applications and violations were analyzed. Items were excluded if they
were not specific enough, did not apply to the guideline, or were simply stated as a confirmation of
the guideline. For instance, one participant listed “Panda is very intuitive" as a response to Support
user learning, which was removed on the grounds of not being specific enough. Another wrote “in-
dicating system state" in response to System state awareness, which was removed as it does not
specify how the guideline is applied or violated in the UI. See Fig. 4.3b for an overview of the unique
number of applications and violations for each guideline (if multiple participants listed the same appli-
cation/violation, these would be counted as one unique application/violation). As multiple examples
were listed for each guideline, we conclude that the guidelines could be applied to the cobot systems
and that guidelines could be interpreted by the evaluation participants.
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4.5.4 Revision of the guidelines
Guidelines were revised on the basis of the participants’ feedback and if a guideline’s clarity score
was higher than 1.5 (guidelines with a score of 1 were very clear, guidelines with a score of 5 very
unclear). During the revision process, the applications and violations listed by the participants on the
survey form were compared to the meaning the researchers intended to capture with the guideline.
Guidelines were revised by changing terms that were not understood, changing complex words to
simpler formulations, removing word repetitions, and ensuring guidelines contained between 5-12
words as recommended in [12]. For example, item 12 had a clarity score of 1.67, thus 12. Errors:
Accommodate troubleshooting when errors occur was changed to 12. Errors: Give clear explana-
tions and steps to recover when errors occur . Terminology was made consistent (e.g. referring to
the person interacting with the system as “user"). Guidelines were grouped into categories and initial
category headings were added.

4.6 UI/UX Design Expert Interviews
In order to get a practitioner perspective on the guidelines and on the practice of developing cobot UIs
in industry, cobot UI/UX design experts were invited to participate in interview sessions. The main
aims of the interviews were to evaluate if participants could recognize and relate to the guidelines,
as well as to gather feedback to the guidelines and check whether they needed revision. In other
words, both the relevance of individual guidelines to participants’ work practices and the formulation
of the guidelines were evaluated. Six online interviews were conducted, which resulted in 41-74 min.
of recorded material per interview (average 52 min.). The interviews were transcribed and coded
using a thematic analysis approach [29]. On the basis of interviewees’ feedback, minor changes
were made to the guidelines.

4.6.1 Participants
We contacted 9 companies and company branches via email and contact forms. Additionally, 16
individuals were contacted who had cobot UI/UX design experience and/or had a leading design or
innovation role at companies that developed cobots, who were found via company LinkedIn pages,
referrals by university colleagues, and referrals by interview participants. We found 6 suitable partici-
pants who agreed to an interview, four of whom worked at two different companies producing cobot
systems in the role of (senior or junior) UX designer or engineer. One participant worked at a univer-
sity as a researcher and had prior experience in software development for cobot systems. The final
participant worked at an industrial automation company and was responsible for usability testing of
industrial robotic systems. Five were based in Europe and one in China.

4.6.2 Procedure and Interview Protocol
Prior to the interview, participants received the guidelines for reference, information regarding stor-
age of data in accordance with GDPR, and an informed consent form. At the start of the interview,
the interviewer (the first author of this paper) thanked the interviewee for participating, introduced the
goal of the research study, and gave the participant an overview of the topics that would be discussed.
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Participants were informed that constructive criticism was welcome, that they could withdraw at any
time, and that they could notify the researcher if they did not want to answer a particular question.
The participant was informed that the recording was started and was first asked to answer introduc-
tory questions regarding their job description, the main (design) activities and evaluation methods
they used in their job, and their familiarity with cobots. Subsequently, participants were asked for
feedback regarding the individual guidelines, their response to the whole set, and the categorization.
Finally, participants were asked what challenges they encountered in the cobot UI design process.
Participants were not informed regarding previous steps of the development of the guidelines.

4.6.3 Interview themes

A thematic analysis approach [29] was used to analyze the interviews using the software MAXQDA
[185]. First, transcripts were read by both authors of this paper. One of the interview transcripts
was analyzed and coded separately by both researchers (generating initial codes), who then agreed
on a coding scheme, which was used to (re)code all six transcripts. The coding scheme included
responses to guidelines and other categories such as design methods used. Both researchers were
involved in coding the transcripts and subsequent analysis. Based on the analysis of the interviews,
recurring themes were identified regarding goals, methods, and design constraints. Job-related goals
mentioned by interviewees were focusing on and solving problems for the end user (explicitly men-
tioned by 3 different participants), improving ease of use and the user experience (2x), improving effi-
ciency (2x), changing the minds of engineers on the team, improving system understanding, conduct-
ing research, and solving problems in the company product (1x). Methods that were mentioned most
were getting feedback from team members or customers (5x), interviews with end users/customers,
persona development or definition of target end users (4x), getting familiar with or explicitly evaluat-
ing competitor products (3x), comparing interfaces using metrics (such as time to complete certain
tasks), identifying dependencies and requirements, drawing, and prototyping (2x).

Design constraints

Interviewees indicated that the implementation of the guidelines not only depended on the design of
the cobot, but also on the application that the cobot was used for, regulations, safety measures, com-
pany culture, and differences between users. Different users need different information (mentioned
3x), have different backgrounds and levels of expertise (3x), and have different expectations. Human
factors is influenced by the application and the way the work environment is organized, by regulation,
and different users have different abilities (e.g. some users are color blind). Cultural effects and
country-specific regulations will also influence how the guidelines can be implemented. One person
mentioned that autonomy given to workers by the companies varies greatly from one country to an-
other. While we would propose that information that is necessary to (better) achieve the user’s task
should not be hidden by the system manufacturer, we note that company culture, the culture of the
region, and commercial interests will influence how guideline number 3 (in Table 4.1), accessibility of
information, is implemented in practice.
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Diversity of end users as an effect on guideline implementation

Interviewees emphasized that there are many different end users for whom they are designing in-
terfaces. People who interact with cobots have different roles in the company (such as operator or
programmer). The type of interface that is desirable depends on the previous knowledge and exper-
tise of the end user, but also on what kind of application the user wants to implement on the cobot. A
software developer with several years of coding experience, but no previous interaction experience
with any robot needs different user guidance than a shop floor worker who has several years of
experience in working with machines and industrial robots but has never programmed or controlled
them by themselves. Novices were often contrasted to expert users during the interviews. In ad-
dition, different stakeholders of the cobot development process were mentioned, such as company
salespeople, system integrators, customers, end users, engineers, and programmers. We connect
the fact that different users have different needs to the frequent use of methods such as developing
personas. While many of the interviewees emphasized that their focus is on the end user, they also
noted that it can be difficult to get access to end users. One participant mentioned that in specific
industries, exchange of information is not desired by companies, although this information is much
needed to improve cobot UI/UX design.

Response to design guidelines and revisions

Some participants responded to almost every guideline, either by stating a confirmation, supplying
a practical example, asking for clarification, or voicing disagreement. Guidelines 13. Human factors
and 17. Adaptable system architecture were responded to by most participants (5 out of 6). Partici-
pants also remarked on the whole set, its potential uses, and on the categorization of the guidelines.
One participant noted that “it is something I can relate to, even though I never had this structured list
before (...) it’s (...) putting a word on most items I do here at work". Two participants explicitly stated
they thought the guidelines were quite complete. A few extra topics were suggested, such as safety
(which we had previously decided to exclude) or learning about safety (which is implicitly included
in item 9). Possible alternative uses of the guidelines were mentioned, such as using the guidelines
as a checklist, using them for discussion with top management to indicate which items need to be
worked on, or applying the guidelines to other machine interfaces in a manufacturing context. Two
participants remarked that similar UI/UX guidelines exist, which is understandable as the guidelines
are based on literature search. Participants made comments that many of the issues touched on
by the guidelines were large research projects in themselves. One participant also emphasized that
cobots are part of larger systems, and that programming cobots is just one piece of the puzzle when
it comes to solving automation problems.

Interviewee feedback indicated that the guidelines did not need substantial revision. Details in the
wording were adjusted, for instance “operator attention" was adapted to “user attention" as this
guideline did not apply only to operators on the shop floor. Several guidelines were adapted to
reflect remarks by participants. For instance, the item accessibility of information was adapted, as
participants pointed out that some information is not understandable to end users (such as raw
data), and information requirements and accessibility also depend on the user, culture of the region
and company, and user access. Guidelines 3, 8, 9, 11, 13, 15, 17, and 18 were adapted slightly,
20 was adapted substantially for clarification and merged with a different guideline, and several
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initial category headings were revised based on participant feedback (the numbering refers to the
guidelines as presented in Table 4.1-4.3).

4.7 Proposed set of guidelines
The proposed set of cobot UI design guidelines consists of 24 items, see Tables 4.1-4.3. An expla-
nation and an example are included for each of the guidelines. The guidelines cover the main topics
of situation awareness, system understanding, task efficiency, human factors, configurability, and in-
teraction design of the UI, with a focus on the usability and user experience of the cobot system. The
guidelines should be considered from the perspective that the user group is diverse and that different
users will have different needs, for instance in terms of the information they need to achieve their
task, that they might need different levels of support and complexity, and have different abilities, all of
which have consequences for the required interface design. Regarding intuitive use (guideline 22),
mental models (guideline 7), and user learning (guideline 9), we remark that the differences in users’
backgrounds will also have an influence on how these guidelines are operationalized; for different
people, different things are familiar, and (thus) different UI features will be easy to use or easy to
learn.

4.7.1 Comparison with existing heuristics and usability guidelines
After the final revision based on the expert interviews, we compared our proposed guidelines with
heuristics for robot teleoperation [1], assistive robotics [282], and HRI [50]. Guidelines 2, 5, 7, 9,
11, 12, 15-18, and 20, as proposed in the current paper are not included in the set for assistive
robotics [282]. While the compact form of the HRI heuristics [50] is useful for heuristic evaluation, not
all issues indicated by the guidelines proposed in the present paper are covered (guidelines 5, 9-13,
16, 18, 24, and to some extent 23 are not covered by [50]). The set that was the most similar to the
guidelines proposed in the current paper was the one for teleoperation [1]. We note that while there is
some overlap of many guidelines on a surface level regarding the topics, the formulation and meaning
of the guidelines is different. Several guidelines we propose for cobots are not included in the teleop-
eration guidelines, namely guidelines 12 (reuse of previous work), 13 (human factors/ergonomics),
and 19 (consistent behavior), due to the differences between the domains of robot teleoperation and
cobots for manufacturing. Several guidelines had overlaps, but with different practical implications.
For example, guideline 20 (Multimodal UI) is in a sense similar to the item “Complement video stream
with feedback information from other sensors" [1, pp. 257-258], but the presented information is very
different (video stream from remote teleoperated robot versus a programming environment on a GUI
in a manufacturing context). Some items relevant for teleoperation are not relevant in the context of
cobot systems (e.g. “Ability to self-inspect the robot’s body for damages or entangled obstacles"[1]).

4.7.2 Validity and generalizability of guidelines
In this section, potential threats to validity are considered. In the evaluation study (Sec. 4.5), partic-
ipants worked in a factory-like setting with equipment and robots [215]. This gives the experiment
some level of ecological validity (findings generalize to the real world [131]). The first evaluation
study indicates that guidelines can be applied to cobot systems. The external validity of the study is
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Situation awareness
1. System state awareness: Inform the user on the cobot’s state. The interface should
support the user in maintaining appropriate awareness of the system’s state. Example: The
cobot informs the user via lights on the robotic arm about the current state, for instance a
green light means a program is running.
2. Situation awareness: Inform the user regarding the cobot’s environment and con-
figuration. Help the user in understanding the configuration of the cobot in its environment,
as well as other sensor inputs. Example: The GUI shows a 3D model of the robot, which
indicates the cobot’s configuration and end effector position.
3. Accessibility of information: Allow users to access information required for the
task. Make sure the information the user needs for the task is available and accessible,
considering possible restrictions. Example: When editing a trajectories, a user can access
information about the exact end effector location on the GUI.

System understanding
4. Feedback: The UI is responsive to user actions. Respond to user actions so the user
can follow task progress and understand the effects of their actions. Example: The UI is
responsive when buttons are clicked, when the user navigates to a different menu, or when
values are updated.
5. Affordances: Signify how the user can interact with the cobot. The interface should
indicate which actions are currently possible and which ones are not. Example: An icon of
a trash bin next to a stored point indicates the point can be deleted by clicking on the icon.
6. Errors: Give clear explanations and steps to recover when errors occur. Tolerate
minor user errors, prevent critical system errors, support undo and redo. Example: When a
trajectory cannot be executed, a popup appears with an explanation why the error occurred
and steps to recover from the error.
7. Mental model: Support the user in understanding the way the system works. Sup-
port the user in understanding the connection between user actions and system response,
for instance by providing feedback and using appropriate terminology. Example: The user
can play a programmed trajectory as an animation on the GUI before execution by the cobot.
8. Help and documentation: Provide contextual help and documentation. Give users
clear explanations of functionality and errors. Example: When the help icon is clicked, the
help menu displays help items that relate to the functions that are currently on the display.
9. Support user learning: Help the user solve their (automation) problem. Support trial-
and-error behavior and provide templates, contextual instructions or other clues that indicate
how the cobot can be interacted with. Example: Templates for robot tasks are provided, so
the user has an idea what a program should look like.

Table 4.1: Guidelines for heuristic evaluation of cobot UIs, continued in Table 4.2.
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Task efficiency
10. Efficiency: Avoid unnecessary work on the user’s side. Minimize the number of
steps required to achieve goals and provide shortcuts. Example: The user does not have to
set the speed and acceleration for each point in a trajectory, but can specify these values for
the whole trajectory.
11. Task progress: Communicate to the user which task is being executed. The GUI
should make it easy for the user to follow task execution by indicating previous, current and
next steps. Example: When the robot is executing a series of actions, the current action that
is being executed is highlighted on the GUI.
12. Reuse: Enable reuse of previous work. Support users in reusing their work or the
work of others. Example: Previous programs can be copied and edited.

Human factors
13. Human factors: Design cobot and UI with ergonomics and accessibility in mind.
Ensure the cobot UI is comfortable to work with for the necessary duration. Example: The
teach pendant is light to carry or can be placed on a table, so it will be comfortable to work
with it for a few hours.
14. Avoid cognitive overload: Reduce mental strain. Support recognition instead of
requiring users to recall information, and limit the number of options that are presented.
Example: A function name such as “Wait" is easy to remember and indicates its function.
15. User attention: Support the user in directing their attention. Make menu items
that need attention visually salient. Do not attract attention unnecessarily. Example: When
the user is in the submenu for editing a trajectory, the menu items for editing points are the
largest items.

Configurability
16. Level of automation: Let the user determine the level of human input. The user can
decide to integrate human input or to make the program fully automatic. Example: There is
a function for integrating human input, which requires the operator to press a button before
the robot continues its task.
17. Adaptable system architecture: Enable easy software integration after hardware
exchange. The system architecture should allow for adapting the system to different types
of tasks and application scenarios. Example: It is easy to exchange the gripper and add
sensors to the system.
18. Adaptable tasks: Support easy editing of robot programs. Robot programs, trajec-
tories, configurations should be editable by the user. Example: Points in a previously stored
trajectory can be deleted or changed.

Table 4.2: Guidelines for heuristic evaluation of cobot user interfaces, continued in Table 4.3.
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Interaction design of the UI
19. Consistent behavior: Make sure cobot and UI behave in a consistent way. Cobot
behaviors, movement, and responses are predictable. Example: The cobot always executes
the same motion trajectory the same way.
20. Multimodal UI: Consider the relation between different interaction modalities.
Manage user attention across modalities and ensure the way information is presented via
different modalities is consistent. Example: The system provides feedback with LED lights
on the cobot, which matches specific events on the UI.
21. Graphic design: Design GUI items with usability, accessibility, and aesthetics in
mind. Make sure information is presented in a clear and structured way, and use color,
contrast and salience appropriately. Example: Fonts are legible and the interface has ap-
propriate contrast.
22. Clarity of interface: Ensure the UI is easy and intuitive to use. Avoid a complex UI
design; make use of simple graphics and icons. Example: When selecting an action for the
cobot, a sub menu for editing this action opens automatically.
23. High vs. low complexity: Display programming functions at different levels of
detail. Allow users to switch between simple and more complex ways of programming the
cobot. Example: There is the possibility to change between a simple version of the UI and
a more complex version that provides more options.
24. Customizability: Support user preferences. Enable users to change the interface
according to their wishes and needs. Example: It is possible to adapt different features
based on user preference, such as the size of windows on the UI.

Table 4.3: Guidelines for heuristic evaluation of cobot user interfaces.

threatened to some level as the participants did not have specific expertise in applying design guide-
lines. Ideally, participants would have known how to work safely with cobots, would have previously
worked with heuristics, and would have design-related expertise, besides having time to participate.
As the most important aspect was being able to safely program the cobot, we chose robotics ex-
pertise as most relevant criterion. We chose to conduct the interviews with participants who had
expertise in cobot UI/UX design to balance this initial focus with people with design-related expertise.
Participants in the expert interviews had experience with other cobots besides those used in our ex-
perimental evaluation. This provides indications that the findings generalize to other cobots (external
validity). Feedback by participants given in the studies may be biased by their desire to cooperate,
which may have led to feedback that was skewed on the positive side. We aimed to lessen this effect
by specifically asking for (constructive) criticism and by using the clarity scores in the evaluation study
as an indication of those items that were most unclear and that thus needed revision. The sample
size was small for the both the evaluation study and the interviews. In both studies, the main aim
was to obtain detailed feedback to be able to improve the proposed guidelines, which was achieved.
Next, quantitative evaluation can be used to validate the guidelines. Such an evaluation study could
also evaluate the use of heuristics that comprise a shortened, summarized version of the presented
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guidelines, which could lead to possible additional refinement.

4.8 Conclusion
In this paper, a set of 24 design guidelines for the heuristic evaluation of cobot UIs is proposed.
Three different sources of information were used, namely a database search, modified heuristic
evaluations with participants with robotics expertise (N=9), and interviews with cobot UI/UX design
experts (N=6). On the basis of a comparison with existing design guidelines for HRI, we note that
the proposed guidelines are specific to cobot UI design in a manufacturing context and that they are
distinct from existing guidelines in the literature.

Visions of future manufacturing in which human workers can reprogram cobots in collaborative inter-
action settings [243] can only be realised if cobot technologies are sufficiently usable. The design
guidelines that were proposed in this paper indicate which design features are important in such
interaction scenarios. However, more research into cobot design and design proposals to improve
current cobot UIs are necessary.
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CHAPTER 5
Programming Robot Animation

Through Human Body Movement

This dissertation chapter is reprinted, with permission, from: Frijns, H.A., Stoeva, D.,
Gelautz, M., Schürer, O. (2024) Programming Robot Animation Through Human Body
Movement. In: Proceedings of the 2024 IEEE International Conference on Advanced
Robotics and Its Social Impacts (ARSO) © 2024 IEEE. See also the copyright state-
ment in A.5.1.

5.1 Abstract
The aim of our work is to make it easier for non-programmers to program robot motion. We de-
signed a system that translates human motion to motion of a (virtual and physical) humanoid Pepper
robot. The system enables programming robot animations using pose-matching imitation of human
motion. We developed a prototype that implements recording functionality, evaluated the prototype,
and revised the system architecture based on feedback from participants with expertise in dance
or programming the Pepper robot. We extend a conceptual design space for computer animation
by including a physical robot. On the basis of this design space and the prototype development,
we describe interaction design considerations for robot animation systems that implement human-
humanoid imitation systems.

5.2 Introduction
Human-Robot Interaction (HRI) is a multidisciplinary research field, necessitated by the complexity
of developing interactions with robotic systems taking place in human social space. It has been
argued that HRI research has thus far been dominated by laboratory studies with simplified views
on social interaction [150, 56, 312]. Inclusion of domain experts on social and nonverbal behavior
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such as interaction designers, social scientists [56, 216], and expert dancers [147] has been pro-
posed as promising for developing robotics applications for social settings [56, 216]. Researchers
have advocated for inclusion of animators and dancers in robot motion design, due to their exper-
tise on making characters seem lifelike through motion [18, 155], audience perception, and human
movement features [168]. Sirkin and Ju [251] argue that embodied design improvisation can help
designers of physical interactions with everyday objects (including robots) bring out tacit knowledge,
that is, knowledge arising from the body and its situated interactions. However, experts with knowl-
edge required to develop social interactions may lack robotics and programming expertise [56, 216].

To enable robot programming by domain experts such as dancers, systems and input methods with
a high ease of use are beneficial. Our focus is on systems that produce robot motion for social
HRI and dance, using imitation of human motion as a programming tool. We developed a prototype
for animating robot motion that implements a human-humanoid pose-matching imitation system, as
described in Sec. 5.4. The prototype uses Kinect v2 to realize imitation of human motion by the
Pepper robot, with a graphical user interface (GUI) to start and stop the motion recording process.
An evaluation of the prototype led to a revision of the system architecture. In Sec. 5.5, we outline
interaction design considerations for robot animation systems, especially in relation to the develop-
ment of our prototype. We extend a design space for computer animation [293] for robot animation.
The contributions of this paper are this extended design space and interaction design considerations
for human-humanoid pose-matching imitation systems, along with an implementation and evaluation
of a prototype.

5.3 Related work
Reasons for animation of robot motion include supporting human-robot communication, generating
convincing behavior, suggesting emotion, animacy [245], or personality [227], expressing information
such as internal state, intentions, and attitudes, or coordinating joint activity [129]. Our focus is on
expressive gestural motion. Expressive motion serves purposes such as communication, and its
meaning is influenced by contextual factors [288]. Gestural motion involves gestures and behaviors
that indicate a robot’s state and convey information, and can be performed by executing a series of
poses [110]. Techniques for robot motion design include 3D animation studies, developing a skeleton
prototype of the robot, Wizard-of-Oz (WoZ) exploration of movement possibilities, and video prototyp-
ing [129]. Tools for realizing expressive robot motion need to guarantee consistent playback, safety,
and scalability, and balance the complexity of information presentation while enabling access to use-
ful information [110]. Saerbeck and van Breemen [239] distinguish three classes of robot motion
design methods: trajectory design methods, motion editing methods, and high-level behavior design
methods. Examples of input methods for robot motion with high ease of use can be found in the
domains of Programming by Demonstration (PbD) (also referred to as Learning from Demonstration
(LfD) or imitation learning [222]) and robot teleoperation (e.g., [2, 235]). PbD is a technique in which
a human shows a robot example behaviors [33] that are used to generate a robot program. Bravo
et al. [33] describe PbD strategies: manipulation of a robot body (kinaesthetic teaching or teleopera-
tion), manipulation of a physical object or a (virtual or physical) robot representation, demonstration
using a GUI or user body movements, and multimodal demonstrations. Similarly, input methods for
LfD include kinaesthetic demonstrations, teleoperation, and passive observation [222]. These meth-
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ods differ in terms of their ease of use, possibility of application to systems with a high number of
DOF (degrees of freedom), and ease of mapping demonstrations to the robot.

Motion imitation systems using Kinect have been developed for the NAO [8, 311] and Pepper [96,
151, 126]. Our work differs from this, as our focus is not on the imitation, but rather on the interaction
design of a system for robot animation that implements imitation. Several authors describe chore-
ographing or designing robot motion with a GUI, e.g., for the HRP-4C robot [194], enabling dancers
to give feedback to CoBot robot motion [155], or observing how animated motions combine with pro-
cedural layers [227]. Our work differs from GUIs for robot animation, as we focus on the interaction
design of systems that are distributed in space, involving, besides a GUI, a humanoid robot, sensor(s)
for detecting human joint positions, and an end user controlling the robot with body movement. Depth
sensors such as Kinect have been used for computer animation of virtual characters [173, 208, 241].
Our work focuses on motion for a physical, co-located robot instead, which has consequences for the
spatial setup of the system and how user attention is distributed across this space. Several works
implement puppeteering a robot using a GUI, e.g., for the desk-light shaped AUR robot [130], the
customizable Blossom robot [263], or a WoZ interface for controlling Pepper [228]. Balit et al. [18]
propose software for editing robot motion and use the robot Poppy Torso to record poses. Wölfel et
al. [302] developed the ToolBot system for making reproductions of handicraft with the KUKA LWR
IV robot arm and a GUI for editing motions recorded with motion capture. Our work differs, as in
our prototype the user’s whole body is a form of input for animating a humanoid robot. Work that is
most similar is that by Porfirio et al. [216] and work implementing Extended Reality (XR, an umbrella
term for methods such as VR, augmented reality, and mixed reality) for HRI software tools as out-
lined by [9, 55]. Porfirio et al. [216] developed the system Synthé to program social interactions for
the NAO robot. This system enables designers to use bodystorming, a technique in which they use
their bodies and props to brainstorm about the interaction. We similarly focus on prototyping using
the human body, but their focus is on programming interaction scenarios and only pre-programmed
animations are used. Coronado et al. [55] review research on HRI software tools that implement XR
devices, game engines, physical robots, and sensors for human input. For example, Alonso et al. [9]
outline a system for VR teleoperation of the NAO robot. Here the user views a virtual robot using a
VR headset, which differs from our setting in which the physical robot can be observed by the human
interaction partner at all times.

5.4 Recording motion for animation
Our focus is on systems for robot animation using a human-humanoid pose-matching imitation sys-
tem. A prototype was developed that enables programming the robot Pepper by means of human
motion demonstrations with Kinect v2 input. The system’s imitation functionality translates a human’s
body pose to joint angles for Pepper, so that it directly and continuously imitates the human’s body
pose. The system can be used to develop robot animations: the user starts the recording, demon-
strates a motion that is directly imitated by the robot (Fig. 5.1a), stops the recording, and can then
replay the recording for execution by the robot. During replay (Fig. 5.1b), the robot is not imitating
the current body pose of the user, but executing recorded poses. The system needs to implement
functionalities to store and replay recordings. Moreover, the user has to be able to infer system sta-
tus and give commands to change it. Recording human motion for replay on the robot can be seen
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(a) User interaction with the system during
recording (after revision, see Sec. 5.4.3). The
screen (left) displays the recording GUI. Pep-
per’s tablet displays an icon indicating current
system state.

(b) Interaction during replay, when the robot
executes recorded motion.

Figure 5.1: User interaction with the system.

Figure 5.2: Overview of the revised system architecture. Kinect input data is processed and sent to a
Python program via a websocket. On the Python side, human joint positions are mapped to Pepper’s
workspace and a kinematics module is used to calculate Pepper’s joint angles. During direct motion
imitation, these joint angles are sent to the Pepper robot as motion commands. When recording, joint
angles are sensed and stored for later execution.

as a form of robot programming. Target groups include users with little to no programming skills,
for instance in the fields of education and entertainment, or HRI researchers and others who want
to quickly prototype robot motions for use in interaction scenarios. An iterative design process was
followed in which the prototype was evaluated (Sec. 5.4.2) and then revised, resulting in the system
architecture in Fig. 5.2.
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5.4.1 Technical implementation
The prototype was developed for the humanoid robot Pepper by Aldebaran, which has 20 DOF [254],
and Kinect v2, with code for human-humanoid motion imitation running on a laptop. A GUI provided
functionality such as making recordings and replaying them. The input to the program consists of
3D human joint positions; output consists of robot motion commands. During imitation, joint angles
for Pepper are calculated in near real time, and during replay the robot executes motion based on
recorded human joint position data.

Performing visual demonstrations of user body movements suffers the drawback of the correspon-
dence problem, as there is a substantial difference between human and robot bodies [33, 222].
Human bodies have different motion possibilities and constraints compared to robots, which means
that devising a mapping is required; Pepper’s arms have fewer DOF than human arms and the robot
does not have separate legs but instead one ‘leg’ attached to a wheeled base. We chose a mapping
to achieve pose similarity rather than a mapping between end-effector positions.

The imitation was realized by capturing human joint positions using Kinect v2 skeletal tracking with a
C# Visual Studio project. The imitation system allows for controlling Pepper’s ShoulderPitch, Shoul-
derRoll, ElbowYaw and ElbowRoll joints of both arms, the HipRoll, HeadPitch and HeadYaw joints,
and the opening and closing of both hands. In our system only the person closest to the sensor is
tracked and only a subset of Kinect frames is processed. Using C# with an XAML project and the
Kinect SDK, human joint positions were visualized on the recording GUI. A websocket was imple-
mented that sent human joint positions to a Python program. Human joint positions were scaled to fit
Pepper’s limb lengths and mapped to its workspace, to ensure a reachable position while maintaining
the pose configuration. We developed an inverse and forward kinematics module [260] to calculate
the required joint angles for Pepper to achieve a human’s pose. The NAOqi Python SDK [254] was
used to generate motion commands for Pepper.

5.4.2 Intermediate evaluation for system development
A user evaluation was conducted with six participants who either had dance/movement expertise
or experience programming Pepper. Pepper programmers are familiar with the robot and can com-
pare the use of our system to their experiences programming Pepper. Movement experts are one
of the target groups, and the system needs to be easy to use for them. Movement expert partic-
ipants (2 women, 1 man, age M=35.3 years, SD=3.0 years) had occupations such as movement
or dance teacher, choreographer, and dancer. Self-reported programming experience scores (on a
scale from 1=very inexperienced to 10=very experienced , question based on [82]) were 2, 3 and 4.
Self-reported familiarity with robots scores (on a scale from 1=not at all familiar to 5=very familiar ,
question based on [27]) were 1, 2 and 3. Three participants, students in the fields of informatics
and electrical engineering, were invited who had experience programming Pepper (2 women, 1 man,
age M=27.3 years, SD=3.2 years). Self-reported programming experience scores were 8, 9 and 9.
All three rated their familiarity with robots to be 5 out of 5 and reported having programmed Pepper
using Choregraphe, Python, C++ and/or ROS wrappers.

Participants were given informed consent and data consent forms to sign. Then, participants inter-
acted with the imitation system for 5-10 minutes to explore its functionality. Participants were asked
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Figure 5.3: GUI and qiBullet simulator executing the same pose.

to record three motions that were developed by a dance professional and that covered different kine-
matic chains and gaze directions. The robot would imitate the participant’s motions continuously,
except when replaying a recording. Participants were interviewed on their experience of the system.
All participants completed the task of recording and replaying the gestures using the GUI. The Sys-
tem Usability Scale (SUS) rating of the system with recording GUI by the movement experts was
M=72.5 (SD=10.9), the programmers’ rating was M=87.5 (SD=11.5). According to Bangor et al. [19],
systems with a SUS rating above 70 are acceptable in terms of usability while better products score
in the high 70 to 80 range.

Interviews were transcribed and analyzed using a thematic analysis approach [29] using MAXQDA [185].
The convention we use in the following is that P1 indicates participant 1 with experience programming
Pepper robots and D1 indicates participant 1 with dance/movement expertise. Across both groups,
participants commented on the recorded motion, the leaning motion that was part of the recording,
the motion imitation, motion speed and other motion qualities, and responded to the whole system
and participant attention during the task. Regarding imitation accuracy, responses included that fast
motion looks fine but slow motion may need to be smoothed as it looked robotic or jittery (P1, P3),
and that imitation worked very well (P2, P3), experiencing imitation as intuitive (P2). D2 had the
impression that it seemed easier for the system to replicate fast movements than slow movements.
There were some differences between the responses of both groups. Programming participants re-
sponded to the Kinect and perceived sensor inaccuracies, responded to individual features on the
GUI, and suggested potential improvements for the GUI. Movement experts responded to the robot,
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Figure 5.4: Design space for computer animation from Walther-Franks and Malaka [293].

compared its motion to human motion possibilities, remarked on a sense of togetherness, compared
the relation between human and robot in this setup to a pedagogue-pupil relationship, and indicated
feeling a sense of empathy.

5.4.3 Revised System Architecture
After the evaluation, the robot’s motion in response to the user, the method of trajectory genera-
tion, and the GUI were changed. Fig. 5.2 shows an overview of the revised system architecture.
Recorded motion can be translated into a trajectory by either using calculated robot angles that are
sent as motion commands or robot angles that are sensed during motion imitation (angles that are
actually reached), and choices need to be made regarding the sampling rate. To prevent recalculat-
ing angles for every replay, and for personal data protection considerations, the system architecture
was adapted to store robot trajectory data. Specifically, the trajectory is now based on stored sensed
robot angles, so the trajectory during replay of motion is more predictable; the sensed angles have
been seen by the user during recording. To realize smoother trajectory replay, a trajectory was gen-
erated on the basis of sensed robot joint angle data using the angleInterpolationBezier

function from the NAOqi ALMotion module for robot joint control. This is a blocking call, as opposed
to the non-blocking setAngles command that was used previously.

The GUI was adapted to have boxes for separate recordings, and a virtual robot was added using
qiBullet [36], which implements a physics simulation of the Pepper robot (Fig. 5.3) to enable program-
ming without direct execution by a physical robot. We added visual feedback on the tablet regarding
the robot’s status (e.g., a recording icon).

5.5 Interaction design considerations
In this section, we outline interaction design considerations, using Walther-Franks and Malaka’s de-
sign space for computer animation [293] (Fig. 5.4). We use this design space and extend it, to em-
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Figure 5.5: Extended design space for robot animation based on [293] with the additional item Robot.

phasize how the introduction of a physical robot platform complicates a computer animation task, re-
quiring consideration of additional interaction design aspects. We extend the design space (Fig. 5.5)
to describe systems for animating humanoid robot motion using imitation of human body movement.
The physical presence of the robot and other devices that are distributed in space affect the way the
user will divide their attention across these devices.

5.5.1 Design space for computer animation
In the design space for computer animation by Walther-Franks and Malaka [293] (Fig. 5.4), the enti-
ties involved in interaction include the Artist (who designs the motion), the Machine (combination of
hardware and software), and the Artifact (the moving virtual character). The Task refers to what the
tool is used for, namely animation. Integration refers to the way the input device is used as a means
of control of character DOFs, and involves making decisions regarding which joints are mapped. Cor-
respondence refers to the match between input entering the input device and the resulting anima-
tion of the artefact. Metaphors mentioned in [293] include the conversation metaphor, manipulation
metaphor, and embodiment metaphor. Directness refers to the spatio-temporal distance or offset
between user and animation, and includes issues such as precision and occlusion. Orchestration
refers to how information is presented to the user and which actions the user can take in a particular
order. Space-time mapping refers to the mapping of the dimensions of time and space from input to
output. For instance, video playback involves a mapping from time to time, while computer puppetry
involves a mapping from space-time to space-time [293].

5.5.2 Extended design space for robot animation
In this section, we highlight interaction design considerations for robot animation systems that imple-
ment a human-humanoid imitation system, based on our prototype, using the extended design space
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in Fig. 5.5. In systems for robot animation, the Artifact is split into a Virtual artifact (the recording
data and the animation of a virtual robot) and animation of the physical Robot . Introducing a Robot
adds additional Correspondence relations and affects Orchestration.

Task

Main animation tasks include motion creation, motion editing, and motion viewing [293]. For motion
creation, choices are to be made regarding the type of demonstration (trajectory demonstration or
keyframe demonstration), which data to use to generate a trajectory during replay, the sampling
rate, and speed of the robot’s motion. These choices have several implications for the experience
of the interaction, and should be made in relation to the aim of the system. Choices may affect,
for example, the required interaction during motion demonstration. A different user interaction is
required when the user can demonstrate a motion fluently, as compared to an interaction in which the
user demonstrates a series of poses for keyframe demonstration (which the system will interpolate
between). Choices may also affect if timing information for the motion is recorded by default or not,
how predictable motion will be during replay, and how detailed recorded motion will be. The sampling
rate has consequences for the smoothness and precision of the motion. The sampling rate can be
made dependent on the motion speed of the robot, meaning that for fast motions, more frames per
second are stored to preserve detail. Recorded motion can be observed on a physical robot and/or a
virtual robot. There are different ways to view the motion; viewing the motion while it is connected to
the human demonstrator, versus viewing the motion when replaying a recording, disconnected from
the human demonstrator. One consequence is that the robot should safely be moved from its current
configuration into the first recorded pose when executing a recorded motion. For motion viewing, the
system needs to take the starting pose into account, and move the robot from its current configuration
into the first recorded pose. This is especially relevant for working with a physical robot platform, as
the robot may otherwise jolt into the first pose. Potential extensions of the prototype for motion
editing include trajectory editing capabilities (for individual joints). For generating motion that is both
expressive and goal-oriented, it may be necessary to combine different types of motion, parametrize
motions, or integrate additional objectives when the trajectory is generated (see [110, 153, 238, 227]).

Part of the Task involves interaction with the GUI, which can include, e.g., visual representations of
system status, sensor information, existing recordings, feedback to user action and feedback regard-
ing mode changes. Providing a stick figure that visualized human joint positions detected with Kinect
gave participants information regarding tracking errors and accuracy (P1, P2). A virtual robot can
be included for replay of the motion, troubleshooting in case errors arise, and working without the
physical robot present. Providing options to associate additional data to recorded motions can be
useful for organizing and reusing recorded motion. For instance, recordings could be named, labeled
with various metadata, and visual representations of recorded trajectories may be stored alongside.
As suggested by P3, motion commands could be exported to a Python script, to give end users the
option to use the code file with other software

Directness

Directness depends on the sensors, calculation speed, network delays, and speed of robot motion
execution. Executing motion commands by a wireless connection to the Pepper robot may add
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latency as compared to a virtual robot [126]. Use of (a single) Kinect can lead to occlusions and
inaccuracies in the tracking data. Other possible input methods include, e.g., different depth sensors,
using a combination of RGB(D) cameras to reconstruct the 3D scene, or use of on-body sensors.
Each method has its (dis)advantages. Combining several sensors from different viewpoints may
make tracking more accurate, but may complicate the work process and introduce costs for additional
sensors.

Correspondence

We can consider the aspect of Correspondence on several levels, for instance similarity between
human and robot motion in pose configuration or end-effector position (see Sec. 5.4.1 for discussion
of the correspondence problem), similarity in movement style, and choices regarding spatial orienta-
tion/location change. Choices have effects on the type of motion that can be realized on the robotic
platform, as well as the user’s perception of the motion.

For devising a mapping, the first choice that needs to be made regards whether it is more important
to devise a mapping between end-effector positions (e.g., similarity between human hand location
and the gripper of a robot arm) or a mapping to achieve pose similarity (as in our prototype). For
human-humanoid imitation systems, the robot has a limited workspace. Imitation is convincing only
in a particular human motion range. Consider also motion speed: if the robot has a lower speed
of motion than human users, it will not be able to closely match a human’s motion at high speeds.
Dancers in the evaluation reported exploring how the robot’s motion responded to theirs (D2, D3),
including how the robot would respond to motion it cannot reproduce, such as jumping or lifting the
shoulders. Moreover, they reported that the robot moves in a way that is not human-like, as it can
isolate joints and it does not have a spine (D1). For the prototype described here, only in-place
motion is considered, no location change. Locomotion and translation involve movements that result
in a change of the robot’s position in space (whereas configuration change consists of in-place body
movements) [245]. Such motions could be considered for inclusion, but introduce complications for
our prototype as a single RGBD sensor such as Kinect assumes a frontal position. The user is
required to stay in the sensor’s field of view in order to be sensed.

Orchestration

Regarding Orchestration, user attention is a factor of importance. Our prototype required changing
the orientation of the body towards the Kinect, robot or the screen, visually attending to the screen
and the robot, and ensuring body data can be captured with Kinect. Sensors that need to frontally
capture human joint position data should be placed so that the user can orient themselves toward the
robot. Mirroring of human motion by the robot (rather than imitating) while the human and the robot
are facing each other was considered more familiar in the user evaluation (from viewing oneself in the
mirror). If a user whose motion is imitated also needs to give commands using a GUI, the interaction
design relating to the choice of input modes requires consideration, to avoid recording motion that
should not be reproduced. For instance, during the evaluation, the user’s leaning motion towards
the computer to give start and stop commands was also reproduced. This should be avoided, for
example by using alternative ways of giving commands to start and stop recording, e.g., with gesture
control, speech commands, a physical button, or working with an additional person who starts and
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stops the recording. In the revised prototype, a countdown timer was used to allow the user to get
into position prior to starting the recording.

The prototype required changing the orientation of the body (towards the Kinect or the screen), vi-
sually attending to parts of the system (the screen and the robot), and ensuring body data can be
captured with Kinect. To minimize the need to continuously monitor all devices that are located in
different places, the interaction could be focused on the robot, while an external screen is used for
representing recorded motion, viewing recorded motion (e.g., in absence of a physical robot), and
for setting the recording settings. To what extent an external screen is necessary depends on the
chosen way of giving commands.

Integration

Decisions need to be made regarding which joints are mapped. P1 reflected on adding the possibility
to the GUI to select individual limbs for recording. For Integration, one important consideration is
that such systems make assumptions regarding bodies of users (see [256]) and their movement
capabilities. In the prototype, assumptions arise due to the use of the Kinect and the mapping that
is made from human to the robot, for example that users have two arms and are able to move them,
which is not the case for everyone. Ideally, options should be given to customize which joints are
detected and the robot’s motion in response to human motion. But perhaps more importantly, other
ways of programming the robot should remain available (e.g., providing code or specifying joint angle
values).

Metaphor

Regarding Metaphor , dancers in the evaluation reported having the experience of embodying the lim-
itations of the robot, or of the robot’s limitations restricting their movement (D1). Some compared the
interaction to the practice of being a movement teacher (teacher-pupil metaphor, D2), or reported ex-
periencing the interaction as a conversation (D2, D3), communication or duet. A sense of connection
or empathy was also reported.

Space-time mapping

Our prototype has a space-time to space-time mapping, from human movement in 3D space to robot
movement in 3D space preserving timing. Generally, if there is both a physical robot platform and
a virtual animation of a robot, this means that there are two space-time mappings in the system.
Systems can deviate from each other. The program simulating the virtual robot can include a physics
simulator, but that is not necessarily the case.

5.6 Conclusion
We developed a prototype for robot animation of the Pepper robot, which was revised after eval-
uation with dancers and programmers. The goal of the system is to facilitate robot animation by
users who may not have sufficient programming skills but who do have other relevant expertise for
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developing contextually appropriate human-robot interactions. We extend a design space for com-
puter animation so that it becomes applicable for describing robot animation systems that implement
a human-humanoid pose-matching imitation system. We identify interaction design considerations
connected to system architecture choices.
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CHAPTER 6
Human-In-The-Loop Error

Detection in an Object
Organization Task with a Social

Robot

This dissertation chapter has previously been published as the following publication:
Frijns, H.A., Hirschmanner, M., Sienkiewicz, B., Hönig, P., Indurkhyam B. and Vincze,
M. (2024) Human-In-The-Loop Error Detection in an Object Organization Task with a
Social Robot. Frontiers in Robotics and AI, Sec. Human-Robot Interaction, Volume 11.
https://doi.org/10.3389/frobt.2024.1356827

6.1 Abstract
In human-robot collaboration, failures are bound to occur. A thorough understanding of potential
errors is necessary so that robotic system designers can develop systems that remedy failure cases.
In this work, we study failures that occur when participants interact with a working system and focus
especially on errors in a robotic system’s knowledge base of which the system is not aware. A human
interaction partner can be part of the error detection process if they are given insight into the robot’s
knowledge and decision-making process. We investigate different communication modalities and the
design of shared task representations in a joint human-robot object organization task. We conducted
a user study (N=31) in which the participants showed a Pepper robot how to organize objects, and
the robot communicated the learned object configuration to the participants by means of speech,
visualization, or a combination of speech and visualization. The multimodal, combined condition was
preferred by 23 participants, followed by 7 participants preferring the visualization. Based on the
interviews, the errors that occurred, and the object configurations generated by the participants, we
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conclude that participants tend to test the system’s limitations by making the task more complex,
which provokes errors. This trial-and-error behavior has a productive purpose and demonstrates
that failures occur that arise from the combination of robot capabilities, the user’s understanding
and actions, and interaction in the environment. Moreover, it demonstrates that failure can have a
productive purpose in establishing better user mental models of the technology.

6.2 Introduction
In Human-Robot Interaction (HRI) scenarios, failure situations invariably arise despite the best efforts
of system designers. These failures can be caused by multiple factors, such as sensor noise or
misinterpreted user input. A human interaction partner may be able to remedy errors. Existing work
dealing with failure with the help of a human interaction partner often focuses on the communication
of robot failures that the robotic system is assumed to be aware of. For example, in the works
by [286, 60, 61], failure is modeled as a failure state during plan execution by a robot, for instance,
getting stuck on a carpet while navigating [286], or being unable to pick up an object as it is located
underneath another one [61]. However, there is a gap in the literature when it comes to designing
robot communication that makes it possible for the user to spot errors that went undetected by the
system itself.

Our general focus is on situations where there is an error in the system’s knowledge base that the
system is unaware of but that a user may notice. This requires that a human user is aware of the
current state of knowledge of the robotic interaction partner. When the robot’s knowledge is conveyed
to a human user by means of a shared task representation, this representation can subsequently be
inspected, verified, and corrected by the user, if necessary.

We consider the specific scenario of a robot at a user’s home with the task of tidying up. It needs
to know where each object is supposed to go, i.e., this user’s personal preferences. When building
a system for performing household tasks, it is necessary to consider how to represent the robot’s
knowledge to a human user and what types of failures can be expected to occur. In our study, a
human shows a robot where to place certain household objects on a shelf.

Our work has two main aims. Our first aim is to find out how to support human-in-the-loop error
detection in an object organization task with a robot through the communication of the robot’s knowl-
edge base. Our second aim is to investigate if and how the errors that occur with a functional system
fit into the current understanding of failure in HRI scenarios.

Towards the first aim of supporting human-in-the-loop error detection, we developed representations
of a robot’s knowledge base for an object organization scenario. We conducted a user study in which
the robot communicates a representation of its knowledge base (spatial locations of the organized
object) to the user. In the study, we asked the participants to organize common household objects on
a shelf. The robot then communicated its understanding to the user in one of three conditions; using
1) a visualization on its tablet, 2) speech, or 3) a multimodal condition combining both speech and
visualization. See Figure 6.1 for an overview. We compare different output modalities, as it is not self-
evident which modality will be preferred due to the spatial nature of the task involving an embodied
robotic platform and objects organized at different spatial locations. Speech has an advantage, as it
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allows a user to focus their visual attention on the configuration of objects, while listening to the robot
verbally indicating the objects’ locations. A potential disadvantage is that speech may be perceived
as slow, and thus, visual communication may be preferred. Combining the modalities may result in
information overload and/or combine the disadvantages of both modalities. Hence, it is important
to investigate this issue empirically. We analyzed the results to understand the advantages and
disadvantages of different interaction modalities and errors that occur in such scenarios.

Figure 6.1: Overview of the system, setting, and study conditions. The task for the user is to arrange
objects on a shelf to teach the robot the preferred configuration. The robot detects the position of
the objects (Object Detection & Localization) and communicates the learned object configuration to
the user. We compare three different types of output: Speech, Visualization, and a combination of
speech and visualization (Multimodal). The user checks the output of the robot to detect errors (Error
detection).

Our second aim is to investigate if the errors that occur in a study with a functional system fit current
failure understanding in HRI. Often, pre-programmed, pre-determined or wizarded errors are used in
studies on failure in HRI without studying other potential errors (see e.g., [157, 196, 115, 114, 189]).
This means that the failures that occur in such experiments do not include potential user errors
or errors that arise from interaction with the environment but rather focus on hypothesized robot
failures. Working with a functional system that incorporates object detection allows for a more realistic
investigation of errors that occur in service robotics (and in object organization tasks specifically) and
to determine which representation design is adequate in a naturalistic task setup. In our study, we
did not pre-plan the failure situations. We programmed the robot to go through the interaction script
and perform an object detection routine fully automatically. As we used a functional object detection
system in which participants were not constrained in the way they organized objects or interacted with
the system, we were able to find out which types of errors actually occur. A subset of encountered
failure cases arose from user curiosity regarding the capabilities of the system and do not fit into
current failure taxonomies in HRI, which often assume a single source of failure. In the user study,
we encountered failure cases that have a function in user learning. While these cases are failures in
terms of not achieving the performance of the intended function or task, they do perform a productive
purpose in terms of contributing to user learning or satisfying user curiosity. The cases we observed
describe a type of failures that arises from a combination of user actions on the environment, user
expectations, and robot capabilities/limitations, which extends current understanding of failure in HRI.
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In line with the aims sketched above, our work is guided by the following research questions:

RQ1 How to support human-in-the-loop error detection in an object organization task with a robot?

RQ2 How do the failures that occur with a functional system fit into current understanding of failure
in HRI?

The contributions of this paper are as follows:

1. We present proposals for the design of representations of robot knowledge of object arrange-
ments to human users by means of speech and/or visualization (Section 6.4.3, 6.4.4), towards
RQ1;

2. We present findings from a user study regarding user preferences on communication of robot
knowledge in a human-in-the-loop error detection task (Section 6.6, Section 6.7.1), towards
RQ1;

3. We introduce the concept of productive failure in HRI, which is not part of any existing HRI
failure taxonomies (Section 6.7.2), towards RQ2;

4. We argue for an understanding of failure in HRI as an interconnected phenomenon that de-
velops over time and that can involve humans, robots, other agents, objects acting in the
environment, which extends the understanding of failure in HRI failure taxonomies beyond
one that considers failures as having a single source of origin (Section 6.7.2), towards RQ2.

6.3 Related Work
In this section, we discuss related work on multimodal and transparent interfaces for robotic systems
in Section 6.3.1, in line with our first aim. In Section 6.3.2, we outline concepts of failure and failure
taxonomies in HRI, in line with our second research objective.

6.3.1 Design of Multimodal and Transparent Interfaces in HRI
Previous research has investigated the use of individual modalities in HRI scenarios, such as dis-
playing facial expressions for giving feedback [190], comparing unimodal displays of emotion [281],
or investigating preferences regarding a person-following robot’s auditory feedback behavior [200]. In
a Human-Computer Interaction context, multimodal input has been argued to offer advantages such
as supporting user preferences and user learning, and reducing cognitive load and user errors when
fusing information from user input modes [73, 109]. Advantages of multiple output modalities for
communication from system to the user may be providing information in complementary forms [207]
or improved inferring of past causal information [116]. In HRI, there is a gap regarding research
comparing multimodal with unimodal inputs/outputs. In our work, we compare user preferences re-
garding the use of visual and auditory modalities, and a combination of the two, for presenting study
participants with the configuration of objects detected by a robot.
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Research on information presentation in relation to object configurations in HRI includes work on
disambiguation or grounding of human requests, for instance for the PR2 robot [111]. [249] argue that
the use of natural language can result in ambiguous requests, and propose that using visualization
can aid with disambiguation. In their user study, participants verbally describe an object, and the
system visually indicates the inferred object by means of a head-mounted device, projector, or screen.
[69] propose the Grad-CAM RGB method, which aims to identify specific objects in RGB-D images
for human-robot collaboration in unstructured environments. They draw bounding boxes to indicate
image regions in response to textual queries. [61] investigate semantically descriptive explanations
of objects in a scene to help end users identify reasons for robot failure to pick up an object.

Such information presentation of a robot’s perception and processing is a form of transparency.
Transparency refers to information being provided by a system with the aim to give a human end
user a better understanding of what the system is doing and why [100]. This can concern infor-
mation regarding a robot’s internal processes, for example, inferred commands [211], robot plan
representation [301], learned words for objects and verbs [125], or providing a rationale for robot
decision-making [196]. Hence, human interaction partners can better assess the robot’s state and
form more accurate expectations regarding its behavior. Several works have investigated the design
of transparent interfaces in HRI. [294] developed an interface that visualizes the decision-making pro-
cess of a robotic system and allows for inspection and editing of the knowledge graph. They argue
that such an interface can support the sensemaking of robot decision-making. [211] performed a
user study in which they compared a baseline of transparency through speech, pointing and gaze to
a combination of the baseline with visualization-based transparency on screen, and to a combination
of the baseline with visualization in Virtual Reality. The scenario concerns object manipulation and
surface cleaning by the PR2 robot in response to human commands. Visual transparency enhanced
the accuracy of commands and required less time, and increased the number of observed pointing
gestures by participants. The screen-based visualization condition was preferred by participants.
[125] investigated a language-learning scenario of a human tutor teaching a Pepper robot words for
objects and actions. They compared different transparency strategies, namely pointing and gaze by
the robot to request information regarding particular objects, and visualization of learned words on
Pepper’s tablet. The visualization led to a higher self-assessed knowledge of the system state as
compared to pointing. Several studies looked at the connection between errors and transparency,
notably also in connection to trust [196, 114]. [115] ran a user study in which the BERT2 robot
carried out a kitchen task, either with or without an error, and with or without verbal communication
when correcting the error. They found support for their hypotheses that higher transparency mitigates
dissatisfaction in case of errors, and that participants prefer a more communicative system.

In contrast to works that investigate how to communicate robot failure [61, 60], we investigate how
to communicate a robot’s knowledge base so that the user can inspect whether it is correct or a
failure has in fact occurred. This is similar to work on transparency, e.g., by [125, 211] who visualize
recognized speech, objects, and actions and compare different ways of communicating. However, in
our work, we explicitly focus on human-in-the-loop error detection.
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6.3.2 Failure and Errors in HRI: Concepts and Taxonomies

In the definition by [35], a failure occurs at the level of the task or functionality that a robotic system
is supposed to perform: “A “failure” refers to a degraded state of ability which causes the behavior or
service being performed by the system to deviate from the ideal, normal, or correct functionality” [35,
p. 9]. This definition of failure is used for the taxonomies by [309, 134]. Similarly, failure has been
defined as “an event that occurs when the delivered service deviates from correct service” [258, p.
345] or the “inability of the robot or the equipment used with the robot to function normally” [38, p.
423]. In the works by [286, 60, 61], failures are conceptualized as actions in a plan that fail, which
results in a failure or halting of the robotic system’s plan. Several authors describe a relation between
failures, errors and faults. According to [35, 38, 134], faults may lead to errors, which in turn may
lead to failures. Applying this description to the task in our study, we can describe an object that is
missing from the knowledge base representation as a failure in the robot’s task to detect organized
objects and convey its knowledge base to the human interaction partner. This can occur due to an
object detection error (e.g., white glue bottle is not detected), which can be caused by the fault of
overexposure of the camera image.

HRI failure taxonomies are categorizations of failures that occur in HRI scenarios. Although it is
unlikely that all possible robot failures can be identified for mobile robots in changing environments
combined with a wide variety of possible interactions [134], several authors have proposed failure
taxonomies that aim to classify failures. See Table 6.1 for an overview of failure taxonomies in the
HRI literature. [134, 38] classify based on the source of failure. The taxonomy by [134] distinguishes
between technical and interaction failures. Human errors are a subcategory of interaction failures,
and can be mistakes, slips, lapses, or deliberate violations, based on the work by [223]. [38] propose
a taxonomy of failures for mobile ground robots (Unmanned Ground Vehicles, UGVs). They catego-
rize failures according to their source, and failures are divided into physical and human failures. [279]
classify trust-relevant failures in HRI based on a different choice, namely if the action of breaking
trust was by the system or the user, and if this agent was supposed to act this way. They identify the
failure types of Design, System, Expectation and User.

Some authors argue that failure categorizations should be more human-centered. [277] write that
the majority of HRI research takes a robot-centric perspective on failure. They note that failure is not
only based on robot capabilities but also on its alignment with the context and whether the robot’s
behavior is socially aware. [309] argue that while existing typologies classify failures according to
what technically caused the failure, users do not know what caused the failure on a technical level,
but make an assessment based on the information they have. They propose an output-oriented
typology of performance failures, classifying them into logic, semantic and syntax failures. They
classify performance failures in HRI based on expected versus actual output. In their taxonomy
of social errors in HRI, [278] classify according to “five categories that humans adopt to perceive
socio-affective competence and social relationships” [278, p.14] (see Table 6.2).

Existing failure taxonomies and conceptions of what failure entails influence study designs in HRI.
For example, [157, 158] performed Wizard-of-Oz studies in which they based the failure types that a
robot made on the failure taxonomy by [134]. This illustrates that the way failure is conceptualized
in taxonomies and definitions is important for the studies that will be conducted and contribute to
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our knowledge of the topic of failure in HRI, as well as the mitigation strategies that are proposed
for robotic systems that encounter failure situations. In our work, we investigate how the errors and
failures we encountered in our user study fit in current understandings of failure in the HRI literature,
and argue how this understanding should be extended. In contrast to existing taxonomies that clas-
sify failures based on their source, we argue that HRI understanding of failure should acknowledge
failure cases that arise due to a combination of technical capabilities (and limitations), human un-
derstanding and behavior, and interaction with the environment and other agents and objects in the
context. Moreover, in our study, we observe user actions that do not fit neatly into the way “human
errors" are currently described in such taxonomies.

6.4 Designing a System that Conveys Detected Objects to
a User

Our goal was to compare different ways of communicating robot knowledge of object configurations.
In the envisioned scenario, a study participant organizes objects at a particular location. The robot
learns user preferences from observations. The robot stores the object locations and conveys the
configurations back to the user, who checks if these are correct, so the robot can (hypothetically)
organize the objects by itself later. We investigated different ways of communicating the stored
object locations. The communication of the stored object locations thus functions as a shared task
representation. The concept of shared task representations has been proposed as a way to reduce
common ground uncertainty in human-robot joint activities [51, 100]. Common ground [46] refers to
a set of mutual or shared beliefs held by the human(s) and robot(s) involved in the interaction. We
investigated how to design shared task representations and which interaction modalities are suitable
for human-in-the-loop error detection.

6.4.1 Object Detection
For object detection, we integrated a YOLOv5 [146] implementation with ROS Noetic. The model
was trained to recognize 11 objects (tools and objects commonly found at a workshop, e.g., mea-
suring tape and wood glue). We used the copy-paste data augmentation technique to generate a
diverse dataset by pasting images on random backgrounds [103]. We recorded 100 images per
object from multiple viewpoints. We applied the DINO-ViT algorithm [13] to generate object masks.
After filtering corrupted masks due to reflections, 20-50 image-mask pairs were kept per object, which
was sufficient to cover the full surface of each object. The masked objects were randomly pasted
onto backgrounds from the COCO dataset [175], resulting in 50,000 images with more than 3000
instances per class. YOLOv5 was trained using the parameters set as suggested by the original im-
plementation of [146]. From the 11 objects on which the detector was trained, we used the 6 objects
with the most reliable object detection performance in the specific setup of the experimental study.
We used OpenCV’s ArUco marker detection [203] to detect the location of the shelf to determine the
object positions in relation to it. Object locations were detected in 2D image space.

See Figure 6.2 for an example of the object detection running on the camera stream from one of
Pepper’s cameras. During the experiment, the area in which the robot had to detect objects in the
cupboard required the robot to move its head up and down to cover the area. The images from
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the camera stream had some motion blur. We combined the detection results from multiple camera
images that covered the detection area, which took approximately 10 seconds. To give an idea of
the system’s task performance, in the experiment there were 122 runs of the object detection routine,
and in each of these runs 6 objects should be detected (732 in total). Excluding the 6 cases in which
an object was fully hidden from view, we had 63 cases in which an object went undetected, yielding
a performance of (1−63/726)∗100% ≈ 91.3% on the experiment task. The coil was detected 93.4%
of the runs, the wood glue for 87.7%, the glue 84.4%, the tape 95.9%, the measuring tape 86.9%
and the multimeter 100%. Note that in some of these cases, objects were partially hidden behind
other objects. See Section 6.6.3 for more details.

Figure 6.2: Example of the object detection using an inbuilt camera on the Pepper robot.

6.4.2 Robot Behavior

We programmed a Pepper robot to speak, perform gestures, and display information on its tablet with
the Python SDK with NAOqi [255]. The robot was programmed to execute slight motions to indicate
that it is active, perform co-speech gesture and look at the participant (using face detection), which
was implemented with the NAOqi API modules ALBasicAwareness and ALAnimatedSpeech. During
object detection, the robot oriented itself to face the cupboard and moved its head up and down,
verbally indicating that it was scanning the area. This behavior was intended to be both functional
and communicative; the robot’s motion was used to collect image data of the full view of the cupboard
and also expressed that object detection is being performed.

When the visualization was used, the robot turned to face the participant so that the left side of the
tablet visually matched the left side of the cupboard from the participant’s perspective. This way, the
participant did not need to cross-compare the visualization to the object configuration in the cupboard,
see Figure 6.3.
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Figure 6.3: Robot turns to face the participant in conditions with visualization.

6.4.3 Speech Modality
The spoken description of object configurations by Pepper was based on research on descriptions of
such configurations by native German speakers [267, 268]. Speakers tend to look for a salient object
(a relatum), in relation to which they can describe the location of the target object. If a salient object
is not available, they may begin with a reference region instead. Descriptions are usually sequential,
following a continuous trajectory [267, 268]. We designed the speech condition as follows. We used
two prepositions from [111], namely “to the left of” and “to the right of” . A description was generated
for each object. This is done on a per-area basis (e.g., considering those objects that are on a single
shelf). When generating a description, the leftmost object was taken first and described using the
approximate location of the object relative to the area, e.g., “on the left of” , “somewhat to the left of” ,
“in the middle of” , “somewhat to the right of” , “on the right of” + area name. Each next object in the
area was described by referencing the previously described object plus the approximate location in
the area. This generated descriptions such as: “The wood glue is on the left of the top shelf. Next to
the wood glue is the measuring tape, which is in the middle of the top shelf.”

6.4.4 Visualization Modality
Visualization options that were considered include an abstracted visualization with icons and text,
a knowledge graph representation that closely matches the robot’s internal representation (as in,
e.g., [294]), or a camera stream with a visual overlay (e.g., [211]). In our task scenario, a camera
stream representation would require either a static composition of multiple images from the video
stream (which would result in a cluttered view that does not fit on the tablet in a way that individual
objects can be distinguished); or it would need to change dynamically (which we expected would
make it more difficult to keep track of the knowledge base). However, such a representation can be
relevant for a follow-up study that involves troubleshooting when participants want to know why a par-
ticular object is wrongly detected or not detected. An internal graph representation was considered,
but expected to result in a cluttered view as well. Therefore, we chose to represent the scene with an
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abstracted visualization, in which icons with text represent the objects. This representation provides
an uncluttered representation of the scene that fits the tablet dimensions, as shown in Figure 6.4.

We used a JavaScript library [172] in a Choregraphe application package for the visualization, which
could be dynamically adapted using Python commands. The visualization consisted of icons and
names of the detected objects. Objects were displayed at a particular location, assigned to an area
in a similar way as with speech (Section 6.4.3).

6.5 Study: Human-In-The-Loop Error Detection
A within-subjects study was conducted in which participants interacted with a Pepper robot in three
conditions. The participant placed objects on a shelf to “teach” the robot their desired locations. Af-
ter the objects were placed, the robot either communicated the object locations verbally (condition
Speech (S)), by means of a visualization on its tablet (condition Visualization (V), see Figure 6.4),
or using both visualization and speech (condition Multimodal (M)). The communication of object
configurations was done across communication channels that were additional to the robot’s nonver-
bal functional behavior (performing the object detection routine, Section 6.4.2), interactive behavior
and verbal instructions to the participant.

Figure 6.4: Example visualization in the Visualization condition.

We investigated the issue of human-in-the-loop error detection from different angles, namely by con-
sidering participant behavior, participant interpretation of the system, failures that occurred with a
functional object detection system, and participant preferences. The study research questions were
as follows:

RQ-Participant preference: Which condition do participants prefer? Why?

RQ-Task Load: Do participants perceive a different workload between conditions?

RQ-Error: Do participants notice all errors? Is there a difference between conditions?

RQ-Mental model: How do participants construe the way the system works?
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RQ-Participant behavior: Do participants use strategies to test the system, and when do they do
so?

6.5.1 Study Protocol

The experiment took place in a museum of science and technology in Vienna, Austria, in a separate
room from the exhibition space. The interaction with the robot, questionnaires, and study procedure
were in German. The study procedure and informed consent process were peer reviewed by the
Ethics Committee at our university. The protocol included an explanation of the study, informed
consent, interaction with the system in three conditions including completion of a survey form, and
an exit interview.

First, participants were informed regarding the purpose of the study, data collection and storage, that
they could opt out of the study at any time, and they were given researchers’ contact information.
This information was included on informed consent and data consent forms that participants were
asked to sign. Participants were asked to complete a short personal information questionnaire, and
were introduced to the robot, how it worked, and its different sensors (Figure 6.5). The robot was pro-
grammed to indicate its sensors and describe their function, which was then repeated and explained
by one of the researchers. This introduced the participant to the robot’s movement and enabled us
to check that the robot’s speech volume was adequate for the participant. The researcher answered
questions and explained the task.

In each interaction condition, the task for the participant was to place several objects on the shelves
of a cupboard. First, the robot greeted the participant and announced it would scan the area. It then
“scanned” the area by moving its head up and then down. Then, the robot asked the participant to
arrange the objects in the cupboard and to indicate when the task was complete. The participant
put the objects in the cupboard (wood glue, tape, measuring tape, a multimeter, a glue package,
soldering tin) (Figure 6.5). When the participant said they were done (when the speech recognition
detected the word “fertig”/done), the robot asked the participant to step aside. The robot performed
the scanning motion again, during which object detection was running on the video stream of one of
Pepper’s cameras. Depending on the condition, the robot spoke out the object locations (Speech),
displayed them on the tablet (Visualization), or conveyed them by both speech and visualization
(Multimodal). The robot asked the participant to confirm whether it was correct. If the participant
confirmed, the robot thanked the participant, concluding the interaction. If the participant indicated
it was incorrect, the robot announced it would scan the scene again from another perspective. It
moved to the right and scanned the scene again, conveyed the object locations, and again asked
the participant to confirm. If still incorrect, the robot stated it could not resolve the error. In either
case, the robot thanked the participant, concluding the interaction. After each condition, participants
completed a questionnaire. After interacting in all three conditions, participants were asked if they
had time for an interview and were explained how the system worked.

The interaction with the robot was programmed to function fully automatically. As it was not the focus
of our study, we chose to trigger the speech detection remotely if the built-in speech recognition did
not function after the first two tries by the participant.
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Figure 6.5: During the explanation (left); after the participant arranged objects (right).

The interaction of participants with the robot was video and audio recorded. While the robot was
performing object detection, a recording was made of its camera stream. An interaction log was
kept automatically. Prior to the experiment, participants completed a questionnaire on personal
information. After every condition, participants completed a questionnaire asking if the robot made
mistakes regarding the locations of objects, and if yes, which. Other questions on the survey included
if the robot made any other mistakes, how the robot communicated the information, and Raw NASA-
TLX [118] translated to German [90], to measure the users’ task load, which contains subscales for
mental, physical and temporal demand, performance, effort, and frustration. After each participant
interacted with the robot in all three conditions, they completed a final questionnaire on their preferred
condition and the perceived condition order as a manipulation check. Questions in the structured exit
interview included Which version did you prefer and why? How did the robot learn the locations of
the objects? See Table 6.3.

6.5.2 Pilot Study

A pilot study was conducted at a museum of science and technology (N=4, 1 woman, 3 men, age
M=35.25, SD=6.02). The protocol as described in Section 6.5.1 was followed. One participant
preferred condition Multimodal , stating it was the clearest, while three preferred Speech due to either
not being able to see well on the screen, a concern that the visualization may not be clear enough
in case the objects would be organized in a chaotic way, or feeling stressed with the combination
and not always trusting the way it was displayed. After the pilot, minor changes were made to the
questionnaire and the robot behavior. The robot’s behavior was changed so that it introduced itself
and its sensors (instead of a researcher introducing the robot), which also allowed for checking if
the robot’s speech volume was set at an adequate level for the participant prior to interaction in an
experimental condition. The questionnaire was changed to ask the participant if the robot made an
error in two different ways instead of once. After the revision, it asked whether the robot made an
error both in terms of the object positions or if it made any other error.
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6.5.3 Participants
For the main study, 33 participants were recruited in a museum of science and technology. Conditions
were counterbalanced for 33 participants; the order of execution of counterbalanced conditions was
randomized across all participants. This meant that 5 participants interacted in each of the condition
orders VMS, SMV, and MSV, and 6 in each of the condition orders VSM, MVS, and SVM. Two of them
did not pass the manipulation check: they did not correctly identify how the robot communicated the
object positions on the survey forms after each interaction, nor on the final survey form.

In Section 6.6, we report on the data of the remaining 31 participants (16 men, 15 women). Their
ages (M = 39.1 SD = 15.87) ranged from 17 (with parental consent) to 76. Nine participants indicated
they had a robot at home (vacuum cleaner robot or LEGO). Nineteen participants stated having
seen a robot, nine of whom had interacted with a robot, and two had programmed a robot (LEGO
Mindstorms). Self-assessed computer programming experience was rated by 18 participants to be
1 (very inexperienced, i.e., have not programmed anything before), by 5 participants to be 2, by 1
participant to be 3, by 5 participants to be 4, and by 2 participants to be 5 (very experienced, i.e.,
professional programming knowledge).

6.6 Results
Thirty-one participants interacted with the system in all three conditions, yielding 93 interactions.
The object detection routine would run once or twice per interaction, depending on the participants’
response to Pepper’s question whether the representation was correct after the first run of the object
detection routine; if not, this routine would be performed again. This resulted in 122 runs of the object
detection routine. Some interviews could not be used due to equipment failure. We decided to keep
these participants in the analysis of the main study, since the equipment failure did not interfere with
the interaction or the questionnaires. Additionally, the interview was designed to be voluntary (and
presented as such to participants) to give participants the opportunity to clarify their questionnaire
responses. The interview responses of twenty-four participants were transcribed and analyzed by
coding the responses to the individual interview questions on preferred condition, the way the system
works, and the way participants organized objects.

The interview analysis was conducted as follows. The first and the second author first familiarized
themselves individually with the data, proposed a coding scheme, discussed the coding schemes
together and then agreed on a coding scheme. See Table 6.4 for an overview of the final coding
scheme. Each of them individually coded the responses of the participants to the interview questions
2-5. For 89.7% of the 194 assigned codes the coders were in agreement (meaning that the two
coders assigned the same code to the response). Coding differences were resolved by discussing
each of the differences to arrive at a final joint coding.

6.6.1 Participant Preference for Interaction Modality
To answer RQ-Participant preference, we looked at the questionnaire results and interview re-
sponses regarding the preferred condition. On the final questionnaire, 23 participants preferred
condition Multimodal , 7 preferred condition Visualization, and one preferred condition Speech. A
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multinomial test [230, p.142] yielded a p value of p = 2.315 ∗ 10−6, thus we should reject the null
hypothesis that each condition is preferred equally. An exploratory data analysis showed a difference
in self-reported computer programming experience for participants who preferred the condition Multi-
modal (M = 1.57, SD = 1.16) and for participants who preferred the condition Visualization (M = 3.29,
SD = 1.38). We performed multinomial logistic regression to check if “Programming Knowledge” can
be used as a predictor variable for the preferred condition. The likelihood ratio test resulted in a
p < 0.05 indicating that the model including programming knowledge as the predictor variable is
significantly better than the null model. The coefficient for “Programming Experience” was 0.9052
(std err= 0.353, z = 2.566, p < 0.05), indicating that for every unit increase in “Programming Experi-
ence”, the log likelihood of participants preferring Visualization as compared to Multimodal increases
by 0.9052. In a model comparing preference for Visualization to preference for condition Multimodal
that included gender and age besides programming experience, the programming experience was
the only predictor variable with p < 0.05.

In the interviews, participants stated a variety of reasons for preferring a specific condition. Reasons
for preferring Multimodal included that it was a double confirmation regarding what the robot saw,
it being clearest, having to make more of an effort to think along with speech-only or the risk of
forgetting or mishearing with speech-only, being better able to compare it, the participant having
a left-right weakness so seeing makes it easier, it reducing the chance of making mistakes, and
the combination resulting in more humanlike communication. Reasons for preferring Visualization
included that it is faster, being used to tablets, finding it easier to see rather than hear, and it being
more effort to check if both visualization and speech were correct. A reason for preferring Speech
included that seeing it on the tablet was too much information.

6.6.2 Task Load
The range for the 6 NASA-TLX subscales are from 0 (low) to 100 (high), and so are the total NASA-
TLX scores that are calculated here by summing the subscale scores and dividing by 6. The total
NASA-TLX means per condition (calculated using the scores of all participants) were as follows.
For Visualization, the score was M=12.69 (SD = 8.00), for Speech M=14.41 (SD = 10.46) and for
Multimodal M=10.78 (SD = 6.43). The ratings were rather low for all three conditions; we observed a
floor effect that makes it difficult to differentiate between groups. This tendency was not observed in
the pilot study. See Figure 6.6 for an overview of subscale ratings averaged across all participants.

We performed Friedman tests [230, p. 154] with Python [271] for the total NASA-TLX scores and the
subscales. We used the Friedman test, as the data is ordinal, and it is a repeated-measure (the study
is within-subjects). We did a Bonferroni correction on the α level (0.05/7 = 0.007). The Friedman
test for Frustration yielded a p-value of 0.0029<0.007. The other tests were not significant.

The mean scores for Frustration were as follows: for the Visualization condition M = 15.32 (SD =
18.21), for the Speech condition M=14.68 (SD = 13.72), and for the Both condition M=9.52 (SD
= 9.07). As the Friedman test yielded a significant difference in Frustration among the different
conditions, we did three Wilcoxon signed-rank pairwise comparisons for Frustration (following [230,
p.155]), applying a Bonferroni correction: 0.05/3 = 0.01667. We found no significant difference
between Visualization and Speech (Z = 52.0, p = 0.6456). We found significant differences in the
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Figure 6.6: NASA-TLX subscale score averages of all participants (N=31). *p < 0.01667

comparison of the Speech and Multimodal conditions (Z = 2.0, p = 0.0035 < 0.01667) and the
Visualization and Multimodal conditions (Z = 3.5, p = 0.0030 < 0.01667). We can use r = Z/

√
N

to calculate the effect size for non-parametric tests [230], which gives us a medium effect (0.36)
for the comparison between the Speech and Multimodal condition and a large effect (0.63) for the
comparison between the Visualization and the Multimodal condition.

To get an indication whether this may be due to one condition having more perceived error occur-
rences, we performed two Cochran’s Q tests (using [210]). We performed a Cochran’s Q test to
determine if there were differences between conditions whether participants reported errors or not,
and a Cochran’s Q test if there were differences between conditions regarding whether there were
any object detection errors or not. Interactions by participants with the system in which errors oc-
curred were coded with a 0, and cases in which no error occurred were coded with a 1. We found no
differences between conditions regarding the (perceived) occurrence of errors.

To answer RQ-Task Load, we found no significant difference between the total NASA-TLX scores.
However, we did find differences for Frustration between the Multimodal condition and the Speech
condition, and between the Multimodal and the Visualization condition.

6.6.3 Errors

To answer RQ-Error, we investigated whether participants noticed all errors and if this depended
on the condition. This required identifying which errors occurred and comparing them to the errors
that were reported by participants. We observed that participants were able to identify most errors
in all conditions. In a few cases, participants did not notice errors, but these cases were too few to
distinguish between conditions. We identify some modality-specific limitations. Further discussion is
included in Section 6.7.1.
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From the 93 interactions, in 41 cases the participant correctly identified that no errors occurred,
while in 31 cases the participant correctly identified the errors that occurred. In 7 of those 31 cases,
the participant responded to the robot that the representation was correct, but afterwards stated on
the questionnaire that there was an error. In 12 cases, the participant stated there is an error but
there was no object detection error per se (in those cases, only errors such as speech recognition
errors occurred). In 9 cases, errors, inaccuracies or mismatches in the participant’s judgement were
observed (Section 6.6.3).

Object Detection Errors

We identified object detection errors (e.g., missing objects) by comparing the camera stream during
object detection to the interaction log, which contained the results of the object detection. This
was analyzed for each of the 122 times the object detection routine was performed. In 58 of these
instances, one or more errors occurred. The main error concerned objects not being detected (69x),
followed by detection of objects that were not there: in 7 cases, objects were detected that were in
the data set but not in the set that participants were asked to organize (5x a marker, 2x pliers). Four
object location errors occurred. The number of participants for whom one or more errors occurred
was 11 (out of 31) during the first interaction, 11 for the second interaction, and 17 for the third and
last interaction.

Errors According to the Study Participants

Participants were asked to indicate on the survey form if the robot made (1) an error regarding the
object locations or (2) any other errors, and if so, which ones, see Table 6.5. In addition to the ob-
ject detection errors described above (Section 6.6.3), participants also reported speech recognition
errors and social interaction errors (e.g., not turning towards the participant while speaking, long
response times).

Errors and Inaccuracies in Participant Judgement

In 9 of 93 cases there was an error or inaccuracy in participant judgement based on the survey
form results and their response to the robot (5x Speech, 2x Visualization, 2x Multimodal). However,
participants were observed to make statements towards the researcher or display nonverbal behavior
that is indicative of them noticing an error in some of these cases. We list the specific cases below:

• Twice (in the Speech condition) objects were not detected but the participant said there was
no error (to the robot and on the form). In one case, three objects were missing. In the video
footage, this participant addressed the researcher in a questioning way, saying that objects
were missing, but that other objects the robot talked about were correct.

• One participant indicated twice (in the Speech and Multimodal conditions) that there was an
error and indicated one missing object, but an additional object was also missing.

• Twice, an additional “unknown” object was detected that was not part of the objects participants
were asked to organize, but that was part of the dataset (pliers, marker), without the participant
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indicating on the form or to the robot that there was an error. However, on the video data, one
participant (Visualization) verbally remarked to the researcher that there was a marker, and
one participant (Speech) initially nodded in response to each of the robot’s statements about
object positions, but stopped nodding once the robot mentioned pliers, which could indicate
that the participant noticed something was wrong.

• Twice (Multimodal, Visualization), a participant noted that the robot could not indicate that
objects were placed behind each other, but in principle no object detection error occurred. In
the Multimodal case, one object was missing from the representation during the second scan,
which was not remarked on by the participant on the survey form; the participant remarked
that the robot was not able to recognize that objects were placed behind each other or on top
of each other.

• Once in the Speech condition, a participant stated that there was an error without specifying,
but no error could be identified by us.

6.6.4 Mental Model: Participant Interpretation of the Object
Detection System

To answer RQ-Mental model, we coded the interview responses to the question “How did the robot
learn the positions of the objects?” The participants made reference to scanning (12 participants),
cameras or photography (7 participants), the objects being pre-programmed or the robot having
an existing representation of the objects (6), the markers (5), seeing or eyes (3), the shape of the
objects (3), with the text on the object (2), sensors (2), programming (1), the size of the object (1),
the ultrasound and infrared sensors (1), or that it was done by a human (1).

In other words, participants explained how the robot detected objects by referring to the words used
by the robot, to its behavior, what they could observe in the space, on the objects and in relation to
the robot, and some made reference to its humanlike capabilities like seeing and reading. Partici-
pants had multiple sources of information available to them about the way the system worked: what
the researchers told them at the start of the experiment regarding the robot’s sensors and the task,
the words and behavior of the robot, what could be observed by the participants (e.g., ArUco markers
on the cupboard), and the events during the trials. For example, the mention of scanning can be con-
nected to the robot stating it was “scanning the area”. Some of the theories participants constructed
were (partially) incorrect. For example, one participant stated: “It obviously has a database of those
objects, and it looks for those exact objects every time where they are. Last time I forgot the soldering
tin outside. Then he didn’t realize that the soldering tin wasn’t there at all. So, obviously, he looks for
exactly these objects every time on the shelf. And if one of them is not quite there, i.e., it’s not on the
shelf, but it’s on the side, then he recognizes it as being on the shelf. Even if it is not on the shelf.”
This illustrates how accidental events during the trial influenced the participant’s understanding of the
system. There was a technical failure during the trial: the soldering tin was detected as being on the
shelf because the shelf area had been defined to be a bit wider than it actually was. So the soldering
tin, which was forgotten by the participant and left next to one of the shelves, was also assigned to
being on the shelf. This resulted in inaccurate understanding of the participant; the robot does not
actively look for those exact objects.
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6.6.5 Participant Behavior: Object Arrangements
To answer RQ-Participant behavior, we analyzed both participants’ object organization strategies
as well as their answers to the interview question that asked if they had a specific reason for the way
they organized the objects. The strategies that were mentioned by participants in the interviews were
coded, as were the strategies that were observed with regard to the object configurations.

In the interviews, several strategies were mentioned. Eleven participants mentioned testing the sys-
tem in some way, for instance, by placing an object inside or behind another object, or rotating an
object, to see if the system would still be able to detect the configuration. Ten participants mentioned
organizing objects without any specific intention in mind. Five reported ordering objects by category
(e.g., grouping adhesives or measurement tools). One other mentioned reason was making a clear,
symmetrical arrangement. One participant stated: “I thought I would give him easier tasks at the
beginning and then more difficult ones. That’s just the way it is with a child. You just increase it.”
Another: “So the first time I thought, nice and symmetrical, clear. The second time I made it a little
harder, I think for him, because then I also put two things next to each other. And the third time, I
turned the tube of glue on its side because I thought that if he only had the [brand name] as a pattern,
he might stumble, and he did. It was mean, wasn’t it?”

For analysis of the object organization strategies, the first and third author agreed on a classification
and then coded screenshots of the organized cupboard (inter-rater agreement 92.1%, mismatches
were resolved jointly). We distinguished several strategies that participants may have thought would
make it more difficult for the robot to detect objects, which were also reflected on during the inter-
views. See Figure 6.7 for an example. The number of times this happened increased from the first
interaction. Strategies identified included stacking an object on top of another, placing more than
three objects on a shelf, rotating objects, hiding objects from the robot’s perspective or placing them
in a way that they overlapped one another, and placing objects at different depths on the shelf. See
Figure 6.8.

In the first interaction, an object was hidden behind another object zero times (0x), in the second
interaction 4x, and in the third interaction 5x. Objects were placed in a way that one object overlapped
another from the robot’s camera perspective 3x in the first interaction, 6x in the second interaction,
and 10x in the third interaction. Placing more than three objects on a single shelf occurred 0x for the
first interaction, 3x for the second, and 5x for the third. Stacking of objects only occurred two times,
both in the third interaction. For rotation, the coding required distinguishing between canonical and
non-canonical views, where canonical views would be those views that people find more typical or
easier to recognize [212]. Rotation of objects (a non-canonical view) remained more or less similar
across interactions, with an object being rotated 12x for the first interaction, 8x for the second, and
16x for the third interaction (excluding measuring tape as it lacks a clear orientation).

6.7 Discussion
In this section, we discuss our findings regarding human-in-the-loop error detection to answer RQ1
(Section 6.7.1) and how the observed failure cases align with current HRI understanding of failure to
answer RQ2 (Section 6.7.2) in line with the research objectives stated in the Introduction.
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Figure 6.7: Example of an object configuration by a participant in which the objects are more difficult
to detect by the system.

6.7.1 Supporting Human-In-The-Loop Error Detection
In this section, we discuss how to support human-in-the-loop error detection in an object organiza-
tion task with a robot. Most participants (71.9 %) preferred to get the representation of the robot’s
knowledge both as a visualization and through speech, as this was a double confirmation. Moreover,
the NASA-TLX subscale score for Frustration was lower in the Multimodal condition as compared to
the single-modality conditions. As participants correctly identified whether the robot made an object
detection error or not in 90.3 % of cases (Section 6.6.3), this shows that all three conditions can
support error detection by users. However, modality-specific advantages and limitations exist, as
described below.

Regarding advantages and limitations of the visual modality, the persistent nature of the visual rep-
resentation makes it easier to keep track, compared to only speech, as reported in participant inter-
views. An advantage of the Visualization is that it is seen as faster by some, while disadvantages
are that it requires being able to see well and its limitations for representing complex scenes. In
the visualization condition, it is important to be able to handle all possible object configurations, as
some visualization-specific errors were reported. The robot that was used in the experiment was the
Pepper robot, which has a built-in tablet. One solution to transfer our findings to other (humanoid)
robots that do not have an in-built screen is by developing a smartphone or tablet app that performs
a similar function.

Regarding the auditory modality, the speech representation resulted in uncertainty in some cases.
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Figure 6.8: Number of times per interaction that participants applied object organization strategies
with increased complexity, which made object detection more difficult. The strategies are summed
up across all participants for the first, second and third time they interacted with the system. The
frequency of complex strategies increased from the first to the third interaction (meaning that partic-
ipants applied more strategies to “test the system" in the second trial as compared to the first, and
applied even more strategies in the third and final trial). In other words, participants increasingly
displayed testing behavior.

Once in the Speech condition, a participant wrote on the form that they were unsure whether an ob-
ject was missing (this was counted as reporting an error). As described in Section 6.6.3, in two cases
in the Speech condition, objects were not detected but the participant said there was no error (to the
robot and on the form). In one case in the Speech condition, the appearance of unknown objects
was not remarked on to the robot or on the survey form. This suggests some errors were missed
or participants were unsure due to the representation in the Speech condition not being persistent.
The response of the participant for whom three objects were missing arose due to the nature of the
representation; asking whether a speech-only representation is correct has the risk of the participant
confirming its correctness, when the representation only partially covers the object arrangement. Ut-
tering one true statement can be interpreted as the representation being correct, even if there is
missing information; if that statement is correct, the missing information does not make the represen-
tation incorrect. For example, when the robot only mentions one of the objects at the correct location,
this can be seen as a correct statement even if other objects are not mentioned. However, this may
change if participants are more motivated to ensure the full representation is correct. With visual-
ization, on the other hand, there may be more of an expectation that the representation completely
matches the scene when asked to confirm its correctness.

An exploratory data analysis indicated that participants with higher self-reported computer program-
ming experience were more likely to prefer the visualization-only condition as compared to a com-
bination of visualization and speech. This indicates that novice users may prefer both interaction
modalities while advanced users who are familiar with the system might prefer visualization only. We
assume that the reason for this is that participants with more computer programming experience are
more familiar with tablets and data visualizations on screens. Our results suggest to communicate
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information using both visualization and speech when a user starts interacting with a device and to
offer the possibility to disable one of these at a later point. In our interviews, the multimodal con-
dition was preferred as it was a double confirmation, which enhances certainty. Starting with both
modalities would also be preferable in terms of accessibility. Speech can be helpful in case a user
does not see well, and visualization in case a user has difficulty hearing. This should be considered
in the design of robot embodiments; not all robots intended for human interaction include a built-in
screen. A built-in screen or a connection to an external tablet allows for supporting human-robot joint
activities with a visual shared representation.

A general observation for experiments in which participants are asked to detect errors is that partici-
pants should be asked if there are errors in several different ways, as they may respond differently to
a robot than what they report on a form or to a researcher. Moreover, participants may have difficulty
noticing additional errors after they have noticed an error. As described in Section 6.6.3, in three
cases multiple errors occurred but the participant only reported on one of the errors. This could
indicate that some participants may have focused on one error and did not pay attention to other
potential errors that could have occurred, once they encountered an error.

6.7.2 How do the Observed Failure Cases Align with HRI
Understanding of Failure?

In this section, we describe how the errors that occurred in the user study fit into current HRI failure
taxonomies and understanding of failure in HRI. When looking at the errors from a technical per-
spective in Section 6.6.3, the resulting failures (objects being missing as they were not detected)
can be described as software failures according to, e.g., the taxonomy by [134]. However, when we
take errors reported by participants and participant behavior into account, a more complex picture
emerges of the failures that occurred. In line with the calls by [278, 309], a more human-centered
perspective on errors comes to the fore. The interaction errors according to the study participants as
described in Table 6.5, namely speech recognition errors, next behaviors triggered too soon, speech
being recognized too late, long response times, confirming twice, and the robot not turning itself to
the participant can be classified as social norm violations in the human-robot failure taxonomy [134],
or as social errors according to the taxonomy of social errors in HRI [278]. However, adding social
norm violations to a taxonomy is not enough to adequately describe all potential failure situations.

During our main study, we observed participant behavior that made the object detection more difficult
(Section 6.6.5). This behavior was seen to increase as the interactions progressed. This may also
have contributed to the increase in errors between the last and the first interaction (Section 6.6.3).
Such behavior could be interpreted as the participants having a mental model of how the object
detection works, forming a question in their mind (e.g., “will the robot recognize the object if I hide
it?” ), and then testing it in subsequent interactions. Participants also reported that they were testing
the system (Section 6.6.5). Errors that were mentioned on the survey forms (Section 6.6.3) included
that “hidden objects" were not detected. This shows that a subcategory of “human errors" exists
that arise due to the human uncertainty about the potential effects of their actions (and neither due
to deliberately acting in a way that sabotages the system, nor due to acting without any intention
whatsoever). It also shows that errors exist that arise from a combination of technical and system
design limitations, participant behavior, participant expectations and understanding of the system,
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and the configuration of objects in the environment. This makes it difficult to classify such failures
according to the source of failure, which is the foundation of several failure taxonomies ([134, 38],
see Section 6.3.2).

Human errors in the taxonomy by [134] include mistakes, slips, lapses, and deliberate violations,
which are described as “intentional illegitimate actions (e.g., directing the robot to run into a wall)” [278,
p.3]. We argue that the testing behavior is a deliberate action, but it is not a deliberate violation per
se; it is not an action that has the sole aim to make the system fail but rather to find out if a particular
situation will result in a technical failure. This is desirable user behavior in low-risk situations, as
it will improve user understanding of the way the system works. If a failure occurs, it is the result
of an intentional action that serves a productive purpose, e.g., improving the user’s understanding
of the system. This is related to the concept of trial-and-error behavior and its importance for user
learning [37]. We argue that the opportunity for playful trial-and-error behavior, or productive failure,
is something that should be considered in systems design and failure understanding in HRI. This
concept is not a part of the current HRI failure taxonomies (e.g., [134, 278]). Usually, learning is not
explicitly considered in HRI failure taxonomies. Learning mistakes are considered in taxonomies in
other domains such as e-learning [218], where e-learning errors have been construed as potentially
harmful by some authors, as it may lead to low computer self-efficacy or computer anxiety, while
others construe error in a more positive light and see it as a part of the learning process. In low-risk
HRI scenarios, we argue that errors in the context of trial-and-error behavior perform a positive role
for user learning.

User learning to establish a more accurate mental model of the way the technology functions is es-
pecially relevant in the HRI context. The disconnect between people’s estimates of robot perception
and reasoning capabilities and the robot’s actual capabilities has been referred to as mental model
discrepancy [211], asymmetry in perception [100], and the perceptual belief problem in HRI [272].
As we observed that the way the robot’s behavior was designed impacted participant understanding
of the way the system works (Section 6.6.4), we argue that interaction design can scaffold trial-and-
error behavior and the development of a correct mental model of system function. To facilitate the
user in gradually developing a more accurate model of the robotic system, it is important that the
robot gives appropriate behavioral cues. Similarly, [279] mention training and interaction design as
potential failure mitigation strategies when a trust violation occurs. Interaction design can support
user learning during interactions with a robotic system, where human interaction partners gradually
develop a better understanding and expectations of the robotic system. For instance, this can be
done through initial interactions in which object detection limitations are demonstrated, or by provid-
ing sensor information when the user detects an error.

6.8 Limitations of the Study
Our study does not address long-term effects, as the participants were asked to organize the objects
only three times. Moreover, the realism of the scenario was limited. The shelf was initially empty,
and the participants were asked to place a limited set of objects on the shelf. In a more realistic
setup, the cupboard may already contain some objects. In such situations, it makes sense to display
only newly added objects. Another limitation was that the robot was not capable of performing object

134



6.9. Future Work

manipulation. This may have impacted the participants’ motivation to ensure that the robot correctly
detected the objects. [134] discuss motivation as an important aspect for solving failures and mention
the mitigation strategy of setting expectations regarding potential errors. Fewer errors may occur if
participants have a higher level of motivation, if they are given more specific instructions for object
organization, or given insight into the robot’s perceptual processing. A different experimental setup,
in which participants would be required to complete the task as fast as possible, may have led to
a situation in which participants would not display trial-and-error behavior. The low task complexity
and missing robot manipulation capabilities may have contributed to the observed floor effect for task
load scores. Future work should investigate if higher task complexity will lead to more pronounced
differences between conditions. As we ran the experiment with visitors to a museum of science and
technology, there were regularly other people present in the room, e.g., friends and relatives. This
could have influenced the participants’ behavior, for which the video data may be analyzed (see
e.g., [105]). Moreover, that the study took place in a museum of science and technology may also
have contributed to the participants’ motivation to test the system’s capabilities and learn more about
it, or this may have resulted in selection of participants with an interest in technology. Advantages
of the study location were that the study participant pool was balanced in terms of gender and had
a wide range in terms of participant age and programming experience. At the same time, the study
was restricted to German speaking participants in Vienna, Austria. The number of participants was
restricted due to practical constraints, which means the quantitative data gives limited information.
However, the aim of the experiment was to gather qualitative data on interactions of participants with
a system that produces non-wizarded errors.

6.9 Future Work
Future work for human-in-the-loop error detection should include studying the efficacy of alternate
visualizations. For example, the user could be shown the camera stream with bounding boxes around
detected objects when the user detects a failure (different from the one chosen in our study, as
explained in Section 6.4.4). The human interaction partner may also be offered follow-up actions
such as repositioning the robot, an option to manually correct learned object locations, or to view
sensor data. The system can be extended by incorporating capabilities to detect and represent more
complex object configurations (using all spatial prepositions mentioned by [111]), or object pose
estimation to cover 3D. However, errors can still occur (e.g., due to occlusions). To deal with such
limitations in technical systems, our work provides suggestions on how to support human-in-the-loop
error detection. Future research needs to investigate how interaction design can support the user in
developing a more accurate mental model of the robotic system.

6.10 Conclusion
In this work, we considered the problem of supporting human-in-the-loop error detection in an object
organization task involving object detection functionality, a robotic system, and a human who orga-
nizes objects. In our study, we investigated if shared representations can support the participant’s
error detection task. We evaluated efficacy of different output modalities for the design of shared
representations that the end user can inspect to detect errors of which the system is not aware. We
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used a functional object detection system in our study, to investigate the types of errors that are likely
to occur in practice.

We found that visualization, speech and a combined condition all supported error detection. For the
speech-only condition, we observed most cases of uncertainty of participants. However, this condi-
tion also sufficiently supported error detection. Most participants preferred the combined condition.
An exploratory analysis of our results suggests that users with more programming expertise prefer
visualization; but this needs to be investigated further. We recommend using both speech and vi-
sualization to decrease uncertainty, especially at the start of the interaction, and offer the option to
switch off one of these modalities as the interaction proceeds. Moreover, using both modalities has
advantages in terms of accessibility. Our study shows that a visualization of the robot’s knowledge
base, in addition to speech or by itself, is highly preferred in the context of a task that requires a
human interaction partner of the robot’s internal state. Thus, a built-in screen or external tablet with
a visualization of the knowledge base supports human-robot joint activities.

Secondly, as participants were able to freely interact with our system, we were able to observe
failure cases that play a role in user learning. Participants were observed to gradually make the
task more difficult for the robot, to test and better understand the system. Failures arose due to
participants’ interpretation of and uncertainties regarding the robot’s behavior, their motivation to find
out whether their interpretation is correct, participant actions on the environment and the robot’s
subsequent perception of the environment. Such failure cases are not considered in current HRI
failure taxonomies. When the user is sufficiently supported through the system’s interaction design,
these types of failures are likely to positively contribute to the user’s understanding of the way the
system works. Supporting trial-and-error behavior and designing robotic systems so that they help
the user improve their mental model of the way the system works will help prevent failure in the long
run. A related point we want to make, is that current failure taxonomies in HRI that categorize failures
based on their source (e.g., a sensor or an action by a human) are likely to overlook how multiple
sources can together lead to failure situations, or to miss certain failure cases altogether (e.g., the
productive failure/trial-and-error behavior that we describe in this paper). We argue that failure in HRI
should be understood as an interconnected phenomenon, where combinations of actions by different
agents in the environment lead to failure.
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Tables

Topic of
taxonomy

Main categories Subcategory Subtopic

UGV failures
[38]

Physical failures Effector
Sensor
Control system
Power
Communications

Human failures Design failures
Interaction failures

HRI failure
taxonomy
[134]

Technical failures Software failures Design Failures
Communication Failures
Processing Failures

Hardware failures Effectors
Sensors
Power
Control

Interaction failures Social norm violations
Human errors Mistakes

Slips
Lapses
Deliberate Violations

Environment & Other
agents

Group-Level Judgement
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Working Environment
Organizational flaws

Faults in HRI/
robotics
[258]

Interaction Humans
Agents and Robots
Environment

Algorithms Decision Making
Behavior Execution
Perception
Localization and Mapping

Software Decision Making
Behavior Execution
Perception
Low Level

Hardware Platform
Sensors
Manipulators
Controller

HRI failures
[279]

Design failure
System failure Hardware

Software
Expectation failure Commission failure (unexpected behavior by

the robot)
Omission failure(the robot fails to act in accor-
dance with user expectations)

User failure Intentional
Unintentional

Table 6.1: Overview of different failure taxonomies in the HRI literature

Topic of taxonomy Categories

Social errors in HRI
[278]

Breach in empathetic and emotional reactions
Insufficient social skills
Misunderstanding the user
Insufficient communicative functions
Breach in collaboration and prosociality

Output-oriented failure
typology for HRI
[309]

Logic failures (involve that there is output that con-
forms with expectation, but the output is wrong)
Semantic failures (involve that the output format does
not conform with expectation)
Syntax failures (involve that there is no output)

Table 6.2: Overview of the taxonomy of social errors in HRI by [278] and typology by [309]
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1. How was it for you?

2. Which version did you prefer?

• Version A (the robot speaks out the object positions)
• Version B (the robot shows the object locations visually on the

tablet)
• Version C (the robot shows the object locations visually on the

tablet and speaks out the object positions)

3. Why?

4. How did the robot learn the positions of the objects? Please tell more
about how you understood the way the robot functioned. There are no
right or wrong answers, please convey your impression.

5. Did you have a specific reason for the way you organized the objects?

6. Did you notice anything unexpected during the interaction with the
robot?

7. Do you have any suggestions for improvement?

8. What do you think this experiment was about?

9. Was anything in the instructions unclear?

10. Is there anything else that you would like to communicate to the re-
searchers?

Table 6.3: Interview questions after the participant interacted with the system in all three conditions
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Codes for analyzing responses to the questions “Which version did you prefer?"
(Question 2) and “Why?" (Question 3)
Both, because...
... it is a double confirmation
... then you both see and hear it
... it is the most clear
... speech-only takes more effort
... then you can better compare/memorize it
... it is more humanlike to have both hearing and seeing in the communication
... I did not like the speaking away
... then I can’t make mistakes
... I have a left-right weakness
Tablet, because...
... it is faster
... I am used to tablets
... conditions with speech are more effort
Speech, because...
... it is too much information to also see it on the tablet
Codes for analyzing responses to the question “How did the robot learn the
positions?" (Question 4)
Participant made reference to:
• Scanning
• The objects were programmed in before or shown before, or it had existing
representation of the objects (e.g., samples)
• Markers
• Camera/photo/photographically
• Seeing/with the eyes
• Sensors
• Program/programming
• Shape of object
• Determining the position of the shelves
• Size of object
• Ultrasound and infrared sensors
• Done by human
• With the text on the object
Codes for analyzing responses to the question “Did you have a specific reason
for the way you organized the objects?" (Question 5)
• No reason
• Testing the system
• Symmetrical, clear arrangement
• Ordering objects by category (e.g., sticking, measuring, technical)

Table 6.4: Codes for analysis of interviews
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Error Number of times mentioned on a survey form

Unspecified 3
Object detection errors

Object(s) not detected/recognized/shown 20
Hidden object not detected 4
Could not show that an object 3
was placed behind another
Wrong object mentioned 2
Additional object shown 2
Object position error 1

Interaction errors

Speech recognition error 4
Next behavior triggered too soon 4
before participant spoke
Speech was recognized too late 2
Response time too long 1
It confirmed twice 1
Robot did not turn itself to me 1

Table 6.5: Errors as indicated by participants on the survey form
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APPENDIX A
Clarification of contributions

In Appendix A, the contributions to the publications that are part of the dissertation are clarified.

A.1 Introduction (Chapter 1)

Publication: Frijns, H. A., Schürer, O. (2022) Design as a Practice in Human-Robot Interaction
Research. Book chapter. In S. T. Köszegi, M. Vincze (Eds.), Trust in Robots (pp. 3–29). TU Wien
Academic Press. https://doi.org/10.34727/2022/isbn.978-3-85448-052-5_1

Clarification of the contribution: I conducted the literature search and wrote the chapter. My co-author
Oliver Schürer gave me feedback as a thesis advisor.

This book chapter was not included as-is, but partially re-used to inform the current introduction
chapter.

A.2 Chapter 2

Publication: Frijns, H.A., Schürer, O., Koeszegi, S.T. (2021) Communication Models in Human–Robot
Interaction: An Asymmetric MODel of ALterity in Human–Robot Interaction (AMODAL-HRI). Int J of
Soc Robotics 15, 473–500, Issue date: March 2023.
https://doi.org/10.1007/s12369-021-00785-7

Clarification of the contribution: I conducted the literature search, conceptual analysis, developed the
model, and wrote the paper. My co-authors Oliver Schürer and Sabine Köszegi gave me feedback
as thesis advisors.
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A. Clarification of contributions

A.3 Chapter 3

Frijns, H.A., Vetter, R., Hirschmanner, M., Grabler, R., Vogel, L., Koeszegi, S.T. (2024) Co-design
of Robotic Technology with Care Home Residents and Care Workers. In: PETRA’24 Conference
Proceedings

Clarification of the contribution: I proposed the initial idea of the workshop series focusing on “tech-
nical modules" (software and hardware). Together with Ralf Vetter, and with input from the other
co-authors, I further developed the concept of the workshop series. I wrote the publication and ana-
lyzed the data from the workshop series as reported in the paper. My co-authors gave feedback on
my writing, proposed edits and approved of the final publication. I presented the study proposal to
the research ethics committee with Ralf Vetter and Reinhard Grabler.

Ralf Vetter was core facilitator of the workshop series and was present at all 13 workshops. I was
present at 11 of the workshops as a facilitator. Matthias Hirschmanner was present at 9 of the
workshops as a facilitator. Reinhard Grabler was present at 6 of the workshops as a facilitator. Laura
Vogel was present at 4 of the workshops as a facilitator. All facilitators and Muhammad Saleemi (as
mentioned in the Acknowledgements section of the paper) were involved in revising the transcripts
of the workshops that were generated using Whisper.

I took the lead in planning and running the workshop on Participatory Design with input from Ralf
Vetter. Ralf Vetter took the lead in planning and running the workshop on Admission, with input from
me. Ralf Vetter and I jointly prepared the workshop on Robots. Matthias Hirschmanner planned
and ran the workshop on Computer Vision. Reinhard Grabler planned and ran the workshop on
Conversational AI. Facilitators met regularly to give each other feedback on the development of
workshops, and to discuss planning of workshops. Laura Vogel was involved in data analysis of the
transcripts of the Participatory Design workshops. Sabine Köszegi obtained funding for the project
Caring Robots // Robotic Care, writing the proposal for the original Caring Robots project with other
authors, and gave feedback in the role of thesis advisor.

A.4 Chapter 4

Frijns, H.A., Schmidbauer, C. (2021) Design Guidelines for Collaborative Industrial Robot User In-
terfaces. In: Ardito, C., et al. Human-Computer Interaction – INTERACT 2021. INTERACT 2021.
Lecture Notes in Computer Science, vol 12934. Springer, Cham. https://doi.org/10.1007/
978-3-030-85613-7_28

Clarification of the contribution: I shaped the research process, conducted the literature search, did
the evaluation study and conducted the interviews, and wrote the paper. My co-author Christina
Schmidbauer, who is an expert in cobot systems for manufacturing, was involved in the affinity di-
agramming exercise, evaluated existing cobot systems with me in the modified heuristic evaluation,
and was involved in the writing of the paper in a minor role. We also discussed the plan for the
research process together on several occasions.
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A.5. Chapter 5

A.5 Chapter 5
Frijns, H.A., Stoeva, D., Gelautz, M., Schürer, O. (2024) Programming Robot Animation Through
Human Body Movement . In: ARSO 2024 Conference Proceedings

Clarification of the contribution:

I conducted the literature search for related work, did the conceptual work on the design space, and
wrote the paper. My co-authors gave me feedback on the system and study development, as well
as on the paper throughout the writing process. I programmed the GUI and the system architecture
for recording robot motion (which incorporates a human-humanoid imitation system), shaped the
study design and conducted it with the programming experts. Together with Darja Stoeva and Oliver
Schürer I conducted the study with the movement expert participants.

The imitation system that is incorporated in the system that was used for the paper, was a system
that Darja Stoeva and I developed together. We closely collaborated for the kinematics module
of this system, which is reported in “Analytical Solution of Pepper’s Inverse Kinematics for a Pose
Matching Imitation System" by Stoeva, D., Frijns, H.A., Gelautz M. and Schürer, O (see Sec. 1.8).
Besides the kinematics module, the imitation system also contains a Websocket implementation
for communicating between Python and C#, sending commands to the Pepper robot, and scaling
and mapping functions to translate detected human joint positions to joint positions in the Pepper
robot’s workspace. Darja Stoeva and I collaborated on developing the mathematical mapping from
human to robot. Darja Stoeva developed the concept of the imitation system and evaluation of its
accuracy. She is the main author of the code for sensing human joint positions with Kinect, the
Websocket implementation, and worked most on correcting and evaluating the mapping module and
the kinematics module.

A.5.1 Copyright statement
“In reference to IEEE copyrighted material which is used with permission in this thesis, the IEEE does
not endorse any of TU Wien’s products or services. Internal or personal use of this material is permit-
ted. If interested in reprinting/republishing IEEE copyrighted material for advertising or promotional
purposes or for creating new collective works for resale or redistribution, please go to http://www.
ieee.org/publications_standards/publications/rights/rights_link.html to
learn how to obtain a License from RightsLink. If applicable, University Microfilms and/or ProQuest
Library, or the Archives of Canada may supply single copies of the dissertation."

A.6 Chapter 6
Publication: Frijns, H.A., Hirschmanner, M., Sienkiewicz, B., Hönig, P., Indurkhyam B. and Vincze,
M. (2024) Human-In-The-Loop Error Detection in an Object Organization Task with a Social Robot .
Frontiers in Robotics and AI, Sec. Human-Robot Interaction, Volume 11. https://doi.org/10.
3389/frobt.2024.1356827

Contributions statement according to the CRediT taxonomy (https://credit.niso.org/) that
is integrated into the publication:
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A. Clarification of contributions

HF: Conceptualization, Data Curation, Formal analysis, Investigation, Methodology, Software, Writ-
ing - original draft; MH: Conceptualization, Data Curation, Formal analysis, Investigation, Method-
ology, Software, Writing - original draft, review & editing; BS: Conceptualization, Data Curation,
Methodology, Writing - original draft, review & editing PH: Software, Writing - review & editing; BI:
Conceptualization, Methodology, Funding acquisition, Supervision, Writing - original draft, review &
editing; MV: Funding Acquisition, Supervision, Writing - review & editing.
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[312] Selma Šabanović. Robots in Society, Society in Robots: Mutual Shaping of Society and
Technology as a Framework for Social Robot Design. International Journal of Social Robotics,
2(4):439–450, December 2010. DOI:10.1007/s12369-010-0066-7.
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